The dynamics on a chaotic attractor can be quite heterogeneous, in some regions being unstable in more directions than in other regions. When trajectories wander between these regions, the dynamics is complicated. We say an invariant set A is hetero-chaotic if A has a dense trajectory and for at least 2 values of k, the set of k-unstable periodic points is dense in A.
Introduction
We introduce two low-dimensional maps as paradigms, including one that is perhaps the simplest possible example of a hetero-chaotic attractor for which the map has an inverse. It is based on the well-known baker map. See Figs. 2 and 3 and Eqs. 1 and 2.
We say a chaotic attractor (with a trajectory that is dense in the attractor) is heterogeneous when arbitrarily close to each point of the attractor there are different periodic points with different numbers of unstable dimensions, and then we refer to the dynamics of such an attractor as heterochaos. Here we present the second example to be hetero-chaotic, and it is Figure 2 : Example "2D-HC": Our 2D Hetero-chaos baker map F (x, z). The figure shows a three-piece version of the baker map. We divide 0 ≤ x < 1 into three intervals, L = [0, 1/3), M = [1/3, 2/3), and R = [2/3, 1], and divide the square into 3 tall rectangles A, D,and B ∪ C, whose bases are L, M, and R. The map F is defined as follows: For x ∈ L, z → z/2. For x ∈ M, z → z/2 + 1/2. For x ∈ R, z → 2z mod 1. And then x → 3x mod 1. Hence F expands each rectangle horizontally to full width as shown. The region R 1 = A ∪ D is contracted vertically. The region R 2 = B ∪ C is expanded in both coordinates so that the images of B and C each covers the entire square. Hence R 1 and R 2 are regions of one-and two-dimensional instability. While Fig. 1 is one-to-one almost everywhere, this map is not. This is corrected in Fig. 3 by raising the dimension of the space. 3 is partitioned into four regions A, B, C, and D and for all four, F maps x → τ (x) = 3x mod 1, and each is mapped into a region of the same volume. Both B and C expand in two directions and contracting in one, both having 1 6 the volume of [0, 1] 3 . A and D each have volume 1 3 and expand in only the X direction. Note that the Y coordinate shrinks for all four regions. We note that F −1 is also volume preserving and has many of the features of F . For F −1 , y → σ(y), independent of x and z. The first branch of σ has slope 3 2 while the other two branches have slope 6, thereby preserving volume. Eqs. 1 and 2.
the first example that does not also have quasiperiodicity. Our example is piece-wise linear while the previous example [1] is real analytic.
Baker maps. For contrast we begin with a map with quite homogeneous dynamics, the well-known "baker map", which we denote by 2D-B shown in the first panel of Fig. 1 . It was defined in 1933 by Seidel [2] . The map is defined by dividing the square into p equal vertical strip. Seidel used p = 10. We use p = 3 though p = 2 is most common in the literature. Each strip is mapped to a horizontal strips by squeezing it vertically by the factor p and stretching it horizontally by the same factor. The resulting horizontal strips are laid out covering the square [0, 1] 2 . We also show a three-dimensional version, 3D-B in the second panel of Fig. 1 . There, the unstable dimension is 2 and in particular is constant. The baker maps here are area or volume preserving and are one-to-one almost everywhere.
All periodic orbits of 3D-B are "2D unstable". In such cases when all periodic points have the same number of unstable dimensions, we call the chaos homogeneous. See Sec. 3 for definitions of 1D and 2D unstable for our maps.
The earliest use of the map name "baker" that we have found appears in the 1956 Lectures on Ergodic Theory by Halmos [3] . He writes that the actions of the map are reminiscent of the kneading of dough and writes that it is "sometimes called the baker's transformation".
Our hetero-chaotic baker maps. The baker maps in Fig. 1 have homogeneous chaos, but we here modify them to be hetero-chaotic. Here we call two such modified maps 2D-HC and 3D-HC in Figs. 2 and 3 respectively -as prototypes for understanding attractors with far higher dimension. The map for 3D-HC is defined as follows.
where
The examples (with slight changes) and some of the results in this paper have been announced without proof in [4] . That paper also has numerical studies of these and other related maps. Theorem 1.1. The 2D-HC and 3D-HC maps are hetero-chaotic.
Perhaps the proof would be easy if this map was a "subshift of finite type" on A, B, C, D, but it is not, as we show in Sec. 8.
The 3D-HC case is proved in three steps which are outlined below.
(1) Periodic points of F that are 2D unstable and 1D stable are dense in
(2) We apply Thm. 4.1 to F −1 (which requires small modifications in the proof) and conclude that the periodic points of F −1 that are 2D unstable and 1D stable are dense. Each of those orbits is 1D unstable and 2D stable for F , so periodic points for F that are 1D unstable and 2D stable are dense in [0, 1] 3 , (Cor. 4.4).
(3) The map is ergodic with respect to uniform (Lebesgue) measure (Thm. 5.1), and as a corollary we obtain that for almost every initial condition, the corresponding trajectory is dense in [0, 1] 3 , Cor. 5.2.
Hence 3D-HC attractor, unit cube [0, 1] 3 , is hetero-chaotic. As we discuss in Sec. 6, any trajectory (x n , y n , z n ) n∈N of 3D-HC has a projection (x n , z n ) n∈N that is a trajectory of 2D-HC. Each dense trajectory maps onto a dense trajectory, and periodic onto periodic (preserving the unstable directions). Hence the 2D-HC attractor, the square [0, 1] 2 , is heterochaotic.
Related literature. For area-contracting ("skinny") and area-expanding ("fat") 2D-baker maps, see [5] and [6] , respectively.
The first examples of a (robust) invariant set containing periodic orbits with different unstable dimension values were given by [7, 8] in four and three dimensions, respectively. "Robust" means the property persists under all sufficiently small perturbations. These papers are part of a program to find a collection of types of dynamical systems that together form a dense set in the space of all smooth maps or flows. One type under consideration was the set of hyperbolic dynamical systems. These are homogeneous. The fact that the examples in [7, 8] are robust means that examples like these must be in that collection and that hyperbolic systems are not dense. Later those ideas were extended using the notions of "blenders" and "hetero-dimensional cycles" (see [9] and references therein). That literature generally shows little interest in whether their invariant sets are attractors. We focus on attractors in part because they are some of the most interesting dynamical objects for scientists.
2 Homogeneous regions R k and "index sets" in hetero-chaotic dynamics
Let R k denote the region of phase space in which the dynamics (specifically, the map's Jacobian) is k-dimensionally unstable; see e.g. Fig. 4 . We require that for any finite time trajectory (
We call # k the largest invariant set that lies wholly in R k the index-k set. For 3D-HC, R 1 := A ∪ D and R 2 := B ∪ C. The index sets # 1 ⊂ R 1 and # 2 ⊂ R 2 for 3D-HC are shown in Fig. 4 . The set that is green in the figure is a subset of the following. 
Proving that a map has periodic points
We begin with a well known technique for proving existence of periodic points for the baker map, 3D-B. It illustrates what is needed for our heterogeneous 3D-HC case.
Boxes and symbol sets and their maps. Throughout this paper we deal with intervals that are usually half-open, written [a, b), but the reader should understand that if b = 1, the interval is actually [a, 1] . An example is that each symbol set is the product of such "half-open intervals except when the right end is 1". Rather than introduce a special notation for this, we leave it to the reader.
We will say a set B is a "box" when it is the Cartesian product of 3 non-empty half-open intervals of the form [a, b) ⊂ [0, 1]. We use subscript X, Y, Z to denote the projection of a box onto the axes. Hence
For the 3D examples that we call 3D-B and 3D-HC, we will refer to the boxes A, B, C, and D as symbol sets for F .
On each symbol set X, the map F in 3D-B and 3D-HC is affine in each coordinate and so can be written 
The above p or x indicates which d Z value to apply. In Fig. 3 
Both F and the inverse map F −1 have different symbol sets. For 3D-B and 3D-HC and for each symbol set X of F , the inverse map F −1 is affine in each coordinate on the box X ′ := F (X), and X ′ is a symbol set for F −1 . Stable and unstable directions. For 3D-B and 3D-HC, we have d X > 1 in Eq. 3 for every symbol set, and so we say the map F is unstable in the X direction or equivalently X is an unstable direction.
We say that F is stable in the Y direction for both maps since d Y < 1 for every symbol set.
For 3D-B the Z direction is also unstable (d Z > 1 for all symbol sets) while for 3D-HC we have d Z = 3 is chosen so that it is an interior brick. That means (1) the image B k := F k (B) for some k > 0 is a box (outlined in blue) extending across the cube in the X − Z plane; (2) the pre-image B −j := F −j (B) for some j ≥ 0 is a box (red) extending vertically across the cube in the Y direction; (3) F −j and F k are continuous on B; and (4) the closure of the intersection B −j ∩ B k is in the interior of the cube. It follows that B −j ∩ B k contains a periodic point p of period j + k. Its image F j (p) is in B and is also a periodic point of period j + k. So B has a periodic point.
Stability of a periodic point. A point p 0 is a periodic point with period N (not necessarily its minimal period) if
If χ Z > 1 we say the periodic orbit is unstable in the Z direction and if χ Z < 1 we say it is stable. We also say the point p 0 is unstable or stable if its periodic orbit is unstable or stable, respectively. (When χ Z = 1 we might say it is neutrally stable.)
The corresponding definitions for X and Y can be made for our 3D-B and 3D-HC examples and X is (always) an unstable direction for F and Y is (always) a stable direction for F , so all 3D-B periodic orbits are 2D unstable. An orbit that is stable in some coordinate for F is unstable for the inverse map F −1 , and unstable becomes stable. Hence a periodic orbit that is 2D unstable for F , that is, unstable in both X and Z directions, is 2D stable for F −1 , a fact we will use later. Notice that F −1 is 1D unstable for 3D-B since it has only one unstable direction, namely Y, while the other two are stable.
Definition of a (j, k)-brick. Here we describe a basic building block shown in Fig. 5 for proofs that a 3D map F has a 2D unstable periodic point, whose orbit is unstable in the X and Z directions and stable in the Y direction. This method works for 3D-B in Fig. 1 and can also be made to work for 3D-HC (Fig. 3) .
First some notation. Let j, k ∈ N where N denotes the non-negative integers. Assume k > 0. Let W j,k be the set of integers {−j, · · · , k − 1}.
For any interval J write |J | for the length of J. For a box B and m ∈ W j,k ∪ {k}, write B m := F m (B). We will choose B so that B m is in a symbol set for each m ∈ W j,k , but B k will not be in a symbol set. We say a box B is a (j, k)-brick B j,k if B m is a subset of a symbol set for each m ∈ W j,k , and
and |B −j
If the closure of all three of those, B −j
Z are in (0, 1), then we say the (j, k)-brick is an interior brick.
Below we do not assume there is an interior (j, k)-brick, but if one exists, then it must contain a periodic point. Proposition 3.1. Let F be the map of 3D-B or 3D-HC. Let j ≥ 0, k > 0. Each interior (j, k)-brick contains a periodic point q such that F j+k (q) = q. Furthermore q is 2D unstable and 1D stable.
Proof. Because of the form of B := B j,k (a, b, c) 
−j is a fixed point of F j+k and also a period j + k point of F .
Then q 0 := F −j (q) ∈ B is on the same periodic orbit of F as q so q 0 also a fixed point for F j+k ; i.e., F j+k (q) = q. The assumption that B is an interior brick guarantees that these periodic points are in the interior of their domain intervals and q is in the interior of B −j .
Constructing bricks for 3D-B. We can construct bricks as follows. Let j, k ∈ N, k > 0 and a, b, c ∈ N and a, c ≤ 2 k − 1 and b ≤ 4 j − 1. All (j, k)-bricks are boxes of the following form.
which means that B and its edges are in the interior of the cube. Notice that for k > 1, such bricks map onto bricks,
for some integers a ′ , b ′ , c ′ . 
It follows that the bricks can be made arbitrarily small, containing any point in the interior of [0, 1] 3 , so the periodic points of 3D-B are dense. In the next section, we construct bricks for 3D-HC. 4 Proving that 3D-HC has dense sets of 1D and 2D unstable periodic points
The main difficulty for proving that the 3D-HC map in Fig. 3 Note that we will also apply this result to F −1 , which requires only slight changes in the proof. See Cor. 4.4.
There are some important properties that we will use for the 3D-HC map F . For almost every p ∈ [0, 1] 3 and for every m ∈ Z, F m is continuous at p. We call such a point regular.
In this section, let p be regular and let p m := F m (p) for m ∈ Z. Constructing bricks for 3D-HC. Given a point p ∈ [0, 1] 3 and j, k ∈ N, k > 0, we ask what a (j, k)-brick B j,k (p) that contains p must satisfy. Write B = B j,k (p) and again B m := F m (B) and B = B X × B Y × B Z . We will construct B X , B Y and B Z .
For many choices of p and j and k, there is no (j, k)-brick. Now we explain how we can choose them so that a brick exists.
Definition of biased p.
)) and ≡ 2 for 3D-HC elsewhere (on B∪C) where d Z is given in Eqs. 3,4. Define
We say that p = p 0 is biased when Φ m (p) → ∞ as m → ∞. We note that a typical trajectory has more of the iterates p n in A ∪ D than in B ∪ C so a biased p is not typical. The set of biased p is none the less dense in [0, 1] 3 . For j ≥ 0 and k > 0, we say (j, k) is a biased pair if
Proposition 4.2. Assume that p is biased. For j ∈ N, there are infinitely many k > 0 for which (j, k) is a biased pair.
We leave the proof to the reader.
Proposition 4.3. Let p be regular and biased and let (j, k) be a biased pair.
There is a box B containing p that is a (j, k)-brick for 3D-HC.
Proof. The proof is by a construction which proceeds below.
3 be regular and biased. Assume (j, k) is a biased pair. The following must be satisfied for B to be a (j, k)-brick.
(P sym ) The intervals B X , B Y , B Z are chosen so that B m is a subset of a symbol set for all m ∈ W j,k . If B m did not lie in a symbol set, B m would intersect two or more and some coordinate B X , B Y , or B Z would cross an edge of a symbol set. We make sure that cannot happen.
3 k ) where a ∈ N is chosen so that p X ∈ B X . Applying 
So the first part of Ineq. 8 is satisfied.
Symbol sets and B m X . We have chosen B X so that (P sym ) will be satisfied. For each symbol set X, its X coordinate interval X X is [0, , it follows that
Hence the second part of Ineq. 8 is satisfied. Symbol sets and B m Y . For each symbol set X, X Y = [0, 1], so there is no boundary plane {y = constant ∈ (0, 1)} on the edge of a symbol set.
Choose
Thus the third part of Ineq. 8 is satisfied. , 1] and so cannot cross a symbol set boundary.
Hence we have produced the (j, k)-brick and shown that for m ∈ W j,k , B m is in a symbol set.
Proof of Thm. 4.1. Choose a biased p in the open set U. Choosing j and then k so that (j, k) is a biased pair, there exists a (j, k)-brick B := B j,k (p). The brick can be made arbitrarily small by choosing j large (making
j small) and then choosing k as large as needed (Prop. 4.2), making |B X | and |B Z | as small as desired, so that B ⊂ U.
By Prop. 3.1, there is a 2D unstable periodic point in B and therefore in U.
To prove the 3D-HC map is hetero-chaotic, we must also show that the periodic points that are 1D unstable are dense (and that there is a dense trajectory -as we will see in Cor. 5.2). 3 have X coordinate x. The red figure L p (which can also be written L x ) on the left is a unit square of points that have the same X coordinate as p. Its image
) is shown on the right. 3 has a dense set of periodic points that are 1D unstable.
Proof. We apply Thm. 4.1 to the map F −1 . The map F −1 has symbol sets X ′ := F (X) where X are the symbol sets of F . The maps τ and σ reverse roles and the proof goes through without other changes.
The proof is obtained by applying Thm. 4.1 to F −1 , which therefore has a dense set of periodic points that are 2D unstable and 1D stable. Such a point is also periodic for F but it is 1D unstable and 2D stable for F . Hence F has a dense set of periodic points that are 1D unstable.
Ergodicity
The existence of a dense trajectory could be proved using not one brick but an infinite collection of coexisting bricks. Instead of this topological approach, we will use an ergodic theory argument.
In outline, such a topological proof goes as follows. Choose a dense set p s ∈ [0, 1] 3 for s ∈ N. We have used B above for the box containing p. Thus for s ∈ N, we write s B for a brick containing p s , and assume s B is a (j s , k s )-brick. Assume p s and s B are chosen so s B are interior bricks. Then forward image F ks ( s B) of s B intersects the backward image F −j s+1 ( s+1 B) of the next brick s+1 B. Let C N ⊂ 0 B be the points that have a trajectory passing through s B for all s = 1, · · · , N. Then C N can be shown to be a (non-empty) box. Because s B are interior bricks, it can be shown that C ∞ := ∩ N ∈N C N is non-empty. This argument requires some care since the sets C N are not compact. Futhermore we can assume that s B have been chosen so that the diameter of the brick s B goes to 0 as s → ∞. It follows that for any point q ∈ C ∞ and any s ∈ N, F n (q) ∈ s B for some n ∈ N. It also follows that that trajectory is dense in [0, 1] 3 . Instead we obtain the fact as a consequence of ergodicity of F (Thm. 5.1). In fact ergodicity of F implies that almost all initial conditions yield trajectories that are dense in the cube (Cor. 5.2) of ergodicity.
Let F : E → E be a map on a space E (either [0, 1] 2 or [0, 1] 3 here) and let µ be a measure (Lebesgue measure here) so that µ(E) = 1.
Let φ be a continuous function on E. For any initial point p let the "trajectory average" beφ
a function that is always integrable, by an ergodic theorem. The map F is ergodic if for each continuous function φ, the trajectory averageφ is "essentially" constant; that is,φ(p) is constant except for p in a set of measure zero.
In this section, let F be the 3D-HC map in Fig. 3 , and let µ be Lebesgue
Theorem 5.1. The 3D-HC map F is ergodic.
Leaf. Let L x be the set of points p ∈ E whose X coordinate is
. See Fig. 6 .
Binary and trinary intervals. We say that Z N c is a binary interval (with coefficients c, N) if
where c, N ∈ N and 0 ≤ c < 2 N ; that is, its endpoints are binary fractions. We say that J N c is a trinary interval (with coefficients c, N) if
where c, N ∈ N and 0 ≤ c < 3 N ; that is, its endpoints are trinary fractions.
Proof of Thm. 5.1. The proof will reduce the question of ergodicity of F , which is defined almost everywhere on E = [0, 1] 3 to the question of ergodicity of the map τ (x) = 3x mod 1. See in Fig. 3 . Let φ : E → R be continuous. Thus it is uniformly continuous on E. We will show that the trajectory averageφ is constant on L x for a.e. x, which will imply ergodicity of F .
is a rectangle that can be written as
where Y n and Z n are intervals for Y and Z coordinates, respectively, and furthermore that Z n is a binary interval. This is not completely trivial because F is not always continuous on leaves for x ∈ [ , 1]. It is proved by induction. Suppose Eqn. 17 is true and Z n is binary. If L n is in a symbol set for F , then it is easy to check that L n+1 is also of this type. Notice here that |Z n+1 | is either half or twice |Z n |. There is one case where L n is not in a symbol set. That happens when x ≥ ), which is where
. It is 2 elsewhere. See Eq. 4. Hence for almost every x 0 ,
We have |Z n+1 |/|Z n | = d Z (x n ), except that in the case where d Z (x n ) = 2 and |Z n | = 1; then |Z n+1 | = 1. Since |Z 0 | = 1 and by the arguments in the Claim 2,
proving the claim. Claim 4: For a.e.
|Z n | → 0 as n → ∞. Henceφ is constant on L x 0 for almost all x 0 , proving the claim.
Reducing the problem to dimension one. For any continuous φ : y, z) ), where we know thatφ ((x, y, z) ) is independent of y and z by Claim 4.
Claim 5: For each continuous φ, ψ is almost everywhere constant. When proved, this claim finishes the proof since thenφ is almost everywhere constant for every φ.
For any continuous φ :
since the trajectory average is independent of which point on the trajectory is the start of the average. Eq. 20 implies τ is also invariant, i.e.,
The first equality above is true because if p is chosen so that
). The second equality follows by induction on n.
Sinceφ is integrable, so is ψ. Let C := 
In other words, the average value of ψ on each trinary interval is C. But every interval [0, x) for x ∈ [0, 1] is the finite or countable union of disjoint trinary intervals. Hence the average value of ψ on (0, x) is C. That is
That implies ψ(x) = C for almost every x ∈ [0, 1], proving the claim and the theorem.
To prove that 3D-HC is hetero-chaotic, we need to prove the map is transitive; that is, there is a trajectory (F n (p)) n∈N whose points constitute a dense set in the cube. A well known corollary of ergodicity says the following. 3 map to trajectories on the square. Also dense sets on the cube will map to dense sets on the square. Hence there is a trajectory of 2D-HC that is dense. A periodic orbit that is unstable in the X and Z directions projects to one that is unstable in the X and Z directions. So because the 2D-unstable periodic points are unstable in the X and Z directions, their projections are 2D unstable periodic points in the square. So they are dense. Similarly the 1D-unstable periodic points (unstable in the X direction) are dense in the cube so their projections are dense in the square.
Lyapunov numbers for 3D-HC
The 3D-HC map is volume preserving and we prove it is ergodic so a typical trajectory spends 1 3 of the time in A and in D and in B ∪ C. Furthermore the Jacobian DF is a diagonal matrix that is constant on each of A, B, C, and D. For example in the Z coordinate the map is either contracting by a factor of 2 or expanding by a factor of 2. Further that expansion occurs on B ∪ C which has volume 1 3 . Since the invariant measure is Lebesgue measure, typical trajectories have 2 3 of their iterates in A ∪ D and the rest in B ∪ C. Hence the Lyapunov number (the geometric mean of expansion or contraction) in the Z coordinate is 
Note that since the map is volume preserving the product of the three numbers must be and is 1. The logs of these three numbers are the Lyapunov exponents of F . . Also B Z = [0, 1 2 ) while C Z = [ 1 2 , 1]. Given the finite-length symbol sequence of j consecutive A's, the Z coordinate shrinks to [0, 2 −j ) and if it is followed by k consecutive M's, it expands by 2 k , though it cannot expand beyond [0, 1]. The symbol C can only be applied when the Z range includes some of [ Hence what symbols can occur for 2D-HC or 3D-HC can depend on arbitrarily many previous symbols. Thus the maps are not subshifts of finite type.
