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On powers of Lindelöf spaces
Isaac Gorelic
Abstract. We present a forcing construction of a Hausdorff zero-dimensional Lindelöf
space X whose square X2 is again Lindelöf but its cube X3 has a closed discrete sub-
space of size c+, hence the Lindelöf degree L(X3) = c+. In our model the Continuum
Hypothesis holds true.
After that we give a description of a forcing notion to get a space X such that
L(Xn) = ℵ0 for all positive integers n, but L(Xℵ0 ) = c+ = ℵ2.
Keywords: forcing, topology, products, Lindelöf
Classification: 54D20,54B10, 03E35
Introduction
It is well-known that a product of two Lindelöf spaces need not be Lindelöf.
Indeed, the product of two Sorgenfrey lines has a closed discrete subspace of size
2ℵ0 = c. The general problem of the degree of non-productivity of the Lindelöf
property is discussed in [2] and [5].
In 1978, Shelah, Hajnal and Juhasz proved that it is consistent that there is
a Lindelöf space whose square has a closed discrete subspace of size c+ = ℵ2 (see
[1], [2], [3]).
In 1990 we gave a consistent example of a Lindelöf space whose square has
a closed discrete subspace of size 2ℵ1 , cardinal 2ℵ1 arbitrarily large and does not
depend on the size of the Continuum, see [4] and [5]. This is the best result up to
this point. We conjecture that 2ℵ1 is the true upper bound on the sizes of closed
discrete subspaces of squares of Lindelöf spaces.
Definition. For a topological space X , L(X) is the smallest cardinal κ such
that every open cover of X has a subcover of size at most κ.
It is known about the higher powers of Lindelöf spaces that for each positive
integer n, there is a space X such that Xn is Lindelöf, but L(Xn+1) = c, see [6].
The aim of the present paper is to show a consistent example of a space whose
square is Lindelöf, but L(X3) = c+. It is an open problem whether L(X3) =
2ℵ1 > ℵ2 is possible.
Our reference for forcing and basics is Kunen’s book [7].
Theorem. Con(ZF ) =⇒ Con(ZFC+CH+ “There is a Lindelöf Hausdorff zero-
dimensional space X with all points Gδ sets, |X | = ω2 = c
+, L(X) = L(X2) = ω,
and L(X3) = ω2 = c
+”).
The proof will consist of the following:
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A) Definitions,
B) Main Lemma, and
C) Facts, of which the last Corollary furnishes the space X mentioned in the
theorem.
A) Definitions
0. Let F : ω2 × ω2 −→ {0, 1, 2} be fixed.
1. D(f) denotes the domain of the function f and if D(f) ⊂ ω2, then µ(f) :=
min D(f) or ω2, if f = φ.
2. For x ∈ ω2 and i ∈ 3, let A
i
x := {y ∈ ω2 : y 6= x and F (x, y) = i}.






4. UF := {Us : s ∈ Fn(ω2, 3)}.
5. F is flexible if (∀y 6= z in ω2) (∀i, j ∈ 3) (∃x ∈ ω2\{y, z}) F (x, y) = i and
F (x, z) = j.
6. Define ϕ: ω2 × ω2−→ω2 + 1 by letting
ϕ(y, y) := ω2, and for y 6= z
ϕ(y, z) := min
(
{δ ∈ y ∩ z : F (δ, y) 6= F (δ, z)} ∪ {y ∩ z}
)
,
i.e. the least δ ∈ ω2 s.t. (F (δ, y) 6= F (δ, z), or δ = y or δ = z).






satisfying (∀〈y, z〉 ∈ ω22) c(y, z) = 〈s, t〉 =⇒
(i) 〈y, z〉 ∈ Us × Ut, and
(ii) s↾ϕ(y, z) = t↾ϕ(y, z)
has a countable “subcover”, i.e. ∃ countable A ⊂ ω2 s.t.
∀〈y, z〉 ∈ ω22 ∃〈a, b〉 ∈ A
2
with 〈y, z〉 ∈ Uc1(a,b) × Uc2(a,b) (where c1(a, b) is the left coordinate of c(a,b),
and c2(a, b) is the right one).
We remark that (ii) simply means that ∀y ∈ ω2([c(y, y) = 〈s, t〉 and y ∈
D(s) ∩ D(t)] =⇒ s(y) = t(y)).
8. For an S ⊂ ω2, let (S)
0 = S and (S)1 = ω2\S.
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10. Let τ0, τ1, τ2 be topologies on ω2 generated, respectively, by the following
bases:
{V 0k : k ∈ Fn(ω2, 2)},
{V 1k : k ∈ Fn(ω2, 2)},
{V 2k : k ∈ Fn(ω2, 2)}.




x : x ∈ ω2}.
11. The definition of the forcing notion (P,≤). p ∈ P iff p = 〈A, f, T 〉, and
(i) A ⊂ ω2 and |A| ≤ ω.
(ii) f : A2−→3.






{Us × Ut : 〈s, t〉 ∈
B} ∩ A2.
(iv) ∀B ∈ T
∀δ, δ′ ∈ A
∀h ∈ Fn(A\δ, 3)
∀h′ ∈ Fn(A\δ′, 3)
∀y ∈ A\δ
∀z ∈ A\δ′
(a) (∃〈s, t〉 ∈ B)(∃〈s′, t′〉 ∈ B)
(α) 〈y, z〉 ∈ Us × Ut↾δ′ and t 6⊥ h
′,
(β) 〈y, z〉 ∈ Us↾δ × Ut and s 6⊥ h
(b) (∃〈s, t〉 ∈ B)
〈y, z〉 ∈ Us↾δ × Ut↾δ′ and s 6⊥ h and t 6⊥ h
′ .
(c) If y = z, then (∃〈s, t〉 ∈ B) and (∃〈s′, t′〉 ∈ B) s.t.
(α) If δ ≤ µ(h′), then
〈z, z〉 ∈ Us↾δ × Ut↾δ




∈ Fn and t 6⊥ h′, and
(β) if δ′ ≤ µ(h), then
〈z, z〉 ∈ Us′↾δ′ × Ut′↾δ′ and




∈ Fn and s′ 6⊥ h. 
Let Ep(δ, y, z)
df
⇐⇒ δ, y, z ∈ A and δ ≤ y, z and (∀x ∈ A∩ δ) fp(x, y) = fp(x, z).
Let q ≤ p if, by definition, Aq ⊃ Ap, fq ⊃ fp, T q ⊃ T p and Eq ⊃ Ep. 
B) Main Lemma
Let V |= ZFC + CH and let P be defined in V by Definition 11. Then P is
ω1-complete and has ω2 − cc.
Let G be P-generic over V , and let F =
⋃
{fp : p ∈ G}. Then F : ω2 × ω2−→3
is a flexible total function and UF × UF is sort-of-Lindelöf.
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Proof: The fact that P is ω1-complete (i.e. that the naturally defined infimum of
a countable descending sequence of conditions belongs to P) is obvious, because
“p ∈ P” is a finitary property (i.e. if p 6∈ P, then there is a finite collection of finite
parts of p (as a structure) witnessing this). 
We will prove 3 lemmas, of which Lemma 1 implies the totality, Lemma 2
implies the flexibility of F , and Lemma 3 establishes the ω2-chain condition of P.
The final statement of the Main Lemma is proved last.
Lemma 1. Let p = 〈A, f, T 〉 ∈ P. Then
∀z̃ ∈ ω2\A
∃g̃ : (A ∪ {z̃})2 −→ 3 extending f, s.t.
q := 〈A ∪ {z̃}, g̃, T 〉 ∈ P and q ≤ p .
Proof. Assume A\z̃ 6= φ (otherwise, use Lemma 2). So choose the least
a ∈ A\z̃. We will define by induction a partial function g: A−→3 such that, if




g0: A ∩ z̃−→3 be defined by g0(x) := f(x, a), for every x ∈ A ∩ z̃ = A ∩ a.
Let




i, yi, zi〉 : i < ω}
= {B, δ, δ′, h, h′, y, z〉 : B ∈ T, δ, δ′ ∈ A
h ∈ Fn(A\δ, 3), h′ ∈ Fn(A\δ′, 3),
y ∈ (A ∪ {z̃})\δ, z ∈ (A ∪ {z̃}\δ′, and (y = z̃ or z = z̃)} .
Step i ≥ 1. Consider 〈· · · 〉i ∈ S.
Case 1. yi = zi = z̃.
0. By (iv)-c-α applied to 〈a, a〉, δ = δ′ = a, h = gi↾A\a and h
′ = φ, ∃〈s, t〉 ∈ B
s.t. 〈a, a〉 ∈ Us↾a × Ut↾a and gi ∪ s ∪ t ∈ Fn. Let g
0
i+1 := gi ∪ s ∪ t. This will
guarantee that
〈z̃, z̃〉 ∈ Us × Ut for iiiq.
1. Apply (iv)-b to 〈a, a〉 with δ = a, h = g0i+1↾A\a, δ
′ = δ′i, h
′ = h′i. Then
∃〈s, t〉 ∈ B, s.t. 〈a, a〉 ∈ Us↾a × Ut↾δ′i
and s 6⊥ g0i+1↾A\a and t 6⊥ h
′
i.
Let g1i+1 = g
0
i+1 ∪ s. This will guarantee that
〈z̃, z̃〉 ∈ Us × Ut↾δ′i
and t 6⊥ h′i .
2. (iv)-b of q is obtained similarly from (iv)-b. We have g2i+1 at this stage. Note




Case 2. yi = z̃ and zi 6= z̃, i.e. zi ∈ A.
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0. By (iv)-a-β applied to 〈a, zi〉 with δ
′ = a and h′ = gi↾A\a, ∃〈s, t〉 ∈ B, s.t.
〈a, zi〉 ∈ Us↾a × Ut and s 6⊥ gi↾A\a. Let g
0
i+1 := gi ∪ s. This guarantees that
〈z̃, zi〉 ∈ Us × Ut .
1. Apply (iv)-b to 〈a, zi〉 and δ = a, h = g
1
i+1↾A\a, δ
′ = δ′i, h
′ = h′i. Get 〈s, t〉 ∈
B s.t. 〈a, zi〉 ∈ Us↾a × Ut↾δ′ and t 6⊥ h
′








〈z̃, zi〉 ∈ Us × Ut↾δ′ and t 6⊥ h
′
i .
Note: (a)(β) of q for 〈z̃, zi〉 is automatic because of E
q(z̃, z̃, a). (b)q is auto-




Case 3. yi ∈ A and zi ∈ z̃.




〈yi, z̃〉 ∈ Us × Ut ,
i.e. (iii)q at 〈yi, z̃〉.
1. Note that (a)(α) is automatic. Let 〈s, t〉 ∈ B be s.t. 〈yi, a〉 ∈ Us↾δi ×Ut↾a and
s 6⊥ hi and t 6⊥ g
0




i+1 ∪ t, thus guaranteeing that
〈yi, z̃〉 ∈ Us↾δi × Ut and s 6⊥ hi .




Lemma 2. Let p = 〈A, f, T 〉 ∈ P. Let γ ∈ A, r ∈ Fn(A\γ, 3), z̄ ∈ A\γ and
z̃ ∈ ω2\ sup
+A. Then ∃g̃: (A∪{z̃})2−→3 extending f s.t. q := 〈A∪{z̃}, g̃, T 〉 ∈ P,
q ≤ p, z̃ ∈ Ur and E
q(γ, z̄, z̃).
Proof: Let




i, yi, zi〉 : i < ω}
= {〈B, δ, δ′, h, h′, y, z〉 : B ∈ T, δ, δ′ ∈ A, h ∈ Fn(A\δ, 3),
h′ ∈ Fn(A\δ′, 3), y ∈ (A ∪ {z̃})\δ, z ∈ (A ∪ {z̃})\δ′ and
(y = z̃ or z = z̃)} .
As in the proof of Lemma 1, let ∀x ∈ A ∩ γ g0(x) = f(x, z) and ∀x ∈ D(r)
g0(x) = r(x), so g0: (A ∩ γ) ∪ D(r)−→3. This guarantees at once that z̃ ∈ Ur.
Step i > 0. Consider 〈· · · 〉i ∈ S.
Case 1. yi = zi = z̃.
388 I. Gorelic
0. By (iv)-c applied to 〈z̄, z̄〉 with h = gi↾A\γ, h
′ = φ, δ = δ′ = γ, ∃〈s, t〉 ∈ B
s.t. 〈z̄, z̄〉 ∈ Us↾γ × Ut↾γ and gi↾A\γ ∪ s ∪ t ∈ Fn.
Let g0i+1 = gi ∪ s ∪ t. Thus
〈z̃, z̃〉 ∈ Us × Ut ,
and so is covered by Bi.
1. If δ′i ≤ γ, by (iv)-b, ∃〈s, t〉 ∈ Bi, s.t. 〈z̄, z̄〉 ∈ Us↾γ × Ut↾δ′i
and s 6⊥ g0i+1↾A\γ
and t 6⊥ h′i.
Let g1i+1 = g
0
i+1 ∪ s, guaranteeing
〈z̃, z̃〉 ∈ Us × Ut↾δ′i
and t 6⊥ h′i .





Fn and t 6⊥ h′i.
Set g0i+1 = g
0
i+1 ∪ s ∪ t↾δ
′
i, implying
〈z̃, z̃〉 ∈ Us × Ut↾δ′i
and t 6⊥ h′i .
2. Symmetrically we obtain g2i+1 guaranteeing (a)(β) (i.e. that 〈z̃, z̃〉 ∈ Us↾δi ×Ut
and s 6⊥ hi, for some 〈s, t〉 in Bi).
3. Note that if δi, δ
′
i ≤ γ, then (b) for 〈z̃, z̃〉 follows automatically from (b) for
〈z̄, z̄〉. If one of δi, δ
′
i is ≤ γ, then e.g. in δ
′
i ≤ γ < δi case, by (b), ∃〈s, t〉 ∈ Bi, s.t.
〈z̄, z̄〉 ∈ Us↾γ × Ut↾δ′i








〈z̃, z̃〉 ∈ Us↾δi × Ut↾δ′i
and s 6⊥ hi and t 6⊥ h
′
i .
Similarly for the symmetric case of δi ≤ γ < δ
′
i.
If γ < δi, δ
′
i, then if δi ≤ δ
′
i use (c)(b), and if δi > δ
′
i, use (c)(α), e.g. if δi ≤ δ
′
i,













〈z̃, z̃〉 ∈ Us↾δi × Ut↾δ′i
and s 6⊥ hi and t 6⊥ h
′
i .
4. Suppose γ < δi ≤ µ(h
′
i). By (c)(α), ∃〈s, t〉 ∈ B s.t. 〈z̄, z̄〉 ∈ Us↾γ × Ut↾γ and
s∪ [(g3i+1↾δi\γ)∪hi]∪(t↾µ(h
′








〈z̃, z̃〉 ∈ Us↾δi × Ut↾δi ,
hi ∪ s ∪ t↾µ(h
′
i) ∈ Fn and t 6⊥ h
′
i .
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5. Suppose now that also γ < δ′i ≤ µ(hi). Then, by (c)(β) ∃〈s, t〉 ∈ B s.t.














〈z̃, z̃〉 ∈ Us↾δ′i
× Ut↾δ′i
,
h′i ∪ t ∪ (s↾µ(hi)) ∈ Fn and s 6⊥ hi .
Finally, let gi+1 = g
5
i+1.
Case 2. yi = z̃ and zi ∈ A.
0. By (a)(β), 〈z̄, zi〉 ∈ Us↾γ ×Ut with s 6⊥ gi↾A\γ . Let g
0
i+1 = gi∪s, guaranteeing
〈z̃, zi〉 ∈ Us × Ut .
1. By (b), 〈z̄, zi〉 ∈ Us↾γ×Ut↾δ′
i








〈z̃, zi〉 ∈ Us × Ut↾δi and t 6⊥ h
′
i .
2. W.l.o.g., γ < δi. 〈z, zi〉 ∈ Us↾γ × Ut and s 6⊥ (g
′
i+1↾δi\γ) ∪ hi. Let g
2
i+1 =
g′i+1 ∪ (s↾δi). Then
〈z̃, zi〉 ∈ Us↾δi × Ut and s 6⊥ hi .
3. 〈z, zi〉 ∈ Us↾γ × Ut↾δ′i





g2i+1 ∪ (s↾δi). Then
〈z̃, zi〉 ∈ Us↾δi × Ut↾δ′i
, s 6⊥ hi and t 6⊥ h
′
i .
Finally, let gi+1 = g
3
i+1.
Case 3. yi ∈ A and zi = z̃. This is symmetric to Case 2.
End of the i-th induction step. 
Lemma 3. P has ω2 − cc.
Proof: Let Q ⊂ P with |Q| ≥ ω2. By CH and the ∆-system lemma, we may
assume that there are p 6= p′ in Q, p = 〈A, f, T 〉, p′ = 〈A′, f ′, T ′〉 such that
A ∩ A′ =: ∆ < A\∆ < A′\∆ ,
tp A = tp A′ and f, f ′ are “typewise the same”, so f↾∆2 = f ′↾∆2, and z ∈ A and
z′ ∈ A′ with tp(A ∩ z) = tp(A ∩ z′) implies (∀x ∈ A) f(x, z) = f(x, z′).
Let γ := the least ordinal in A\∆, and let z′ denote the member of A′ correspond-
ing to z ∈ A. (So tp(A ∩ z) = tp(A′ ∩ z) and A′ ∩ γ′ = ∆).
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We want to extend (f∪f ′) to g: (A∪A′)2−→3 so that q := 〈A∪A′, g, T∪T ′〉 ∈ P
and q ≤ p, p′. First we will define g on (A\∆)× (A′\∆). For every z ∈ A\∆, let
gz−1 = φ .
By induction in ω steps, we will extend every gz−1(z ∈ A\∆) to a partial function
gz : A\∆−→3 s.t., in the process,
(i) (∀i) gzi will all be finite.








i, yi, zi〉 : i < ω}
r = {〈B, δ, δ′, h, h′, ỹ, z̃〉 : B ∈ T, δ, δ′ ∈ A, h ∈ Fn(A\δ, 3),
h′ ∈ Fn(A\δ′, 3), ỹ, z̃ ∈ (A ∪ A′)\∆, δ ≤ ỹ, δ′ ≤ z̃} .
Step i ≥ 0. Consider 〈· · · 〉i ∈ S.
There are 3 relevant cases (for the future pairs involving y, z ∈ A\∆):
(1) ỹi ∈ A and z̃i = z
′ ∈ A′
(2) ỹi = y
′ ∈ A′ and z̃i ∈ A
(3) ỹi = y
′ ∈ A′ and z̃i = z
′ ∈ A′.
Case 1. ỹi = y ∈ A and z̃i = z
′ ∈ A′.







i−1 ∪ t↾A\γ . This will guarantee that
〈ỹi, z̃i〉 ∈ Us × Ut .










i−1 for all other x ∈ A\γ.














〈ỹi, z̃i〉 ∈ Us × Ut↾δ′i
and t 6⊥ h′i .




i for every x ∈ A\γ with E





i for all other x ∈ A\γ.
2. Concerning (a)(β): Similarly, by (b) of p get 〈s, t〉 ∈ Bi s.t. 〈y, z〉 ∈ Us↾δi×Ut↾γ







i ∪ (t↾(A\γ)), guaranteeing that
〈ỹi, z̃i〉 ∈ Us↾δi × Ut and s 6⊥ hi .
Then (∗)-update.
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3. (b) Assume w.l.o.g. that γ < δ′i. Here ∃〈s, t〉 ∈ Bi s.t. 〈y, z〉 ∈ Us↾δi × Ut↾γ












i\γ). This will guarantee
that
〈ỹi, z̃i〉 ∈ Us↾δi × Ut↾δ′i
, s 6⊥ hi and t 6⊥ h
′
i .
Then (∗)-update all γ-twins of z.
Finally, let ∀x ∈ A\∆, gxi := g
x3
i 
Case 2. Is entirely symmetric.
Case 3. ỹi = y
′ ∈ A′ and z̃i = z
′ ∈ A′
Subcase 3a. Ep(γ, y, z). So gzi−1 = g
y
i−1.
0. By (c)(α) of p, ∃〈s, t〉 ∈ Bi s.t. 〈y, y〉 ∈ Us↾γ ×Ut↾γ and g
y
i−1 ∪ s∪ t ∈ Fn (i.e.





i−1 ∪ (s ∪ t)↾(A\γ). Also (∗)-update g
x
i−1’s, i.e. for every x ∈ A\γ









This will guarantee that
〈ỹi, z̃i〉 ∈ Us × Ut .
1. (a)(α) If δ′i ≤ γ, then by (b), ∃〈s, t〉 ∈ Bi s.t. 〈y, y〉 ∈ Us↾γ ×Ut↾δ′i
and s 6⊥ g
y0
i




i ∪ s↾(A\γ), and (∗)-update. Then
〈ỹi, z̃i〉 ∈ Us × Ut↾δ′i
and t 6⊥ h′i .









i ∪ (s↾(A\γ)) ∪ (t↾δ
′
i), and (∗)-update. Then
〈ỹi, z̃i〉 ∈ Us × Ut↾δ′i
and t 6⊥ h′i .




〈ỹi, z̃i〉 ∈ Us↾γ × Ut and s 6⊥ hi .
3. Concerning (b). There are 4 possibilities here:
(1) δi ≤ γ and δ
′
i ≤ γ
(2) δi ≤ γ and δ
′
i > γ
(3) δi > γ and δ
′
i ≤ γ
(4) δi > γ and δ
′









i for all x ∈ A\A.















i\γ) and (∗)-update. Then
〈ỹi, z̃i〉 ∈ Us↾δi × Ut↾δ′i
, s 6⊥ hi and t 6⊥ h
′
i .
If (3), act similarly.
If 4(a), then by (c)(α), ∃〈s, t〉 ∈ Bi s.t. 〈y, y〉 ∈ Us↾γ ×Ut↾γ and (g
y2
i ↾δi)∪ hi ∪





i ∪ s↾(δi\γ) ∪ t↾(δ
′
i\γ) and (∗)-update. Then
〈ỹi, z̃i〉 ∈ Us↾δi × Ut↾δ′i
, s 6⊥ hi and t 6⊥ h
′ .














i\γ) ∪ s↾(δi\γ) and (∗)-update. Then the same formula as
in 4(a) holds.
4. Concerning (c)(α): If y = z and δi ≤ µ(hi), then w.l.o.g. γ < δi and, by (c)(α)
of p, ∃〈s, t〉 ∈ Bi s.t. 〈y, y〉 ∈ Us↾γ × Ut↾γ and (g
y3
i ↾δi) ∪ hi ∪ s ∪ (t↾µ(h
′
i)) ∈ Fn,





i ∪ s↾(δi\γ) ∪ t↾(δi\γ), and (∗)-update. Then
〈z̃i, z̃i〉 ∈ Us↾δi × Ut↾δi , hi ∪ s ∪ (t↾µ(h
′
i)) ∈ Fn and t 6⊥ h
′
i .
5. Concerning (c)(β): If y = z and δ′i ≤ µ(hi), then w.l.o.g. γ < δ
′
i, and by (c)(β)






i ∪ t ∪ (s↾µ(hi)) ∈ Fn









i\γ) and (∗)-update. Then





h′i ∪ t ∪ (s↾µ(hi)) ∈ Fn and s 6⊥ hi .

Subcase 3b. Not — Ep(γ, y, z).
0. By (b) of p, ∃〈s, t〉 ∈ Bi s.t. 〈y, z〉 ∈ Us↾γ × Ut↾γ and s 6⊥ g
y











i−1 ∪ t↾(A\γ). Then
〈ỹi, ỹi〉 ∈ Us × Ut .
Then (∗)-update, i.e.
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1. Concerning (a)(α): Again, if δ′i ≤ γ, then, by (b) of p, ∃〈s, t〉 ∈ Bi s.t.
〈y, z〉 ∈ Us↾γ × Ut↾δ′i
, s 6⊥ gy
0







i ∪ s↾(A\γ). Then
〈ỹi, z̃i〉 ∈ Us × Ut↾δ′i
and t 6⊥ h′i .





If γ < δ′i, then ∃〈s, t〉 ∈ Bi, s.t. 〈y, z〉 ∈ Us↾γ × Ut↾γ , s 6⊥ g
y0


















i\γ), and (∗∗)-update, as (mutatis
mutandis) in 0.












i and (∗∗)-update, as in 0. Then
〈ỹi, z̃i〉 ∈ Us↾δi × Ut and s 6⊥ hi .
If γ < δi, then ∃〈s, t〉 ∈ Bi s.t. 〈y, z〉 ∈ Us↾γ ×Ut↾γ , s 6⊥ (g
y1











i ∪ (t↾(A\γ)) and (∗∗)-update. Then
the formula above holds.
3. (b) Again, there are 4 possibilities here:
(1) δi ≤ γ and δ
′
i ≤ γ,
(2) δi ≤ γ and δ
′
i > γ,
(3) δi > γ and δ
′
i ≤ γ,
(4) δi > γ and δ
′
i > γ.
If (1), do nothing.


















i\γ)). Then (∗∗)-update. Then
〈ỹi, z̃i〉 ∈ Us↾δi × Ut↾δ′i
, s 6⊥ hi and t 6⊥ h
′
i .
If (3), then, by (b), ∃〈s, t〉 ∈ Bi s.t. 〈y, z〉 ∈ Us↾γ × Ut↾δ′i
, s 6⊥ g
y2










i . Then (∗∗)-update.
If (4), then ∃〈s, t〉 ∈ B s.t. 〈y, z〉 ∈ Us↾γ × Ut↾γ , s 6⊥ g
y2




















End of the Subcase 3b and of Case 3. 
For every z ∈ A\∆, gzi is defined as the most recent value.
End of the i-th induction step. 





Finally, define g on (A\∆)× (A′\∆) by the following rule:
g(y, z′) =
{
gz(y), if y ∈ dom (gz)
0 otherwise.
The extension procedure for g on (A′\∆)× (A\∆) and the condition p′ is the
same. (We do not have to take care there of γ′-twins, but we may).
Since the construction has, as in side remarks, a verification of the conditions
(iii) and (iv) of q, we are done. 
The proof that in V [G] UF × UF is sort-of-Lindelöf:
1. Let c ∈ V [G] be as in the definition (7), and let σ be a P-name for it.
2. It is enough to show that, for every p ∈ P with
(∗) p||−“definition (7) for σ” ,
there are p∗ ≤ p and a countable A∗ ⊂ ω2 s.t.
p∗||−ω̌22 =
⋃
{U̇σ1(y,z) × U̇σ2(y,z) : 〈y, z〉 ∈ Ǎ
∗ × Ǎ∗}.
3. Note that ∀q ∈ P with q||− “(∗)”, ∀〈y, z〉 ∈ ω22 ∃r = r(q, y, z) ≤ q and
∃〈s, t〉 ∈ (Fn(ω2, 3))
2 s.t. r||−σ(y̌, ž) = 〈š, ť〉 and D(s) ∪ D(t) ⊂ Ar .
4. Let ϕ: ω−→ω × ω be a bijection s.t. (∀n ∈ ω) (ϕ(n) = 〈i, j〉 ⇒ n ≥ i).
5. We will construct an ω-sequence of conditions p0 ≥ p1 ≥ · · · ≥ pn ≥ · · · , n <
ω by induction, starting with p0 = p.
6. If pi = 〈Ai, fi, Ti〉 has been already constructed, we fix an ω-enumeration






j〉 : j < ω}
= {〈δ, y, z, h〉 : δ, y, z ∈ Ai, δ ≤ z, h ∈ Fn(Ai\δ, 3)}.
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7. Step n+ 1, for n ≥ 0. How to choose pn+1?
(1) Find ϕ(n) = 〈i, j〉, i ≤ n.







i and pick zn ∈ ω2\ sup
+An.





j , zn) holds, and
zn ∈ Uhij
.









j) = 〈šn, ťn〉, for some sn, tn in Fn(An+1, 3). Also, for ev-
ery µ,
Epn+1(µ, yij , z
i
j) −→ sn↾µ = tn↾µ .
(Because here pn+1||−ϕ̇(y̌, ž) ≥ µ̌).













because P is ω1-complete.
10. Let
B∗ := {〈sn, tn〉 : n < ω}
= {〈s, t〉 ∈ (Fn(A∗, 3))2 : (∃〈y, z〉 ∈ A∗ × A∗)
(q∗||−σ(y̌, ž) = 〈š, ť〉)} .
Let p∗ := 〈A∗, f∗, T ∗ ∪ {B∗}〉.
11. Claim p∗ ∈ P.
Regarding (iii) of p∗ at B∗.
< y, z >∈ A∗ × A∗ ⇒ (∃n ∈ ω) s.t. ϕ(n) =< i, j > and < y, z >=< yij , z
i
j >.
Then pn+1||−σ(y̌, ž) = 〈šn, ťn〉, as remarked in 8. Then q
∗||−(〈y̌, ž〉 ∈ U̇šn × U̇ťn),





, by absoluteness (because
D(sn) ∪ D(tn) ⊂ A
∗). 
Regarding (iv) of p∗ at B∗
Suppose δ, δ′ ∈ A, h ∈ Fn(A\δ, 3), h′ ∈ Fn(A\δ′, 3), y ∈ A\δ, z ∈ A\δ′.
(a)(α). Find n ∈ ω s.t. ϕ(u) = 〈i, j〉 and z = zij , h
′ = hij and δ
′ = δij .
By (iii) p∗ already checked, ∃k ∈ ω s.t. 〈y, zn〉 ∈ Usk ×Utk and, by choice in 7,
Eq
∗
(δ′, z, zn) and zn ∈ Uh′\D(h
′), so tk 6⊥ h
′. Then
〈y, z〉 ∈ Usk × Utk↾δ′ and tk 6⊥ h
′ .
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(a)(β). Similarly, find n ∈ ω s.t. ϕ(n) = 〈i, j〉, y = zij , h = h
i
j , δ = δ
i
j . Then, by
(iii) of q∗, ∃k ∈ ω s.t. 〈zn, z〉 ∈ Usk × Utk and E
q∗(δ, y, zn) and zn ∈ Uh\D(h).
Then
〈y, z〉 ∈ Usk↾δ × Ut and sk 6⊥ h .
(b). Find n1, n2 ∈ ω s.t. ϕ(n1) = 〈i1, j1〉, ϕ(n2) = 〈i2, j2〉, and y = z
i1
j1
, δ = δi1j1 ,
h = hi1j1 and z = z
i2
j2
, δ′ = δi2j2 , h
′ = hi2j2 . Then E
q∗(δ, y, zn1), zn1 ∈ Uh\D(h),
Eq
∗
(δ′, z, zn2) and zn2 ∈ Uh′\D(h
′), by construction.
By (iii) of p∗, ∃k ∈ ω s.t. 〈zn1 , zn2〉 ∈ Usk × Utk , implying that
〈y, z〉 ∈ Usk↾δ × Utk↾δ′ and sk 6⊥ h and tk 6⊥ h
′ .
(c)(α). Suppose y = z and δ ≤ µ(h′). Find n1, n2 ∈ ω s.t. ϕ(n1) = 〈i2, j1〉,
ϕ(n2) = 〈i2, j2〉, z = z
i1
j1
, δ = δi1j1 , h = h
i1
j1
and zn1 = z
i2
j2
, µ(h′) = δi2j2 , h
′ = hi2j2 .
Then Eq
∗
(δ, z, zn1), zn1 ∈ Uh\D(h) and E
q∗(µ(h′), zn1 , zn2), zn2 ∈ Uh′\D(h
′).
By (iii) of p∗, pick k ∈ ω s.t. 〈zn1 , zn2〉 ∈ Usk × Utk . This implies that
〈z, z〉 ∈ Usk↾δ × Utk↾δ , h ∪ sk ∪ (tk↾µ(h




(c)(β). Similarly, assuming y = z and δ′ ≤ µ(h), find n1, n2 ∈ ω, ϕ(n1) =
〈i1, j1〉, ϕ(n2) = 〈i2, j2〉 s.t. z = z
i1
j1
, δ′ = δi1j1 , h
′ = hi1j1 , zn1 = z
i2
j2
, µ(h) = δi2j2 ,
h = hi2j2 . Then E
q∗(δ′, z, zn1), zn1 ∈ Uh′\D(h
′) and Eq
∗
(µ(h), zn1 , zn2), zn2 ∈
Uh\D(h). Let 〈zn2 , zn1〉 ∈ Usk × Utk for some k ∈ ω. Then
〈z, z〉 ∈ Usk↾δ′ × Utk↾δ′ , h
′ ∪ tk ∪ (sk↾µ(h)) ∈ Fn and sk 6⊥ h
because sk↾µ(h) = tk↾µ(h), by 8. 
12. Finally, p∗ ∈ P ⇒ p∗ ≤ p and
p∗||−“ω22 =
⋃




{U̇σ1(y,z) × U̇σ2(y,z) : 〈y, z〉 ∈ Ǎ
∗ × Ǎ∗}” .
(The first line is a consequence of Lemma 1 and p∗||−“Ǎ∗ × Ǎ∗ =
⋃
{U̇s × Ut :
〈s, t〉 ∈ B∗}”.) As required. 
This concludes the proof of the Main Lemma.
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C) Facts about F in V[G]
Fact 1. UF is a Lindelöf family, i.e. every UF -cover of ω2 has a countable sub-
cover.
Proof: Let c: ω2−→Fn(ω2, 3) be a UF -cover of ω2, i.e. ∀y ∈ ω2 y ∈ Uc(y). If




d(y, z) = 〈c(y), c(y)↾ϕ(y, z)〉 .
Then d is as in Definition (7). By Main Lemma, ∃ countable A ⊂ ω2 s.t. d
′′A2
covers ω22 . But then c
′′A covers ω2. [y ∈ ω2 ⇒ 〈y, 0〉 ∈ Us × Ut, where 〈s, t〉 =
d(a, b) for some 〈a, b〉 ∈ A2 ⇒ y ∈ Us = Uc(a) by definition of d]. 
Fact 2. Each of τ0, τ1, τ2 is a Lindelöf topology.
Proof: Let C be a cover of ω2 by τ
0-basic open sets, i.e.
ω2 =
⋃
{V 0k : k ∈ C} , C ⊂ Fn(ω2, 2) .
∀z ∈ ω2 pick kz ∈ C s.t. z ∈ V
0
kz
. Let sz : D(kz)−→3 be defined by
sz(x) =
{
i ∈ 3 s.t. s ∈ Aix , if z 6= x
1 (or 2) if z = x
Then z ∈ Usz and ∃Fz ⊂ D(kz) s.t.





































So {sz : z ∈ ω2} is a UF -cover of ω2, hence, by Fact 1, there is a countable
subcover {szi : i ∈ ω}. But then
⋃
{V 0kzi
: i < ω} is co-countable in ω2, and
hence τ0 is a Lindelöf topology. 
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Fact 3. Each of τ0, τ1, τ2 is a points Gδ topology.
Proof: For τ0. Fix z ∈ ω2. By flexibility of F , ∀y 6= z ∃x ∈ ω2\{y, z} s.t.
F (x, y) = 0 and F (x, z) = 1 ( 2 is equally possible).
Let K = {x ∈ ω2\{z} : F (x, z) = 1}. Then ω2 =
⋃
x∈K
(A0x ∪ {x}) ∪ (A
0
z ∪ {z}).




(A0x ∪ {x}) ∪ (A
0





(A0x ∪ {x}) ∪ A
0
z ,
so ω\{z} is a countable union of τ0-closed (points are closed by flexibility of F )
sets, and so {z} is a Gδ of τ
0. 
Fact 4. Each of τ i × τ j , i, j ∈ 3, is a Lindelöf topology on ω22.
Proof: For τ0 × τ1.
A. Suppose 〈y, z〉 ∈ V 0k × V
1




i ∈ 3 s.t. y ∈ Aix, if y 6= x
2, if y = x.
t(x) =
{
i ∈ 3 s.t. z ∈ Aix, if z 6= x
2, if z = x.
Then s↾ϕ(y, z) = t↾ϕ(y, z). (Indeed, if y = z, then by observation that defini-
tions of s and t coincide. If y 6= z and x < ϕ(y, z), then F (x, y) = F (x, z), and
y ∈ Aix ↔ z ∈ A
i
x, (y 6= x 6= z).) Also, as in Fact 3, ∃ finite F, G ⊂ D(k) ∪ D(ℓ)
s.t. y ∈ Us\F ⊂ V
0
k and z ∈ Ut\G ⊂ V
1





and Us × Ut ⊂ (V
0
k ∪ F )× (V
1
ℓ ∪ G).
B. Let C be a τ0 × τ1 cover of ω22, and let D ⊂ UF × UF be its refinement,
obtained, for each point as in A, point by point. Since, by the Main Lemma,
UF × UF is sort-of-Lindelöf and D satisfies Definition (7), there is a countable




(USi × Uti) =
⋃
i<ω







[(V 0ki × V
1
ℓi
) ∪ (V 0ki × Gi) ∪ (Fi × V
1
ℓi
) ∪ (Fi × Gi)] .
Since V 0ki is Lindelöf in τ
0, V 1li in τ
1 by Fact 2, and Fi and Gi are finite, D has
a countable subco τ0 × τ1 is Lindelöf. 
(Other cases of 〈i, j〉 ∈ 3× 3 are similar.)
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Fact 5. In τ0 × τ1 × τ2, ω32 has a closed discrete diagonal.




witnesses the discreteness. 
Corollary. Let, in V [G], S := (ω2, τ
0)⊕ (ω2, τ
1)⊕ (ω2, τ
2). Then S and S2 are
Lindelöf points Gδ 0-dimensional spaces, and L(S
3) = c+ = ω2. 
This finishes the proof of our theorem. 
We conclude with a sketch of the forcing notion P to get a zero-dimensional
space X such that,for all finite n, L(Xn) = ℵ0 , but L(X
ℵ0) = c+ = ℵ2. p ∈ P iff
p = 〈A, f, ~B〉, where
(i) A ∈ [ω2]
≤ω
(ii) f : A2 → ω




{Us0 × ... × Usn−1 : ~s ∈ B} ∩ A
n; this follows from (iv)).
(iv) ∀n ∈ ω\1
∀B ∈ Bn
∀~z ∈ An
∀ partition of n, N ∪ Ñ = n
∀~δ ∈ AÑ
∀~h ∈ (Fn(A, ω))Ñ s.t. ~h ≥ ~δ (i.e. D(hi) ≥ δi, ∀i).
∀ assignment
[[
for ∀z ∈ ran(~z ↾ Ñ),
of •1 a finite tree (T z,) s.t.
(t ∈ T z ⇒ t = 〈δt, ht〉),
δt ∈ A & ht ∈ Fn(A\δt, ω),
& (s ≺ t ⇒ δs < δt)
& (t ∈ Lev0(T )⇒ δt ≤ z);
and
of •2 an identification map mZ : Nz → T , where Nz := {i ∈ Ñ : zi = z},
s.t.
(mz(i) = t ⇒ (δi = δt&hi = ht))
]]
∃~s ∈ B such that
(a) (∀i, j ∈ N) [zi ∈ Usi & (zi = zj ⇒ si = sj)]
and
(b) ∀z ∈ ran(~z ↾ Ñ)
∀i, j ∈ Nz
(1) mz(i) = mz(j)⇒ si = sj ;
(2) if mz(i) ≺ mz(j) and t ∈ T z is the immediate successor of mz(i)
in the chain of
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T z leading to mz(j), then si ↾ δt = sj ↾ δt;
(3) si 6⊥ hi;
(4) if t ∈ Lev0(T ) & t  m
z(i),
then
z ∈ Usi ↾ δt.







δ, y, z ∈ Ap
δ ≤ y, z
∀x ∈ (Ap ∩ δ) fp(x, y) = fp(x, z).





q ⊃ Ep. End
of definition.
It is worth observing that if T z contains a chain of the form
δ0 h0 δ1 h1 δ2 h2 δ3 h3
then
h0 ∪ s0 ∪ (s1 ↾ δ1) ∪ (s2 ↾ δ1) ∪ (s3 ↾ δ1) ∈ Fn
&
h1 ∪ s1 ∪ (s2 ↾ δ2) ∪ (s3 ↾ δ2) ∈ Fn
&
h2 ∪ s2 ∪ (s3 ↾ δ3) ∈ Fn
&
h3 ∪ s3 ∈ Fn.
P preserves cardinals and CH, (it is ω1-complete & ω2-cc). If G is P-generic over
V andV |= CH , then ∃X ∈ V [G], s.t.
X is a Lindelöf Hausdorff 0-dimensional space of size ℵ2, and
∀n < ω L(Xn) = ℵ0
and L(Xω) = c+ = ℵ2.
With slightly simpler partial orders, we can set for every n < ω a Hausdorff Yn
s.t.
L(Y nn ) = ℵ0 & L(Y
n+1
n ) = c
+ = ℵ2.
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