The rapid development of 3D technique has led to the dramatic increase in 3D data. The scalable and effective 3D object retrieval and classification algorithms become mandatory for large-scale 3D object management. One critical problem of view-based 3D object retrieval and classification is how to exploit the relevance and discrimination among multiple views. In this paper, we propose a multi-view hierarchical fusion network (MVHFN) for these two tasks. This method mainly contains two key modules. First, the module of visual feature learning applies the 2D CNNs to extract the visual feature of multiple views rendered around the specific 3D object. Then, the multi-view hierarchical fusion module we proposed is employed to fuse the multiple view features into a compact descriptor. This module can not only fully exploit the relevance among multiple views by intra-cluster multi-view fusion mechanism, but also discover the content discrimination by inter-cluster multi-view fusion mechanism. Experimental results on two public datasets, i.e., ModelNet40 and ShapeNetCore55, show that our proposed MVHFN outperforms the current state-of-the-art methods in both the 3D object retrieval and classification tasks. INDEX TERMS 3D object retrieval, 3D object classification, 3D shape recognition, multi-view.
I. INTRODUCTION
With the explosive growth of 3D data, the rapid development of 3D reconstruction technology and the wide use of 3D equipment, the importance of 3D object retrieval and classification has been increasing in recent years [1] - [3] . 3D objects have also been widely applied in medical diagnosis, intelligent robot, self-driving car and some other fields. Compared with texts and images, 3D objects are not easy to handle with, and it becomes a significant but challenging task to effectively acquire the required 3D object with trillions of 3D objects on the Intenet. Therefore, how to achieve highspeed and effective 3D object retrieval and classification has become an urgent problem to be solved.
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A. MOTIVATION
The purpose of 3D object retrieval is to find the most similar object in a specific database of a given query object, and 3D object classification is to identify the category of a given 3D object [4] , [5] . Although fruitful works [6] - [10] have made great progress over the years, some potential problems still hinder the improvement of performance.
1) HOW TO APPROPRIATELY FUSE MULTI-VIEW INFORMATION FOR VISUAL REPRESENTATION
Existing methods have tried two ways to fuse multi-view information. One natural way is treating each view with equal weight and fuse multi-view features via view pooling. For example, MVCNN [11] employs max-pooling to aggregate multi-view features, which performs a element-wise maximum operation among multiple view features. However, such an operation can only retain the information of corresponding VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ views with the maximum values and may neglect some valuable information. Another way is to develop a strategy to determine the importance of each view and fuse the multiview features with different weights. Several methods [5] exploit a LSTM-based attention mechanism to aggregate view features into a 3D object descriptor. Experimentally, such methods are superior to MVCNN in the 3D object retrieval and classification tasks, but are not robust enough to determine the weight of each view. To overcome this problem, we develop a hierarchical and adaptive strategy to firstly split the views into different clusters according to their discrimination values, and then appropriately fuse multi-view features. Specifically, similar views are split into the same cluster and are fused with the same weight to acquire the cluster feature. Then, a 3D object descriptor is obtained by fusing cluster features with the importance weights.
2) HOW TO EFFECTIVELY EXPLOIT THE INHERENT CONTENT RELATIONSHIP AMONG VIEWS
How to effectively utilize the correlative information among views will also affect the discriminability of the final object descriptor, whereas most existing methods ignore this aspect.
Johns et al. [12] try to mine the correlative information by decomposing the view sequence into a group of view pairs and obtaining the 3D object descriptor with weighted features of view pairs. This method can not mine the relevance and discrimination among view sequence sufficiently. Correspondingly, we design an intra-cluster fusion module to capture the similarity and an inter-cluster fusion module to augment the discrimination of multi-view features. Our proposed MVHFN can not only mine the similarity between views, but also explore the differences between clusters.
In summary, to overcome the above two challenges, we propose a multi-view hierarchical fusion network (MVHFN) for retrieval and classification tasks. This method mainly consists of two key modules. The module of visual feature learning is employed to capture the visual feature of multiple views rendered around a 3D object firstly. Then the module of multi-view hierarchical fusion can hierarchically aggregate multiple view features into a compact 3D object descriptor. Specifically, this module can fully exploit the correlation among multiple views by intra-cluster fusion mechanism and discover the content discrimination by inter-cluster fusion mechanism. Finally, the 3D descriptors can be used to classify the 3D object with the softmax function or to compute the similarity between pairwise objects for retrieval tasks. Experimental results on Model-Net40 and ShapeNetCore55 show that our proposed MVHFN outperforms the current state-of-the-art methods in both the 3D object retrieval and classification tasks.
B. CONTRIBUTION
The main contributions of our paper can be summarized as follows:
• We propose a novel method named MVHFN for 3D object retrieval and classification, which can hierarchically and adaptively fuse the multi-view information according to the intrinsic correlation and discrimination among multiple views.
• We design an intra-cluster module to capture the similarity and an inter-cluster fusion module to augment the discrimination of multi-view features.
• We conduct extensive experiments on ModelNet40 and ShapeNetCore55 datasets. The comparison experiments can demonstrate the superiority of our method by comparing with the state of the arts in both tasks. The rest of this paper is organized as follows. In Section II, we review the related works. The proposed MVHFN is detailed in Section III. Section IV introduces the experiment settings. Section V discusses the experimental results on two public datasets. Finally, we conclude the paper in Section VI.
II. RELATED WORKS
At present, there are many methods of 3D object retrieval and classification, which can be divided into two main types, one is model-based and the other is view-based. In the next part, we will discuss several representative methods related to our work.
A. MODEL-BASED METHODS
Model-based methods mainly rely on discriminative 3D feature extraction, which can be computed directly from 3D shapes, such as polygon meshes, voxels and point clouds [13] .
Brock et al. proposed 3D ShapeNets [14] based on convolutional restricted boltzmann machine that can learn global features from voxelized 3D objects. Ren et al. [15] proposed a 3D-A-Nets, using 2D multi-layer dense representation to extract the simple and effective geometric information of the 3D object, and solved the problem of 3D volumetric data processing and representation. Qi et al. [16] proposed PointNet. This method first take advantage of point clouds to describe 3D objects for classification. Ben-Shabat et al. [17] designed a new CNN architecture for point cloud using grid, called 3D Modified Fisher Vectors(3DmFV). It combines the discrete structure of the grid with the continuous generalization of Fisher vectors and has high computational efficiency. Domínguez et al. [18] proposed a 3D point cloud processing method based on graphics. They attempted to use large scale transfer learning on 3D point cloud data and demonstrate the ability to identify potential performance of 3D point clouds on unpredictable test sets. Wu et al. [19] proposed DGCNN. This method extends the CNN by adding a disordered graph convolutional layer, which can both capture geometric features of point clouds and maintain permutation in variance. Li et al. [20] proposed PointCNN. This method combines X-transformation with point cloud to design a new CNN architecture that can eliminate the irregularities and disorder of point clouds. You et al. [21] proposed the Point-View Network (PVNet). This method can integrate both the point cloud and the multi-view data towards joint 3D shape recognition. FIGURE 1. MVHFN for 3D object retrieval and classification. First the 3D object is rendered from 12 different viewpoints and then pass through the 2D-CNN to extract the multiple visual features. After that, we take the sum of these features into LSTM to get the discrimination score of each view features, we divide the view features with the similar scores into the same cluster, all the view features in the same cluster pass through a view-pooling layer to get a cluster-level descriptor. Then we employ the inter-cluster fusion module to aggregate these cluster-level descriptors. Finally we take the dynamic weighted sum of these feature vectors as the input of the LSTM, the last hidden state of which can be used to compute the similarity between pairwise 3D objects for retrieval or to classify the 3D objects with the softmax function.
B. VIEWS-BASED METHODS
View-based methods describe 3D object using multiple views [22] that extracted from 3D object. Then, with these information, we can fuse them into a compact descriptor or directly use it to compute the similarity between 3D objects.
Chen et al. [23] first proposed to describe the 3D objects by multi-view sequence. Specifically, this method combined the boundary features and regional features of the projection to characterize the 3D object. Su et al. [11] proposed a standard CNN architecture to mine feature information from multiple views of 3D object, namely multi-view CNN (MVCNN). Simultaneously, they apply full stride channel-wise max pooling operation to fuse view features as object descriptor and achieves good recognition performance. Yu et al. [24] proposed Multi-view Harmonized Bilinear Network (MHBN). This method can fuse multiple view features with bilinear pooling to generate a compact 3D descriptor. Bai et al. [25] proposed GIFT. This method also extracts the individual view features but do not fuse them. Instead, it directly computes the similarity between different 3D objects by view-wise matching. Han et al. [26] present a novel unsupervised representation learning approach for 3D object, named VIP-GAN. This method trains an RNN-based neural network architecture to solve multiple view inter-prediction tasks for each object.
III. METHOD
In this section, we first briefly introduce the framework of the multi-view hierarchical fusion network. Then we will throw light on the key modules in detail.
A. OVERVIEW
As shown in Fig. 1 , MVHFN mainly contains two key modules: 1). Visual Feature Learning: This module first capture the multi-view images with the pre-set virtual cameras. Then, we employ a 2D CNN to extract the individual visual features of views. 2). Multi-View Hierarchical Fusion: This module aims to fuse multiple view features into a compact 3D object descriptor without neglecting the context information. Specifically, we first learn the saliency of multiple views by multi-view saliency modeling. Then we employ the intra-cluster fusion module to aggregate the view features in the same cluster and the inter-cluster fusion module to fuse the cluster-level descriptors into a raw 3D object descriptor.
B. VISUAL FEATURE LEARNING
To obtain the multi-view representation, we place multiple virtual cameras from different viewpoints to capture the views of 3D objects. Most 3D object databases are usually stored as polygon meshes and we can render views in Phong reflection mode. We assume that the 3D object is upright oriented along a fixed axis (e.g., the z-axis), and then place the virtual camera at the interval of angle θ around the axis, evaluated 30 degrees from the ground plane, with all cameras pointing toward the centroid of 3D objects. we set θ as The selection of different view sets of 3D objects will be discussed in Section. V-C in detail to explore the robustness of MVHFN.
Extensive works have proven that features extracted through the deep convolutional nueral networks are superior to the hand-crafted features in multimedia retrieval and classification fields. In this work, we chose AlexNet [27] as the backbone network structure for the visual feature learning since it has less parameters but competing performance. Specifically, AlexNet has five convolutional layers conv 1 − conv 5 and three fully connected layers fc 6 − fc 8 . To abstract the characteristic of the view, we take fc 7 to encode the individual views. For the specific 3D object, we can capture the multi-view image set V = {v i } N i=1 (N is the number of views) by multiple views projection. The visual feature sets of the 3D object can be written as:
C. MULTI-VIEW HIERARCHICAL FUSION
This step mainly contains three modules, the multi-view saliency modeling mechanism for getting the importance weight of each view, the intra-cluster multi-view fusion mechanism for exploiting the multi-view relevance and the inter-cluster multi-view fusion mechanism for discovering the multi-view content discrimination.
1) MULTI-VIEW SALIENCY MODELING
With the extracted individual view features, this module aims to learn the saliency of multiple views. In order to dynamically focus on the representative views for clustering, we first assign the weights α i t of the individual views based on LSTM. Specifically, the state of LSTM unit h t can be updated by:
where i t , f t , o t , c t in turn represent the input gate, the forget gate, the output gate and the memory state, respectively. U (·) , A (·) , b (·) denote the weight matric, the modulated vector and the bias. σ is a logistic sigmoid function and represents the element-wise multiplication. φ(.) is the multi-view fusion function, which takes the view features and importance weights as input and outputs the raw object features. As we will detail in the rest of the paper, we first divide the view features into different clusters according to their importance weights. Then, we view-pooling these view descriptors to get a cluster-level descriptor. We further aggregate the cluster descriptors by weighted summation to generate the raw 3D object descriptors. The individual view weights α i t can be computed based on the previous hidden state h t−1 :
2) INTRA-CLUSTER MULTI-VIEW FUSION After we get the importance weight of each view, we divide the views with the similar scores in the same cluster. We first divide the weight scores (0, 1) into N sub-ranges of the same length and consequently the views with weight scores in the same sub-range belong to the same cluster. Thus, the N views can be divided into M t clusters C 1 , C 2 , . . . ,
The cluster assigned mechanism can support the flexible view number and cluster number, which is more practical.
Here, all the views in the same cluster pass through a viewpooling layer to get a cluster-level descriptor. Let D C j be the cluster descriptor of C j . The relationship between D C j and f i can be written as:
The intuition behind Eq. 9 is that the views in the same cluster have the similar discrimination, which are assigned the same weight. After this step, we can have several clusterlevel descriptors and the corresponding weights.
3) INTER-CLUSTER MULTI-VIEW FUSION
After aggregating the similar view features into the same cluster, we further aggregate the cluster-level descriptors to generate the raw object level description in this module. The more discriminative clusters should have higher weights and vice versa. Thus we define the weight of cluster C j as:
To generate the object level description, all these clusterlevel descriptors should be further combined. Therefore, we conduct a weighted fusion process using all cluster descriptors according to Eq. 11 to get the raw 3D object descriptor S i t , which is the output of the multi-view fusion function φ(.).
In this way, the clusters containing more discriminative views contribute more to the raw 3D object descriptor than those with uninformative views. By using these hierarchical fusion modules, the important and discriminative visual content can be discovered at the cluster level, which can be emphasized in the raw object descriptor accordingly.
We utilize the last hidden state h L as the final 3D object descriptor since it can encode the visual context information and conveys the correlation of individual raw 3D object descriptors. Therefore, we can use h L to compute Euclidean distances between pairwise 3D objects for retrieval or use it with the sofmax function for classification.
where p ∈ R C is a probability vector and C is the number of the object categories.
IV. EXPERIMENT SETTINGS
In this section, we mainly introduce the datasets, evaluation criteria and implementation details.
A. DATASETS
We evaluate the proposed method on two popular and challenging datasets, ModelNet40 1 and ShapeNetCore55. 2
• ModelNet40: ModelNet40 contains 12,311 3D objects from 40 categories. We took 9,843 objects from it as the training set and the remaining 2,468 objects as test set like [28] .
• ShapeNetCore55: ShapeNetCore55 consists of 55 common categories with 51,300 3D objects. For fair comparison, we divided ShapeNetCore55 into training, validation, test with 70%, 10%, 20% like [29] .
B. EVALUATION CRITERIA
In our experiments, we employed the classification accuracy to evaluate the classification performance. To evaluate the performance of 3D object retrieval, each 3D object from the test set will be selected as the query. We employed the usual criteria for 3D object retrieval, including Precision-Recall Curve, NN, FT, ST, F_measure, DCG, ANMRR and mAP as [22] . The higher value means the better performance while the lower value of ANMRR indicates the better performance. 1). The Precision-Recall Curve (PR-Curve) can consider the accuracy and recall metrics by changing the threshold to distinguish the irrelevance and correlation in the object retrieval. It can fully demonstrate retrieval performance. 2). The Nearest Neighbor (NN) represents the percentage of the closet matching objects. 3). The First Tier (FT) can be calculated by the recall of the top N matching results. The number of related 3D objects in the dataset is N. 4). The Second Tier (ST) is similar to FT, while ST employs the top 2N matching results to compute. 5). The F_measure (F) is a comprehensive measurement, taking into account the precision and recall of the top 20 returned results. 6). The Discounted Cumulative Gain (DCG) is a statistic that adds weight to top matching results but neglects irrelevant results. 7). The Average Normalized Modified Retrieval Rank (ANMRR). It gives the ranking performance of the ranking list, which takes into account the ranking information of the relevant objects in the most frequently retrieved objects. 8). The Mean Average Precision (mAP) is a comprehensive ranking measure used to solve the single-point value limitation of Precision, Recall and F_measure. For the evaluation of ShapeNetCore55, the official website 3 provides two evaluation methods, the macro-averaged measure and the micro-averaged measure. The former is the unweighted average of the whole dataset, while the latter is the weighted average that takes into account the number of 3D objects of different categories.
C. IMPLEMENTATION DETAILS
The backbone CNN architecture of MVHFN is AlexNet, which consists of five convolutional layers and three fully connected layers. To abstract the characteristics of the individual views, we take the last fully connected layer, fc7, to represent the low-level view feature. During the training procedure, we fine-tuned the weights of AlexNet pretrained on ImageNet. The parameters of MVHFN can be updated with the stable learning rate (0.0001) in an end-to-end manner by SGD. We set the batch size as 16 on both datasets. To avoid overfitting, we adopt the weight decay strategy in CNN weight and applied a dropout layer with a fixed rate (0.5) to LSTM. We empirically set the dimension of the hidden state as 1024 and the view number as 12. Further, we set the length of the LSTM identical to the view nubmer. The effect of the view number is further explained in Section. V-C. The computational configuration is as follows: 1). CPU: Intel(R) Xeon(R) CPU E5-2690 v3 @ 2.60GHz; 2). GPU: Tesla K80; 3). RAM: 128 GB.
V. EXPERIMENT
In this section, we first compare our method with the state-of-the-art methods on ModelNet40 and ShapeNet-Core55 dataset, and then explore the impact of changes in the view number, the view order, and multiple variations of architectures.
A. COMPARISON AGAINST THE STATE OF THE ARTS
We compare the proposed method with several typical view-based methods and model-based methods on Model-Net40 and ShapeNetCore55 as shown in Tab. 1 and Tab. 2. On ModelNet40, compared with other methods, MVHFN improves the classification and retrieval index by 0.65% to 36.07%, 2.97% to 160.66%, respectively.
The Shape Retrieval Contest (SHREC) is a well-known 3D shape retrieval competition held every year. To make a fair comparison, we use the same performance evaluation metrics and codes as SHREC2017 to obtain the results of our method. In our experiment, the training set and the validation set were used for training, and the test set was used for classification and retrieval tasks. Since mAP is the most representative index of retrieval, we use mAP as the index to analyze the retrieval performance. As shown in Tab. 2, MVHFN can improve the retrieval performance by 5.6% to 324.5% on microALL mAP and 27.3% to 219.8% on macro mAP on ShapeNetCore55, respectively. In addition, we have the following key observations:
• MVHFN can outperform the representative view-based methods. Previous view-based methods fuse multiple view features with the max-pooling strategy, which will neglect the important information among views. Comparatively, MVHFN can aggregate multiple view features in both intra-cluster and inter-cluster to fully exploit the important information among views.
• MVHFN is superior to the representative model-based methods. PointNet [16] is a prominent work in modelbased methods, it directly handles point sets without capturing local structure induced by the metric. The model-based methods usually focus on locally significant geometric features, while ignoring the global correlation. Comparatively, MVHFN can fully exploit the intrinsic correlation and discriminability among multiple views.
• MVCNN [11] is the most representative method in the field of 3D object retrieval and classification. Our work is based on it. Instead of simply pooling the view features, the hierachical fusion mechanism we designed can fully exploit the local feature information of a single view and the global structural information of the entire view sequence. Some retrieval results of the experiment are shown in Fig. 2 . Overall, the retrieval results are satisfactory. Some categories perform well in search results, such as ''airplane'', ''guitar'' and ''laptop'', while some categories have few retrieval errors due to structural similarities, such as ''lamp'' and ''cup''.
B. SENSITIVITY ANALYSIS ON VIEW ORDER
Intuitively, the order of view capturing has a direct impact on 3D object retrieval and classification. In order to verify whether MVHFN is constrained by a particular view order, we upset the view order number of multi-view sequence 50 times in the testing procedure to verify the robustness of MVHFN. Tab. 3 provides the retrieval and classification results. As shown in the Tab. 3, the retrieval and classification results are not affected by the order of views. Even if the order of views is disturbed, the results remain roughly unchanged. It is clear that MVHFN can adaptively calculate the weight score of individual views, and with these information, we can aggregate the multi-view information in both intra-cluster and inter-cluster. Therefore, MVHFN can be free of camera setting to achieve robust 3D object representation learning.
C. SENSITIVITY ANALYSIS ON VIEW NUMBER
Since the number of views rendered from a 3D object may affect the performance of retrieval and classification performance, we conducted comparative experiments to select the best view number. Specially, we set up a virtual camera array around the z-axis with the intervals of angle θ. θ is set to Before the optimal view number arrives, MVHFN needs more information to effectively represent the 3D object. Therefore, the performance can be improved by increasing the number of views. However, excessive view images will lead to redundancy in multi-view hierarchical fusion and consequently the performance will decrease. As shown in Tab. 4 and Fig. 3, when regard to ANMRR compared with other number of views. Therefore, we set the optimal view number as 12.
D. ABLATION STUDY
In order to verify the architecture of multi-view hierarchical fusion modeling, we compare MVHFN with the following four architectures:
MVCNN: MVCNN aggregates view sequences with viewpooling strategy without considering visual context among multiple views. In MVCNN, we regard the last fully connected layer fc7 as the 3D object descriptor.
Pooling-LSTM: (P-LSTM without inter-cluster fusion) It first assigns discrimination weight to individual views based on LSTM. Then the views with similar weights will be divided into the same cluster. All views in the same cluster pass through a view-pooling layer to get a clusterlevel descriptor. Instead of weighted summation of these descriptors, we adopt the mean-pooling layer to get the 3D object descriptors.
Attention-LSTM: (A-LSTM without intra-cluster fusion) It consists of a LSTM module and an attention mechanism, which can assign weight to each view descriptor adaptively, and explore the differences between views by adaptively adjusting the view weight. In this method, the view descriptors are weighted and summed according to their attention values to get the descriptors of each 3D object.
MVHFN: On the basis of MVCNN, an intra-cluster fusion module and an inter-cluster fusion module are added. All views are splitted into different clusters according to their discrimination values, a cluster-level descriptor can be further generated through mean view-pooling these view descriptors. To generate the raw object level descriptors, we further aggregate the cluster descriptors by weighted summation. It can not only mine the maximum similarity between views, but also explore the differences between clusters.
Tab. 5 shows the performance of different architectures. Fig. 4 presents the precision-recall curves achieved by different experimental settings on ModelNet40 and ShapeNet-Core55 dataset. MVHFN improves 3.2%-8.8%, 4.9%-28.2%, 3.6%-26.4%, 4.5%-12.2%, 4.8%-22.8%, 9.5%-23.8%, 0.5%-3.2% with regard to NN, FT, ST, F_measure, DCG, mAP, ACC and decreases 25.5%-60.3% with regard to ANMRR compared with other architectures. MVHFN is superior to other methods in both retrieval and classification tasks. It can exploit the inherent content relationship among view sequences. Comparatively, P-LSTM has no inter-cluster fusion module and therefore cannot take the content discrimination into consideration. A-LSTM has no intra-cluster fusion module, so it neglects the correlation among multiple views. MVCNN achieves the worst performance. Since it simply passes the view features through view-pooling layers and neglects the importance of each view for category inference and only focuses on visual characteristics of all the views.
VI. CONCLUSION
In this paper, we propose a Multi-View Hierarchical Fusion Network (MVHFN) for view-based 3D object retrieval and classification. MVHFN consists of two key modules and the first module mainly focuses on single view feature extraction, the second module aims to fuse the multiple view features into a compact descriptor. This module can fully exploit the relevance among multiple views by aggregating the view features in the same cluster and discover the content discrimination by learning information of the cluster-level features. We further explored the impact of changes in the view number, the view order, and multiple variations of architectures. The experimental results on ModelNet40 and ShapeNetCore55 show that the proposed MVHFN has exceeded the current state of the arts in 3D Object classification and retrieval tasks.
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