Most multi-objective particle swarm optimization algorithms, which have demonstrated their good performance on various practical problems involving two or three objectives, face significant challenges in complex problems. For overcoming this challenges, a multi-objective particle swarm optimization algorithm based on enhanced selection(ESMOPSO) is proposed. In order to increase the ability of exploration and exploitation, enhanced selection strategy is designed to update personal optimal particles, and objective function weighting is used to update global optimal particle adaptively. In addition, R2 indicator is incorporated into the achievement scalarizing function to layer particles in archive, which promotes the archive update. Besides, Gaussian mutation strategy is designed to avoid particles falling into local optimum, and polynomial mutation is applied in archive to increase the diversity of elite solutions. The performance of the proposed algorithm is validated and compared with some state-of-the-art algorithms on a number of test problems. Experimental results demonstrate that ESMOPSO algorithm shows very competitive performance when dealing with complex MOPs.
I. INTRODUCTION
Multi-objective optimization problems(MOPs), which naturally arise in many disciplines, such as engineering application, scientific research and management problems, involve two or more conflicting objectives function to tackle simultaneously [1] . The nature-inspired metaheuristic algorithms can be well suitable for obtaining multiple non-dominated solutions in a single run, and it has been applied as major approach for solving complex MOPs that are characterized with convex, concave, discontinuity and multi-modality [2] , [3] .
Particle Swarm Optimization (PSO) is a classical population-based metaheuristic algorithm that simulates the behavior of a flock of birds in nature [40] , [41] . Duo to the characters of fast convergence speed and easy implementation, it has been developed facilitate an efficient search in solving single objective problems(SOPs), such as dynamic The associate editor coordinating the review of this manuscript and approving it for publication was Taufik Abrao . economic dispatch [4] , localizing odor sources [5] and excellent theoretical research in practical problems [6] . However, PSO validate its effectiveness and efficiency to local optimum when it solves complex problems. So many researchers are motivated to extend PSO for solving complex multi-objective problems [7] , [8] , [42] .
The main purpose by metaheuristic algorithms for solving complex MOPs is to obtain the Pareto optimal solutions set that is regarded as equally good. Therefore, in the process of optimization, convergence and diversity are two basic requirements [9] , [10] .
(1) Convergence refers to the distance from the obtained non-dominated solutions to the true Pareto front, which should be as small as possible.
(2) Diversity means the spread of obtained non-dominated solutions along the true Pareto front, which should be as uniform as possible.
It is a challenging research problem to obtain solution sets with good convergence and distribution. Most of the existing VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ multi-objective optimization algorithms are mainly to achieve the fast convergence and even distribution. Many multi-objective optimization algorithms, nondominated sorting genetic algorithm(NSGA-II) [11] and strength Pareto evolutionary algorithm(SPEA2) [12] , which are based on the concept of Pareto dominance. Pareto dominance-based method uses the Pareto fitness allocation strategy to classify or sort the current population. Then, crowding distance or niche sharing are designed to estimate the individual density and select relatively better individuals. However, when the number of objectives increases, the proportion of non-dominated solutions grows dramatically. Inadvertently, Pareto dominance will fail to provide sufficient selection pressure. Therefore, several neoteric Pareto dominance methods have been introduced to improve the selection pressure, such as -dominance [13] , fuzzy Pareto dominance [14] and gride dominance [15] . But these methods need to select one or more parameters. In recent years, the methods of improving selection pressure based on preference information are presented, such as PICEAg [16] and KnEA [17] .
Indicator-based method evaluates the individual by the performance indicator value of the individual in the solutions. Commonly used indicators involving Hypervolume(HV) [18] , R2 indicator [19] , IGD [20] and IGD+ [21] and so on. It is worth noting that the feature of an indicator is to assign quality to a single real number, so it is attractive for solving multi-objective problems. For example, FV-MOEA adopts HV contribution of a solution that are only associated with partial solutions rather than the whole solution set [22] . In MOPSOhv, Hypervolume contribution is used to select global leader particles and personal leader particles in the main swarm. Besides, it is designed to regard as a degradation mechanism in external archive [23] . In TS-R2EA, R2 indicator has been proved to be a desirable properties with weakly monotonic and has been applied as a selection mechanism in the process of algorithm update [24] . Moreover, R2 indicator contribution value is introduced to select global leaders and update the swarm in R2MOPSO [25] . However, the computational complexity is huge when HV indicator is used as selection mechanism. Although the computational complexity of the R2 indicator is slightly reduced relative to the HV indicator, it is less competitive in solving the discontinuity problems.
The decomposition-based method transforms a multiobjective problem into a set of single-objective sub-problems and optimizes them in a collaborative manner [39] . The classical algorithm is MOEA/D [26] . The aggregation function value can be calculated by Tchebycheff approach and regarded as a relationship of Pareto dominance. Some intelligent algorithms based on decomposition methods are gradually proposed. In MOPSO/D [27] , the genetic algorithm is substituted in MOEA/D framework with PSO to solve continuous MOPs, and the decomposition method is applied to update individual and global information. SDMOPSO tackles the drawback of MOPSO/D by fully exploiting the salient properties of neighborhood relations in PSO [28] . MSOPS introduces an aggregation function and a set of target vectors to assign scores for each solution. Then a lexicographical order will be obtained after ranking the scores [29] . In MaOEA-DDFC, mating selection based on favorable convergence is proposed to strengthen selection pressure. Moreover, an environmental selection based on directional diversity and favorable convergence is designed to balance diversity and convergence [30] . MOBOBI-II incorporated R2 indicator into achievement scalarizing function to rank the solutions, which also obtain the competitive performances of convergence and distribution [31] .
The existing research have achieved the good convergence and diversity. However, it remains to be seen whether they are fully applicable when using particle swarm optimization algorithm to solve complex problems. In view of the deficiency of particle swarm itself, this paper proposes a multi-objective particle swarm optimization algorithm based on the corresponding solution strategy. The main improvements of the proposed algorithm are listed as follows:
(1) In order to improve the ability of local search, enhanced selection strategy is designed to update individual optimal particles, including Tchebycheff aggregation function value, favorable weight's Tchebycheff aggregation function value and random selection.
(2) The external archive is updated by combining an R2 ranking algorithm and favorable weight's Tchebycheff aggregation value. In the process of update, N particles from the union of the current population survived to enter the next generation. In addition, polynomial mutation is applied in archive to increase the diversity of elite solutions.
(3) Objective function weighting is applied to update global optimal particle adaptively, which can be help for enhancing the global search space.
The remainder of this paper is organized as follows: firstly, the necessary background on the decomposition method, R2 indicator and particle swarm optimization (PSO) are described in Section II. Then, the ESMOPSO algorithm is proposed in Section III, including pbest update, archive update, gbest update and the ESMOPSO algorithm framework. Afterwards, the simulation results are analyzed in Section IV, including data analysis and graph analysis. Finally, concludes and some possible paths for future work are provided in Section V.
II. BACKGROUND A. MULTI-OBJECTIVE OPTIMIZATION PROBLEM
In general, multi-objective problems can be described as:
where x = (x 1 , x 2 , , x n ) is a n-dimensional decision variable, n is a feasible solution space for decision variables, F : n → R m is the mapping from the decision space to the target space, m is the dimension of the target space.
B. DECOMPOSITION METHOD
The decomposition method is used to transform the multi-objective problem into a set of single-objective problems. There are three conversion approaches: Weighted Sum approach, Tchebycheff approach and Boundary Intersection approach. In this paper, the Tchebycheff method is used. The Tchebycheff aggregate function with a non-negative weight vector w and reference point z * = min {f i (x) | x ∈ } is written as follows:
In [31] , an achievement scalarizing function(ASF) performs suitable ability to deal with multi-objective problems. The formula of ASF is as follows:
In ESMOPSO algorithm, Tchebycheff method is designed to update individual optimal particles. In addition, motivated by [31] , the weight vector and contour line of ASF method are consistent. Besides, R2 indicator is incorporated into ASF to achieve the ranking algorithm that is easy to implement and does not require Pareto dominance for solving complex problems. Therefore, R2 ranking algorithm is designed to update the external archive.
C. R2 INDICATOR
The R2 indicator is proposed in the literature [25] and used to evaluate the relative quality of the two groups of individuals produced by a multi-objective optimization algorithm initially. Assuming the standard weighted Tchebycheff function with a specific reference point z * , R2 indicator is used to evaluate the mass of A through a set of individuals (set A), and the R2 indicator of set A is defined as:
where W is a set of weight vectors in m target spaces. Each weight vector w = (w 1 , w 2 , . . . , w m ) ∈ W and the weight vector is evenly distributed in the objective space. Reference point z * = min{f i (x)} is updated in every generation.
D. PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization(PSO) is a group of intelligent optimization algorithms proposed by Kennedy and Eberhart [32] . The velocity v t and the position x t update formula of the particle swarm algorithm are as follows:
where w is inertia vector, c 1 and c 2 are learning factors, r 1 and r 2 are uniformly distributed between (0, 1) respectively, v t i and x t i are the velocity and position of the particle i in the t-th generation respectively. x t pbest,i and x t gbest,i are individual optimal positions and global optimal positions of particle i respectively.
III. THE PROPOSED ESMOPSO ALGORITHM
The proposed ESMOPSO algorithm is based on decomposition method to transform MOPs into a set of scalar aggregation subproblems. In the process of pbest update, enhanced selection strategy is designed to improve the local search ability of individual optimal particles. In addition, R2 indicator is added into the achievement scalarizing function to stratify the particles in archive. This process combines with the Euclidean distance between the particle and the ideal point to promote the archive update. Once the archive is over the default, favorable weight method is designed to prune particles. These particles with smaller F-Tchebycheff values in the last layer will be remained. Then, the global optimal particle in ESMOPSO is aimed to explore the global search space by using objective function weighting adaptively to select gbest in the external archive. Besides, Gaussian mutation strategy is designed to avoid particles falling into local optimum in the process of population update and polynomial mutation is applied in the process of archive update to increase the diversity of elite solutions.
A. THE INDIVIDUAL OPTIMAL PARTICLES UPDATE(pbest UPDATE)
Based on the existing research, the velocity and position of the particles are usually updated by using the positional information of personal optimal particles(pbest) and global optimal particle(gbest) in PSO algorithm. Therefore, the quality of the leader particles directly affects the convergence and distribution of the algorithm when solving some complex MOPs. Inspired by decomposition approach to update the individual optimal particles, enhanced selection strategy is incorporated into ESMOPSO to accelerate the convergence speed and strengthen the ability of local exploration.
In [30] , an F-Tchebycheff function based on Tchebycheff function and favorable weight is applied to obtain the candidate solutions with good convergence performance. In ESMOPSO, F-Tchebycheff function is aimed to play an important role when particles without promising Tchebycheff value. The favorable weight can be formulated as:
where M is the number of objectives,
The favorable weight has been described some good attributes which is similar to Tchebycheff calculation. If x is an efficient particle, no other particle can be closer to the ideal point than x with respect to the favorable weight of x. That is, the smaller F-Tchebycheff value(F te ) reflects the convergence performance of a particle is closer to the true Pareto front. Favorable weight can be used to calculate the aggregattion function value according to the contemporary situation. Therefore, F-Tchebycheff value is introduced to strengthen the pbest update in order to enhance the convergence speed of individual optimal optimal particles. The pseudo-code for selecting each pbest is described in Algorithm 1. In the process of update, If the Tchebycheff value calculated by the individual in the population is less than the value of pebst, then pbest is replaced. Otherwise, the F te values are calculated, if F te value of pbest still lager individual's, a random one is chosen. Through several conditional selections, the particle quality is improved and the convergence speed is accelerated.
B. ARCHIVE UPDATE
After the particle's velocity and position are updated, the new generated non-dominated particles and the previous generation of particles are collected into the external archive. As the size of archive is finited and the quality of particles needs to be selected, it is necessary to adopt a proper selection strategy to update archive. The selection strategy in archive is benefit to guide the particles' search direction toward the true Pareto front. A layered R2 ranking algorithm which is based on both of R2 indicator is inserted into ASF and L2-Norm is adopted [31] . However, the Euclidean distance is calculated between the particle and the ideal point after normalization rather than the distance between the particle and origin point without normalization, because the true distance is needed when multi-objective intelligent algorithms deal with the multi-objective optimization problems.
The pseudo-code of archive update is described in Algorithm 2. The union of the population A is first sorted 6: execute R2 ranking algorithm to rank those optimal par-
calculate the F te value of each particle in arch2 11: delete those particles in arch2 with lager F te value 12: archive = arch1 arch2 13: else 14: archive = arch1 15: end if into different fronts (rank1, rank2, . . .,) based on the ranking algorithm [31] . Then, the fronts are moved into arch1 from the lowest layer to the highest layer until a front rank(k) is encountered(k represents the maximum number of layers that can take N non-dominated solutions), where rank(k) is the critical front that cannot be survived completely. Therefore, rank(1), . . . , rank(k − 1) will be stored in arch1 while rank(k) is put into arch2. The surviving particles will be selected in arch2 and delete the redundant particles when the number of individuals in these two set exceeds the size of the archive(arch num ). In order o select the particles that converge closer toward true Pareto front in archive, F te values is performed to strength the convergence ability in arch2.
C. THE GLOBAL OPTIMAL PARTICLES UPDATE(gbest UPDATE)
The global optimal particle has an important influence on the trajectory update of particle velocity and position. PSO uses the information of the neighborhood particle to update gbest, which may not be applicable to the contemporary search space. Objective function weighting method assigns different weights to multiple targets and then sums them up into single objective function value. According to the value of the objective function, the optimal particle in the candidate single target can be quickly found, that is, the corresponding multi-objective particle. The random generation and allocation of weights expand the random search ability of particles and accelerate the convergence ability. fx = fx + w 1 * pop 9: end 10: find the particle with the minimum fx as the global optimal particle
The pseudo-code for selecting each gbest is described in Algorithm 3. The weight of each function is randomly generated and then used to calculate a new value that determines the choice of the global optimal particle. If archive is empty, gbest will be selected in the new population. Otherwise, it will be generated in external archive. The fx value is calculated by the objective function weighting method, and the particle with the smallest value will be regarded as gbest.
D. THE COMPLETE ESMOPSO ALGORITHM
The above subsections have described the procedures of pbest update, archive update and gbest update, which compose the main components of ESMOPSO. Besides that, the other parts are presented in the pseudo-code of ESMOPSO. As illustrated in Algorithm 4, where N is the size of population, FEAS represents the number of evaluation, W indicates weight vectors, archive is an external archive and z * is a reference point.
In the process of initialization, a swarm with N particles is randomly generated and N weight vectors are initialized. The external archive (archive) is set to be empty. The pbest is fist initialized to be as pop, where each particles is regarded as it's individual optimum. The procedures of archive update are carried out to store the elite particles, and the gbest update procedures is performed to initialize the global optimal particle. Then, the ESMOPSO algorithm enters into loop until the evaluation times (evaluation) arrives the maximum evaluation times(FEAS).
In the update phase, if a random number rand is smaller than 0.95, Eq.(5) and Eq.(6) is used to update the velocity and position of a particle. Otherwise, Gaussian mutation strategy is adopted to re-initialize the position and velocity, which can increase disturbance aiming to jump out of local optimum and avoid the particle converging early.In the particle updating process, the formula of Gaussian mutation strategy is as
Algorithm 4 ESMOPSO Algorithm Input:
population size (N ), number of evaluation (FEAS), weight vectors (W ), external archive (archive = ∅), reference point (z * ) Output: archive 1: initialize the velocity and position of the population (pop) 2: initialize the reference point z * = (z * 1 , z * 2 , . . . , z * m ), z * j = minf i (x) and j = 1, 2, . . . , m 3: set pbest = pop 4: execute Algorithm 3 to store the elite particles in archive 5: execute Algorithm 2 to generate gbest 6: Iterations and updates 7: while evaluation < FEAS do 8: for i=1 to N do 9: if rand < 0.95 10: update the particle according to Eq.(5) and Eq. (6) 11: else 12: execute Gaussian mutation strategy to re-initialize the particle 13: end if 14: end for 15: evaluate the objectives of new particles 16: update the reference point z * 17: update pbest according to Algorithm 1 18: update archive according to Algorithm 2 19: execute polynomial mutation and execute Algorithm 2 again 20: update gbest according to Algorithm 3 21: end while follows:
where N (m, σ ) represents a random number using a normal distribution with mean m and sigma σ . After the particles' position is renewed, the objectives of new particles are evaluated, and the reference point is updated. Then, pbest update procedure as described in Algorithm 1, the procedure of archive update is executed in Algorithm 2 to preserve the elite particles in the external archive. In addition, mutation strategy plays a key role in the process of population update [41], so polynomial mutation is executed to enhance the diversity of population and the archive update procedure in Algorithm 2 is activated again. Afterwards, the gbest is updated in Algorithm 3. The circulation will be stop until satisfy termination conditions, and finally, the elite particles in external archive are regarded as the optimal approximated Pareto front.
IV. PERFORMANCE TEST AND EXPERIMENTAL RESULTS ANALYSIS A. TEST PROBLEMS
Nineteen test problems with different characteristics of the Pareto front are used in this paper, which includes convex, concave, discontinuous and multi-modality. The test problems include two-objective test suites of Zitzler-Deb Thiele (ZDT) [33] , three-objective problems of Deb-Thiele-Laumanns Zitzler (DTLZ) [34] and CEC'09 benchmark problems (UF1-UF10) [35] .
B. PERFORMANCE METRIC
The inverse generation distance (IGD) is a comprehensive metric [36] . IGD measures the average Euclidean distance from uniformly distributed points along the whole Pareto front to their closet solution in the obtained solution set. Thereby, it avoids the situation that all obtained solutions concentrate to one point which may lead the convergence well while the diversity of a algorithm simultaneously. The lower value shows that the algorithm obtains a better performance. The formula of IGD is as follows:
where P is the number of groups on the true front; P * is the Pareto solutions set for the multi-objective algorithm; |P| is the population size of P; d(P i , P * ) represents the minimum between P i and P * . The Hypervolume (HV) metric is defined as the volume of the hypercube enclosed in the objective space by the reference point and every vector in the Pareto approximation set A. This is mathematically defined as:
where vec i is a non-dominated vector from Pareto approximation set A, vol i is the volume from the hypercube formed by the reference point and the non-dominated vector vec i , and reference point is z ref in the objective space. The HV metric is applied to access both convergenc and maximum spread of the solutions for the Pareto approximation set obtained with any multi-objective optimization algorithms. In addition, lager values of this measure value indicates that the solutions are closer to the true Pareto front and the solutions cover a wider extension of it.
What'more, the HV metric is calculated with respect to a given reference point z ref 
C. EXPERIMENTAL SETTINGS
The parameter setting of each algorithm is consistent with the parameter setting in the original paper [11] , [16] , [24] , [26] . The parameter setting for ESMOPSO algorithm are used in the process of polynomial mutation including probability of crossover p c = 0.5 and probability of mutation p m = 1/V . During the process of particle update, the inertia weight is adaptively adjusted by cosine function [37] , the social learning factor is c 1 = 1.2, the individual learning factor is c 2 = 1.5.
ZDT: m = 2, N = 100, FEAS = 30000; DTLZ: m = 3, N = 210, FEAS = 210000; UF: N = 300, FEAS = 300000. For each test problem, all algorithms run 30 times independently.
D. RESULTS ANALYSIS 1) DATA ANALYSIS
The performance of the algorithm can be intuitively shown in the form of data and graphs. The proposed ESMOPSO algorithm in this paper is analyzed by comparing MOEA/D [26] , NSGAII [11] , TS-R2EA [24] and PICEAg [16] in data and graphs, and the following analysis can be obtained through the obtained research.
The mean value and standard deviation(std) of IGD obtained by the five algorithms through experimental simulation are recorded in Table 1 , and the mean value and standard deviation(std) of HV are recorded in Table 2 . These data were obtained by five algorithms running independently on 19 test functions for 30 times. The optimal values of the five algorithms are expressed more clearly in black and bold font, it should be noted that the optimal value of IGD is the minimum value and the optimal value of HV is the maximum value. In addition, there is a significant difference between two algorithms should be considered in order to make the results more statistically significant. The significant difference level of Wilconxon rank sum test is 0.05 [38] , that is, if the value of Wilconxon rank sum test is greater than 0.05, two algorithms show no significant difference.
† , • and • respectively represent that ESMOPSO algorithm is superior to, similar to and inferior to the compared algorithm in Table 1 and Table 2 . Finally, the superior, similar and inferior of the five algorithms are counted in the last row of the two tables. Table 1 records statistics on IGD performance indicators on nineteen test functions including the optimal mean value accounts for 13 of the 19 test functions. According to labeling method in this paper, compared with other four algorithms, ESMOPSO algorithm obtains the optimal mean values on ZDT1, ZDT2, ZDT4, DTLZ1, DTLZ2, UF1, UF2, UF4, UF5, UF6, UF7, UF9 and UF10. As for the worse results, ESMOPSO algorithm performs worse performance on ZDT3, ZDT6, DTLZ4, DTLZ7, UF3 and UF8 than other compared algorithms. Table 2 records statistics on HV performance indicators on nineteen test functions including the optimal mean value accounts for 17 of the 19 test functions. ESMOPSO shows the worse competitive only than NSGAII on ZDT3, than PICEAg on UF6. It has no worse functions than MOEA/D and TS-R2EA to shows competitive performance. In general, ESMOPSO shows the competitive performance with convergence and diversity than other compared algorithms.
In order to explain that ESMOPSO performs difference with the compared algorithms more detail, the results are analyzed from the structural characteristic of functions. Regarding ZDT3, which is characterized by discontinuity and multi-modality. ESMOPSO performs no competitiveness than NSGAII and PICEAg despite that it slightly outperformed by MOEA/D and TS-R2EA. ZDT6 is introduced to test the capacity of each algorithm to deal with non-uniform discontinuity and concave structure of the Pareto front(PF). As shown in Table 1 , ESMOPSO exhibits the superior convergence and distribution performance than NSGAII, TS-R2EA and PICEAg. But it performs the slightly poor performance than MOEA/D. In terms of HV values, ESMOPSO obtains the similar performance with MOEA/D and NSGAII. Concerning the DTLZ4 test instance, TS-R2EA is the best optimal mean in terms of IGD value while ESMOPSO obtains the most competitive performance in Table 2 related to the other algorithms. Considering DTLZ7, which is characterized by discontinuity and concave. The mean of IGD value obtained by ESMOPSO on DTLZ7 is slightly poor than NSGAII, but the mean of HV value obtained is not significantly difference. For the difficult and complex UF3 test instance, it's characteristics of PF is concave. NSGAII shows the similar performance with ESMOPSO on UF3 despite that it obtains the minimum mean of IGD. However, ESMOPSO is able to archive a well HV value than other four algorithms. Besides, UF6 is introduced to test the ability of each algorithm tackle one isolated point and the disconnected parts of PF, PICEAg gets the smaller IGD mean than ESMOPSO, but it performs no significant difference to ESMOPSO with HV mean value. The complex problems UF8 which is characterized by parabolic structure of PF is difficult to achieve the performance of convergence and diversity at the same time. In this paper, ESMOPSO has obtained the best HV mean value in Table 2 but it performs inferior with IGD mean value than MOEA/D, NSGAII and PICEAg in Table 1 .
It is worth noting that the ESMOPSO algorithm is not completely superior to the other four algorithms on the 19 test questions, because there is no free lunch rule and no algorithm can guarantee that it is superior to the other algorithms in all test functions. In addition, it can be seen from Table 1 and Table 2 , the corresponding standard deviation may not be optimal value while the algorithm obtains the optimal mean value on one test problem, because there are some not well IGD or HV values in 30 independent runs.
2) FIGURE ANALYSIS
The convergence and diversity can be seen directly from the graph, an analysis will be given in the following for the approximate Pareto front in some clearer identified test problems in Figure 1 and Figure 2 . The algorithm for each row from left to right is ESMOPSO, MOEA/D, NSGAII, TS-R2EA and PICEAg. As can be seen from these figures, the red point represents the real Pareto front, and the blue point represents the approximate front obtained by the five algorithms. Figure 1 lists the approximate Pareto front of the five algorithms on ZDT3, ZDT4, ZDT6, DTLZ1 and DTLZ2. Figure 2 lists the approximate Pareto front of the five algorithms on UF1, UF2, UF4, UF7 and UF9. MOEA/D converges to the true Pareto front except on ZDT4, UF2, UF4 and UF9 test instances. NSGAII converges to the Pareto front on almost all of these test functions, but its distribution on the true front is uneven, such as ZDT4, ZDT6, DTLZ1 and DTLZ2. TS-R2EA performs the good convergence and diversity on DTLZ1 and DTLZ2, but it fails to converge completely on the other test functions. PICEAg converges to the true Pareto front and distributes even on ZDT3, ZDT6, DTLZ1, DTLZ2 and UF9. However, it fails to converge completely on ZDT4 and UF4, and the approximate Pareto front is uneven on UF1, UF2 and UF7.
From the comparison of ESMOPSO algorithm with other algorithms on each test function in Figure 1 , ESMOPSO's convergence on ZDT3 is superior than TS-R2EA but it's distribution is not as good as NSGAII and PICEAg. For ZDT4, MOEA/D and PICEAg have not converged to the true Pareto front while the approximate front of NSGAII and TS-R2EA uneven distribution than ESMOPSO. It is obvious that ESMOPSO shows the superior convergence and distribution than other four algorithms on ZDT6, DTLZ1 and DTLZ2 test instances. As can be seen from Figure 2 , although ESMOPSO has not completely optimized to the true Pareto front, it has some advantages outperform the compared algorithms. For example, ESMOPSO converge better than MOEA/D and TS-R2EA on UF1 while distribute more evenly than NSGAII and PICEAg. Moreover, it is obvious that ESMOPSO achieves the best convergence in the five algorithms on UF4 test instance and obtains the more uniform approximate Pareto solution set on UF2, UF7 and UF9. Figure 3 and Figure 4 show that the IGD reduce tendency graph and HV growth trend graph for five algorithms, which record the data of the experimental average of 30 runs independently. The abscissa is the total number of evaluation per run and it is notes that the ordinate is log(IGD) and log(HV) for ease of observing expediently. The IGD and HV trend graphs show the convergence speed and convergence results. It can be seen from Figure 3 and Figure 4 , ESMOPSO algorithm converges the fastest on ZDT1, ZDT2, ZDT4, ZDT6, DTLZ7, UF1, UF2, UF4, UF5, UF7 and UF9 problems. In addition, it is in the suboptimal position when dealing with other problems but it obtains the optimal IGD and HV mean value such as DTLZ1, DTLZ2, DTLZ4 and UF6. In general, ESMOPSO algorithm performs fast convergence speed and high convergence accuracy.
According to the law of no free lunch, ESMOPSO algorithm cannot guarantee that all test problems are better than other algorithms. From the above data analysis and figure analysis can be seen, ESMOPSO algorithm can archive a good convergence and distribution on most test functions in nineteen complex test problems, which indicates that it is potential to deal with complex MOPs.
E. COMPLEXITY ANALYSIS
The complexity analysis is based on the size of the population and the size of the external archive. The complexity of MOEA/D algorithm is O(TN ), which is obtained by [26] . The complexity of NSGAII algorithm is O(N 2 ), which can be obtained in [11] . TS-R2EA algorithm uses two-stage selection strategy including decomposition-based method and R2 indicator method, so its complexity is O(TN ) + O(N 2 ). Due to O(TN ) < O(N 2 ), so it complexity is O(N 2 ). PICEAg algorithm co-evolves candidate solutions with a set of goal vectors and uses non-dominated sort in archive, so its complexity is O(N ) + O(N 2 ). Due to O(N ) < O(N 2 ), so it complexity is O(N 2 ). In ESMOPSO algorithm uses R2 ranking algorithm, so the complexity is O(N 2 * logN ). Through the above data, ESMOPSO algorithm is not competitive in algorithmic complexity compared with other algorithms.
V. CONCLUSION AND PROSPECT
A multi-objective particle swarm optimization algorithm based on Enhanced selection is proposed to deal with complex MOPs. Enhanced selection strategy is designed by aggregation function value to update individual optimal particles, which is executed including Tchebycheff aggregation function value, favorable weight's Tchebycheff value and random selection. The external archive is updated by combining the improved R2 ranking algorithm and favorable weight's Tchebycheff value, which is aiming at surviving N particles from the union of the current population and the elite particles in archive to select the non-dominated particles for the next generation. Objective function weighting is applied to update global optimal particle adaptively, which can be help for enhancing the global search space. Besides, Gaussian mutation strategy is used to avoid particles to falling into the local optimum when the particle does not satisfy the condition of using update formula.
In fact, although the ESMOPSO algorithm obtains good performance in most test problems, it still faces some challenges and future research directions. It can be seen that the effectiveness of solving discontinuous problems needs to be improved. Furthermore, the proposed algorithm can be used in many-objective problems in future research.
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