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Abstract: 
 It is easy to forget how far ecology has come in a very short time. Less than two 
decades ago, it was unclear whether predictive models of species-level dynamics in 
diverse ecological communities would ever be possible. Today, an abundance of methods 
can accurately forecast these dynamics, driven by explosive growth in the availability of 
data and modern analytical tools. However, most of these methods rely on matching 
patterns from historical dynamics to current trends. Thus, while predictions have become 
much easier, understanding why behavior occurs – and extrapolating predictions to novel 
circumstances – remains elusive. 
 Here, we apply theoretical insights from tradeoffs to better understand how 
species in ecological communities assemble and coexist. Tradeoffs describe physiological 
and ecological constraints that limit the traits and roles of individual organisms. These 
constraints therefore contain substantial information about species ecological and 
evolutionary histories, and how they are likely to interact with one another and their 
environments. We show that information contained in tradeoffs can be used to identify 
important mechanisms governing community dynamics, and to constrain viable 
parameter space in otherwise intractable models. These methods could substantially 
improve mechanism-based predictions in diverse communities, resulting in better 
understanding of how these complex systems function, and better extrapolations of 
predictions under novel circumstances. 
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Introduction: 
 By many accounts, a primary goal of ecology – insofar as any field as broad as 
ecology can have a primary goal – is to understand and explain the distribution and 
abundance of species (Lehman, Loberg & Clark 2017). Though many pathways have 
yielded insights that help address this goal, the route that intrigues me the most is 
ecological theory. In order to properly develop an intuitive understanding of the nuance 
and unpredictability of living things, an ecologist clearly needs a solid empirical 
background, with all the mud, lost blood, and chaos that comes with fieldwork. But in 
order to piece together all the small things that we see in the field into a larger-scale 
picture of the meaningful “repeated patterns” of the ecological world, familiarity with 
ecological theory is just as important.  
 Following a relatively common trajectory, it was only late in my education that I 
developed a proper appreciation for theory. Studying ant taxonomy and biogeography as 
an undergraduate, I was privileged enough to be able to travel across the United States 
and the Caribbean, collecting and documenting species distributions. While great fun and 
full of adventure, I must admit that these expeditions likely did very little to push back 
the boundaries of science. The thing that finally drew me into theoretical research – and, 
hopefully, a more productive career – was a book given to me by my father near the end 
of my time as an undergraduate: Geographical Ecology, written by Robert MacArthur 
(1972). Beyond the excitement of reading through my father’s notes in the margin – 
written during his own time as a graduate student – I found myself particularly drawn to a 
proof in the book’s appendix. There, MacArthur derived a simple competition model, 
which he argued could be parameterized using field measurements of species 
consumption rates for various resources. This was one of the first indications to me that 
predictive, mechanism-based theories – that is, theories that were intended not only to 
match patterns, but explain why those patterns existed – could be directly linked to 
empirical observations from the real world. 
 Without intending it, I have found in retrospect that MacArthur’s resource 
competition model, or other models that are arguably its intellectual offspring, have 
managed to permeate every chapter of this dissertation. In this, my work is very much not 
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alone. Remarkably similar models have been successfully applied to mimic population 
dynamics of animals (Wilbur 1972), plants (Wedin & Tilman 1993), protists (Carrara et 
al. 2015), single celled algae (Tilman 1976), fungi (Gause 1932), bacteria (Coyte, 
Schluter & Foster 2015), and viruses (May & Anderson 1987), to name a few examples. 
These species span the breadth of the biological kingdoms, and are separated by more 
than two billion years of genetic divergence. Yet despite vast differences in cellular 
structure (or, indeed, the existence of cells in the first place), metabolic chemistry, 
physiology, resource requirements, and countless other features, the ways in which 
populations and communities of these species grow and interact are startlingly alike. 
Paraphrasing one of my committee members, Clarence Lehman, it would seem that 
ecological interactions, perhaps even more than our shared genetic code, are the things 
that unite all of us across the many branches of the tree of life. 
 This dissertation focuses on tradeoffs, which are the best explanation I know of 
for why these similarities exist across so many types of organisms. Broadly, tradeoffs 
describe constraints among alternative strategies that cause investments in one strategy to 
unavoidably come at a cost to the others. Tradeoffs are therefore important both in 
structuring how species evolve in response to ecological and environmental changes 
(Stearns 1989), and in determining the combinations of species that can coexist in any 
given system (Tilman 1982; Chesson 2000; Chase & Leibold 2003). There is substantial 
evidence that all organisms are subject to the same underlying tradeoffs, and that their 
responses to one another and to their environments are therefore regulated by similar 
forces (Tilman 1990, 2011). However, beyond this broad-scale definition and a general 
acknowledgement of their importance, different disciplines identify tradeoffs differently. 
 Twentieth century views often invoked tradeoffs as general explanations for 
deviations between observed and theoretically “optimal” trait values – for example, that 
the precise thickness of a brachiopod’s shell might indicate tradeoffs between strength 
and resource investment (Gould & Lewontin 1979). More recent evolutionary 
frameworks tend to define tradeoffs in terms of fitness costs associated with changes in 
specific traits (Roff 1992; Roff & Fairbairn 2007), such as increased mortality risk 
associated with higher reproductive rates (Reznick 1985). Ecologists, on the other hand, 
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usually describe tradeoffs either in terms of empirical patterns, or specific theoretical 
models. For example in plant physiology, broadly conserved relationships among 
functional traits are often referred to as tradeoffs (Wright et al. 2004; Reich 2014), 
whereas in most models of ecological competition, tradeoffs describe the relationships 
among parameters that are required for coexistence (Tilman 1982, 1990, 2011; Chesson 
2000). Perhaps the strictest definition occurs in frameworks such as the “metabolic theory 
of ecology”, where tradeoffs arise from carefully specified low-level assumptions about 
species physical structure and the flow of energy and resources (Brown et al. 2004). 
 As the title of this dissertation suggests, it is intended largely as a continuation of 
work started more than two decades ago by my advisor, in his article Constraints and 
Tradeoffs: Toward a Predictive Theory of Competition and Succession (Tilman 1990). In 
that publication, and in several subsequent works (Tilman 2004, 2011), tradeoffs have 
been defined as the joint effect of both physiological constraints, which limit the range of 
traits that a single organism can theoretically possess, and of ecological constraints, 
which limit the range of traits that allow a species to persist within a particular 
ecosystem. Critically, this definition implies that tradeoffs include information about how 
species are likely to interact, respond to novel circumstances, and evolve. The 
overarching goal of this dissertation is to develop methods that help expand the range of 
conditions across which accurate predictions of ecological dynamics can be made, and to 
improve understanding of diverse ecosystems across large spatial and temporal scales. In 
the following chapters, we work to explain in somewhat greater detail what kinds of 
useful information are likely to be contained in tradeoffs, identify how to extract and use 
this information, and demonstrate that without this information, it may well be impossible 
to develop a predictive understanding of diverse ecological systems. 
 
Chapter descriptions: 
 In Chapter One, Determinism and stochasticity during 88 years of grassland 
succession, we analyze plant community dynamics in abandoned agricultural fields at the 
Cedar Creek Ecosystem Science Reserve in Minnesota, USA (Cedar Creek). This chapter 
combines classic pattern-matching methods with results from on-site experiments to 
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identify potential drivers of observed successional dynamics. Using a series of 
regressions fit to observed abundance trends of major functional groups, we parameterize 
a metapopulation model and estimate how community dynamics are influenced by 
environment and by interspecific competition. In accordance with results from previous 
studies, we find that that successional trajectories of major species groups at Cedar Creek 
are relatively consistent and predictable. However, we also show that these methods 
perform poorly for rarer species groups, often failing to explain as much as 90% of 
observed variation.  
 In Chapter Two, Harnessing uncertainty to Approximate mechanistic models, we 
offer a potential theoretical explanation for the poor predictive power observed for rare 
species in the previous chapter. Using a modified version of MacArthur’s resource 
competition model, we track how uncertainty propagates through phenomenological 
estimates of species interaction strengths. We show that underlying mechanisms that 
structure species interactions – for example, the specific type and number of resources for 
which species compete – strongly constrain model parameter space in ways that are not 
easily captured by naïve, pattern-matching methods. We also demonstrate how a 
hypothesized mechanistic “backbone” can be used to develop a hybrid model. This 
hybrid approach captures some of the underlying structure of system dynamics, which 
can help improve predictions, and identify the kinds of mechanisms that are responsible 
for observed dynamics. 
 In Chapter Three, Diversity, high dimensional tradeoffs, and trait evolution buffer 
effects of reduced resource limitation on coexistence, we show how specific 
consideration of physiological and ecological tradeoffs can yield more precise insight 
into how diverse communities of species interact and evolve. Using a series of models 
adapted from those in the previous chapter, we show that ecological constraints can cause 
trait divergence among species that share the same physiological tradeoffs. More 
importantly for the purposes of this dissertation, we also show that ecological tradeoffs 
can rapidly drive communities towards low-dimensional trait spaces, defined by the 
factors that are most important for local coexistence. This result implies that even if 
	 5 
physiological tradeoffs are high-dimensional, lower-dimensional relationships among 
traits may still emerge because of ecological forces.  
 Lastly, in Chapter Four, Tradeoff-based mechanisms predict coexistence, 
productivity, and species abundances in grassland plant communities, we apply the 
insight from the previous chapter to experimental plant communities at Cedar Creek. 
Using data from monoculture plots, we identify a tradeoff among three species-level 
traits, and use these to parameterize an “empirical tradeoff surface”. We then 
parameterize a mechanism-based resource competition model with these monoculture 
traits, and use it to predict species abundances in multi-species mixtures. Importantly, we 
find that when traits are “snapped” to the nearest point on the empirical tradeoff surface, 
predictions improve substantially, and we are able to explain roughly 50% of variation in 
species-level biomass, and 60% of variation in total community biomass. These results 
suggest that traits and mechanisms included in the model and empirical tradeoff are 
important determinants of local coexistence and community structure. 
 
Future directions: 
 A potential limitation of the methods that we present in this dissertation is that 
they are primarily focused on resource competition, and on experimental systems at 
Cedar Creek. Nevertheless, theoretical results from these chapters suggest that our 
findings should be broadly generalizable across many other sites and systems. The next 
logical step is to attempt to apply these approaches in other locations and for other types 
of species interactions. This is precisely the goal of the post-doctoral position that I will 
be starting in October, 2017, working with Stan Harpole and Helmut Hillebrand at the 
German Centre for Integrative Biodiversity Research. 
 
Adam Clark 
St. Paul, August 2017 
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Chapter One: 
Determinism and stochasticity during 88 years of grassland succession: 
Roles of soil fertility, fire, climate, competition, dispersal, and mortality 
 
Abstract: 
“Old fields” are ecosystems that have been previously managed and subsequently 
abandoned, usually from agricultural use. These systems can provide natural laboratories 
for testing hypotheses about ecological community assembly. Furthermore, old fields, 
and managed land that could someday become old fields, make up around a third of 
global ice-free land area. Understanding how old fields develop is therefore of great 
theoretical and empirical importance. However, old field succession can be difficult to 
predict: seemingly similar fields often diverge in terms of species composition and 
environmental conditions. 
Here, we quantify the role of five potential drivers in shaping successional 
dynamics: soil fertility, fire, climate, competition, and metapopulation processes (i.e. 
colonization and mortality). We use data from three decades of surveys in twenty-four 
old fields at the Cedar Creek Ecosystem Science Reserve in Minnesota, USA, spanning 
almost a century of succession. First, we fit regressions estimating abundance, 
colonization, and mortality for five major species groups as a function of soil, fire, 
climate, and competition. We then use coefficient estimates from these regressions to 
parameterize a metapopulation model, with which we test for changes in successional 
dynamics associated with each driver. 
Abundance, colonization, and mortality rates for species groups were consistently 
associated with the drivers. However, even large changes in soil fertility, burning regime, 
and climate had modest effects on predicted successional dynamics, and minor effects on 
abundance late in succession. This robustness of successional dynamics appears to result 
from compensatory tradeoffs reflected in the metapopulation model. For example, though 
higher soil fertility was predicted to increase abundance for most species groups, it also 
increased abundances of competitors, lowered colonization rates, and increased mortality. 
Successional dynamics among old fields at Cedar Creek follow largely consistent 
trends. Though dynamics of individual fields vary, much of this variation can be 
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explained by the five drivers we consider. Furthermore, stochastic processes such as 
weather, colonization, and mortality do not appear to be sufficiently strong to cause 
divergence in successional trajectories among fields with similar sets of drivers. Our 
results therefore suggest that observed variability in successional dynamics may indicate 
potentially complex, but fundamentally predictable underlying processes. 
 
Introduction: 
 Succession describes the naturally occurring transitions in ecological communities 
and environments that follow a major disturbance. We focus on “old field” succession, 
which follows the abandonment of active land management, most typically beginning as 
ploughland or pasture (Hobbs, R. J. & Walker, L. R. 2007). Succession in old fields is 
often viewed as a semi-natural experiment of ecosystem assembly processes, and has 
inspired foundational concepts in community ecology (Clements 1916; Gleason 1926; 
Tansley 1935). Moreover, since the start of European colonization, 10% of all land in the 
contiguous United States has been farmed and abandoned (Zumkehr & Campbell 2013), 
and globally more than 30% of all ice-free land is under some form of management that 
could undergo succession upon abandonment (Ramankutty & Foley 1999; Asner et al. 
2004). Understanding how old fields develop is therefore of great importance. 
 Despite their rich history and broad spatial extent, an enduring question about old 
fields is whether observed dynamics are driven by predictable, deterministic processes 
(Clements 1916; Tansley 1935; Foster & Tilman 2000; Lortie et al. 2004; Pickett & 
Cadenasso 2005) – i.e. do outcomes among similar fields inevitably follow the same 
successional trajectories, or do they diverge over time? This question is probably best 
exemplified through the debate over the utility of chronosequences (also called 
“chronoseries”, or “space-for-time substitution”), in which multiple fields that were 
abandoned at different times are compared as a proxy for temporal dynamics. The 
assumption underlying this method is that successional dynamics are similar across all 
replicate fields in the chronosequence. However, depending on the system or 
characteristic, patterns from chronosequences sometimes match dynamics observed in 
individual fields (e.g. soil characteristics or abundance of common species), and 
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sometimes do not (e.g. species richness or abundance of rare species) (Inouye et al. 1987; 
Pickett 1989; Foster & Tilman 2000; Walker et al. 2010). Because of these differences in 
dynamics among seemingly similar fields, it remains unclear what kinds of processes 
lead to divergence in successional trajectories, and whether accurate predictions of long-
term dynamics in old fields are possible. 
 Two kinds of factors could lead to divergence in successional trajectories among 
old fields. First, deterministic successional dynamics can be influenced by variable 
starting conditions. For example, differences in historical management strategies 
(Sanderson et al. 2004; Fargione et al. 2008), or in the intensity and duration of 
management (Uhl, Buschbacher & Serrao 1988; Burke, Lauenroth & Coffin 1995; Post & 
Kwon 2000) can lead to changes in environmental conditions or local species pools. 
Similarly, even small differences in local soil composition, topography, or climate can 
initially favour some species over others, and may lead to long-term divergence in 
species composition (Whisenant, Thurow & Maranz 1995; Clark & Tilman 2010; Staver, 
Archibald & Levin 2011). 
Second, stochastic processes can lead to differences among otherwise identical 
old fields by random chance (Norden et al. 2015). Examples of potential stochastic 
drivers of divergence include extreme weather (Tilman & Haddi 1992; Haddad, Tilman 
& Knops 2002), dispersal or mortality events (Bartha et al. 2003; Lortie et al. 2004), 
disturbance (Lortie et al. 2004; Hobbs, R. J. & Walker, L. R. 2007) or different initial 
abundances of species (Fukami et al. 2005; van de Voorde, van der Putten & Bezemer 
2011). Though often transient, stochasticity can lead to long-term changes either through 
repeated events (Noble & Slatyer 1980; Fukami & Nakajima 2011), or if initial 
differences are subsequently reinforced or magnified by deterministic priority effects 
(Fukami et al. 2005; Stark & Norton 2015) through processes such as plant soil 
feedbacks (van de Voorde et al. 2011; Stark & Norton 2015) or environmental regime 
shifts (Staver et al. 2011). 
 Here, we revisit a long-term study of old field succession at the Cedar Creek 
Ecosystem Science Reserve in Minnesota, USA. Vegetation dynamics in these fields 
have been extensively described in previous publications (Inouye et al. 1987; Tilman 
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1987; Foster & Tilman 2000), and surveys have since expanded to cover more than three 
decades of succession across 24 fields, that when combined form an 88 year 
chronosequence. Furthermore, the study is nested within a site that includes experimental 
manipulations of soil nutrients, burning regimes, climate variables, and species 
composition. Because of this combination of long-term observational and experimental 
data, Cedar Creek is particularly well-situated to test the effects of a wide range of 
processes on long-term successional dynamics. Importantly, though there are some broad 
trends in vegetation dynamics that are shared among chronosequences at Cedar Creek, 
specific trends at the level of individual fields differ (Fig. 1; also see Fig. S2-S3 in the 
supplement for diversity and climate trends, respectively). Thus, there should be 
sufficient variability in observed dynamics to effectively identify some of the major 
drivers of divergence. 
 Our primary goal is to better understand the roles of deterministic and stochastic 
processes in shaping old field dynamics, and to determine whether these processes 
preclude accurate forecasting of successional trajectories at Cedar Creek. We proceed in 
three steps: (1) we fit regression models to identify major deterministic and stochastic 
drivers of plant community successional dynamics at Cedar Creek; (2) we incorporate 
these drivers into a basic metapopulation model to determine how they alter plant 
abundance, and colonization and mortality rates over the course of succession; and (3) we 
use the metapopulation model to test whether observed variability in these drivers was 
sufficiently large to cause divergence among successional trajectories, and if so, whether 
this divergence can be attributed to deterministic differences among fields, or stochastic 
processes. 
Though many types of species and environmental factors influence and are 
influenced by succession, we limit our scope to changes in abundance through time 
among non-woody plant species, as we have the greatest empirical evidence testing long-
term dynamics for this group. Similarly, we focus on five potential drivers of 
successional dynamics, which have been identified as particularly influential through 
previous work at Cedar Creek (see Tilman et al. (2012) for a general summary): soil 
fertility (Tilman 1987; Isbell et al. 2013), burning (Axelrod & Irving 1978; Cavender-
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Bares & Reich 2012), climate (Tilman & Haddi 1992; Haddad et al. 2002), interspecific 
competition (Wedin & Tilman 1993; Dybzinski & Tilman 2007), and metapopulation 
effects of colonization and mortality across sites (Tilman 1994). 
 
Materials and Methods: 
Study system 
 The natural history of old fields at Cedar Creek is described in detail by Inouye et 
al. (1987) and Tilman (1987). Summarized briefly: soils are well-draining, composed 
primarily of fine and medium grain sands (Grigal et al. 1974), and are strongly nitrogen 
limited (Tilman 1987). Total atmospheric nitrogen deposition is low at roughly 1 g m-2yr-
1 (± 0.6 SD; 60-70% as wet deposition), and has been relatively consistent for at least 
three decades (NADP 2017). Mean annual precipitation (measured between 1963 and 
2016) is roughly 77 cm (±16 SD), of which about 60% falls between April and August. 
Daily summer high temperatures (June-August) are around 27°C, and winter lows 
(December-February) are around -14°C. Overall, climate change is expected to lead to 
warmer conditions in the region, with dryer summers and wetter winters (Kling et al. 
2003). 
 The area around Cedar Creek was first colonized by Europeans in 1856, following 
expatriation of indigenous people as a result of treaties signed with the Dakota and 
Ojibwe in 1837 (MHS 2017). The earliest recorded land clearing occurred in 1885, and 
extensive agricultural land use commenced primarily in the first decade of the twentieth 
century (Pierce 1954). Prior to this, the region contained a mix of prairie, oak savanna, 
deciduous forests, and wetlands (Cushing 1963). Despite significant land clearing, aerial 
photography beginning in 1938 suggests that several large patches of forest and savanna 
were never cleared or ploughed (MHAPO 2015). Though fire plays an important role in 
maintaining prairies and savannas at Cedar Creek (Axelrod & Irving 1978), succession 
does not consistently lead to rapid afforestation in the absence of fire, and some fields 
that have not been burned in almost a century remain largely free of woody species, 
despite being surrounded by savanna and deciduous forest. 
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Study design and sampling 
The old field surveys at Cedar Creek include two types of species-level 
measurements: percent-cover is sampled roughly every five years in 100 plots in each of 
23 of the fields (“Experiment 014”), and total aboveground biomass is sampled annually 
in 4 plots in each of 17 fields, including one field that is not part of E014 (“Experiment 
054”). These fields have been abandoned in a staggered fashion between 1927 and 2015. 
Percent-cover plots were initially established in 22 fields in 1983. Since then, three fields 
have been removed from surveys because they were transitioned into other experiments, 
and four newly abandoned fields have been added. In 1988, biomass sampling began in 
twelve of the fields sampled for percent-cover, as well as in one additional field. The 
same four fields added to the percent-cover surveys were also added to the biomass 
surveys. See Appendix A for specific details, and Fig. S1 for a map. 
For both types of sampling, plots in each field are divided into four transects, each 
25 m apart. Percent-cover plots are 0.5 × 1 m, with 25 plots per transect. Within a 
transect, plots are positioned every 1.5 m. Percent-cover of bare ground, dead leaf litter, 
and vegetation for each species is estimated visually, as if projected from above onto a 
two-dimensional surface (Inouye et al. 1987). Cover for all surveys is scaled to sum to 
100% (i.e. relative cover), though for later surveys absolute cover was also measured. 
Each survey is carried out by a single group (usually 4 people), though identity of 
surveyors has changed since 1983. To ensure consistent measurements, surveyors train 
for 1-2 days using standardized cardboard cut-outs, and survey shared subsets of plots to 
calibrate their estimates (Tilman 1987). Species identities are confirmed in-field by a 
single surveyor, and voucher specimens across surveys are verified using the on-site 
herbarium. Biomass is measured in a 3 × 4 m plot located at the end of each transect. 
Measurements are taken during peak biomass (July or August) by clipping a 0.1 by 3 m 
strip of vegetation. Clipped vegetation is sorted to either individual species or leaf litter, 
and then dried and weighed. Strip locations move within the plot each year to avoid 
repeated clipping (Haddad et al. 2002). Locations for all plots are permanently marked by 
steel rebar. 
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Though woody species are relatively rare in the survey plots, a subset of fields 
have experienced significant woody encroachment since abandonment, mainly by Pinus 
strobus (white pine), in the northern part of Cedar Creek, and Populus tremuloides 
(quaking aspen) in the south. Heavy afforestation (i.e. substantial tree cover in all survey 
plots) has occurred in all four transects in one field, and in two or fewer transects in three 
other fields. Light afforestation (i.e. tree cover in some plots) has also occurred in two of 
these fields, and in at least one transect of three additional fields. Tree cover is absent 
from all plots in the remaining sixteen fields. Woody encroachment does not appear to be 
a function of field age, and many of the oldest fields in the chronosequence have not been 
invaded by trees. In all but four fields (the most heavily forested field and three recently 
abandoned fields) half of the transects in each field have received experimental burning 
treatments since 2006, with an achieved fire frequency of between one fire in three and 
one in two years. 
Because nitrogen is the primary limiting soil resource at Cedar Creek (Tilman 
1987), we use soil total nitrogen concentration (%N in oven-dried soil, on a mass by mass 
basis) as an indicator of soil fertility, which has proven a useful proxy for soil fertility in 
previous experiments (Wedin & Tilman 1993; Dybzinski & Tilman 2007). Soil total 
nitrogen concentration in mineral soil has been measured every six years since the start of 
the experiment in the percent-cover plots, and twice in the biomass plots (2001 and 
2014). Measurements are taken using a 2.5 × 10 cm soil core from the centre of each plot 
after removal of litter and the O horizon, sifted using a 1 mm sieve, dried, and ground. 
Chemical analysis is conducted using a Carlo Urba NA 1500 elemental analyser (CE 
Elantech Inc., Lakewood, New Jersey; Knops & Tilman 2000). Though soil nitrogen 
dynamics are themselves influenced by plant community composition (Fornara & Tilman 
2008), dynamics across the old fields at Cedar Creek tend to be similar, with slow 
accumulation as a function of field age (Fig. 2a; Knops & Tilman 2000). Thus, while we 
account for variable accumulation across fields in subsequent analyses, we do not directly 
address feedbacks between plant community composition and soil nitrogen dynamics. 
To identify variability in weather and climate, we calculated annual mean daily 
high temperature and total precipitation for April-August for the years 1963-2016, which 
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captures conditions during the local growing season prior to vegetation survey or harvest. 
We calculated these summaries from hourly temperature and precipitation data collected 
at an on-site weather station. Missing records were filled in using data from nearby 
weather stations in Cambridge and Andover, MN, both located within about 15 km. To 
generate an index of historical climate conditions, we used ranged major axis regression, 
fit using the lmodel2 package (Legendre 2014; version 1.7-2) in the R programming 
language (R. Development Core Team, 2016; version 3.3.2) to identify the relationship 
between precipitation and temperature. Following this relationship, years are generally 
either cool and wet, or hot and dry (Fig. 2b). 
 
Data cleaning 
 We took several steps to correct and simplify data prior to analysis. First, because 
survey methods were not meant to collect meaningful information about trees, we 
excluded from the analysis transects that became heavily aforested (both before and after 
tree encroachment). Second, we interpolated observations of soil total nitrogen to 
generate estimates for each plot at the time of survey. For the percent-cover plots, we fit a 
linear model estimating soil total nitrogen as a function of field age (i.e. years since 
abandonment) with log-transformations of both variables and a random intercept nested 
by plot, transect, and field using the lme4 package (Bates et al. 2015; version 1.1-13) in 
R. For biomass plots, where we had only two observations of soil total nitrogen per plot, 
we fit a linearized dynamical model following the methods of Knops and Tilman (2000). 
See Appendix A in the supplement for more details. 
Because we identified well over 150 plant species across all surveys, we also 
grouped species by life history, growth form, and origin, following the methods of Inouye 
et al. (1987) (see Appendix A and Table S2 in the supplement for specific categorizations 
of each species). We further grouped these based on categories with qualitatively similar 
observed temporal dynamics (see Fig. 1): (i) perennial C4 grasses and sedges (hereafter 
“C4s”); (ii) perennial C3 grasses ( “C3s”); (iii) annual/biennial species including both 
grasses and non-legume forbs (“annuals”); (iv) perennial non-legume forbs (“forbs”); and 
(v) legumes. Though they have similar dynamics, we separated forbs and legumes 
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because legumes are able to fix nitrogen, which could result in different responses to 
successional drivers. Importantly, these groups were present in all fields, and account for 
98% of all observed cover and 99% of all aboveground biomass for non-woody species. 
 
Identifying major drivers 
We used two types of information about successional dynamics to identify 
important drivers: abundance of each species group, estimated from the biomass plots, 
and colonization or mortality rates, estimated from observed changes in presence or 
absence within percent-cover plots through time. For abundance, we used data from the 
biomass survey plots rather than the percent-cover plots because it ensured relatively 
independent estimates of abundance across species groups (recall percent-cover is 
absolute cover – thus, high abundance of one group necessarily implies low abundance of 
all other groups). For each species group, in plots where the summed abundance of 
species within that group was greater than zero, we fit regression models to observed 
aboveground biomass as a function of field age, soil total nitrogen concentration, burning 
treatment, total growing season precipitation (April-August), mean growing season high 
temperature, the interaction of temperature and precipitation, and the abundance of C3s 
and of C4s. We did not include other species groups as covariates because they were 
insufficiently common to produce regressions that converged consistently. 
To account for nonlinear trends in the relationship between aboveground biomass 
and field age, we fit a general additive mixed model (GAMM) using the mgcv package 
(Wood 2011; version 1.8-17) in R. For each field, we fit separate thin plate splines (i.e. 
nonlinear smoothing functions) describing the statistical effect of age on biomass, while 
all other variables were modelled as simple linear effects (as in ordinary least squares). 
To help account for pseudoreplication and differences in sampling frequency, we 
included nested random intercepts for field and transect (but not plot, as this caused 
conversion problems). Though we would have ideally have used a regression that was 
able to predict species abundances entirely as a function of environmental and ecological 
variables, without directly including the effects of age, we found that a strong age effect 
remained even accounting for all other drivers, and did not want this otherwise 
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unexplained variation to bias our results (e.g. because of correlations between age and 
soil total nitrogen). All variables were scaled to zero mean and unit standard deviation 
prior to analysis. To meet distributional assumptions, we square root transformed 
abundance before scaling. 
Estimates of abundance of species group i in site j at time t, Ai,j,t, were therefore 
fitted from the following equation: 
Ai,j,t = s(agej,t) + b1(soilNj,t) + b2(burningj,t) + b3(precipt) + b4(tempt) +  
 b5(precipt × tempt) + b6(C3j,t) + b7(C4j,t) Eq. (1) 
where the b terms are fitted constants,  s(agej,t) is the prediction from the thin plate spline 
given the age of site j at time t, soilNj,t is the soil nitrogen concentration predicted from 
the interpolation function in sites j at time t, burningj,t is an indicator variable that is zero 
if a field has never been burned and one otherwise, precipt and tempt are, respectively, the 
observed precipitation and temperature at time t, and C3j,t and C4j,t are, respectively, the 
abundance of the C3 and C4 species groups in site j at time t. Note, these variables are all 
scaled and transformed as described above, and C3 and C4 abundance were not included 
in regressions predicting their own abundances. For visualization purposes, we also 
generated a “mean” estimate of the statistical effect of age on abundance by re-fitting 
regression for each species group with a single, linear age coefficient across all 88 years 
of chronosequence data, that were otherwise identical to the GAMMs. 
For colonization and mortality rates, we used presence/absence data from the 
percent-cover surveys to determine rates at which species groups established or died out 
in survey plots (hereafter “colonization” and “mortality”, respectively). Colonization was 
assumed when a species group was observed in a plot following a survey where the plot 
did not contain that group; mortality was assumed when a species group disappeared 
from a plot that it had previously occupied. To calculate rates, we fit generalized linear 
models (GLMs) using the lme4 package. Both colonization and mortality were fit using 
binomial regression with a complementary log-log link function. This link function has 
two advantages. First, it allows inclusion of an offset term to account for different 
sampling intervals. Second, its coefficients can be interpreted as hazard ratios, which 
describe the fraction change in the likelihood of an event (see description in the legend 
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for Fig. 4). These regressions included all variables from the abundance regressions 
except for field age, because we were able to explain most of the age effect as a function 
of the other drivers. We also included random intercepts for field (but not plot or transect 
because of conversion issues). The colonization regressions also included mean within-
group percent-cover in each transect as an index of local colonization pressure, and the 
mortality regressions also included within-group percent-cover (in the previous survey) in 
each plot as an index of local abundance. 
 Estimated annual colonization and mortality probability for species group i in site 
j at time t, ci,j,t and mi,j,t, respectively, were therefore fitted from the following equations: 
cloglog(ci,j,t) = b8(soilNj,t) + b9(burningj,t) + b10(precipt) + b11(tempt) +  
 b12(precipt × tempt) + b13(C3j,t) + b14(C4j,t) + b15(Atrnsi,j,t) Eq. (2a) 
cloglog(mi,j,t) = b16(soilNj,t) + b17(burningj,t) + b18(precipt) + b19(tempt) +  
 b20(precipt × tempt) + b21(C3j,t) + b22(C4j,t) + b23(Ai,j,t) Eq. (2b) 
where “cloglog” denotes the complementary log-log link function (see Appendix B.1 in 
the supplement), Atrnsi,j,t is the mean abundance of group i in site j at time t across all 
plots in the same transect as site j (excluding site j itself), and all other terms are as 
described for Eq. (1). 
For all abundance, colonization, and mortality regressions, we used a backwards 
stepwise selection procedure starting with the full model described above to remove 
terms that did not improve explanatory power (i.e. we set the b fitted parameter values to 
zero). Results are presented for these reduced models. Because potential source 
populations at Cedar Creek are concentrated in savannas in the southern half of the 
reserve, we also tested for significant effects of spatial position and autocorrelation 
among fields. However, after accounting for other covariates, these spatial components 
did not significantly improve model fit, so we do not discuss them further here. For 
details about the specific structure of the regressions, the link function, and the stepwise 
selection procedure, see Appendix B in the supplement. 
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Incorporating drivers into a metapopulation model 
 To generate predictions of successional dynamics that jointly accounted for 
changes in abundance, colonization, and mortality, we used the regressions outlined 
above to parameterize a metapopulation simulation, simplified from an earlier model 
describing resource competition in heterogeneous environments (Tilman 2004). In our 
model, we simulated annual changes in the presence, absence, and abundance of each 
species group across 25 “plots” (i.e. a single percent-cover sample transect). Simulations 
proceed by first using the fitted abundance regressions to predict abundance for each 
species group in plots where they were present, and then updating presence or absence 
using random draws based on the probability of colonization and mortality predicted 
from the binomial regression models from Eqs. (2a-b). All groups were assumed to be 
absent at year zero. 
Thus, we separately tracked two types of information for each of the 25 simulated 
plots in this model: (i) presence or absence of each species group i in each plot j at time t, 
pi,j,t, which was set to one if the group was present and zero if it was absent, and (ii) 
abundance of group i in plot j at time t, A’i,j,t. Abundance was calculated following Eq. 
(1) as: 
A’i,j,t = Ai,j,t  if pi,j,t = 1 Eq. (3a) 
 = 0  if pi,j,t = 0 Eq. (3b) 
Presence or absence of each group in each plot changed following Eqs. (2a-b) as: 
pi,j,t = rbinom(ci,j,t) if pi,j,(t-1) = 0 Eq. (4a) 
pi,j,t = 1 – rbinom(mi,j,t) if pi,j,(t-1) = 1 Eq. (4b) 
where rbinom(x) indicates a single draw of a random binomial variable with probability 
x, and returns a value of 1 if the event occurs, and zero otherwise. The model proceeded 
in time-steps of one year. Note that both the number of plots occupied and the abundance 
within occupied plots influence mean abundance calculated across all 25 simulated plots. 
 In this metapopulation model, deterministic changes in species group abundances 
depend on the relationships described in Eq. (1), including whether a plot is burned, soil 
total nitrogen predicted as a function of age from the linear interpolation model, and 
average precipitation and temperature. Stochastic variation results from colonization and 
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mortality events as described in Eqs. (2a-b), including, differences in the intercept of the 
nitrogen interpolation function (which we varied among simulations – see description of 
scenarios below), and random annual fluctuations in precipitation and temperature. Note 
that the effects of competition were therefore an emergent effect, including both 
deterministic responses to competitor biomass in the regression models, and stochastic 
presence or absence resulting from colonization and mortality events. For more details on 
the simulation methods, see Appendix C.1 in the supplement. 
 
Testing for divergence 
 We used the metapopulation model to test for divergence using a series of 
scenarios. We simulated 1,000 instances of each scenario over 88 “years” of dynamics, 
and then tested for divergence among replicated simulations of each individual scenario, 
and divergence among replicated simulations of different scenarios. Within each 
scenario, we set all plots as either burned or unburned, and centred mean values for the 
intercept of the nitrogen interpolation function, precipitation, and temperature on fixed 
values (described below). We varied the intercept of the interpolation function between 
simulations by sampling from a normal distribution with standard deviation equal to the 
variation observed across fields. We generated inter-annual variation in weather within 
each simulation by sampling from the major axis regression line of the historical climate 
index. 
We tested four main scenarios: (i) a “reference” scenario with no burning, 
intercept for the soil nitrogen interpolation centred on the mean trend observed across all 
fields, and precipitation and temperature centred on the mean observed in the historical 
climate time series; (ii) a “burning” scenario, which was identical to the reference except 
that all plots were burned; (iii) a “nitrogen” scenario, for which the intercept for the 
nitrogen interpolation function was held at two standard deviations above the observed 
mean (i.e. representing unusually fertile conditions); and (iv) a “drought” scenario, for 
which temperature was centred on values two standard deviations above the mean 
observation, corresponding to precipitation centred approximately 1.45 standard 
deviations below the mean (i.e. representing unusually hot, dry years). Note that this final 
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scenario matches the most extreme drought observed at Cedar Creek in the past 50 years 
(the 1988 “North American Drought”). In Appendix C.2 in the supplement, we also test a 
fully factorial set of burning, soil fertility, and climate scenarios. These generally 
matched results for the four primary scenarios, and we do not discuss them further here.  
 
Results: 
 In general, species groups followed consistent successional trends across both 
observations and simulations (Fig. 5, top row), with early colonization by annual grasses 
and forbs, followed by a window of dominance by C3 grasses, followed by C4 grasses 
dominating. Perennial forbs and legumes followed slight time trends, but generally 
remained rare throughout succession. Though there were significant differences in 
predictions among scenarios (Fig. 5, rows 2-4), these differences were often small. 
Furthermore, variation among simulations within individual scenarios tended to be minor. 
Note that trends from raw data in Fig. 5 are for a wider range of conditions than those in 
the simulations, and are therefore not expected to match simulations perfectly. 
 Standardized effect sizes from the regression models showed that abundance, 
colonization, and mortality rates for species groups were strongly associated with 
burning, climate (i.e. combined effects of precipitation and temperature), and competition 
(Figs. 3d; 4a,c). These three drivers also tended to have the greatest explanatory power 
for both types of regressions (see partial R2 in Fig. S4 in the supplement). Though we 
detected significant associations with soil total nitrogen for most species groups, 
estimated effect sizes and explanatory power tended to be smaller. For most groups, 
abundance regressions explained about 48% of total variation (i.e. model R2), with lower 
explanatory power for rarer species groups (i.e. forbs and legumes). Across all groups, 
colonization regressions explained about 27% of variation, and mortality regressions 
explained about 11%. 
 For abundance regressions, average associations with field age generally matched 
observed trends from Fig. 1, with strong increases in abundance for C4s, modest 
increases for C3s, and strong decreases for annuals (Fig. 3d). For these groups, effect size 
for age was larger than that for the main drivers. Increased soil total nitrogen 
 20 
concentration was associated with large increases in C4 abundance, moderate C3 
increases, and moderate decreases among forbs. Burning led to strong increases in C4s, 
but did not significantly affect other groups. All groups were significantly and positively 
associated with precipitation. C3s and forbs showed reduced abundance in warmer years, 
while interactions of warm, wet years were associated with increases for C3s, annuals, 
and legumes. C3s and annuals were negatively associated with C4 abundance, while C4s, 
annuals, and forbs were negatively associated with C3 abundance. 
 In the colonization and mortality regressions, species responded to most drivers 
similarly (Fig. 4a,c). In comparison to the main drivers, within-group transect and plot 
abundance were associated with the greatest increase in colonization, or decrease in 
mortality, respectively. Mean colonization rates roughly matched observed dynamics, 
with fastest colonization among annuals, intermediate for forbs and C3s, and slowest for 
C4s and legumes (Fig. 4b). For all groups but C3s, increased soil total nitrogen was 
associated with decreased colonization and increased mortality, while burning led to 
increased colonization and decreased mortality. Greater precipitation and interaction of 
warm, wet years was generally associated with increased colonization and decreased 
mortality. Warmer years were associated with increased mortality among all groups, but 
variable responses for colonization. Increased C4 abundance tended to be associated with 
decreased mortality and variable responses for colonization, while increased C3 
abundance was generally associated with increased mortality and decreased colonization. 
 Differences in metapopulation model predictions among scenarios were less 
pronounced than the effect sizes from the regressions. Burning led to large increases for 
C4s and moderate increases for forbs early in succession, but had little effect on other 
groups (Fig. 5 row 2). Increased nitrogen led to slight increases for C3s, and moderate 
decreases for annuals and forbs (Fig. 5 row 3). The only consistent response was from the 
drought scenario, which reduced abundance for all groups, though C4s largely recovered 
late in succession (Fig. 5 row 3). Interestingly, though relative abundance of species 
groups varied little among simulations by the end of the successional time series, they did 
not converge to match that of remnant grassland communities at Cedar Creek (Fig. 6). 
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Discussion: 
 Our results suggest that observed variability in successional dynamics across old 
fields at Cedar Creek are indicative of complex, but fundamentally consistent and 
predictable underlying processes. The low within-scenario variability we observe implies 
that differences among fields can be explained by a modest number of largely 
deterministic responses to drivers such as soil fertility and burning regime. Though 
stochastic processes such as weather, colonization, and mortality are significantly 
associated with species group abundance, colonization, and mortality, these processes do 
not appear to be sufficiently strong to cause divergence in successional trajectories 
among fields with similar sets of drivers. Furthermore, even large changes in burning 
regime, soil fertility, and climate had modest effects on predicted successional dynamics, 
and minor effects on relative abundance late in succession, suggesting that a single 
successional pathway captures much of the general trend observed across fields. 
Importantly, our models include several mechanisms that have been hypothesized 
as potential drivers of stochastic divergence, such as year-to-year variability in 
temperature and precipitation, and stochastic colonization and mortality (Webb, Tracey & 
Williams 1972; Bartha et al. 2003). As such, it was entirely possible for simulations to 
diverge through time. For example, depending on the strength of competitive interactions 
and feedbacks between abundance and the colonization and mortality rates estimated in 
the regressions, stochastic variation caused by colonization order could have led to 
priority effects, thereby driving simulations towards alternate stable states, or at least 
alternate transient trajectories (Fukami & Nakajima 2011). Our results therefore match 
previous findings from old fields which suggest that both stochastic and deterministic 
processes leave detectable signals in successional dynamics (Myster & Pickett 1992; 
Norden et al. 2015), but differ somewhat in that we find that stochastic processes have 
impacts that are interpretable as shorter term noise, and do not lead to divergence. 
 
Interpretation of models 
 Though they do not appear to have strong enough effects to cause divergence in 
successional trajectories, many of the responses to drivers detected by our regressions 
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and metapopulation models accord with experimental results from Cedar Creek. The 
response to soil fertility and burning are largely consistent with results from nitrogen 
fertilization experiments, which suggest that higher rates of nitrogen addition lead to 
increases in litter abundance, which favours C3 grasses and inhibits other groups (Tilman 
1987; Clark & Tilman 2010; Isbell et al. 2013). Consistent with observations and 
experimental warming treatments at Cedar Creek, we also find decreases in abundance, 
colonization, and persistence among C3 grasses in warmer and dryer years, along with 
more rapid dominance by C4 grasses relative to other groups (Tilman & Haddi 1992; 
Cowles et al. 2016). The positive, interactive effect of warm and wet years, and the 
negative effect of warm and dry years observed for most groups is also consistent with 
general understandings of plant physiology (Lambers, Chapin & Pons 2008). 
 A potential explanation for why many drivers corresponded to strong estimated 
effect sizes in the regressions, but did not strongly influence successional dynamics or 
long-term outcomes in the metapopulation models, is that many of the predicted 
responses tended to counteract another through compensatory tradeoffs. For example, 
though regressions suggest that C4 abundance responds positively to soil total nitrogen 
concentration, this response is negated in the metapopulation simulations through a 
combination of changes in colonization and mortality rates and increased competition 
from C3 grasses. Similarly, though burning tends to increase abundance and colonization, 
and decrease mortality, it also increases the abundance of competitors, buffering species 
responses. 
It is difficult to detect tradeoffs across species groups given that we consider only 
five groups, but there is some quantitative evidence from our fitted parameter estimates 
suggesting that stable successional trajectories and coexistence in our metapopulation 
model are indeed explained by tradeoffs. Using major axis regression to compare species 
mean colonization rates (Fig. 4b), mortality rates (Fig. 4d), and linear response to field 
age, which roughly corresponds to competitive hierarchy (Fig. 3e), we find that good 
colonizers tend to have a negative response to age (r = -0.72, p = 0.06), whereas species 
groups that have a positive response to age tend to have higher mortality rates (r = 0.95, 
p = 0.03). Because negative responses to age suggest that species groups are 
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competitively displaces (e.g. annuals), whereas positive responses suggest that species 
groups are able to competitively displace others (e.g. C4s), these correlations may 
suggest that poor competitors are able to persist because they are able to arrive before 
better competitors do, and that better competitors are limited by slow colonization, and 
potentially also high mortality early after establishment. 
 The general successional patterns predicted by the metapopulation model are also 
largely consistent with theoretical expectations for tradeoffs between dispersal and 
competitive ability (Tilman 1994). Annuals tend to be fast dispersers and account for a 
large proportion of viable seeds in remnant seedbanks, allowing them to rapidly establish 
in abandoned fields (Kitajima & Tilman 1996). C3 grasses tend to be intermediate 
dispersers and competitors, and therefore arrive after annuals, but are able to 
competitively displace them (Grime & Hunt 1975). Lastly, C4 grasses at Cedar Creek are 
generally the slowest dispersers, but are also the best nitrogen competitors, and can 
therefore displace C3 grasses once they arrive (Wedin & Tilman 1993; Tilman 1994). 
Trends among these groups also accord with results from the abundance, colonization, 
and mortality regressions, both in terms of competitive inhibition, and relative 
colonization rates. Forb and legume dynamics are somewhat less clear, potentially 
because they are rarer than other groups, making it more difficult to fit regressions. 
Alternatively, these ambiguous trends may result from the wider range of functional traits 
found among species within these groups, such as nitrogen fixation and deep rooting 
depths, which have been shown to reduce competitive inhibition by grasses (Fargione & 
Tilman 2005). 
 
Convergence and divergence of successional dynamics 
Our findings largely align with results from other chronosequence studies. 
Previous analyses of old fields at Cedar Creek were based on much shorter time series, 
but found similar successional dynamics across functional groups (Inouye et al. 1987; 
Foster & Tilman 2000). Similarly, many other chronosequence studies have found 
generally predictable patterns in the abundance and dynamics of common species groups 
across fields (Pickett 1989; Foster & Tilman 2000; Walker et al. 2010; Meiners, Pickett 
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& Cadenasso 2015). For example, in the Buell-Small Succession Study in New Jersey, 
USA, convergence among chronosequences has been detected among common species at 
large spatial scales, regardless of what year the field was abandoned, crop type, or 
farming method (Li et al. 2016). Correspondingly, poor predictive power from our 
regression models for rarer groups of species – i.e. forbs and legumes – also matches 
results from other chronosequence studies (Foster & Tilman 2000; Walker et al. 2010). 
While there is substantial theoretical support for our findings suggesting a strong 
role of competition in structuring successional dynamics (Huston & Smith 1987; Tilman 
1994; Lortie et al. 2004), empirical evidence is somewhat more mixed. For example, 
though earlier analyses of the Buell-Small Succession Study suggested that inhibition by 
competitively dominant grasses was common (Myster & Pickett 1992), longer-term data 
now suggests that community composition is more strongly structured by dispersal 
limitation than by competition (Li et al. 2015). In other regions, studies have found that 
competitive interactions do not become dominant until late in succession (Purschke et al. 
2013), or that facilitation plays a more important role than competition (Zanini, Ganade 
& Hübel 2006). As such, though competition may be a useful predictor of successional 
dynamics at Cedar Creek, it is likely not equally important in all sites. 
A potential factor leading to greater similarity of successional dynamics among 
old fields at Cedar Creek is that relatively few fields have become forested. Intriguingly, 
neither field age nor the proximity of potential source populations fully explains these 
patterns, suggesting that the dispersal and growth of trees at Cedar Creek may be 
exceedingly slow, and driven primarily by stochastic events (Lawson et al. 1999). 
Though insight from sites where afforestation is more prevalent might help explain why 
specific fields have become forested (Pickett, Cadenasso & Bartha 2001; Cook et al. 
2005), results from some sites suggest that afforestation is, in general, a largely 
unpredictable process (Norden et al. 2015). 
 
Further considerations 
Several topics that we do not specifically consider here may provide fruitful 
venues for further research. First, though we only have abundance data from four 
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biomass plots per field, we would have preferred to include some information from the 
highly replicated percent-cover plots. However, because long-term surveys included only 
relative cover, species abundances were highly confounded, making it difficult to 
separate responses of different species groups from one another. Hopefully, longer time 
series of absolute cover, or advances in remote sensing may allow future studies to obtain 
data on species abundances at much larger-scales (Cavender-Bares et al. 2017). 
Second, though we would have ideally included litter abundance as a driver, as it 
has strong effects on vegetation at our site (Clark & Tilman 2010; Isbell et al. 2013), we 
found that it was too strongly correlated with abundance to do so. Burning serves as 
something of an indicator for litter, as it leads to strong reductions in litter (Fig. 3a), 
though it is not a direct proxy, because burning has many other effects such as changes in 
the relative abundance of species (Fig. 3b). 
Lastly, herbivory is known to have differential impacts on species groups in old 
fields (Ritchie & Tilman 1995), and has been shown to be important for maintaining 
grassland plant diversity at global scales (Borer et al. 2014). Because there are no specific 
manipulations of herbivore pressure in the old field surveys, we subsume its influences 
into the intercept terms of our regression models, which effectively assumes uniform 
herbivore pressure among fields. Correctly accounting for differential herbivore pressure 
among fields could help further improve model predictions, or could reveal additional 
mechanisms that lead to alternate successional trajectories (Noy-Meir 1975). 
 
Conclusion 
 We find evidence that successional dynamics at Cedar Creek depend primarily on 
a modest number of environmental and ecological variables, and are therefore largely 
predictable. This result accords with previous findings suggesting that chronosequences 
can be helpful for describing abundance trends for common groups of species. Though it 
remains to be seen how frequently deterministic drivers are dominant in successional 
dynamics, the growing body of long-term observations such as those from the Buell-
Small Succession Study (Meiners et al. 2015), or large-scale experiments such as the 
Nutrient Network (Grace et al. 2016), should make it increasingly feasible to identify 
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important drivers of successional dynamics in other systems. If variability in successional 
trajectories in these sites is driven by similar processes as those at Cedar Creek, then 
increasing spatial and temporal scales of observations should likewise lead to accurate 
models of successional dynamics. These models could greatly expand the tools available 
to land managers and conservationists, and help resolve an important theoretical debate 
about the relative roles of deterministic and stochastic processes in community assembly. 
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Figures: 
 
Figure 1: Changes in aboveground biomass as a function of field age (i.e. years since 
abandonment) for (a-d,f-i) various plant species groups, (e) leaf litter, and (j) total 
aboveground biomass. Each line shows the successional trajectory for a single field. Red 
and blue lines show dynamics in burned and unburned transects, respectively. Lighter 
colours show dynamics for younger fields. Note the difference in scale for the vertical 
axis among panels. 
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Figure 2: Environmental parameters for the metapopulation model. (a) Relationship 
between % soil total nitrogen and field age. Blue lines show trends for each field based 
on cubic splines. Black and dashed lines show mean trend ± one standard error, based on 
the regression described in the main text. (b) Relationship between mean daily maximum 
temperature and total precipitation, measured April-August. Lines, R2, and p-value show 
results from ranged major axis regression. Dashed lines show 95% confidence interval 
for slope. Z-scores show deviations from mean in units of standard deviations. In general, 
years are either cool and wet, or warm and dry: 1988 “North American Drought” and 
1993 “Great Mississippi Flood” are labelled for context. 
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Figure 3: Results for regressions describing plant abundance. (a) Effect of burning on leaf 
litter abundance as a function of soil fertility (p-value tests difference in intercept 
between treatments). (b-c) Relationship between C3 and C4 grass abundance as a 
function of burning treatment. Grey shaded areas show region with significant differences 
in abundance between burning treatments. (d-e) Standardized coefficients from the 
abundance regressions. Fold change describes the ratio change in biomass associated with 
an increase in one standard deviation of each model variable, holding all other variables 
at their mean value (e.g. fold change of 0 implies no change, 1 implies a doubling). 
Numbers in parentheses show R2 for each model. Bars and lines show mean ± one and 
two standard errors. Asterisks denote significance (***p<0.001; **p<0.01; *p<0.05). 
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Figure 4: Results for regressions of (a-b) colonization and (c-d) mortality dynamics. (a,c) 
Hazard ratios show the fractional change in the annual probability of an event associated 
with an increase in one standard deviation of each model variable, holding all other 
variables at their mean value (e.g. hazard ratio of 1 implies no change in probability, 1.5 
implies a 50% increase in probability). Labels, bars, and lines are as described in the 
legend for Fig. 3. Numbers in parentheses show R2 for each model. Note that coefficients 
for transect and plot abundance are plotted on different vertical axes from the other 
variables. (b,d) Mean annual probability of dispersal and colonization, respectively, in 
burned and unburned treatments. Letters denote groups that are not significantly different 
from one another (p>0.05). 
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Figure 5: Results from metapopulation simulations. Columns show species groups; rows 
show scenarios. Shaded regions show mean ± one standard deviation calculated across 
simulations; solid lines show average trends observed across fields. All results include 
combined effect of abundance and presence/absence. (top row) Reference scenario: 
aboveground biomass in unburned fields with average nitrogen dynamics and climate 
conditions. Dashed grey lines show observed trends in each field. (all other rows) 
Difference in biomass among successional trajectories for scenarios, relative to the 
reference scenario. Dashed lines show mean ± one standard error for observations. 
(burning) Simulations and raw data compare burned vs. unburned fields. (nitrogen & 
drought) Simulations show conditions that are two standard deviations more extreme 
than the mean; raw data show observations that are more extreme than the mean. 
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Figure 6: Potential “end states” of successional dynamics. Bars and lines show mean ± 
one and two standard errors. “Reference”, “Burning”, “Nitrogen”, and “Drought” show 
results from the four metapopulation simulation scenarios at age 88. “Savanna” shows 
community composition in a nearby oak savanna that has never been ploughed (from 
control plots in field “D”, described in Tilman 1987). “Fenced” shows community 
composition in plots from a fenced biodiversity experiment at Cedar Creek, which were 
seeded with 32 prairie plant species in 1994, and meant to approximate mature prairie 
(from control plots described in Farrior et al. 2013). Note that legume abundance tends to 
be higher in fenced plots, likely due to selective herbivory (Ritchie & Tilman 1995). 
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Chapter Two: 
Harnessing Uncertainty to Approximate Mechanistic Models  
 
Abstract: 
 Because Lotka-Volterra competition models posit no specific competitive 
mechanisms, they are exceedingly general, and can theoretically approximate any 
underlying mechanism of competition near equilibrium. In practice, however, these 
models rarely generate accurate predictions in diverse communities. We propose that this 
contrast between theory and practice may be caused by how uncertainty propagates 
through Lotka-Volterra systems. In approximating mechanistic relationships with Lotka-
Volterra models, associations among parameters are lost, and small variation can 
correspond to large and unrealistic changes in predictions. We demonstrate that 
constraining Lotka-Volterra models using correlations among parameters expected from 
hypothesized underlying mechanisms can reintroduce some of the underlying structure 
imposed by those mechanisms, thereby improving model predictions by both reducing 
bias and increasing precision. Our results suggest that this hybrid approach may combine 
some of the generality of phenomenological models with the broader applicability and 
meaningful interpretability of mechanistic approaches. These methods could be useful in 
poorly understood systems for identifying important coexistence mechanisms, or for 
making more accurate predictions. 
 
Introduction: 
 Of all of the ecological models used to describe species dynamics, none is so 
ubiquitous as Lotka-Volterra competition (Lotka 1932; MacArthur & Levins 1967; 
Wangersky 1978). This model approximates interactions among species as a series of 
simple, linear functions, describing the per-capita effect of each species on other species 
growth rates. Lotka-Volterra models are therefore considered the simplest possible 
abstraction of competition (MacArthur 1970; Tilman 1982). Consequently, Lotka-
Volterra competition is typically one of the first models of interspecific interactions 
taught to students in ecology classes, and underpins an enormous span of ecological 
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theory, ranging from the criteria for coexistence and competitive displacement 
(MacArthur & Levins 1967; Chesson 1990, 2000), to relationships among community 
diversity, productivity, and stability (May 1973; Lehman & Tilman 2000; Loreau 2004). 
 Besides its relatively simple nature, Lotka-Volterra models are popular because 
they make no specific assumptions about the mechanisms underlying competitive 
interactions – i.e. they are entirely “phenomenological.” Models that include specific 
mechanisms necessarily restrict the kinds of interactions that can take place among 
species. Because Lotka-Volterra models include no such restrictions, they can be 
parameterized in ways that approximate any combination of underlying mechanisms, at 
least locally around equilibrium (MacArthur 1970). This can be quite valuable, as it 
means that Lotka-Volterra models can be applied to a broad array of systems, as opposed 
to more mechanistic approaches for which the “correct” underlying mechanism may need 
to be identified in order to make accurate predictions (but see Schaffer 1981). Indeed, 
there are many classic examples of ecological systems in which dynamics are consistent 
with the qualitative expectations of Lotka-Volterra models, including aquatic microbial 
communities (Gause 1934), flour beetles (Park 1936), and warblers (MacArthur 1958), 
and even some examples where quantitative estimates from these models accurately 
predict abundances in multi-species communities (Vandermeer 1969; Carrara et al. 
2015). 
Despite this broad applicability, there are substantially more examples of cases 
where Lotka-Volterra models have failed to accurately predict outcomes of competition. 
This frequently manifests as a phenomenon known as “non-additivity” or “higher order 
interactions,” in which the effects of two species on one another’s growth rates vary 
depending on the presence of a third species, or of some other factor such as 
environmental variation (Wilbur 1972; Roxburgh & Wilson 2000; Dormann & Roxburgh 
2005; Weigelt et al. 2007; Michalet et al. 2015). While predictions can occasionally be 
improved by augmenting models to include parameters that describe these higher-order 
interactions (Gause 1934; Wilbur 1972; Weigelt et al. 2007), predictive power generally 
remains low, and the changes in model form make them more difficult to generalize to 
other systems. 
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 The poor performance of Lotka-Volterra models in many real-world ecological 
systems is hardly surprising. A hallmark of ecological data is that it is highly uncertain – 
because of both observation error, which results from imperfect measurement of a 
system, and process noise, which describes natural variability in the characteristics of the 
system. This uncertainty disproportionately influences Lotka-Volterra models, 
particularly when they include many species (Dormann 2008; Palamara et al. 2016). 
Lotka-Volterra models abstract systems into a series of linear interactions regardless of 
the underlying mechanism. For coexistence to be stable in the Lotka-Volterra framework, 
the Jacobian matrix of the system must have as many negative eigenvalues as there are 
coexisting species (when evaluated at equilibrium, across all species with positive 
equilibrium abundance). This requires that the matrix summarizing all pairwise 
interactions among coexisting species must be of full rank (i.e. all rows and columns 
must be linearly independent) (Levin 1970; Chesson 1990; Haygood 2002). In other 
words, coexistence in Lotka-Volterra models depends primarily on the degree of linear 
independence among the parameters that summarize interactions among species. 
However, this method of summarizing and abstracting information is highly 
vulnerable to uncertainty: even very small additions of error or noise can lead to all 
interactions “appearing” as though they are linearly independent, and can distorts the 
original model in ways that are difficult to predict or reverse (Anderson, Guionnet & 
Zeitouni 2010). This problem is nicely demonstrated in a classical result from May 
(1973), which shows that large communities with randomly chosen interaction 
parameters (analogous to noise in the measurement of many parameters) are increasingly 
unlikely to coexist stably. Similarly, models of communities with random fluctuations in 
their interaction parameters will drift away from the mechanistic constraints that allow 
them to coexist, leading to predictions of instability even if the actual system is, in fact, 
stable. 
 In many cases, observation error can be mitigated through proper replication and 
experimental controls (but see Some notes on observation error in the Discussion). In 
contrast, process noise results from variation that is inherent to the system itself (e.g. 
within-species trait variability, environmental heterogeneity), and cannot be so easily 
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mitigated. However, because process noise actually influences the dynamics of systems, 
it may be possible to use this variation to learn about the system’s dynamic structure. 
This is, after all, the primary insight behind regression analysis: if variability is shared 
among several components of a system, this may indicate that they are meaningfully 
related. Importantly, because individual mechanisms can only recreate a subset of the 
types of interactions that can be expressed in Lotka-Volterra models, this suggests that 
the mechanisms that actually underlie coexistence in a system should leave behind a 
specific “signature” in the parameters of the Lotka-Volterra model (Tilman 1982). For 
example, in a model of competition for a single limiting resource, variation in the actual 
competitive ability of the “best” competitor will alter its interactions with all other 
species in the community in comparable ways. Conceptually similar, but more complex 
restrictions have been identified for many classes of mechanistic models that have been 
converted into Lotka-Volterra form (May & MacArthur 1972, [CSL STYLE ERROR: 
reference with no printed form.]; Schoener 1974; Tilman 1982). 
One of the simplest ways to identify this mechanism-driven correspondence 
among parameters is through covariance. Covariance measures the degree of 
correspondence between two variables (correlation is simply covariance standardized by 
univariate variance). As we will show, the covariance among interaction parameters in a 
Lotka-Volterra system can be derived directly from a hypothesized underlying 
mechanistic model, and doing so often requires relatively little information about the 
specific parameter values and functional form of this mechanistic model. Once 
calculated, this covariance can be used to constrain the Lotka-Volterra system. Though 
covariance alone will not fully capture the true dynamics of the underlying mechanistic 
model, it may be that it can reintroduce some aspects of the structure that these 
mechanisms impose on system dynamics. Modeling covariance could therefore be useful 
for improving predictions, and identifying signatures left behind by influential 
coexistence mechanisms. 
In this manuscript, we demonstrate the potential utility of harnessing covariance 
to detect and integrate components of mechanistic models into the phenomenological 
Lotka-Volterra framework. As a worked example, we use a model developed by 
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MacArthur (1970), which relates a mechanistic resource competition model to the 
classical Lotka-Volterra framework. After (1) introducing this model, we will use it to (2) 
demonstrate how process noise in the mechanistic parameters propagates through the 
system and changes model predictions, (3) derive the covariance relationship among 
phenomenological parameters that results from this process noise, (4) show how this 
information can reduce distortion of the model, and (5) explore how this theoretical 
insight can be applied in the analyses of empirical data to identify underlying 
mechanisms and improve model predictions. 
 
Model and Results: 
1. MacArthur’s resource competition model 
MacArthur’s 1970 resource competition model relates a mechanism-based model 
of interspecific competition for perfectly substitutable resources to the classical Lotka-
Volterra competition framework (MacArthur 1970; Tilman 1982). MacArthur’s 
simplifying assumption was to propose that resource dynamics occurred much faster than 
consumer dynamics, which allowed resource concentrations to be estimated as a simple 
function of consumer abundance. Because of this simplification, the model can re-written 
in a way that is mathematically identical to the classical Lotka-Volterra competition 
equations, despite the fact that it includes parameters that can be interpreted 
mechanistically (though see caveats in Potential limitations in the discussion). In this 
model, interspecific interaction terms of the Lotka-Volterra competition equations (aij, 
which describe the per-capita effect of species j on the growth rate of species i) can be 
directly related to a function of the mechanistic parameters (cil, which describe the ability 
of species i to acquire resource l). Note that we use the notation of Chesson (1990). 
 This model has been extensively developed in many subsequent studies (e.g. 
Schoener 1974; Chesson 1990, 2000; Haygood 2002), and has been found to be 
particularly tractable for a number of reasons. First, any combination of n species and lmax 
limiting resources for which a stable, non-trivial equilibrium exists (i.e. not all species are 
at zero abundance), the model is globally stable, meaning that is approaches a single 
equilibrium from any starting point. Second, competition is symmetrical between species 
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(i.e. aij = aji), which provides a specific structure to competitive interactions and reduces 
the number of parameters. Lastly, and most importantly for our purposes, the model 
provides a simple link between “mechanistic” parameters describing species consumption 
rates (cil), and “phenomenological” parameters describing the outcomes of competitive 
interactions (i.e. aij). These parameters are often grouped into matrices c and a, 
respectively. 
 To facilitate the process of tracking error propagation, we further simplify 
MacArthur’s original model (full derivation of our model, and a more detailed discussion 
of how the parameters relate to other ways of expressing the Lotka-Volterra system, are 
available in Appendix A.I in the supplement.) In our framework, c and a are related 
following 
 !"# = %"&%#&&'()&*+  Eq. (1) 
Dynamics in the abundance of species i, Xi, depend only on the species growth rate, bi, 
the maximum amount of resource taken up in the absence of other competitors, ki, and 
competitive interactions with other species, following the form 
 +,- .,-./ = 0" 1" − !"#3"4#*+  Eq. (2) 
Eq. (2) is mathematically identical to the classical Lotka-Volterra competition equations, 
though with mechanistic constraints on the values of a. Note, however, that we use a 
different parameterization in Eq. (2) than in presented in many ecological textbooks (e.g. 
Gotelli 2008). Unlike these “classical” forms, carrying capacities and interaction 
coefficients in our model are not standardized by species self-inhibition rates. Thus, the 
“classical” carrying capacity Ki (i.e. species abundance in the absence of competitors) is 
equal to ki/aii in our model’s parameterization, and self-inhibition in our model aii (i.e. the 
effect of species i on itself) is not necessarily equal to one (unlike the “classical” a terms, 
for which aij = aij/aii) (Chesson 2000). 
For a stable equilibrium to occur in this system, there must be at least as many 
limiting resources as there are coexisting species (i.e. lmax ≥ n), and consumption vectors 
of each species, composed of the columns of c, must be linearly independent (MacArthur 
1970; Chesson 1990). Because a is composed of pairwise products of c, satisfying these 
conditions requires that all rows and columns of a are linearly independent (i.e. that 
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matrix a is of “full rank”) (Chesson 1990). Note, however, that not all communities that 
meet these criteria will coexist stably (Chesson 1990; Haygood 2002). A full treatment of 
stability criteria, which also depend on ki and bi, is available in Appendix A.II in the 
supplement. 
 
2. Effects of process noise on model predictions  
We define process noise as meaningful variation in the mechanistic consumption 
parameters of c. By “meaningful,” we mean that this variation actually alters the 
consumption vectors themselves, rather than merely changing our ability to accurately 
measure these parameters (i.e. in contrast to observation error). Meaningful variation 
might be caused by genetic differences, trait plasticity, spatial heterogeneity, or any other 
such process that drives within-species trait differences. Process noise therefore can lead 
to changes in species dynamics, equilibrium population abundances, and even 
persistence. 
Process noise also leads to variation in a, because these terms are related to the 
elements of c following Eq. (1). As an example, consider a system where process noise is 
normally and independently distributed around each of the elements of c, with standard 
deviation σc. Based on the mechanistic relationship between c and a in Eq. (1), process 
noise in c can be analytically related to variation in the terms of a as 
 56--7 = 2597 :;6<597 + 2!""  Eq. (3a) 
 56->7 = 597 :;6<597 + !"" + !##  Eq. (3b) 
where σaii and σaij are the standard deviation in the terms of a resulting from σc 
(derivations in Appendix B.I in the supplement). These terms increase roughly as a linear 
function of σc (Fig. 1a, see linear approximations in Appendix B.I), and are of a similar 
magnitude as σc regardless of community size (Fig 1b). 
For simplicity, let us suppose that we can perfectly measure all of the parameters 
in this system, and that the terms ki and bi are not subject to any kind of process noise. In 
this case, variability in the outcomes of competitive interactions can be entirely attributed 
to σc and its effects on the realized values of c and a. As an example, consider a case of 
two species competing for two limiting resources which are able to coexist in the absence 
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of process noise (i.e. σc = 0). If we increase process noise in this system, the increasing 
variability in c and a would lead to increasing probability of competitive exclusion 
between the two species (Fig 2a). For example, process noise resulting from increasing 
spatial heterogeneity could lead to competitive displacement in a greater fraction of sites 
that the species jointly occupy. 
Now, suppose that we attempt to predict the outcome of competition by directly 
measuring the components of a. Most commonly, this is accomplished by measuring aii 
and ajj under circumstances where only one species is present, and aij and aji under 
circumstances where both species are jointly present. In this case, we would find 
something curious: even if we perfectly measure the components of a in the presence of 
process noise, we will overestimate the frequency of competitive exclusion (Fig 2b). This 
is because we fail to take into account the correlation among the components of a. 
However, note that if we account for covariance among these terms (for example, by 
measuring the terms at the same time in the same system), we are able to much more 
closely match the outcome expected from the mechanistic model. 
 
3. Model covariance relationship 
The correlations relating elements of a impose limitations on its structure, thereby 
restricting the very general form of Lotka-Volterra competition to behave somewhat 
more like the specific mechanisms posited in the MacArthur model. As the number of 
competing species grows, these relationships become increasingly complex and 
influential. In contrast to the example in Fig. 2, higher-dimensional correlations may lead 
to increases or decreases in the estimated number of coexisting species. It is therefore 
helpful to derive the expected covariance relationship among all terms in a based on their 
mechanistic relationships in the MacArthur model. This reveals six classes of elements, 
including the two variance terms in Eqs. (3a-b) cov !"#, !#" = 597 :;6<597 + !"" + !##    Eq. (3c) cov !"#, !"" = 2597!"# Eq. (3d) cov !"#, !"C = 597!#C Eq. (3e) cov !"#, !C; = 0 Eq. (3f) 
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where i, j, k, and m represent four distinct species. Note that because of symmetry in a, 
these classes include several kinds of associations (e.g. cov(aij, aii) = cov(aij, ajj)). Full 
derivations and details are available in Appendix B.I in the supplement. 
 
4. Testing the covariance relationship 
 We can demonstrate how the covariance relationships capture some aspects of the 
mechanistic model by simulating three types of models with added process noise: (i) the 
mechanistic model based on Eqs. (1-2); (ii) an uncorrelated model, in which variance in a 
is calculated following Eqs. (3a-b), but covariance is ignored; and (iii) a covariance 
model, which accounts for all variance and covariance relationships among components 
of a following Eqs. (3a-f). Thus, the mechanistic model represents the “true” process, the 
uncorrelated model represents a sampling design that ignores correlations among species 
interaction coefficients, and the covariance model demonstrates potential improvements 
in predictions resulting from properly accounting for the mechanistic model’s effects on 
the correlation structure of a. 
 To demonstrate the effects of community diversity and noise on these three 
models, we simulated each of them across five sizes of communities (n = 2, 4, 6, 8, 10), 
and four levels of process noise (σc = 0.01, 0.05, 0.1, 0.15). For each of these scenarios, 
we identified stable equilibria, and compared model predictions for species richness, 
species abundance, and for the elements of a. For all scenarios, we set lmax = n/2, and ran 
20,000 iterations for each model. Detailed methods for these three models are available in 
Appendix C in the supplement. 
 We find that for predictions of community richness, the covariance model 
matches the mechanistic model much more closely than does the uncorrelated model, 
both in terms of increased precision (i.e. less variance around the mean prediction) and 
decreased bias (i.e. the predictions are more centered around the true values) (Fig. 3). 
Correlation between estimates of a from the three models remains relatively high across 
all models and scenarios. For large community sizes and large process noise (e.g. n = 10 
and σc = 0.15), the uncorrelated model also tends to over-predict coexistence, while the 
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covariance model does not. On average, the covariance model also provides better 
predictions of abundance, but the difference is relatively small. 
 
 
5. Applying theoretical results 
 The results from Fig. 3 demonstrate that we can more accurately predict outcomes 
of the MacArthur model by incorporating the mechanistic signature of covariance 
imposed on the interaction matrix a than we can by measuring the components of a 
independently. Note that this procedure assumes that we already know the “correct” 
expected values of all of the terms in a, and the magnitude of σc. However, under these 
circumstances we would often have enough information to reconstruct c, at which point it 
would be more efficient to simply make predictions based on the underlying mechanistic 
model. To make our results somewhat more useful for real-world applications, we 
demonstrate a series of methods in the section blow that could be used to parameterize 
the covariance model based on empirical observations of species communities, even 
when the true values of a and c are not known. 
 
5.1 Detecting model dimensionality 
The first challenge is to identify the number of limiting resources in the system 
(but see Appendix B.I for approximations that can sometimes avoid this necessity). In 
theory, the number of nonzero eigenvalues of a should indicate its rank. In practice this is 
less straightforward because variation in the elements of a in the uncorrelated model will 
artificially increase the dimensionality of a to full rank regardless of lmax (Anderson et al. 
2010; Bates & Maechler 2016). However, if process noise is small, then it is possible that 
these added dimensions will only be weakly present in a, in which case they might be 
identified as corresponding to particularly small eigenvalues, or as components of a that 
can be removed without worsening model predictions. 
 For example, in a simulated system with four species, but only two limiting 
resources, the “true” dimensionality of a should not exceed two, and the third and fourth 
eigenvalues should be equal to zero (n.b. these eigenvalues are calculated from the 
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interaction matrix as a metric of dimensionality, not from the Jacobian as a metric of 
stability). Encouragingly, we find that these eigenvalues from the uncorrelated model are 
disproportionately small, and centered around zero (Fig. 4a). Furthermore, if we 
transform this matrix to set the value of these eigenvalues to zero, which effectively 
removes some of the effects of the uncorrelated noise from the matrix, this leads to 
improved predictions of richness and abundance, but has very little effect on the actual 
values of the elements of a (Fig. 4b-d). Detailed methods are described in Appendix D.I 
in the supplement. 
 In a system with unknown dimensionality, similar results would be a good 
indication that the information associated with these eigenvalues was not mechanistically 
meaningful, and could be useful for detecting the true dimensionality of a. Note, 
however, that this technique is probably not a good method for making predictions 
directly from the uncorrelated model. First, we find that the improvement in prediction 
power is smaller than that achieved by the covariance model. Second, as systems grow 
larger, this correction technique becomes more difficult to apply because the 
transformation begins to introduce imaginary parts into a, and because rounding errors 
tend to make it impossible to fully remove many eigenvalues simultaneously. 
 
5.2 Estimating covariance model parameters 
Once the true dimensionality of the system is known, the second challenge is to 
determine whether the parameters of the covariance model can be properly estimated by 
fitting the model to observed data. If we parameterize the covariance model with values 
centered around the “true” expected values of a from the mechanistic model, we find that 
these correspond closely to the average predictions from the mechanistic model (Fig. 5a-
f). Similarly, as outlined above, differences in the distribution of eigenvalues resulting 
from these parameterizations of a successfully identify systems with different numbers of 
limiting resources (Fig. 5g). Moreover, if we calculate the likelihood of observed 
outcomes from the mechanistic model (or calculate the likelihood of empirically 
observed abundances of species from communities that follow the dynamics of the 
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mechanistic model), we find that likelihood increases as the estimated a terms approach 
the mechanistic values (Fig. 5g-h). 
Jointly, these results show that by optimizing parameters in the covariance model 
such that they maximize the likelihood of observed data given the covariance model, 
estimates should converge on the true values of a. These analyses therefore provide a 
proof of concept that regression or optimization tools that are able to estimate 
components of a covariance matrix (e.g. GLS, Bayesian hierarchical modeling) could be 
used to empirically parameterize the covariance model based on observed data. Full 
methods for this procedure are described in Appendix D.II in the supplement. 
 
Discussion: 
Our results demonstrate two primary points. First, we show that predictions from 
Lotka-Volterra models that do not account for mechanistic associations among model 
parameters will often be inaccurate and biased, particularly for communities with many 
competing species. Second, we find that underlying mechanistic relationships among the 
interaction parameters of a Lotka-Volterra system can be successfully approximated 
using analytically derived covariance, which helps improve predictions and ameliorate 
bias. These results therefore show that naively parameterizing Lotka-Volterra models 
from field data will often lead to models with poor predictive power. However, our 
findings also suggest that at least in some systems, it may be relatively straightforward to 
parameterize a semi-mechanistic “hybrid model,” which uses covariance to incorporate 
the rough skeleton of hypothesized coexistence mechanisms, but does not require as 
much detailed information as would a fully mechanistic approach. 
Note that poor performance of the uncorrelated model is not contingent on 
uncertainty arising from process noise. Any variation that is not constrained by 
underlying mechanistic relationships will deform the interaction matrix a, resulting in 
increased dimensionality (Anderson et al. 2010; Bates & Maechler 2016), and therefore 
poorer predictions (Dormann 2008). Thus, even if uncertainty arises from observation 
error rather than process noise, methods that do not constrain a to retain its mechanistic 
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structure will likely fail when making predictions for communities of more than a few 
species. 
Though models that incorporate true underlying mechanisms will likely generate 
predictions that are more accurate and generalizable than those from covariance 
approximations, there are nevertheless some advantages to the hybrid approach. Note that 
Eqs. (3a-f) do not require knowledge of species consumption rates, nor the identity of the 
resources for which species compete. Likewise, the number of limiting resources can 
often be estimated directly from a (Fig. 4, and Appendix D.II). Thus, with relatively 
limited mechanistic information, it may nevertheless be possible to derive and 
parameterize the covariance model. For example, in any system where we suspect that 
species interactions may be guided by resource competition as defined in the MacArthur 
model, the covariance model described here could be used to approximate system 
dynamics, even if the precise number and identity of limiting resources were not known. 
The potentially broad applicability of covariance models raises the question of 
whether covariance among elements in a could be measured entirely empirically, rather 
than deriving it from a hypothesized mechanistic model. We suspect not. There are n4 
terms describing covariance among the elements of a, and measuring many of these 
components (e.g. Eqs. (3e-f)) would likely require replicated observations of all possible 
three-way combinations of species, which increase as n!/(6(n – 3)!). While there are some 
examples of studies that realize this level of replication (Wilbur 1972; Miller 1994; 
Weigelt et al. 2007), these are limited to communities of relatively few species. 
Furthermore, these sorts of experiments are generally only feasible for study species that 
are small and fast-growing. One possible approach to reduce replication requirements 
might be to estimate interaction coefficients from time series recorded in multi-species 
communities, but confounding factors such as joint responses to environmental variation 
would need to be controlled for (Deyle et al. 2016). Thus, while empirically calibrated 
covariance might serve as a preliminary test to narrow down a large list of potential 
coexistence mechanisms, we think it is very unlikely that such a method could be used to 
improve model predictions without first specifying a mechanistic “backbone.” 
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Interestingly, covariance could potentially explain non-additivity observed in 
some other studies (Wilbur 1972; Miller 1994; Dormann & Roxburgh 2005). For 
example, consider the terms aij and aik, describing the effect on species i of species j and 
k, respectively. Because var(aij + aik) = var(aij) + var(aik) + cov(aij, aik), individual 
observations of the joint effect of these species will either be weaker or more extreme 
than would be expected from two-way interactions. Unless replication of three-way 
interactions is sufficiently large, covariance would manifest as a change in the strength of 
competitive interactions depending on the presence of a third species. Thus, studies that 
have identified non-additive competitive interactions in the past may, in fact, constitute 
further evidence for the important role of covariance in Lotka-Volterra models. 
 
Potential limitations 
Though simple and relatively easy to interpret, an important caveat for the 
implementation of MacArthur’s resource competition that we utilize here is that it is in 
many ways only “semi-mechanistic”. An important underlying assumption within this 
model is that resources are “perfectly substitutable” in this model – i.e. any species can 
theoretically persist on a sufficient quantity of any single resource. Furthermore, the 
combination of traits that we generate for species (and that are usually utilized for this 
model) assumes that all species forage for multiple resource simultaneously. Lastly, the 
model assumes strictly linear relationships among resource requirements (i.e. the effect 
on individual species of adding one type of resource to the system is always a fixed 
fraction of the effect of adding another type of resource, regardless of the available 
concentration of either resource). In reality, these assumptions are relatively unrealistic, 
as few resources are actually perfectly substitutable, competition among substitutable 
resources tends to lead towards “switching” behavior (i.e. species specializing on 
harvesting a single type of resource), and species responses to most resources tend to 
saturate at higher availabilities, leading to nonlinear responses (Tilman 1982). Because of 
these caveats, we would expect evolution to drive species in our model to become 
specialists on individual resources. Thus, though helpful as a worked example, we would 
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not expect this model to accurately predict community dynamics in most real-world 
systems. 
A potential problem with the covariance approach that we use here is that in some 
cases, we may find that mechanistic systems cannot be well-approximated merely by 
incorporating covariance. Because we characterize the components of a entirely by their 
mean, variance and covariance, we technically are assuming that these terms are drawn 
from a shared multivariate normal distribution. However, the terms for a in the 
MacArthur model are technically the result of product distributions (Grimmett & 
Stirzaker 2001). While product distributions – and other non-normal distributions – can 
sometimes be approximated by normal distributions, they can also be very difficult to 
work with because they are not always symmetrical, and can include “higher-order” 
moments (e.g. skew or kurtosis). Though we were able to generate accurate predictions 
for the MacArthur model without including these higher-order moments (i.e. predictions 
from our covariance model converged around those for the mechanistic model), more 
complex distributions may be needed to accurately characterize other types of 
mechanistic models. This is a well-known problem in analytical models of dispersal, 
where “spatial moments” (akin to variance, covariance, etc., but describing correlations 
across space) are used to approximate spatial dynamics (Bolker & Pacala 1999). Though 
simple spatial moment approximations work well for some systems, others require such 
complex approximations that it can be simpler to identify and parameterize the actual 
underlying mechanistic model (Murrell, Dieckmann & Law 2004). 
Another potential problem with our approach is model identifiability. Because 
covariance includes relatively little information about mechanistic structure, there may be 
multiple models that generate similar covariance signatures. For example, both neutral 
theory and Connell's intermediate disturbance hypothesis maintain diversity through 
transient dynamics (Wright 2002), and the covariance structures of Lotka-Volterra 
abstractions of these mechanisms may consequently be difficult to distinguish. Thus, 
while identifying covariance among Lotka-Volterra terms may be useful for improving 
predictions given a hypothesized underlying mechanism, or for narrowing down the 
range of mechanistic models that could potentially describe observed dynamics, 
	 48 
covariance is likely not the best approach for definitively identifying which of many 
similar mechanisms is most likely to have generated observed patterns. 
Nevertheless, this limitation could also be a useful property of our method. For 
example, mechanistic models of disease propagation (May & Anderson 1987) and plant 
metapopulation dynamics (Tilman 1994) can be developed with identical relationships 
among model parameters, despite obvious differences between the systems. Lotka-
Volterra abstractions for these models would therefore also have identical covariance. In 
less obvious cases, such correspondences might be helpful for identifying seemingly 
disparate, but mechanistically related, classes of models. 
 
Broader implications 
Though we use one version of the MacArthur model as an example, the 
underlying methods we present here could be applied to other mechanistic models. Even 
where analytical derivation relating process noise to variation in phenomenologically 
observable parameters is not practical, the same results can be achieved by empirically 
calculating covariance from simulations of the posited underlying mechanistic model. 
Importantly, these relationships should be derived independently for each model 
mechanism that utilizers of this approach wish to test. We therefore caution that the 
specific analytical forms that we derive here should in no way be thought of as “general” 
across all types of ecological systems. 
 A remaining, unexplained result is our prediction that process noise leads to 
changes in species abundances even in the mechanistic model (Fig. 3). We also find 
moderate among-simulation variation in predictions from the mechanistic model, roughly 
matching that from the covariance model (Fig. S2 in the supplement). While this 
prediction is potentially consistent with strong effects of stochasticity (Palamara et al. 
2016), or of patchy and temporally variable species distributions (Clark, Rykken & 
Farrell 2011; Li et al. 2016), it contrasts with results which show consistent species 
abundances across replicates in competitive systems (Wedin & Tilman 1993; Harpole & 
Tilman 2005; Dybzinski & Tilman 2007). 
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Potentially, variability caused by real-world process noise is constrained by 
physiological tradeoffs among species traits. Tradeoffs induce stable coexistence in 
mechanistic models (Tilman 2011), and by reducing the kinds of changes to traits that are 
physically possible, tradeoffs might prevent process noise from causing overly large 
changes in species abundances. In our model, we impose tradeoffs among species 
consumption vectors, but do not constrain process noise to adhere to this surface, as this 
would have produced covariance among the elements of c, making the system 
analytically intractable (see Appendix C in the supplement). Note, however, that because 
process noise is relatively small, species traits always fall closely around the tradeoff 
surface. This is equivalent to assuming that the underlying physiological tradeoffs that 
constrain species traits in our system are higher dimensional than is the ecological trait 
space that determines coexistence. Nevertheless, more restrictive tradeoffs in process 
noise could be incorporated into computational estimates of covariance, which might 
generate more stable estimates of species abundances, and improved predictive ability. 
 
Some notes on observation error 
As previously explained, we primarily discuss the effects of process noise rather 
than observation error because observation error can often be mitigated. Nevertheless, 
some kinds of variables are by nature pathological – that is, they have no mean or 
variance (or sometimes even higher moments). Regrettably, ratios of normally distributed 
variables, which commonly arise in Lotka-Volterra systems, are an important example of 
such a variable (n.b. the Cauchy distribution is a subtype of ratio distribution) (Marsaglia 
2006). For example, competition coefficients are typically estimated as aij=(Ki – Xi)/Xj, 
growth rates are often calculated as ri=ln(Xi(time=τ)/Xi(time=0))(1/τ), and even the 
Jacobian that we use to determine stability includes ratios of random variables (Eqs. 
(SA12a-b)). Because small changes in the denominator or numerator can cause a ratio to 
jump between zero and infinity, even very large sample sizes may not lead to a “stable” 
estimate of the variable’s distribution: the millionth sample can cause a large increase in 
the estimated mean, while the millionth and first might cause a large decrease. 
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There are some strategies for reducing the influence of these ratios. If the mean of 
the numerator and denominator are of a suitable magnitude relative to their variance, then 
their ratio may be roughly normally distributed, though the precise conditions for this are 
not trivial (Marsaglia 2006). Alternatively, by fitting models to dynamic data, it may be 
possible to estimate some of these parameters directly, rather than as a ratio of 
empirically measured variables (Carrara et al. 2015; Palamara et al. 2016). Nevertheless, 
some variables are necessarily the outcome of ratios. For example, coexistence in the 
MacArthur model depends on the relative consumption rates and carrying capacities of 
species, not their absolute magnitude (Chesson 1990; Haygood 2002). It therefore seems 
unavoidable that Lotka-Volterra-like methods (and likely a great many other models of 
species interactions) will be especially susceptible to the effects of observation error. We 
therefore advocate cautious testing for the effects of observation error before attributing 
uncertainty to process noise. 
Resource-based models of competition are less subject to the potential impacts of 
pathological variables because species competitive abilities can be measured as levels of 
unconsumed limiting resources in monocultures, and are often directly constrained by 
tradeoffs (Tilman 1994, 2011). Similarly, carrying capacities can be often be directly 
measured in monocultures, and net resource acquisition (consumption vectors) can be 
determined by measurement of the concentrations of limiting nutrients in the biomass of 
each species in monoculture. Thus, ratios of variables are less likely to be required to 
parameterize such a model. 
 
Conclusion: 
Our findings suggest that a simple hybrid approach that tracks the propagation of 
uncertainty through ecological systems might be useful for identifying important 
coexistence mechanisms and predicting species abundances in poorly understood 
competitive communities. It remains to be seen whether the simple approach that we use 
based on covariance will be tractable and effective for other types of mechanisms and in 
real-world ecological systems. However, we hope that the methods and concepts that we 
introduce here both provide a warning of ways that Lotka-Volterra models can be mis-
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calibrated, and will help expand the utility of Lotka-Volterra approaches in diverse 
systems, and help guide how ecologists use these approaches in the future. 
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Figures: 
Figure 1: Propagation of 
process noise in model 
parameters. (a) sai,j shows 
standard deviation of the 
competition coefficients ai,j 
(blue) and ai,i (red) as a 
function of sc, the standard 
deviation of noise added to the 
mechanistic consumption 
parameters, c, in MacArthur’s 
resource model. Circles show 
analytical expectations for the 
relationship, triangles show 
average results from 20,000 
simulations of the mechanistic 
model, and lines show linear 
approximations, as described 
in the Appendix B.I in the 
supplement. Additional axis 
labels sc(cmin) -1 and sa(ai,j) -1 show the magnitude of these variabilities relative to the 
minimum c value and mean ai,j value, respectively. (b) Mean observed value of sai,j as a 
function of community size, n (lmax = n/2 in all cases). With a slight exception around 
n=2, sai,j is approximately equal to sc (corresponding values of sc shown in grey). Note 
that the mean value of c is constrained to equal 1 regardless of n, while mean of ai,j 
increases roughly as n/2 (not shown). 
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Figure 2: Effects of process noise 
on coexistence for a system with 
two species and two limiting 
resources. (a) Species i and j 
coexist when the ratio of their 
carrying capacities Ki/Kj falls 
between aij/aii and ajj/aji (i.e. 
between the dark red and dark blue 
lines – see Fig. 1 in Chesson 
(1990) for a similar approach). 
Lines, dark shaded intervals, and 
light shaded intervals show the 
mean, standard deviation, and 95% 
confidence interval, respectively, 
for these ratios as a function of 
process noise, sc, while dotted line 
shows fixed value for Ki/Kj. Top 
axis shows magnitude of noise 
relative to the mean difference 
between species consumption rates 
for the two limiting resources. (b) 
Effect of process noise. 
Pr[exclusion] shows the probability that one of two competing species will drive its 
competitor extinct. Empirical results show the average of 20,000 simulations of the 
mechanistic model, while uncorrelated and covariance predictions are based on the 
analytical expectation of variance and covariance in a, respectively, as described in the 
main text. Distance from the empirical estimates (black points) demonstrates prediction 
error. (c) Covariance and correlation between aij and aii as a function of process noise. 
Points show empirical results based on the average of 20,000 simulations, while lines 
show the analytical expectation, as described in the main text. 
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Figure 3: Correspondence between mechanistic model and Lotka-Volterra 
approximations as a function of process noise, sc, for communities of 2 to 10 species 
(note that lmax = n/2 in all cases). Intervals show mean ± one standard deviation based on 
20,000 simulations. Red intervals show results for uncorrelated model, blue shows 
covariance model, and purple regions show overlap between the two. Black dashed line 
shows mean result from the mechanistic model. ρ2abundance and ρ2a show the square of 
Pearson’s correlation coefficient comparing predictions of species abundances or 
predictions of the interaction matrix a, respectively. Note that the vertical axis for ρ2a for 
sc = 0.01 is on a different scale from the other panels. 
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Figure 4: Influences of uncorrelated error on predictions of community stability. (a) Real 
components of the eigenvalues for the interaction matrix a in a system with four species 
and two limiting resources. Black horizontal lines and dashed segments show mean 
values for the mechanistic model (n.b. fourth and fifth eigenvalues are always = 0). 
Width of shaded intervals shows frequency distribution of results for Lotka-Volterra 
systems with uncorrelated error (i.e. the uncorrelated model). (b-d) Correspondence 
between mechanistic model and Lotka-Volterra approximations for 2 to 10 species with 
sc = 0.1 and lmax = n/2. Red intervals show results for uncorrelated model as described in 
the legend to Fig. 3, blue intervals show results for model with eigenvalues n>lmax 
coerced to zero, as described in Appendix D.I in the supplement, and purple regions show 
overlap between the two. 
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Figure 5: Fitting the covariance model to empirical data. Figures show variability in 
predictions from the covariance model based on observations from simulations from the 
mechanistic model of 100 “plots”. (a-f) Frequency distributions of species abundance for 
a system with n=3 and lmax=2 (a-c), and for a system with n=3 and lmax=3 (d-f). Bar plots 
show frequency of zero abundances for each species, and density plots show distribution 
of positive abundances. Blue shows expected results for the mechanistic model, while red 
shows mean ± one standard deviation based on results from 5,000 iterations of the 
covariance model. (g) Comparison of observed and estimated elements of a. Vertical 
lines show 95% confidence intervals for parameter estimates from the covariance model. 
(h) Model likelihood as a function of the mean square error (MSE) comparing estimated 
and observed parameters for the interaction matrix, a. (i) Distribution of the third 
(smallest) eigenvalue of a for the two systems.	
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Chapter Three: 
Diversity, high dimensional tradeoffs, and trait evolution buffer effects of reduced 
resource limitation on coexistence 
 
Abstract: 
Substantial evidence shows that increasing the availability of limiting resources 
can cause competitive exclusion among previously coexisting species. Theory suggests 
that these results occur because of tradeoffs, which require that increased competitive 
ability for a particular resource necessarily corresponds to decreased competitive ability 
for others. Here, we explore how these effects depend on initial community diversity and 
the number of resources by which species are limited, using a model of community 
assembly and evolution among species competing for multiple resources. Matching 
existing results, our model predicts that investing heavily in acquiring a particular 
resource leaves species vulnerable to competitive exclusion when that resource is no 
longer limiting. Subsequently, ecological and evolutionary selection drive communities 
towards the lower-dimensional “tradeoff frontier” defined by the remaining resources. 
Our model provides new evidence that diverse communities approach this frontier more 
rapidly, and initial differences among species have smaller effects in systems with a 
greater number of limiting resources. Our results therefore suggest that even in diverse 
systems with high-dimensional tradeoffs, it may be possible to identify low-dimensional 
indicators of coexistence mechanisms. These findings could be particularly useful for 
predicting, or even preventing, extinction caused by factors such as atmospheric nutrient 
deposition or landscape homogenization. 
 
Introduction: 
Tradeoffs are important for both empirical and theoretical understanding in 
ecology and evolution. Broadly, tradeoffs describe alternative strategies among which 
increased investment in one necessarily requires decreased investment in others (Stearns 
1989; Zera & Harshman 2001; Roff & Fairbairn 2007). Most ecological theory predicts 
that stable coexistence requires that all species adhere to the same tradeoffs (Tilman 
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1990, 2011; Chesson 2000), as otherwise a single species could come to competitively 
displace all others. Tradeoffs are therefore important both in determining which species 
are able to coexist (Tilman 1990, 2011), and in structuring how they evolve in response 
to ecological and environmental changes (Stearns 1989). 
Tradeoffs are often invoked to explain observed reductions in diversity following 
experimental addition of resources. This result is supported by substantial empirical 
evidence, primarily from grassland plant communities (Tilman 1982, 1987; Harpole & 
Tilman 2007; Hillebrand et al. 2007; Hautier, Niklaus & Hector 2009; Isbell et al. 2013; 
Harpole et al. 2016). In general, it is thought that adding sufficient quantities of a 
previously limiting resource causes it to no longer limit species growth, leading other 
resources to become limiting instead. Tradeoffs imply that species that have invested 
heavily in competitive ability for the added resource consequently invested less heavily in 
competitive ability for other resources, and are therefore likely to be competitively 
excluded when they become limited by them (Tilman 1987, 1990). 
In reality, incorporating empirical results into theoretical understanding of 
tradeoffs is somewhat more complicated. Observed interspecific relationships among 
traits, as well as species responses to changes such as removal of a previously limiting 
factor, are jointly influenced by both “physiological” and “ecological” tradeoffs (Tilman 
1990, 2004). Physiological tradeoffs constrain traits of individual organisms based on 
unavoidable structural and energetic limitations. For example, a plant cannot 
simultaneously allocate the same unit of resources to both roots and leaves (Gleeson & 
Tilman 1990). Conversely, ecological tradeoffs arise from interactions among organisms, 
or between organisms and their environment, and limit species to a subset of relationships 
among traits that allow for coexistence. For example, competition and limiting similarity 
might drive species with traits that are too similar to one another extinct, even if these 
traits are physically possible (Hutchinson 1959; MacArthur & Levins 1967). 
 A combination of many factors determines how these two types of tradeoffs 
influence coexistence, including the number of species in a community, the total number 
of limiting resources, species evolutionary histories, the distribution of resources across 
space and time, the types of interactions among species, and even stochastic events 
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(Tilman 1982, 1990, 2004, 2011; Lehman 2000; Chase & Leibold 2003; Farrior et al. 
2013). In particular, results from existing theoretical studies suggest that reductions in the 
number of limiting resources should have the greatest impact on communities that are 
diverse (Tilman 2004), have few other limiting resources (Tilman 1982), and include 
species that have evolved under different environmental circumstances (Tilman 2011). 
Here, we test how these three factors jointly alter the effects of resource addition 
on ecological communities. To do so, we use a theoretical model of resource competition 
in a heterogeneous environment. Specifically, we: (1) generate models for systems 
limited by two or three resources; (2) populate these models with communities of various 
numbers of species that share the same physiological tradeoffs; (3) allow these 
communities to evolve until they reach stable trait distributions; and (4) test how 
communities respond when a limiting resource is made super-abundant, and when 
invaded by species from a different community with an evolutionary history in the lower-
dimensional environment. We also generalize our results to larger communities with up 
to five limiting resources, and compare them to results from resource addition 
experiments in grasslands. 
 
Methods: 
Model Structure 
We utilize a resource competition model with consumers and “abiotic resources” 
sensu Armstrong and McGehee (1980), which is a simple linearization of the model of 
Tilman 1976, 1977, and has been previously suggested as a case of resource competition 
that is isomorphic to classical Lotka-Volterra competition (Volterra 1926; MacArthur 
1970; May & MacArthur 1972; Tilman 1976, 1977, 1982). In this model, Rj is the 
concentration of resource j, Rmax,j is the concentration of the resource in the absence of 
consuming species (i.e. “resource availability”), Ni is the abundance of species i, Ri,j* is 
the lowest concentration of resource j at which species i has positive growth, ri,j describes 
the increase in growth rate of species i per unit of resource j, and qi,j is the tissue 
concentration of resource j in species i: 
dNi/dt (1/Ni) = minj[ri,j(Rj – Ri,j*)] Eq. (1a) 
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Rj = Rmax,j – Si(qi,jNi) Eq. (1b) 
For simplicity, we assume that species share the same growth rate response for all 
resources (specifically, for simplicity we assume ri,j = 1 for all i and j), and that species 
forage optimally for resource (i.e. qi,j = wiRi,j*, where wi is a scaling constant; specifically, 
for simplicity we assume wi=1 for all i). See Appendix A.I in the supplement for specific 
details of model derivation. 
In this model, species with lower Ri,j* are able to persist on lower concentrations 
of Rj, and are therefore “superior competitors” for that resource, as they can draw 
resource concentrations down to levels that exclude species with higher Rj*. In the 
absence of competition, carrying capacity for species i, Ki, depends on local resource 
availability as: 
Ki = min[(Rmax,j-Ri,j*)/Ri,j*] Eq. (2) 
 
Coexistence criteria 
For a two-species system, interaction strengths can be derived from Eq. (1a-b) as: 
aA,B = RB,j’*/RA,j’* Eq. (3) 
where A and B are two competing species, aA,B is the per-capita effect of species B on the 
growth rate of species A, and RA,j’* and RB,j’* correspond to resource Rj’, which is the 
resource that is most limiting for species A. Rj’ can be identified by calculating growth 
rate for species A following Eq. (1a-b), and is the resource corresponding to the lowest 
growth rate. 
Following standard criteria for Lotka-Volterra competition sensu MacArthur 
(1972), species stably coexist only if the following two constraints are met: 
KA/aA,B > KB; i.e. (Rmax,X-RA,X*) > (Rmax,Y-RB,Y*)RB,X*/RB,Y* Eq. (4a) 
KB/aB,A > KA; i.e. (Rmax,Y-RB,Y*) > (Rmax,X-RA,X*)RA,Y*/RA,X* Eq. (4b) 
where species A is most limited by RX, and species B is most limited by RY. These criteria 
can only be satisfied when there are interspecific tradeoffs and both species are limited by 
the resource for which they are an inferior competitor (i.e. RA,X* > RB,X*, and RB,Y* > RA,Y) 
(Tilman 1982 pp. 190-204). 
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At the “local” scale (i.e. a single site), this model does not allow the number of 
coexisting species to exceed the number of limiting resources (MacArthur & Levins 
1964; Levin 1970). However, given a spatial gradient along which resource availabilities 
vary, any number of species can potentially coexist with as few as two limiting resources 
(Tilman 1982). A necessary criterion for this high-dimensional coexistence is that species 
must all be subject to the same physiological tradeoffs (as defined above), such that: (i) 
increased competitive ability for one resource corresponds to decreased competitive 
ability for another, and (ii) relationships among R* values must be shared across all 
species (Gleeson & Tilman 1990; Tilman 1990, 2011). 
Given sufficient heterogeneity that all potential ratios of resource availability 
exist, then any species that falls along this physiological tradeoff should be able to either 
competitively exclude or coexist with any other combination of species in at least a 
subset of sites. Alternatively, if heterogeneity is limited, then some trait combinations 
will lead to competitive exclusion from all sites. Thus, the ecological tradeoffs in this 
system are jointly determined by the total number of limiting resources, and the level of 
resource heterogeneity (Tilman 1982). 
 
Evolution and Community Assembly 
 To model ecological communities with evolutionary histories in different kinds of 
environments, we simulated systems with two limiting resources (RX and RY), and with 
three limiting resources (RX, RY, and RZ). For simplicity, we refer to environments with 
three limiting resources as RX,Y,Z, and those where only X and Y are limiting as RX,Y. 
Similarly, we refer to groups of species that have evolved in RX,Y environments as N2 
communities, and those that evolved in RX,Y,Z environments as N3 communities. 
A simple way to meet the requirements outlined above for physiological tradeoffs 
is to assume linear, negative relationships among species competitive abilities for each 
resource, and to draw R* values for each species from a single, shared surface. As such, to 
define physiological tradeoffs in our simulations, we constrained species traits to fall 
along a three dimensional plane, of the form Ri,X* + Ri,Y* + Ri,Z* – 2 = 0 (note that 
decreasing any one R* requires increasing other R* values). We also include the 
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restriction 0 < Ri,j* < 1. Though the specific range of the restriction does not qualitatively 
influence results, its general purpose is to prevent species from sacrificing an infinite 
amount of competitive ability for one resource in order to gain infinite competitive ability 
for another (which is physiologically unrealistic). 
For simulations of N2 communities, we fixed Ri,Z* at a value of 1 (i.e. the 
“optimum” trait value for RX,Y environments), and sampled Ri,X* and Ri,Y* for species 
using random, uniform draws from the resulting line Ri,X* + Ri,Y* – 1 = 0. We then placed 
these species within RX,Y environments, each containing 1000 sites with resource 
availability varying across evenly spaced values on the line RX,max + RY,max – 2 = 0 (we 
assumed that RZ,max was sufficiently large that it was never limiting). For simulations of 
N3 communities, we chose species traits by sampling random, uniform draws from across 
the full physiological tradeoff plane. We then placed these species into RX,Y,Z 
environments, which were made up of sites spanning a fully factorial combination of all 
three resources using 100 evenly spaced levels for each resource (i.e. 5044 sites in total), 
with the restriction RX,max + RY,max + RZ,max – 4 = 0. These gradients thus yielded sites with 
all possible ratios of the two or three resources, respectively (within minor limits caused 
by discretization along the gradient). This means that all in N2 species could persist 
somewhere along the RX,Y and RX,Y,Z gradients, and all N3 species could persist somewhere 
along the RX,Y,Z gradient (including some sites in which no N2 species could persist in 
monoculture). Note that the tradeoffs and resource gradients described here match those 
in Figs. 1-2. 
 For N2 communities, we calculated predicted equilibrium species abundances in 
each site using Eqs. (2-3), and the stability criteria in Eqs. (4a-b). For N3 communities, 
rather than calculating the stability of all potential equilibria for all sites (of which there 
could be more than 1015 per site for a community of 50 species), we computationally 
integrated Eqs. (1a-b) for the subset of species with positive carrying capacities, Ki. For 
both models, this process generated a single estimated equilibrium abundance for each 
species in each site (see Appendix C for details). 
To represent evolution, we allowed species to take random “walks” in trait space, 
bound to the physiological tradeoff, following a random uniform distribution within a 
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fixed distance from their original R* values (0.1 units for N2 communities and 0.2 for N3 
communities; larger step size accounted for increased dimensionality). If this new 
combination of traits increased that species’ “global” abundance (i.e. summed abundance 
across all sites), it took on these new traits, whereas if it did not, then a species retained 
its initial traits. We used this method iteratively across each species, alternating among 
species each time step. We use this method because increases in global abundance 
indicate a temporary increase in the population growth rate, which should be favored by 
natural selection. Though it assumes that variation arises in populations at a constant rate, 
similar abstractions are common in many community phylogenetic methods (Kraft et al. 
2007; Cavender-Bares et al. 2009), and in existing ecological models of trait evolution in 
diverse communities (Rangel, Diniz-Filho & Colwell 2007; Gotelli et al. 2009). 
For both the two- and three-dimensional models, we simulated system dynamics 
through time to determine the stable patterns of species abundance and trait distributions 
that arose from this model (the “evolutionarily stable configuration”). Preliminary testing 
suggested that 1,000 time steps was a sufficient “burn-in” period to generate the 
evolutionarily stable community configuration (also see example in Fig. 3d-e). To 
quantify variability in the evolutionary stable configuration, we ran simulations for 
100,000 time steps, recording species abundance and traits every 100 time steps after the 
initial burn-in period. 
 
Invasion and Competitive Exclusion 
 Next, we used the models described above to test whether species that adhered to 
the same physiological tradeoffs, but evolved under different conditions, could invade 
one another’s established communities. To simulate this process, we generated 
evolutionarily stable configurations for N3 communities, placed them in RX,Y 
environments, and invaded the resulting community with species from evolutionarily 
stable configurations for N2 (n.b. all species from the N3 community could persist in 
monoculture in the RX,Y environment – see Appendix A.II in the supplement). 
Because more diverse communities have been shown to be more resistant to 
invasion (Tilman 2004; Fargione & Tilman 2005), we tested four scenarios with resident 
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N3 communities of 5, 10, 25, and 50 species. Invading community richness was held 
constant at 10 for all scenarios. For each scenario, we simulated 1,000 independent 
communities and invasion events, and recorded invader success and abundance, as well 
as the abundance and survival of species from the original resident community. To assess 
the resident community’s ability to adapt to new local conditions, we also tracked trait 
evolution in N3 communities after their transition to RX,Y environments in the absence of 
invasion. 
Lastly, we used a simplified set of methods to test results for larger communities 
with larger numbers of limiting resources, because simulating dynamics for these systems 
rapidly becomes computationally infeasible. For systems of between 2 and 5 limiting 
resources, and between 5 and 100 resident species, we sampled traits from the 
physiological tradeoff Ri,1* + Ri,2* + … + Ri,m* – (m–1) = 0, where m was the number of 
limiting resources (thus, N2 and N3 communities are subsets of this higher-dimensional 
surface). We then calculated mean fraction of species that were predicted to be 
universally inferior competitors if one of the limiting resources was removed (i.e. all R* 
values were greater than that of another species in the community), based on 20,000 
simulations. Lastly, we “invaded” these communities with species drawn from 
physiological tradeoffs with m–1 dimensions (i.e. including all resources but the one 
assumed to be no longer limiting), with invading community sizes ranging from between 
5 and 50 species, and again estimated mean competitive displacement. 
 
Grassland Nitrogen Addition Experiment 
 To test whether model results matched empirical evidence, we compared them to 
grassland plant species abundance and trait distributions from a long-term nitrogen 
addition experiment at the Cedar Creek Ecosystem Science Reserve (Cedar Creek) in 
Minnesota, USA. Cedar Creek is strongly nitrogen limited, and thus, nitrogen fertilization 
removes a previously limiting resource, similar to our simulated scenarios (Tilman 1987). 
These plots were established in abandoned agricultural fields in 1982, and have received 
fertilization treatments of between 0 and 27.2 g nitrogen (N) m-2yr-1. Except for a “no-
treatment” control, plots also received annual addition of micronutrients to ensure that 
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nitrogen was the only limiting soil nutrient. Full methods are described in Tilman (1987). 
We used data from 54 plots in a single field (“C”), which was abandoned from 
agricultural use in 1934. To exclude establishment effects and later changes in 
experimental design, we used only data collected between 1990 and 2004. 
For 24 of these species, we obtained measurements of R* for soil nitrate (RN*) 
from monocultures grown as part of other experiments at Cedar Creek (see Table S1 in 
the supplement). In previous experiments, RN* has been found to be an effective indicator 
of competitive hierarchy for nitrogen (Wedin & Tilman 1993). These 24 species 
accounted for between 12% and 39% of total biomass in the experimental nitrogen 
addition plots (mean ± one standard deviation), and include 11 of the 20 most common 
species at Cedar Creek (including the four most common species). For each species and 
nitrogen treatment, we tested associations between abundance and RN*. Because we found 
no difference between “no treatment” and “control treatments” (i.e. with and without 
added micronutrients), we analyzed both of these treatments as having received 0 g N m-
2yr-1. 
 
Results: 
Evolution and Community Assembly 
 After the burn-in period, we found that communities settled at stable abundance 
and trait distributions for both N2 and N3 communities. However, though species reached 
stable, positive equilibrium population sizes, they did not evolve to have identical traits 
or equal abundances. For example, in N2 communities, species followed a classical 
abundance distribution, with a small number of common species, and a large number of 
rare species (Fig. 3a). Species with intermediate values of RX* and RY* (hereafter 
“generalists”, because they are intermediate competitors for multiple resources) tended to 
be the most common, while species with extreme trait values (e.g. RX* ≈ 1, RY* ≈ 0, 
hereafter “specialists”, because they are a good competitor for a single resource, but a 
poorer competitor for other resources) tended to be rarer (Fig. 3b). Species frequency 
distributions followed the opposite trend: while relatively few species evolved to be 
generalists, many species evolved to be specialists (Fig. 3c). 
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Invasion and Competitive Exclusion 
 In all cases where we reduced the number of limiting resources from three to two, 
more than half of the species from N3 communities were competitively excluded (Fig. 4a-
b,d). The surviving species were grouped near the RX,Y “tradeoff frontier” (i.e. RZ*=1), 
though species never fell precisely on the frontier itself (Fig. 4b). As resident community 
richness grew, species packed more tightly in trait space (Fig. 4c), and the distance 
between resident species traits and the fitness frontier shrank. Trait packing was denser 
for all but the least diverse resident community than it was for the invading community. 
Following invasion, resident species abundance and survival were strongly 
associated with RZ*, such that species with higher RZ* (i.e. species that were closer to the 
two-dimensional tradeoff frontier) had higher abundance (Fig. 4e) and lower probability 
of extinction (Fig. 4f). In more diverse communities, more resident species initially had 
traits near the frontier, and consequently species that were farther from the tradeoff 
frontier tended to have somewhat lower relative abundance and higher extinction 
probability (Fig. 4e-f). When allowed to evolve after the transition from RX,Y to RX,Y,Z 
environments in the absence of invaders, N3 communities rapidly evolved towards the 
RX,Y tradeoff frontier (Fig. 3d-e). Even in the absence of invasion, trait evolution in the N3 
community quickly led to competitive displacement of most resident species. 
Though more resident species were displaced by other resident species than were 
displaced by invaders, invading species from R2 communities established and 
competitively excluded some resident species in all simulations. Exclusions caused by 
resident species increased with resident species diversity, while exclusion caused by 
invaders declined (Fig. 4d). These results were largely consistent with our 
approximations for larger communities and communities with more limiting resources 
(Fig. 5). In these analyses, competitive exclusion caused by invading species also 
declined as a function of initial resident community diversity, though this effect grew 
weaker as the size of the invading community increased. Exclusions of all forms were 
rarer in communities with more limiting resources. 
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Grassland Nitrogen Addition Experiment 
 In control plots and at low nitrogen addition levels, there was a monotonic, 
negative relationship between species abundance and RN*, such that the most common 
species were those with lowest RN* (Fig. 6a-b). At higher nitrogen addition rates, 
abundance of species with low RN* decreased, and abundance of species with 
intermediate RN* increased, leading to a “hump-shaped” pattern. Interestingly, the pattern 
in high nitrogen plots qualitatively matched the expected evolutionary stable distribution 
of traits observed in systems with multiple limiting resources (Fig. 3b), whereas that in 
low-nitrogen plots more closely matched expectations from systems with a single 
limiting resource, with highest abundances among the best nitrogen competitors. 
Similarly, the distribution of species traits remained consistent across nitrogen addition 
treatments, with a majority of species having lower values of RN* (Fig. 6e-h). 
 
Discussion: 
 Our results demonstrate several important aspects of how physiological and 
ecological tradeoffs structure community assembly and evolution, and how they 
influence community responses to resource addition. First, we find that evolution along 
physiological tradeoffs is strongly dependent on ecological interactions among species, 
and that these interactions lead to divergence both in terms of traits and species 
abundances. Second, we show that removal of a previously limiting factor can lead 
previously coexisting species to be competitively excluded both by other resident species, 
and by newly arrived invading species from habitats in which the previously limiting 
factor had always been in high abundance. Third, we find that both initial community size 
and number of limiting factors somewhat buffer the effects of removing a limiting factor, 
though not always in ways that reduce species loss. Lastly, our results show that 
ecological and evolutionary forces quickly drive species towards new tradeoff frontiers 
after a limiting factor is removed, suggesting that the observed “dimensionality” of 
communities may be more strongly determined by local factors than by high-dimensional 
physiological tradeoffs (see Diversity and dimensionality of observed tradeoffs below). 
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Evolution and Community Assembly 
It may seem counterintuitive that species, which all have the potential to evolve 
towards the same set of traits, do not form communities in which species are equally 
abundant, which is a feature that earlier work also found (Tilman 2004). This result 
occurs in our model because of asymmetrical competitive interactions between 
“generalists” (i.e. species that are intermediate competitors for all resources) and 
“specialists” (i.e. strong competitors for one resource but poor competitors for others). 
For example, consider a specialist, species A with RA,X* = 0.85 and RA,Y* = 0.15, 
competing against a generalist species B with RB,X* = 0.45 and RB,Y* = 0.55 (illustrated in 
Fig. 1b,d). Local competitive interactions will yield aA,B = RB,X*/RA,X* = 0.529, and aB,A = 
RA,Y*/RB,Y* = 0.273 (n.b. figure shows a for global competitive interactions), meaning that 
the effect of the generalist on the specialist is greater than is true for the reverse 
interaction. 
More broadly, it is possible to show that competitive effects of generalists on 
specialists will always be stronger than the reverse for any two species in our model (see 
Appendix B.I in the supplement). This competitive asymmetry has major implications for 
how species evolve, because changes in traits that make generalists more like specialists 
reduce abundance of the specialist more than they reduce abundance of the generalist 
(n.b. because competitive effects are additive across species in our model, the same 
general result hold for communities of any size). In any community that includes multiple 
competing species, selection will therefore drive some generalist towards the edges of the 
physiological tradeoff, because this change reduces competitive impacts from other 
generalists more than it increases competitive impacts from specialists. This phenomenon 
is effectively a directional version of ecological “squeeze” (MacArthur & Levins 1964; 
MacArthur 1972), and matches a well-documented empirical pattern known as the taxon 
cycle (Wilson 1961; Ricklefs & Bermingham 2002; Tilman 2004). Similar results have 
been demonstrated in other theoretical models of evolution along tradeoffs as well 
(Lehman 2000). 
Importantly, the direction of competitive asymmetry varies depending on the 
precise structure of the model. For example, in models of competition for “biotic” 
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resources sensu Tilman (1982) and Armstrong and McGehee (1980), the same results as 
above hold for essential resources, whereas specialists are favored in competition for 
perfectly substitutable resources, and either specialists or generalists can be favored in 
competition for switching resources, depending on local conditions (see Appendix B.II in 
the supplement) (Tilman 1982, 2004). These variable results suggest that depending on 
the types of resources for which species compete, evolutionary and ecological selection 
may drive species towards different regions in physiological tradeoff space. These 
differences could be useful indicators for detecting competitive mechanisms based on 
species trait distributions (Tilman 2004). 
 
Competitive Exclusion and Invasion 
Our theoretical results showing steep declines in diversity following removal of a 
limiting factor also are consistent with observed declines in diversity following nitrogen 
fertilization, and match previously published theory on resource competition (Tilman 
1982, 1987; Hautier et al. 2009). Our findings are also consistent with experimental 
results showing that each additional limiting resource added to a system leads to 
additional loss of species, and that more diverse communities lose a greater fraction of 
resident species following resource addition (Interlandi & Kilham 2001; Harpole & 
Tilman 2007; Harpole et al. 2016). Interestingly, empirical results suggest that species 
are lost either as a linear function of number of resources added, or potentially even at an 
increasing rate, matching our results for communities of between 5 and 25 species, but 
not for larger communities (Fig. 5a). Note that in our analyses, when community sizes are 
small (i.e. < 20 species), removing one of a small number of limiting resources (e.g. 
removing one of three resources) results in a larger change in the fraction of species lost 
than does removing one of a larger number of limiting resources (e.g. removing one of 
five), whereas when community sizes are large (e.g. 100 species), the reverse is true. This 
result occurs because in diverse communities in our model, a small number of species are 
sufficiently close to the tradeoff frontier to exclude most competitors after removal of a 
limiting resource, even if many other limiting resources remain. The absence of a similar 
trend in empirical results may suggest that communities in these experiments are 
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insufficiently diverse to fully saturate the range of traits related to local coexistence 
mechanisms. 
Results from our invasion simulations accord with existing empirical evidence in 
several ways. First, higher diversity resident communities in our model were more 
effective at limiting invader abundance, matching commonly observed experimental 
results (Knops et al. 1999; Naeem et al. 2000; Fargione, Brown & Tilman 2003; Fargione 
& Tilman 2005). Second, across all scenarios, invaders persisted in established 
communities, and competitively excluded at least some resident species (Fig. 4c). This 
result accords with the predicted outcomes of “evolutionarily stable strategies”, which 
suggest that resident species should be able to exclude invaders from a particular subset 
of conditions, but not from all potential conditions (Pimm & Rosenzweig 1981; Tilman 
2011). 
Our analytical model and simulation results suggest that two mechanisms are 
required for invading species to competitively exclude resident species which share the 
same physiological tradeoffs: (i) local environmental conditions must have diverged from 
the conditions under which resident species evolved, and (ii) invaders must be better 
adapted for the new environmental conditions than are resident species. These 
mechanisms are consistent with effects of experimental nutrient addition, which show 
that resident species that evolved in nutrient poor environments tend to be outcompeted 
by ruderal invaders when fertilization rates are high (Tilman 1987). These mechanisms 
also match general patterns showing higher rates of invasion following disturbance, 
particularly by species that have an evolutionary history in disturbed environments 
(Pysek et al. 2012). 
Importantly, the spatial and temporal scales across which these two mechanisms 
can lead to extinction are likely limited, as selection should drive resident species towards 
lower-dimensional tradeoff frontiers in novel environments (e.g. Fig. 3d-e). This scale-
dependency may explain why there are relatively few historical examples of competitive 
exclusion following invasion events across biogeographic regions (Tilman 2011). 
Similarly, in other systems with lower heterogeneity, such as those with limited niches 
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(Fargione et al. 2003) or that are subject to demographic stochasticity (Tilman 2004), 
invaders may be entirely excluded by sufficiently diverse resident communities.  
Nevertheless, there are some cases where these mechanisms could be important 
contributors to extinction at smaller spatial and temporal scales. First, human-mediated 
invasions and changes in environments might be too fast for evolutionary responses to 
occur (Schlaepfer, Runge & Sherman 2002). Similarly, if local communities are 
particularly small, or species are highly specialized, then even small and gradual changes 
may be sufficient to exclude them from all sites that they can occupy (Davies, Margules 
& Lawrence 2004). Third, evolutionary constraints might prevent species from allocating 
resources in ways that optimally match changes in local conditions (Futuyma 2010). 
Lastly, heterogeneous conditions may lead species to invest in traits that are favored in 
some regions, but are less beneficial at local scales (Bridle & Vines 2007; Futuyma 
2010). Broadly, these circumstances could all lead species to under-invest in competitive 
ability for particular resources, potentially allowing better-adapted competitors to exclude 
them from environments where those resources are scarce. 
 
Diversity and dimensionality of observed tradeoffs 
A potential problem implicated by our findings is that species have many 
ecologically relevant traits (Clark et al. 2010). If physiological and ecological tradeoffs 
are really conserved across all of these traits, then properly identifying these tradeoffs 
could require enormous amounts of high-dimensional data, which comes with many 
challenges. Most notably, these include the danger of erroneously attributing causal 
significance to spurious associations between community composition and particular 
coexistence mechanisms (Adler et al. 2013) or particular combinations of traits (Roff & 
Fairbairn 2007).  
 Luckily, interplays between physiological and ecological tradeoffs might structure 
evolution and community assembly in ways that facilitate identifying locally important 
coexistence mechanisms. At least at small scales, it appears that coexistence in many 
systems depends on only a modest number of limiting factors (Hutchinson 1959; Chapin 
1980; Tilman 1982). Results from our models therefore suggest that selective assembly 
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and subsequent trait evolution should lead to communities of species that invest strongly 
in traits relating to locally important coexistence mechanisms, and invest very little in 
other traits. Thus, in communities where coexistence is determined by a small number of 
factors, relationships among species traits should correspond to equally low-dimensional 
patterns. 
This property could greatly simplify identifying influential traits and 
corresponding coexistence mechanisms in real-world communities. Depending on which 
traits follow constrained relationships under which types of conditions, it may be possible 
to use empirical observations of trait-based tradeoff surfaces to infer the identity of some 
of these mechanisms (McGill et al. 2006; Roff & Fairbairn 2007; Kraft, Godoy & Levine 
2015b). Small-scale matching between traits and environments may also explain why 
there are relatively few examples of general associations between species traits and large-
scale environmental gradients (Shipley et al. 2016). Testing relationships between traits 
and ecological outcome without specific consideration of the mechanism by which that 
trait acts may therefore yield limited insight (Roff & Fairbairn 2007; Adler et al. 2013). 
 
Grassland Nitrogen Addition Experiment 
The mismatch between observed species abundance distributions at low 
fertilization rates and those predicted by our model potentially suggests that without 
nitrogen fertilization, nitrogen is sufficiently scarce that it constitutes the only limiting 
resource, with multi-species coexistence potentially explained by other mechanisms, such 
as a competition-colonization tradeoff and metapopulation dynamics (Lehman 2000). At 
higher fertilization rates, observations showing highest abundance among species with 
intermediate RN* matched those for simulated communities with two limiting resources 
(Fig. 3b). Similarly, species trait distributions roughly matched simulated results across 
fertilization treatments (Fig. 3a). Importantly, both results hold even when legumes are 
excluded, as these specie tend to have higher RN* values and are less responsive to 
competition for nitrogen (Fargione et al. 2003). These patterns are consistent with 
expectations from tradeoffs, as fertilization should only reduce abundance among species 
with low RN* if it is also correlated with poor competitive ability for other resources that 
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were not previously limiting (Tilman 1982), such as light (Hautier et al. 2009) or water 
(Farrior et al. 2013). 
 
Caveats 
 Though there is reason to believe that our results may be generalizable to other 
models and systems, there are a number of limitations to the approaches we use. Most 
obviously, the competition model we utilize includes many simplifying assumptions, 
such a single, linearized growth rate response to all resources that is shared across species 
(ri,j). Similarly, the modeling framework we apply does not include interactions among 
multiple trophic levels, nor does it incorporate interactions that are not mediated through 
resources (Vellend 2016). While similar models have been developed that include these 
kinds of factors, results often do not follow trivially from their simpler analogs (Chase & 
Leibold 2003; Tilman 2004; Hodapp et al. 2016).  
 Even in the context of resource competition within a single trophic level, several 
fruitful directions exist for further research. First, we utilize resource supply gradients 
that include all possible ratios of resources, and thus allow large numbers of species to 
coexist at equilibrium. In reality, it is likely that only subsets of these conditions exist, 
which could contribute to environmental filtering and greater competitive exclusion, thus 
leading to substantially different abundance and trait distributions (Tilman 2004; Kraft et 
al. 2015a). Alternatively, ratios of nutrients (such as N:P:K:Ca) may vary with soil depth, 
and species may have rooting depth patterns that maximize their abilities to acquire their 
optimal resource ratios. Second, though we test how differences in community diversity 
influence invasion, we do not include any specific mechanism for determining the size of 
resident and invading communities. Models that include more realistic mechanisms may 
lead to communities that are relatively saturated with respect to locally important traits, 
which could lead resident communities to be more resistant to the effects of invading 
species (Tilman 2004). 
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Conclusion 
We find that the effects of removing previously limiting resources on ecological 
communities are strongly shaped by the number of species in the community, the initial 
number of limiting resources, and species evolutionary histories. While most of these 
results follow from existing theory about tradeoffs and coexistence (Tilman 1990, 2004, 
2011), this is, to our knowledge, the first study in which all of these factors have been 
tested jointly. Furthermore, while most of our results are relatively straightforward in 
retrospect, they often diverge from simple expectations of how existing theory should 
expand to more complex circumstances. Taken together, our results suggest that future 
work which specifically links empirical knowledge of physiological tradeoffs with 
theoretical understanding of how coexistence mechanisms are structured by ecological 
tradeoffs will be necessary for developing better understanding of species assembly and 
evolution in diverse ecological communities. 
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Figures: 
 
Figure 1: Competition between two species (A and B), both subject to the same 
physiological tradeoff in competitive ability between two resources (RX and RY). (a-b) 
Conditions required for coexistence and competitive displacement. Solid red and blue 
lines show the zero net growth isoclines for species A and B, respectively. Dashed line 
shows the physiological tradeoff, such that RX* and RY* must fall somewhere along the 
line. Black circles show a gradient in resource availability. Shaded regions show regions 
where species A competitively excludes species B (red), B excludes A (blue), or where 
they coexist (grey). (c-d) Species abundances corresponding to species pairs in the upper 
panels. Shaded regions show species abundance after accounting for competitive 
interactions (NA and NB), while hatched regions show abundance that is lost to 
competitive interactions. Note that K=0.5 for both species in all panels. aA,B and aB,A 
show “global” competitive effect of species B on A, and of A on B, respectively. 
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Figure 2: Competition among three species (A, B, and C, shown as red, blue, and green, 
respectively), subject to a shared physiological tradeoff in competitive ability for three 
resources (RX, RY, and RZ). (a) Three-dimensional rendering of physiological tradeoffs 
and resource gradients. Axes meet at RX=RY=RZ=0, similar to the corner of a room where 
the walls meet the floor. Grey triangle shows the physiological tradeoff plane; large black 
triangle shows resource availability gradient. Dashed line along the top of the tradeoff 
plane, and black circles on the resource gradient, correspond to the tradeoff and gradient 
in Fig. 1. Points show traits for each species; lines connect points to colored triangles on 
resource gradient, indicating regions where each species is able to persist. (b-c) 
Simplified renderings of the three-dimensional figure. Triangles in the upper left corner 
of each panel correspond to the tradeoff plane; large, black triangles in the center of each 
panel correspond to the resource gradient. Colored points indicate species traits; shaded 
areas indicate regions where species persist, coexist, or competitively exclude one 
another. Note that (b) corresponds exactly to (a), while (c) shows species with different 
traits. 
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Figure 3: Evolution along a tradeoff in competitive ability for two limiting resources. 
Lines and shaded regions show median and 95% confidence interval, based on 
communities of 50 species. (a-c) Stationary trait distributions arising after 100,000 time 
steps. (a) Species abundance distribution. Though species are all subject to the same 
tradeoffs, they do not evolve to have identical abundances or traits. (b) Species 
abundances as a function of their RX* and RY* (note that RY* = 1 – RX*). “Generalists” 
(species with intermediate competitive abilities for both resources) are the most abundant, 
while “specialists” (good competitors for one resource, but bad competitors for the other) 
are rare. (c) Frequency distribution of species as a function of RX* and RY*. Though they 
are rarer, there are more specialist than generalist species. (d-e) Evolution of species that 
originated in a region with three limiting resources, but must persist in a region where 
only two of those resources are limiting. Over time, species traits approach the two-
resource tradeoff frontier (d), though in the process, many are competitively excluded (e). 
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Figure 4: Evolution and invasion as a function of the number of limiting resources. (a-b) 
Example of a community of species that have evolved in a region with three limiting 
resources, after one of those resources (RZ) ceases to be limiting, with traits shown in (a) 
three and (b) two dimensions. Dashed line shows the tradeoff frontier. Black points show 
species that survive under the new conditions; grey points show species that are out-
competed. (c-f) Scenarios of species with different evolutionary histories invading into 
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established communities. “Community richness” (n) shows initial number of species in 
the resident community; invading community size is held constant at ten species. 
Resident species evolved in an environment with three limiting resources, but now 
inhabit an environment where RZ is no longer limiting. Invading species evolved in an 
environment with only RX and RY limiting. Shaded regions shows mean +/- one standard 
deviation, based on 1,000 simulations. (c) Mean Euclidian trait distance among resident 
species (orange and purple), or among invading species (blue). RX,Y refers to distance 
calculations based only on RX and RY, while RX,Y,Z also includes RZ. (d) Fraction of total 
resident community competitively displaced by other resident species (red), or by 
invading species (green). Yellow shows abundance of surviving resident species relative 
to invaders after invasion. (e-f) Abundance and extinction probability as a function of RZ* 
for resident species after the invasion event. For comparability across community sizes, 
mean abundances are scaled to have a maximum of one. 
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Figure 5: Estimated fraction of resident community competitively excluded following 
removal of one previously limiting resource. Numbers indicate how many resources were 
initially limiting; resident community size indicates initial number of resident species in 
the community. (a) Fraction of resident species competitively excluded by other resident 
species. Note that red line (originally 2 limiting resources) indicates that all but one 
species are competitively excluded. (b-e) Fraction of resident species competitively 
excluded by invading species, where traits for the invading species are drawn from the 
lower-dimensional tradeoff surface. Numbers above panels indicate the size of the 
invading community. 
	 81 
 
Figure 6: Species responses along an experimental nitrogen fertilization gradient at Cedar 
Creek, with addition rates of 0 g N m-1yr-1 (a,e), 1.02-3.4 g N m-1yr-1 (b,f), 5.44-9.52 g N 
m-1yr-1 (c,g), 17-27.2 g N m-1yr-1 (d,h). (a-d) Species relative abundance as a function of 
competitive ability for soil nitrate (RN*), comparable to Fig. 3b. At low fertilization rates, 
good nitrogen competitors (low RN*) are most abundant (a-b). At higher fertilization 
rates, intermediate nitrogen competitors are most abundant (c-d). Intervals show means 
+/- one standard error, based on loess smoother. (e-h) Distribution of species as a 
function of RN*, comparable to Fig. 3c. Ticks at top of panels show exact values for each 
species; colored lines show continuous estimates of frequency based on a kernel density 
smoother. 
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Chapter Four: 
Tradeoff-Based Mechanisms Predict Coexistence, Productivity, and Species Abundances 
in Grassland Plant Communities 
 
Abstract: 
Ecological theory predicts that interspecific tradeoffs promote stable coexistence 
among competing species. Predictive ability of competition models may therefore be 
enhanced by explicit incorporation of empirically observed tradeoffs. We developed and 
tested such a model for perennial grassland plant species using traits related to nitrogen 
competition. As predicted by theory, observed trait measurements from monocultures of 
35 species defined a distinct tradeoff surface. When parameterized with these traits, 
model predictions of species abundances and productivity were consistent with results 
observed in 122 multi-species mixtures of subsets of these species. Moreover, predictions 
improved markedly when observed species traits were “snapped” to the nearest location 
on the empirical tradeoff surface. Our results suggest that these traits and tradeoffs are 
important determinants of coexistence in our system. Furthermore, they show that models 
based on empirically observed interspecific tradeoffs could constitute useful and broadly 
applicable tests for identifying mechanisms that structure communities. 
 
Introduction: 
A primary goal of ecology is to understand the mechanisms that determine species 
abundances and diversity (Lawton 1999). Almost all known mechanisms that potentially 
explain observed patterns of diversity assume that species differ in how they interact with 
one another and their environments (Chesson 2000; Adler et al. 2013; May et al. 2016). 
Most theory therefore predicts that ecological communities are largely structured by the 
traits of species that determine these differences (McGill et al. 2006; Violle et al. 2007). 
Because most species traits are either unknown or imprecisely known, achieving this goal 
may require identifying subsets of traits and mechanisms that are best able to explain 
observed outcomes (Tilman 1990). However, it is not clear whether such subsets exist, 
nor how to identify them in any particular system. 
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Ecological tradeoffs offer a potential solution to this dilemma. Tradeoffs describe 
alternative strategies, among which increased investment in any one strategy requires 
decreased investment in others (Stearns 1989; Roff 1992; Zera & Harshman 2001; Roff 
& Fairbairn 2007). For example, by investing resources in roots, a plant necessarily 
forgoes – at least in the short term – potential allocations to leaves, stems, or seeds. For 
competing species to coexist, most theoretical frameworks require that all species be 
subject to the same tradeoffs (Tilman 1990; Chesson 2000), because any species with 
universally superior strategies would ultimately displace its competitors, and universally 
inferior competitors would not persist (Tilman 2011). 
Different types of strategies are favoured depending on the ecological and 
evolutionary forces that have shaped communities, which can lead to distinct 
relationships among species traits (Roff & Fairbairn 2007). Relationships observed 
among particular subsets of traits could therefore indicate that these traits are related to 
tradeoffs that locally determine coexistence, and may help identify underlying 
coexistence mechanisms (Wright et al. 2004; Reich 2014; Kunstler et al. 2016). 
Furthermore, because the same tradeoffs must be shared across all coexisting species, this 
relationship is likely to be broadly generalizable, which could allow for accurate 
community-level predictions from models that are parameterized using only a subset of 
coexisting species (Purves & Pacala 2008; Litchman et al. 2012). 
 Ideally, relationships among traits that define tradeoffs should be derivable from 
basic biological assumptions (e.g. Brown et al. 2004). However, it is not clear that such a 
derivation is possible for many hypothesized coexistence mechanisms, which often 
include “high level” or abstracted traits. As an example, consider plant dispersal, which 
can depend on plant height (Thomson et al. 2011), seed physiology (Muller-Landau et al. 
2008), seed size, biomass allocated to seed, abundances of seed predators (Janzen 1970; 
Connell 1971), meteorological conditions (Wright et al. 2008), or animal vectors 
(Harrison et al. 2013). Although many such selective forces likely guided the evolution 
of current day plant dispersal strategies, deriving a theory that simultaneously explains 
mechanistic tradeoffs among these factors seems unfeasible. 
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A useful alternative strategy has been to relate empirical observations of the 
relationships among species traits to theoretical tradeoffs among parameters in a model. 
For example, plant leaf biomass and area can relate to mechanistic parameters in models 
of light competition (Rüger et al. 2012; Farrior et al. 2013), and relationships among 
species foraging rates can be used to derive interaction coefficients in competition models 
(MacArthur 1970; Chesson 1990). Accurate predictions of species abundances from such 
models provide compelling evidence that their underlying coexistence mechanisms and 
tradeoffs could be important determinants of local community composition (Kneitel & 
Chase 2004; Litchman et al. 2012; Kraft & Ackerly 2014). However, minor mismatches 
between measured traits and the requirements for coexistence in the model can lead to 
erroneous predictions of coexistence or competitive exclusion (Tilman 2011). Even very 
small amounts of sampling noise or omission of some minor mechanisms could therefore 
obscure results, even if the model correctly characterizes a system’s major mechanisms. 
Consequently, mechanism-based models often need to be “tuned” so that predictions 
better match observations (Pavlick et al. 2012; Kunstler et al. 2016; Evans et al. 2016). 
But once so tuned, it is unclear whether accurate predictions result from accurate 
mechanisms in the model, or from fortuitous fitting of an inaccurate model. 
A solution proposed by Purves & Pacala (2008) is to assume that species traits fall 
exactly on the “tradeoff surface” characterized by empirically observed relationships 
among species traits, and thus to mathematically “snap” traits to the nearest 
corresponding point on the surface. Unlike methods that tune model parameters until a 
desired fit is achieved, snapping traits to empirical tradeoff surfaces merely smoothes 
across observed relationships among traits, based on the assumption that coexisting 
species have tradeoffs. If tradeoffs among these traits are primary determinants of 
coexistence, then parameterizing mechanism-based models using these snapped traits 
should reduce sampling noise and improve predictions. This is similar to approaches that 
“borrow power” from relationships observed across many species to better estimate 
trends for rare species (Evans et al. 2016). 
We hypothesize that (i) if tradeoffs and mechanisms assumed in a model correctly 
describe major determinants of local coexistence, and (ii) if empirical tradeoffs among 
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traits corresponding to these mechanisms can be identified, then (iii) parameterizing 
models with traits snapped to this tradeoff surface should more accurately characterize 
underlying coexistence mechanisms and resultant species abundances than would models 
parameterized with “raw” unadjusted traits. We test this hypothesis using observations 
from long-term experiments in grassland plant communities. We first identify 
ecologically relevant traits based on prior observational and experimental studies in this 
system, and confirm that these traits fall along an empirical tradeoff surface. We then 
parameterize a mechanism-based model with either “raw” observed traits, or with traits 
“snapped” to this surface, and test for changes in the ability of these two 
parameterizations of this model to predict experimentally observed species abundances 
and coexistence for 122 different cases of multi-species competition. Our results suggest 
that formal inclusion of empirically observed tradeoffs in model parameterization 
improves model predictions. This method may therefore be useful for testing hypotheses 
about coexistence mechanisms, and for making more broadly generalizable species-level 
predictions in diverse ecological systems. 
 
Materials and methods: 
Site and Data Collection 
To parameterize and test models and their corresponding tradeoffs, we used data 
from long-term grassland plant experiments at the Cedar Creek Ecosystem Science 
Reserve (Cedar Creek) in Minnesota, USA (45.40°N, 93.20°W). Soils at Cedar Creek are 
composed primarily of sandy glacial outwash and are strongly nitrogen limited (Tilman 
1987). Mean annual precipitation is around 77 cm, with average daily summer high and 
winter low temperatures of 27°C and -14°C, respectively. We collected trait data from 
monocultures of 35 grassland plant species grown in seven experiments at Cedar Creek, 
for a total of 247 monoculture plots. These included 247 plots containing 35 grassland 
plant species. Three experiments (called E026, E055, and E070; 
cedarcreek.umn.edu/research/data) tested effects of soil fertility on competitive 
hierarchies; three (E120, E123, and E249) tested effects of planted diversity on 
ecosystem functioning; the last (E111) was a monoculture garden. All monoculture plots 
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were hand-weeded annually. We determined parameters for predictions with data only 
from “control” (i.e. un-manipulated) monoculture plots, collected at least three years after 
establishment. To test predictions, we used observations from 122 experimentally 
assembled multi-species plots. These 9m x 9m plots are part of the E120 biodiversity 
experiment at Cedar Creek. Plots were seeded in 1994 with randomly chosen mixtures of 
2, 4, 8, or 16 species, and weeded annually to remove non-planted species (Tilman et al. 
1997). Further details are available in Appendix I in the supplement. 
 
Identifying influential traits 
We focus on three characteristics measured in monocultures for a variety of 
species: competitive ability for soil nitrate, as measured by R*, which is the measured per 
unit mass concentration of nitrate in monoculture soils; aboveground tissue nitrogen 
concentration q, measured as the percent of N in dry leaf mass; and aboveground 
biomass, B*mono, measured in g m-2 of dry biomass. Asterisks indicate that variables are 
assumed to be at equilibrium (i.e., no significant trend with plot age). B*mono describes 
total living biomass per square meter after drying to constant mass, measured with 10cm-
wide clip strips; q was measured from homogenized subsets of biomass samples; R* was 
estimated from soil cores taken at 0-20cm via 0.01M KCl extraction. Measurements were 
taken during “peak” biomass (late July or early August). For simplicity, we refer to these 
three characteristics as “traits”, though they are measured at the population level and do 
not correspond to more commonly measured “functional traits” (Violle et al. 2007). 
Mean trait values and standard deviations were calculated for each species using mixed-
effects regression models to account for differences in sample size among experiments 
(see Appendix II in the supplement for regression structures). 
We use these traits because they relate to species abilities to acquire and retain 
nitrogen, which is a primary limiting resource at Cedar Creek (Tilman 1987). Species that 
drive soil nitrate to lower concentrations have lower R* and are predicted to be superior 
nitrogen competitors (Wedin & Tilman 1993; Dybzinski & Tilman 2007) (see Appendix 
III in the supplement for examples). Species with lower q have higher nitrogen use 
efficiency because they produce more biomass per unit of aboveground tissue nitrogen 
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(Dybzinski & Tilman 2007). Finally, at fixed q, higher B*mono indicates that species 
access and retain a greater proportion of the total available nitrogen in aboveground 
tissues (Tilman 1994; Dybzinski & Tilman 2007). Note that we do not account for root 
biomass or its nitrogen content, which can be substantially greater than aboveground 
pools. We make this choice following the assumption that aboveground tissues are an 
indicator of annual fluxes, while roots represent longer-term averages of inter-annual 
growth, which can be more difficult to model. 
To test the potential explanatory power of these traits, we fit a series of linear 
regressions to determine how mean species abundance in the 122 multi-species plots was 
statistically related to the three traits, and their two- and three-way interactions. We also 
estimated total community biomass as the sum of species abundances. Regressions 
included up to two additional covariates, which were interacted with all other terms in the 
model: all regressions included percent soil carbon, which is an indicator of nitrogen 
mineralization rates (Fornara & Tilman 2008); a subset of regressions included planted 
species richness, which strongly influences community productivity at Cedar Creek 
(Tilman et al. 1997). For all regressions, we log-transformed species abundance, percent 
soil carbon, planted richness, B*mono, and R*, and logit-transformed q (see Appendix IV in 
the supplement for details on regression structure). 
 
Empirically fitting the tradeoff surface 
To test for tradeoffs among traits, we fit a surface to observed R*, q, and B*mono 
using ranged major axis regression, which simultaneously minimizes errors in all 
variables. Again, we log-transformed R* and B*mono, and logit-transformed q. This 
regression resulted in a two-dimensional plane in transformed parameter space. We then 
generated tradeoff-based trait predictions by projecting observed traits of each species to 
the nearest location on the fitted tradeoff surface, which we denote as R̂*, q̂, and B̂*mono. 
We refer to this process as “snapping” traits to the tradeoff surface, in contrast to “raw” 
trait values observed in monocultures. Detailed methods for the regression and snapping 
procedures are in Appendix V in the supplement. 
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Mechanism-based model 
Our mechanism-based model focuses on a general tradeoff between competitive 
abilities of species and their abilities to access and retain nitrogen, adapted from a 
previous model suggested for Cedar Creek (Tilman 1994) to correspond to the 
monoculture traits we identified above. Species follow a strict competitive hierarchy, in 
which superior competitors pre-empt nitrogen uptake by inferior competitors, but inferior 
competitors do not affect superior competitors. Inferior competitors therefore persist only 
if they can access nitrogen that superior competitors cannot. Coexistence through this sort 
of resource partitioning is consistent with observations of increased plant cover and 
aboveground biomass in diverse plant communities at Cedar Creek (Fig. 1) (Tilman et al. 
1997). 
Competitive hierarchy is determined by species R*, such that species j is 
competitively superior to species i if Rj*<Ri*. Annual nitrogen acquisition and retention 
is represented by species aboveground biomass, Bi, and nitrogen use efficiency, qi. 
Arranging species from best competitor (i=1) to poorest, dynamics follow: dB#dt = &'(' 1 − +,-,,.#/ − 0'('  Eq. (1) 
where ci and mi are species per-unit-biomass population growth and mortality rates, 
respectively, and S is total available nitrogen. Solving Eq. (1) for equilibrium 
monoculture biomass of species i, Bi*mono, yields: (',mono∗ = 1 − 6#7# /+# Eq. (2) 
Eq. (2) shows that monoculture biomass in this model is determined by the ratio of 
population mortality and growth rates, which prevents species from obtaining greater 
than fraction 1–mi/ci of available nitrogen S. 
Substituting Eq. (2) into Eq. (1) and solving for multi-species equilibrium 
biomass, Bi*, shows that abundance of species i equals its monoculture abundance, less 
the biomass lost because of nitrogen acquired by superior competitors: ('∗ = (',mono∗ − +,-,∗+#89'  Eq. (3) 
Eq. (3) demonstrates that in order to persist in this model, poorer competitors must access 
a greater fraction of total available nitrogen than superior competitors do (
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with higher R* must also have higher qB*mono; Fig. 2E). Eq. (3) therefore abstracts a 
number of potentially complex processes (mi, ci, and S) into a relationship among the 
three easily measured monoculture traits described above. 
 
Stable coexistence 
 Because we assume a strict competitive hierarchy, Eq. (3) can be solved 
sequentially to determine equilibrium abundances for each species in a community, 
starting with the best competitor (i.e. i=1). Importantly, any equilibrium that is feasible 
(i.e. for which species have non-negative abundances) is also globally stable. In 
particular, if we assume that any species with equilibrium abundance less than zero is 
excluded from the mixture, then the equilibrium species abundances predicted by this 
model will always correspond to a single, analytically stable equilibrium. We 
demonstrate this property through linear stability analysis in Appendix VI.i in the 
supplement. A more rigorous proof of global stability is available in Takeuchi (1996 p. 
36), Theorem 3.3.1, and (more briefly) in Takeuchi et al. (1978), Theorem 4. 
 Interestingly, our model’s criteria for global stability are similar to those in 
MacArthur’s 1970 resource competition model (MacArthur 1970), as utilized in Chesson 
(1990) to derive indicators of stable coexistence based on niche overlap (ρ) and fitness 
differences (f2/f1). Because of the strict competitive hierarchy in our model, we can also 
demonstrate its coexistence criteria using these two indicators (but see Haygood (2002) 
and Levine et al. (2017) for cases where pairwise frameworks are insufficient for 
identifying stable coexistence). Following Chesson (2000) and Letten et al. (2017), 
pairwise niche overlap and fitness differences in our model are defined as: 
ρ = [(q1/q2)B1*mono]1/2 (4a) 
f2/f1 = [(B2*mono)2/((q1/q2) B1*mono)]1/2 (4b) 
Given that species 2 is the inferior competitor, stable coexistence occurs when ρ<f2/f1 (see 
Appendix VI.ii in the supplement for full derivation). Substituting Eqs. (4a-b) into this 
inequality and simplifying yields the criterion for stable coexistence: 
(q1/q2)B1*mono < B2*mono (5a) 
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Because inferior competitors have no effect on superior competitors in our model, we can 
substitute q1B1*mono in Eq. (5a) with the sum of nitrogen uptake by all superior 
competitors (i.e. species j<i), yielding the stability criteria for multi-species systems: 
Sj<i (qj/qi) Bj* < Bi*mono (5b) 
Note that Eq. (5b) is identical to the criterion for positive abundance (and thus stable 
coexistence) in Eq. (3). 
 
Testing predictions 
For each of the 122 experimental multi-species plots, we parameterized two 
versions of Eq. (3): one with raw traits, and one with traits snapped to the tradeoff 
surface. All models also included within-species trait variability, based on variation 
observed among replicate monocultures. We compared model outputs to observations 
from the multi-species mixtures based on predictions of stable coexistence, species-level 
abundance, and plot-level biomass. Detailed methods for making and testing model 
predictions are in Appendix VII and VIII in the supplement, respectively. 
For each multi-species mixture, we used Eq. (5b) to determine which species were 
predicted to stably coexist. Observed coexistence was assumed for any species that 
appeared in at least one survey since 2001, which accounted for the small spatial scale of 
sampling relative to total plot area. Results from this method accord well with field 
observations in 2016, showing that almost all planted species persist in the multi-species 
plots, though often at low abundance. 
For both species abundance and total plot biomass, we quantified mean absolute 
error (MAE), measured as |observation – prediction|, and report differences as “fold 
change”. Each unit of fold change corresponds to a doubling or a halving – e.g. MAE = 1 
implies that on average, predictions are either double or half the observed value. For 
species abundances, we calculated MAE for each plot as the mean error across all 
species, whereas for total plot-level aboveground biomass, MAE is the difference 
between observed and predicted productivity. For both plotting and analyses, we replaced 
predictions or observations of zero biomass with 0.02 g m-2, corresponding to the lower 
99.9% percentile of nonzero observations. 
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Extrapolating from the tradeoff surface 
 Lastly, we tested whether the tradeoff surface itself could be used to predict 
average relationships between community productivity and diversity. To conduct these 
tests, we constructed simulated “pools” of pseudo-species with traits for each simulated 
species determined by randomly choosing a point on the tradeoff surface. Because trait 
distributions differed between the 35 species grown in monoculture and the subset of 
those planted in the multi-species experiment, sampling was restricted to match the 
average trait distribution of functional groups that were present in the multi-species 
experiment (but not to match the trait distribution found in individual plots). We then 
predicted mean aboveground biomass and species abundance distributions for 
communities of 2-16 species drawn from these simulated species pools, and compared 
predictions to observations from the multi-species plots (details in Appendix XI in the 
supplement). 
This test served two purposes. First, it tested whether our tradeoff surface and 
mechanism-based model successfully predicted positive relationships between diversity 
and productivity, which is a well-known property of grasslands at Cedar Creek (Tilman et 
al. 1997). Second, it demonstrated whether an empirically parameterized tradeoff surface 
could be used to make accurate predictions even if the identity and traits of individual 
species in mixtures are not known. 
 
Results: 
We found generally strong predictive power among the traits, tradeoffs, and 
mechanism-based models that we tested. Consistent with our hypotheses, species traits 
fell along a surface that matched tradeoffs required for multi-species coexistence in our 
theoretical model, and models parameterized with traits snapped to this surface 
substantially outperformed those parameterized with raw traits. 
Regressions that used a single monoculture trait (such as just R*) generally 
provided poor fits for species abundance and aboveground biomass (Table 1). One 
exception was B*mono, which provided the best fits (R2=0.20 for species abundances; 
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R2=0.70 for aboveground biomass), though aboveground biomass fits were worse when 
planted richness was included as a covariate (R2=0.58). Regression fits improved when 
all three monoculture traits were included, and improved substantially with two-way 
interactions among traits for both species abundance (R2=0.48) and aboveground biomass 
(R2=0.61). Three-way interactions did not significantly improve regression fits. In 
general, fits improved with planted richness as a covariate (two way interactions: R2=0.63 
for species abundances; R2=0.64 for aboveground biomass). 
Relationships among traits fell along a clear empirical tradeoff surface, closely 
matching a two-dimensional plane after transformation (Fig. 2A; R2=0.93). Differences 
between raw and snapped trait values were small (Fig. 2B-D; 0.86≤R2≤0.97). Species 
clustered in trait space by functional group, with high R*, q, and B*mono for legumes, low 
values for C4 grasses, and intermediate values for C3 grasses and forbs. Species with 
“superior” values of any one trait had “inferior” value of one or both other traits 
(p<0.005; recall R* is inversely related to competitive hierarchy). Moreover, interspecific 
trait variation was not well characterized by pairwise relationships (Fig. S2 in the 
supplement), suggesting that separate information about all three traits was necessary for 
characterizing tradeoffs. 
Both mechanism-based models parameterized with raw and with snapped traits 
predicted stable coexistence among the vast majority of planted species (Fig. 3). 
Nevertheless, models parameterized with snapped traits predicted greater coexistence and 
better matched observations, particularly in diverse mixtures. In models parameterized 
with raw traits, prediction error was lower for total aboveground biomass than for species 
abundances, and error for abundances also increased at higher diversity (Fig. 4A,B). 
Nevertheless, models explained significant observed variation, and had relatively high 
goodness of fit for both abundances (Fig. 4C; R2=0.23, p<0.001) and aboveground 
biomass (Fig. 4D; R2=0.52, p<0.001). Models parameterized with snapped traits followed 
similar trends but with greater goodness of fit both for species abundances (Fig. 4E; 
R2=0.46, p<0.001) and total aboveground biomass (Fig. 4F; R2=0.59, p<0.001). For 
species abundances, snapped traits provided significantly better predictions across all 
richness treatments (Fig. 4A; p<0.01 for 4-species; p<0.001 for all others). For 
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aboveground biomass, predictions from snapped traits were significantly better for 8- and 
16-species mixtures, and when considered on average across all diversity treatments (Fig. 
4B; p<0.05 8-species; p<0.01 16-species; p<0.001 all treatments). 
For simulated pools of pseudo-species with traits sampled randomly from the 
tradeoff surface, predictions closely matched observations for both aboveground biomass 
(Fig. 5A; R2=0.90, p<0.001) and species abundance distributions (Fig. 5B-E; 0.52≤R2≤ 
0.95, p<0.001). Both observed and estimated aboveground biomass increased by roughly 
30% for every doubling in planted diversity. Note that higher reported R2 in Fig. 5 
relative to Fig. 4 occurs because results compare means for each diversity treatment, 
rather than individual plots (rather than because of better fits per se). This is necessary 
because the simulated species pools do not correspond directly to any planted mixture. 
 
Discussion: 
Our results demonstrate that a combination of mechanism-based models and 
empirically observed tradeoffs can predict species abundances and productivity of multi-
species communities. Because we do not tune model parameters to better fit predictions 
to observations, there is no a priori statistical reason to assume that snapping traits to an 
observed tradeoff surface should yield better model predictions. Our results therefore 
support the hypothesis that tradeoffs between species abilities to compete for nitrogen 
and to access and retain nitrogen – inherent in both our resource competition model and 
in the empirically observed relationships among species traits – are important in 
maintaining coexistence and determining species abundances at our site. 
 
Tradeoffs and coexistence 
 The empirical tradeoff we identify separates functional groups in ways that are 
consistent with life histories. Based on monoculture traits, legumes are relatively poor 
nitrogen competitors (i.e. high R*) but have high aboveground tissue nitrogen (i.e. high 
B*mono and q). This combination of traits likely results from nitrogen fixation, which 
allows legumes to access nitrogen that other species cannot, but also increases nitrogen 
availability for nearby species (Ranells & Wagger 1996). In contrast, traits identified C4 
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grasses as strong nitrogen competitors but poor at accessing nitrogen, consistent with 
experimental results suggesting that they competitively exclude many other species in 
low-nitrogen environments (Wedin & Tilman 1993; Dybzinski & Tilman 2007) but are 
less able to access nitrogen in deeper soil or during cooler growing seasons (McKane, 
Grigal & Russelle 1990). C3 grasses and forbs have intermediate trait values, though with 
slightly lower R* and B*mono for C3 grasses, and a wider trait range for forbs. These 
intermediate traits suggest investment in strategies that increase access to additional 
nitrogen pools, but come at a cost to competitive ability. For example, many C3 grasses 
and forbs have fast vegetative growth rates and rapidly colonize new sites, which might 
allow them to exploit resources before superior competitors such as C4 grasses are able to 
reach them (Tilman 1994; Turnbull et al. 2013). Similarly, both C3 grasses and forbs 
tend to access deeper nitrogen pools and grow well in cooler seasons, reducing 
competitive interactions with C4 grasses (Fargione & Tilman 2005). 
Coexistence in our model could result from many combinations of the strategies 
outlined above. The “coexistence mechanism” we identify is thus quite broad, 
encapsulating any strategies that allow species to access nitrogen that their competitors 
cannot. Nevertheless, our model provides some insight into how tradeoffs influence 
coexistence at Cedar Creek. Consider Eqs. (4a-b), which show that coexistence requires 
that fitness differences exceed niche overlap (Chesson 2000). Note that (q1/q2)B1*mono 
describes total nitrogen uptake by superior competitors (species 1) scaled by the tissue 
nitrogen concentration of inferior competitors (species 2), which is effectively the 
aboveground biomass of inferior competitors that is displaced by superior competitors. 
Eq. (4a) shows that niche overlap increases as (q1/q2)B1*mono grows, while Eq. (4b) shows 
that fitness differences decrease with (q1/q2)B1*mono, or as monoculture biomass for the 
inferior competitor (B2*mono) declines. These equations therefore imply that changes in 
traits that increase displacement of inferior competitors, such as increased nitrogen 
uptake by the superior competitor (i.e. higher q1 or B1*mono) or reduced tissue nitrogen 
concentrations in the inferior competitor (i.e. lower q2), are likely to destabilize 
coexistence, whereas increased monoculture biomass of inferior competitors (i.e. higher 
B2*mono) will tend to stabilize coexistence. 
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Though snapping traits to the tradeoff surface increased predictions of stable 
coexistence and more closely matched observations, these traits need not meet the criteria 
for coexistence in our model. While traits are negatively correlated on the surface, both 
the shape of the surface, and the distribution of traits across that surface can influence 
predictions of abundance and coexistence (McGill et al. 2006). Differences in the relative 
rates of change of q and B*mono along the fitted empirical tradeoff surface allow species to 
have lower total aboveground tissue nitrogen relative to superior competitors. We show 
this property mathematically in Appendix X.i in the supplement. Competitive exclusion is 
also demonstrated in Fig. 2E, where species do not all coexist, even with snapped traits. 
 
Generalizations and broader applications 
 Though tradeoffs between nitrogen competition and retention explain substantial 
variation in coexistence, species abundances, and total community biomass at Cedar 
Creek, this result does not imply that these are the only mechanisms that structure plant 
community assembly. In Appendix XI in the supplement, we demonstrate how 
incorporating three specific strategies into our model results in significantly improved 
predictions. First, we incorporate experimental evidence which suggests that competitive 
hierarchies change in more fertile soils, potentially due to light competition (Dybzinski & 
Tilman 2007). Second, we explore different competitive hierarchies among legumes, 
which likely involve factors other than soil nitrogen (Ritchie & Tilman 1995). Lastly, we 
consider differences in phenology and rooting depth (McKane et al. 1990; Fargione & 
Tilman 2005), which likely add additional limits to the total amount of nitrogen uptake 
that “superior competitors” can pre-empt. Similarly, in other sites and systems, it is likely 
that entirely different traits and mechanisms will need to be considered to generate 
accurate predictions. 
 The fact that our model potentially omits important explanatory factors raises the 
question of whether it really constitutes a useful test of local coexistence mechanisms. 
We believe that it does, based on the improved predictive ability caused by snapping 
traits to the empirical tradeoff surface. The model parameterized with snapped traits 
performed almost as well as regressions including over a dozen fitted parameters. In the 
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fitted regression models, effect sizes and predictive power can be confounded by many 
well-known statistical artefacts, such as overfitting, covariance among variables, or 
influences of confounding variables (Adler et al. 2013; Kraft & Ackerly 2014). In 
contrast, the parameters in the mechanism-based model were not tuned to match 
predictions to observations, nor was the empirical tradeoff surface constrained to match 
theoretical relationships required for coexistence. It therefore appears highly unlikely that 
snapping traits to the tradeoff surface would improve predictive power without some link 
between hypothesized mechanisms, and those that actually drive community assembly. 
Another advantage of the methods we apply is that tradeoffs are theoretically 
shared across all coexisting species (Tilman 1990, 2011; Chesson 2000), suggesting that 
tradeoff surfaces parameterized using subsets of species may generate accurate 
predictions for the entire community (McGill et al. 2006; Purves & Pacala 2008). 
Accurate predictions of species abundance distributions and community productivity 
from our simulated pools of pseudo-species support this hypothesis. Importantly, these 
simulations predicted higher productivity in multi-species mixtures than in any 
constituent monoculture (i.e. “transgressive over-yielding”), which is a well-known result 
from experiments at Cedar Creek (Tilman et al. 1997). Again, this is an emergent 
property – neither the tradeoff surface nor the model guaranteed this outcome (see 
Appendix X.ii in the supplement for details). 
 
Caveats 
 There are several challenges limiting the applicability of the methods we present. 
First, many systems may be substantially more complex than the multi-species plots we 
consider, such that they cannot be approximated with simple mechanism-based models 
(Grimm, Ayllón & Railsback 2016). Similarly, available data may not always correspond 
to obvious empirical tradeoffs, nor to parameters in predictive mechanism-based models 
(Shipley et al. 2016). For example, though our fitted regressions show that including 
species richness as a covariate improved trait-based predictions of species abundances, it 
is unclear how we could empirically measure diversity dependent changes in 
monoculture traits such as R*. 
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Though we may have been uniquely fortunate in being able to match long-term 
trait data to hypothesized coexistence mechanisms in our system, similar approaches have 
been successfully applied elsewhere to parameterize mechanism-based models (though 
without snapping traits), suggesting that there may be many systems in which our 
methods apply (Kneitel & Chase 2004; McGill et al. 2006; Pavlick et al. 2012; Litchman 
et al. 2012; Scheiter, Langan & Higgins 2013; Sakschewski et al. 2016). Moreover, new 
methods for analysing observational time series can identify causal associations among 
variables and estimate their effects on system dynamics through time (Sugihara et al. 
2012; Deyle et al. 2016). These methods could be especially useful in systems where 
experimental data are lacking, or for parameterizing models for which only a subset of 
mechanisms can be linked to empirically observed traits and tradeoffs. 
 
Conclusion 
Our results show that information contained in empirically observed interspecific 
tradeoffs significantly improves predictions of coexistence, species abundances, and 
aboveground biomass in a perennial grassland. Though other locations or ecosystems 
may have different limiting factors and a different suite of relevant traits, an approach 
like ours that is based on empirical tradeoffs and mechanism-based models may help 
identify those factors and improve predictions. Because many physiological tradeoffs are 
broadly conserved across species and locations (Wright et al. 2004; Reich 2014; Kunstler 
et al. 2016), there may be similar overlap in the sets of traits and mechanisms that 
determine coexistence. If this is the case, then a manageably small number of trait-based 
measurements and models may yield strong predictions across a large range of spatial 
and temporal scales. The incorporation of information from tradeoffs into trait-based 
models of communities could therefore have the potential to make ecology an 
increasingly generalizable and predictive science. 
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Tables and Table Legends 
 
Table 1. Summary of linear regressions fitting species abundance in mixtures as a 
function of monoculture traits. All regressions include % soil carbon as a covariate. 
Regressions labelled with “planted richness” also include number of planted species as a 
covariate. Models labelled B*mono, q, or R* include only a single trait, while others 
include all traits and their interactions. Column “n” shows number of parameters in the 
regression, p-values show results for ANOVA tests comparing nested models, and partial 
R2 describes relative contribution of each term to total explanatory power. R2adj shows 
model fit from ranged major axis regression comparing observed and estimated values, 
either for species abundances, or for total community biomass for each planted mixture. 
Bolded results indicate regressions with R2 greater than that for the mechanism-based 
model parameterized with snapped traits. 
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Figures and Figure Legends 
 
Figure 1: Relationships between vegetation density and species richness. In experimental 
multi-species mixtures of grassland plants at Cedar Creek, patchiness declines as planted 
diversity increases (A-D show 1, 2, 8, and 16 species respectively). This might suggest 
that some species persist by taking up resources that their competitors cannot access. 
(Photo credit J. Miller, 2014). 
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Figure 2: Tradeoffs for monoculture aboveground biomass B*mono, competitive hierarchy 
R*, and proportion tissue nitrogen q. Traits snapped to the tradeoff surface are denoted by 
B̂*mono, R̂*, and q̂. Points show values for monocultures of 35 species. Green squares 
show C3 grasses, orange circles C4 grasses, purple triangles non-legume forbs, and pink 
diamonds legumes. Filled shapes denote species present in multi-species mixtures. (A-D) 
Raw traits fit closely to the tradeoff plane. (E) Species are excluded by competitors that 
have both lower R* and higher qB*mono. Shaded regions show species excluded by 
Andropogon gerardi (Andge) or Liatris aspera (Liaas). Difference in qB*mono between 
species (e.g. “Liaas – Andge”) shows the amount of nitrogen available to the inferior 
competitor. Dashed lines and intervals show mean ± one standard error for intraspecific 
trait variation.  
 102 
 
Figure 3: Coexistence in observed communities and model predictions. Bars and intervals 
show mean ± one standard deviation, and 95% confidence interval, averaged across 
observations or simulations. Black bars show fraction of planted species that have 
persisted in the multi-species plots. Red and blue bars show predictions of stable 
coexistence for mechanism-based models parameterized with raw and snapped traits, 
respectively. Stable coexistence in these models is identified following Eq. (5b), as 
described in the main text. See Fig. S3 in the supplement for species-level results. 
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Figure 4: Performance of model predictions. (A-B) Mean absolute error (MAE) for 
predictions of species abundances and aboveground biomass across diversity treatment 
(“2-16” describes average fit across all treatments). Fold change indicates the number of 
doublings or halvings separating predictions and observations. Red and blue lines denote 
fits for raw and snapped traits, respectively. Intervals show 95% confidence interval and 
mean ± one standard deviation, averaged across simulations. Asterisks by labels signify 
significant differences between MAE from raw and snapped traits (*p<0.05; **p<0.01; 
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***p<0.001). (C-F) Comparison of observed and predicted species abundances and 
aboveground biomass for each multi-species plot. Dark to light-coloured shapes show 
predictions for 2, 4, 8, and 16-species mixtures, respectively. Dotted lines show lower 
detection limit (0.02gm-2) and 1-1 fit; solid and dashed lines show mean and 95% 
confidence interval for regression slope from ranged major axis regression. In (A-B), p-
values are from two-sample Wilcoxon tests; in (C-F), p-values are from major axis 
regression. 
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Figure 5: Results for simulated species pools generated by sampling traits by random 
draws of points from the empirical tradeoff surface. Black shows results from observed 
multi-species mixtures; blue shows simulation results. (A) Aboveground biomass 
increases with planted richness. Intervals show mean ± one standard error measured 
across plots. (B-E) Species abundance distributions across planted richness treatments. 
Shaded region shows mean ± one standard error measured across plots. “Abundance 
rank” sorts species from most to least abundant in each plot. R2 and p-values are from 
major axis regression. 
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Appendices for Chapter One: 
Determinism and stochasticity during 88 years of grassland succession: 
Roles of soil fertility, fire, climate, competition, dispersal, and mortality 
 
Appendix A: Site and species data 
Data from the plant abundance and percent-cover old field surveys is included in 
the supplement to this paper. All data, including environmental covariates, can also be 
accessed through the Cedar Creek data webpage (cedarcreek.umn.edu/research/data), or 
the LTER data portal (portal.lternet.edu). Full methods, diagrams of plot layouts, and lists 
of specific burning years and season for each field can be found on the Cedar Creek 
webpage, under Experiment 014 (cedarcreek.umn.edu/research/data/methods?e014) and 
Experiment 054 (cedarcreek.umn.edu/research/data/methods?e054). 
 
A.1: Study design and sampling 
 Two types of surveys of vegetative dynamics are conducted in the old fields at 
Cedar Creek. Percent-cover surveys (“Experiment 014”) have been conducted eight times 
since 1983, at roughly five year intervals. Specific survey years are 1983, 1989, 1994, 
1997, 2002, 2006, 2011, and 2016. Aboveground biomass data has been collected 
annually since 1988 (“Experiment 054”). Sampling methods are descried in the main text, 
and in Inouye et al. (1987) (Experiment 14), Tilman (1987) (Experiment 14), and in 
Haddad et al. (2002) (Experiment 54). Soil total nitrogen concentration has been 
measured in the percent-cover plots every six years since the start of the experiment, and 
has been collected twice in the biomass plots (2001 and 2014). Methods are described in 
the main text, and in Knops and Tilman (2000). Vegetation and soil surveys are ongoing 
as part of long-term research at Cedar Creek. 
 
A.2: Species data 
To help reduce bias from changes in surveyor identity over time, we produced a 
simplified species list, lumping together species that are commonly mistaken for one 
another, or that are otherwise difficult to distinguish. We then grouped these by 
functional group, duration, and provenance following the methods described in the main 
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text. In general, we used the same groupings described by Inouye et al. (1987). Where 
there was disagreement among sources, or where data were otherwise unavailable, we 
used records for Minnesota listed in the USDA plants database (USDA 2017). 
 
A.3: Nitrogen data 
Soil nitrogen concentrations have strong temporal dynamics in old fields and 
Cedar Creek, and generally increase with field age (Knops & Tilman 2000). Because soil 
and vegetation surveys were not always conducted in the same years, we interpolated 
observed soil nitrogen dynamics in order to approximate concentrations at the time of 
vegetation sampling. For percent-cover plots, where we had multiple observations per 
plot, we used the lmer function in the lme4 package (version 1.1-13) in R (version 
3.3.2) (Bates et al. 2015; R. Development Core Team, 2016) to fit a model of the form: 
lmer(log(soilN)~log(age)+(1|field/transect/plot)) 
where soilN is percent soil total nitrogen (%N in oven-dried soil, on a mass by mass 
basis), age is years since field abandonment, and field, transect, and plot 
signify the sampling units of each field. 
 For the biomass plots, where we had only two measurements, we fit a linearized 
model of soil nitrogen dynamics following the methods of Knops and Tilman (2000). 
Specifically, we used the equation: 
ri = log(soilN14,i/soilN01,i) 
where ri is the exponential growth rate of soil nitrogen concentrations in plot i, soilN01,i is 
the soil nitrogen concentration in 2001, and soilN14,i is the concentration in 2014. We 
then calculated soil nitrogen concentration in plot i at time t, where t is the calendar year, 
as: 
soilNt,i = soilN01,i exp(ri [t – 2001]) 
For both types of models, we filled in missing data for plots based on the lowest nesting 
level possible (i.e. transect, field, or global mean). 
 
Appendix B: Regression methods 
B.1: Interpreting model coefficients 
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 For both regression models, we present standardized coefficients. These describe 
the statistical effect of changing each variable by a unit of one standard deviation (e.g. 
increasing soil nitrogen concentration from the mean level, to the mean level plus one 
standard deviation). To make changes in the response variable more interpretable, we 
present coefficients for the biomass model scaled in terms of fold change (i.e. the fraction 
change in biomass resulting from a change of one standard deviation in one of the 
explanatory variables, while holding all others constant). For the colonization and 
mortality models, we present coefficients in terms of hazard ratios, as described in the 
main text. 
As noted in the main text, a major advantage of the complementary log-log link 
function is that an offset term in the model can be used to account for unequal time spans 
between survey intervals. This is shown nicely in a proof by Charpentier (2015), which 
we reproduce here. In the complementary log-log link function, a linear model is 
transformed into probability units as: 
p = 1 – exp(–exp(y)) 
where p is the probability of an event, and y is the untransformed output of the linear 
model. Now, imagine that we wish to calculate an annual probability p (e.g. annual 
probability of mortality) given some observation of n years. If pn is the probability of a 
species surviving for n years, then we can relate this to p as: 
pn = 1 – (1 – p)n 
In other words, one minus the probability of a species not dying or not colonizing a plot 
for n consecutive years. Note that we can re-write this as: 
pn = 1 – exp(log(1 – p) n) 
Thus, we can substitute this into the link function as: 
pn = 1 – exp(log(1 – [1 – exp(–exp(y))]) n) 
pn = 1 – exp(log(–exp(–exp(y))) n) 
pn = 1 – exp(–exp(y + log(n))) 
This shows that if we include log(n) as an offset (n.b. an offset is simply a constant term 
added to a regression), we can account for differential sampling intervals (often called 
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“exposure times”) in our binomial model. This is the method we use for the regressions 
presented in the main text. 
 
B.2: Stepwise selection methods 
To simplify our regressions, we used a stepwise selection procedure. For both 
types of regressions, we started with the full model described in the main text. For the 
binomial models, we then removed terms one at a time, and kept the model with the 
lowest AIC. We then repeated the procedure until removing terms no longer decreased 
AIC. For the biomass model, we used a similar approach, but with adjusted-R2 (which 
accounts for number of parameters in the model) rather than AIC, as this was simpler to 
calculate for the GAMMs that we used. 
 
B.3: Model structure 
Specific model forms resulting from the stepwise selection procedure are listed 
below. For the abundance regressions, using the gamm function mgcv package (version 
1.8-17) in	R	(Wood 2011), we arrived at the following models: 
C4s~s(age,by=field)+ soilN + burning + precip*temp + C3s 
C3s~s(age,by=field)+ soilN + precip*temp + C4s 
Annuals~s(age,by=field)+ burning + precip*temp + C4s + C3s  
Forbs~s(age,by=field)+ soilN + burning + precip + temp + 
C3s 
Legumes~s(age)+ precip*temp + C4s 
Model coefficients and species groups are as described in the main text. All models also 
included the random effects term:  
random=list(field=~1,transect=~1) 
where field and transect describe the sampling units. Note that the legume model 
did not include separate splines for each field, as this model did not converge. 
 For colonization and mortality regressions, we used the glmer function in the 
lme4 package. For all of these models, we used a complementary log-log link function, 
using the command: 
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family = binomial(link="cloglog") 
We also included an offset term of the form: 
offset(log(dt_m1)) 
and included a random effect of the form: 
(1|field) 
For colonization models, we arrived at the forms: 
C4s~soilN + burning + precip*temp + C3s + trnsabund 
C3s~precip + C4s + trnsabund 
Annuals~soilN + burning + precip*temp + C4s + C3s + 
trnsabund 
1 – Forbs~soilN + burning + precip*temp + C3s + trnsabund 
Legumes~soilN + burning + precip*temp + C4s + trnsabund 
where “trnsabund” is the within-group mean abundance in each transect. Note that for 
forbs, we had to fit the model for 1 – probability of colonization, as probability of 
colonization would not converge. This is a disadvantage of the complementary log-log 
link function, as some ranges of parameter values can lead to probability estimates 
outside of the range [0,1], and therefore cause model convergence failure. Though this 
meant that we could not include an offset for the forb model, we nevertheless 
transformed predictions to provide estimates of annual colonization probability, based on 
mean inter-survey time period. 
For mortality models, we arrived at the forms: 
C4s~soilN + burning + precip*temp + C3s + pltabund 
C3s~burning + precip*temp + C4s + pltabund 
Annuals~soilN + burning + precip*temp + C4s + C3s + 
pltabund 
Forbs~soilN + burning + precip*temp + C4s + C3s + pltabund 
Legumes~soilN + burning + precip*temp + C4s + pltabund 
where “pltabund” is the within-group abundance in each plot during the previous 
survey. 
For the abundance model, we used the default adjusted R2 estimate generated by 
the gamm function. For the binomial regressions, we used the pseudo-R2 index proposed 
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by Tjur (2009), which is simply the difference between the mean predicted probability of 
an event occurring for all instances where the event was observed to occur, minus the 
mean predicted probability for all events where the event was not observed to occur. Note 
that when predictions perfectly identify events, this index is 1, and decreases towards a 
minimum value of zero as predictions get worse. 
 
Appendix C: Metapopulation simulation 
C.1: Model methods 
As described in the main text, we conducted the metapopulation simulations using 
predictions from the abundance, colonization, and mortality regressions. For each time 
step, we calculated predicted abundance of each group, then simulated stochastic 
mortality events, and then simulated stochastic colonization events (based on the pre-
mortality abundance). At year zero (i.e. at the beginning of the simulation), we assumed 
zero abundance of all species. 
Specific details about the scenarios are described in the main text. Note that to 
generate the empirical relationship between precipitation and temperature at Cedar Creek, 
we fit a ranged major axis regression using the lmodel2 function (version 1.7-2) in R 
(Legendre 2014). This resulted in the relationship: 
precip = 1963.772 - 63.99626*temp 
where precip is average total precipitation in mm, and temp is mean daily high in 
degrees C, measured from April to August. 
Each simulation run translates roughly to mean dynamics at the level of a percent-
cover survey transect (i.e. 25 simulated “plots”). For each scenario, we simulated 1,000 
iterations. In general, this process was very simple, and required nothing more than 
careful book keeping of how the simulation responded to predictions from the 
regressions. One exception to this was the interactive effects of C3 and C4 competition. 
To account for their negative effects on one another’s abundances, we jointly solved the 
linear equations predicting each of their abundances (i.e. assuring that C3s and C4s were 
predicted to have the same abundance as was used to calculate their negative effects on 
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other groups). In cases where we predicted negative abundances for either group, we set 
their abundance to zero. 
 
C.2: Full scenario results 
In addition to the scenarios described in the main text, we simulated a set of fully 
interactive scenarios of burning, soil fertility, and climate in order to show how 
predictions from our metapopulation model changed across a wider range of conditions. 
For burning, we simulated two scenarios: one that had been burned regularly since field 
abandonment, and one that was never burned. For climate, we simulated five scenarios 
with mean climate conditions drawn from the major axis regression line comparing 
historical precipitation and temperature trends. These corresponded to mean temperature 
conditions falling between zero and two standard deviations above and below the 
historical mean, and inter-annual variability determined by the observed historical 
variance in both climate variables, roughly spanning the most extreme events observed in 
the past 50 years at Cedar Creek (including the 1988 “North American Drought” and the 
1993 “Great Mississippi Flood”; see Fig. 2b in the main text). Lastly, we used our fitted 
regression of soil total nitrogen dynamics for the percent-cover plots to generate three 
scenarios of nitrogen dynamics: one following the mean relationship of increasing soil 
total nitrogen concentrations with field age, and two following the mean trend ± one 
standard deviation, based on observed among-field variability (Fig. 2a in the main text). 
Unlike the scenarios described in the main text, we did not vary soil nitrogen dynamics 
among simulations within individual scenarios for these expanded analyses. 
Because plotting observed successional trajectories for each of the 30 interactive 
combinations of scenarios outlined above (two burning, three soil fertility, and five 
climate), we used four indices to summarize successional dynamics (see examples in Fig. 
S5). Annualmid. shows final year for which annual forbs and grasses make up at least 50% 
of total aboveground biomass; C4mid. shows first year for which C4 grasses and sedges 
make up at least 50% of biomass; C3range shows range of years for which C3 grasses 
make up at least 50% of biomass; and eHmid shows mean Shannon diversity of species 
groups averaged across all years (Fig. S5). These represent, respectively, the length of 
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time that annuals persist before they are displaced by other species, the length of time 
required for C4s to colonize and dominate a field, the length of time that C3s exclude 
other species from a field, and the general abundance of groups of rarer, non-dominant 
species groups (i.e. forbs and legumes). 
Results largely accorded with those from the simpler set of scenarios described in 
the main text (Fig. S6). Depending on the scenario, Annualmid varied from 5-15 years, 
C4mid. from 20-70 years, C3range from 15-60 years, and eHmid from 1.9-2.8. Warmer, dryer 
conditions tended to increase dominance time by annuals (i.e. larger Annualmid), decrease 
the time it took C4s to become dominant (i.e. smaller C4mid.), and decrease the length of 
time that C3s were dominant (i.e. smaller C3range). Mean species group diversity (i.e. 
eHmid) followed a humped-shaped relationship, with highest diversity given current mean 
climate conditions. Lastly, both burning and reduced soil total nitrogen concentrations 
had similar impacts, with faster dominance by C4s, decreased dominance time by C3s, 
increased diversity, and relatively little effect on annuals. 
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Figures: 
 
Figure S1: Map of the old field experiments at the Cedar Creek Ecosystem Science 
Reserve. Purple rectangles show regions with survey plots in each field. Numbers by 
each rectangle correspond to field identifiers in Table 1. 
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Figure S2: Changes in species richness (a-i) and Shannon diversity (j) as a function of 
field age (i.e. years since abandonment) for (a-d,f-i) various plant functional groups, and 
(e,j) all species. Each line shows the successional trajectory for a single field. Red and 
blue lines show dynamics in burned and unburned transects, respectively. Lighter colours 
show dynamics for younger fields. Note the difference in scale for the vertical axis 
among panels. 
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Figure S3: Changes in aboveground biomass (a-f,h) and species richness (g) as a function 
of time and weather for (a-f) various functional groups, and (g-h) all species. Colours and 
lines are as described in the legend for Fig. S2. (g) Time trends for mean daily maximum 
temperature (red) and total precipitation (blue), measured April-August. Dotted lines in 
all panels correspond to an extreme drought event in 1988 (the “North American 
Drought”), and a less severe drought in 2008. Note corresponding changes in species 
biomass and diversity. 
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Figure S4: Partial R2 showing relative explanatory power for parameters in the 
abundance, colonization, and mortality regressions. Bars and lines show mean ± one and 
two standard deviations, based on 1,000 nonparametric bootstrapped iterations (i.e. 
resampling data and predictions with replacement). 
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Fig. S5: Example output from one run of the metapopulation model (mean conditions 
used for all variables), demonstrating summary statistics. See text for details. 
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Figure S6: Results from the metapopulation models. Shaded regions show mean ± one 
standard deviation, calculated across 1,000 simulations. Purple shows Annualmid., light 
blue shows C4mid., orange shows C3range, and black shows eHmid. Horizontal axes shows 
mean change in precipitation (top) and temperature (bottom) ranging from cool and wet 
years to warm and dry years, following the relationship described in Fig. 2b. Panels in the 
left column (a,c,e) and right column (b,d,f) show simulation results for unburned and 
burned plots, respectively. Panels from top row, middle row, and bottom row show 
scenarios with decreasing soil fertility (a-b,c-d,e-f). See Fig. S5 for examples of how to 
interpret the indices. 
Appendices for Chapter Two:
Harnessing Uncertainty to Approximate Mechanistic Models
A MacArthur’s resource competition model
A.I Derivation of the model
MacArthurs 1970 resource competition model tracks dynamics in a community of n interacting
species that jointly compete for a pool of lmax limiting resources (MacArthur, 1970). Resources in
this model are perfectly substitutable, in that a su cient quantity of any combination of resource
types allows species to persist (Tilman, 1982). However, species di↵er in their ability to acquire
each resource, and resources can di↵er in terms of how much they contribute to species growth rates
(though the relative contribution of each resource is shared across all species). An example of such
a resource might be energy, or food items of similar nutritious value (Chesson, 1990). Following the
notation of Chesson (1990) (see note below), dynamics of the abundance of species i, Xi, follow:
1
Xi
dXi
dt
= bi
 
lmaxX
l=1
cilwlRl  mi
!
(SA1)
where bi is the growth rate of species i, cil is the capture rate of resource l by species i, wl describes
the contribution of resource l to species growth relative to other resources, andmi is the total amount
of resource that must be acquired by a species per unit time in order to maintain zero population
growth (i.e. a basal metabolic rate, or population mortality rate). For simplicity, we group the cil
terms into a matrix c, where each species is represented by a row, and each resource by a column.
The resources in this model grow logistically in the absence of consumption, with dynamics of
the availability of resource l, Rl, following:
1
Rl
dRl
dt
= gl(1  Rl
l
) 
nX
j=1
cjlXj (SA2)
where gl is the growth rate of the resource, l is its carrying capacity in the absence of consumers,
and j is used to index species. MacArthur’s great insight was to realize that if dynamics of the
resource are much faster than dynamics of the consumer species, then we can assume that the
resource is always at equilibrium relative to consumer abundance. Following this approximation:
Rl = l(1 
nX
j=1
cjl
gl
Xj) (SA3)
We can then substitute this approximation for Rl into Eq. (SA1), yielding a simplified model of the
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form:
1
Xi
dXi
dt
= bi
0@lmaxX
l=1
cilwll  mi  
nX
j=1
lmaxX
l=1
cilcjl
wll
gl
Xj
1A (SA4)
In order to relate this to more typical formulations of Lotka-Volterra competition, we can group
these parameters into two major terms:
aij =
lmaxX
l=1
cijcji
wll
gl
(SA5)
ki =
lmaxX
l=1
cilwll  mi (SA6)
where aij describes the e↵ect of species j on the growth rate of species i, and ki is total uptake of
resource l by species i at equilibrium. The terms of Eq. (SA5) (which include the e↵ect of species i on
itself, aii) are typically grouped together into matrix a, known as a “community” matrix (Dormann,
2008). Note that for this model, a is necessarily symmetric (i.e. aij = aji) (MacArthur, 1970).
Substituting the terms in Eqs. (SA5) and (SA6) into Eq. (SA4) gives:
1
Xi
dXi
dt
= bi
0@ki   nX
j=1
aijXj
1A (SA7)
which is equivalent to Eq. (2) in the main text. To make this system as simple as possible, we
further reduce it from the form used in MacArthur (1970) and Chesson (1990) with a number of
assumptions:
1. wll = 1 2. gl = 1 3. mi = 0.1 4. bi = 0.1
Note that this meets MacArthurs assumption that gl   bi. In biological terms, these assumptions
e↵ectively require, respectively, that the the total nutritious value of each resource available in the
absence of consumption, wll, is constant across resources and species and is scaled to 1; growth
rates of all resources, gl, are equivalent across resources and are scaled to 1; species maintenance
rates, mi, are equivalent across species and are scaled to 0.1; and growth rates, bi, are equivalent
across species and scaled to equal 0.1 as well. Thus, we can further simplify Eqs. (SA5) and (SA6)
as:
aij =
lmaxX
l=1
cilcjl (SA8)
ki =
lmaxX
l=1
cil   0.1 (SA9)
138
Note that Eq. (SA7) di↵ers from the form of the Lotka-Volterra system that is presented in many
textbooks:
1
Xi
dXi
dt
= ri
✓
1  Xi +
P
j 6=i ↵ijXj
Ki
◆
(SA10)
While Eq. (SA9) is mathematically equivalent to Eq. (SA10), the parameterization di↵ers some-
what. Specifically, ↵ij , Ki, and ri are usually meant to represent competition coe cients, carrying
capacity, and relative growth rates, respectively, but all scaled by the inhibitory e↵ect of species i
on itself (i.e. aii). Thus, to convert the parameters we use here to these “classical” versions of the
model requires ↵ij = aij/aii, Ki = ki/aii, and ri = biki (Chesson, 2000). In MacArthur (1970),
parameters a and k are written as ↵ and K, respectively. To avoid potential confusion, we therefore
use the notation and derivation from Chesson (1990) with three somewhat pedantic exceptions:
1. we use lmax rather than m to indicate the number of limiting resources
2. we use gl rather than rl to indicate the growth rate of the resource
3. we use l rather than Kl to indicate the carrying capacity for the resource
We make these notational changes because m is also used to describe the minimum quantity of
resource needed by each species, and in order to reserve r and K to indicate species growth rates
and carrying capacities in the “textbook” Lotka-Volterra system.
A.II Model equilibria and stability
Following Chesson (1990), equilibrium population abundance in this model can be found by solving:
~X⇤ = a 1~k (SA11)
where ~X⇤ is the vector of species equilibrium abundances, a 1 is the inverted form of matrix a
(provided that it exists), and ~k is a vector containing the ki elements from Eq. (SA8). If all values
of ~X⇤ are positive, then the solution is said to be “feasible” (i.e. physically possible).
A necessary, but insu cient, criterion for an equilibrium to be stable in this system is that the
number of coexisting species, n, must be less than or equal to the number of limiting resources,
lmax, and the consumption vectors of each species, made up of the elements of c, must be linearly
independent from one another (MacArthur, 1970; Levin, 1970). Because the elements of a are simply
the product of pairwise elements of c, this implies that coexistence can only occur if a contains n
linearly independent elements (i.e. a must be of “full rank”) (Chesson, 1990). However, even if this
condition is met, it is possible that the equilibrium is not locally stable.
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To fully determine stability for the equilibria in this system, we therefore calculated the eigen-
values of the Jacobian matrix, composed of elements:
Jii = bi
0@ki   2aiiX⇤i  X
j 6=i
aijX
⇤
j
1A (SA12)
Jij =  biaijX⇤i (SA13)
From Eq. (SA8), note that at equilibrium, provided that all species have positive abundance,
ki =
P
j aijX
⇤
j , which implies that Jii =  biaiiX⇤i . However, if any species are competitively
excluded, this simplification no longer holds, as
P
j aijX
⇤
j can be greater than ki for these species.
If all eigenvalues of J are negative, this indicates that the solution is locally stable. Furthermore,
though local equilibria are not always globally stable in general Lotka-Volterra systems (Goh, 1977),
any feasible, locally stable equilibrium in the MacArthur model is also globally stable (Chesson,
1990; Haygood, 2002). Thus, if we are able to identify a unique equilibrium that was both feasible
and locally stable, it will also be globally stable.
We o↵er one piece of caution in interpreting this assumption of global stability. The technical
requirement for this form of stability is that the solution is “interior” – i.e. all resources and species
have positive abundances at equilibrium (Haygood, 2002). Note, however, that in a system with
n > lmax coexisting species (or with fewer than n linearly independent consumption vectors), only
subsets of species can coexist at equilibrium. It is possible that multiple such subsets will appear to
be “globally stable,” in the sense that they are stable in the absence of other species. For example,
given two limiting resources and species A, B, and C, the full community of all three species may be
unable to stably coexist, but all three pairwise communities (A and B; B and C; A and C) may be
able to stably coexist in the absence of the third competitor. While this technically meets the criteria
for “global stability of interior equilibria” from the perspective of each two species community living
in isolation, calling such a system “globally stable” is potentially confusing, as there is no single
mixture of species that will dominate under all circumstances.
Furthermore, because these species are likely to have consumption vector that are linearly related
to one another, there is a strong possibility that the system is in fact “neutrally” stable with respect
to mixtures of n > lmax species. This can make identifying stable equilibria through the use of
numerical techniques exceedingly di cult, and we therefore strongly suggest that the stability of
equilibria in this system be determined analytically through the use of the Jacobian matrix.
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B The covariance matrix
B.I Derivation of the covariance matrix
In the deterministic model:
aij =
lmaxX
l=1
cilcjl (SB1)
We now add process noise to the capture rate of resource l by species i as:
c˜il = cil +  Zil (SB2)
where Zil ⇠ N (0, 1), and c˜ij indicates a normally distributed random variable centered on cij
with standard deviation determined by  . We assume that {Zil}i=1,...,n;l=1,...,lmax are independently
distributed. This implies that Cov(Zil, Zjl) = 0 and Cov(Zil, Zim) = 0. Note (as discussed below)
that the expected value of a function of c˜ij is not necessarily equal to the same function applied to
cij (i.e. E(f(c˜ij)) 6= f(cij)).
Because of the symmetrical nature of a in the MacArthur model, the covariance matrix of
relationships among all components of a can be fully described using just six classes of functions.
For simplicity, we refer to these six types of terms using the following shorthand: Var(a˜ii), Var(a˜ij),
Cov(a˜ij , a˜ji), Cov(a˜ij , a˜ii), Cov(a˜ij , a˜ik), and Cov(a˜ij , a˜kl). More specifically:
1. Var(a˜ii) and 2. Var(a˜ij) describe, respectively, the variance in the e↵ects of self-limitation
(aii), and variance in the e↵ects of interspecific competition (aij)
3. Cov(a˜ij , a˜ji) describes the covariance between any pair of interaction terms where one term
describes self-limitation of species i by species j, and the second describes self-limitation of
species j by species i.
4. Cov(a˜ij , a˜ii) describes the covariance between any pair of interaction terms where one term
describes self-limitation and the other describes either the e↵ect of that self-limiting species
on another species, or the e↵ect of another species on that self-limiting species (i.e. this term
also includes Cov(a˜ji, a˜ii))
5. Cov(a˜ij , a˜ik) shows the covariance between two interspecific competition terms that include
three distinct species (i.e. this term also includes Cov(a˜ij , a˜ki), Cov(a˜ij , a˜jk), etc).
6. Cov(a˜ij , a˜kl) describes covariance between any two terms where none of the species in one of
the coe cients is included in the other coe cients (i.e. this term also includes Cov(a˜ij , a˜kk),
Cov(a˜ii, a˜jj), etc).
Analytical forms corresponding to these six classes of parameters and derivations for those forms
(as well as expected values for a˜), are listed below. Note that these analytical functions closely
approximate the empirical estimates derived from simulations, even when n is large and n 6= l
(Fig. S1). The magnitudes of the six types of components in the covariance matrix also tend to cluster
together, and, given some relatively broad conditions that we identify, have relative magnitudes
Var(a˜ii) > Var(a˜ij) = Cov(a˜ij , a˜ji) > Cov(a˜ij , a˜ii) > Cov(a˜ij , a˜ik) > Cov(a˜ij , a˜kl) = 0. (For the
precise conditions needed to ensure that these inequalities hold, see Appendix B.II.)
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For these derivations, it is helpful to recall the formula for the covariance of two random variables,
X and Y , with means µX and µY and variances  2X and  
2
Y , respectively: Cov(X,Y ) = E(XY )  
E(X)E(Y ). Thus, the expected value of their product, E(XY ) = E(X)E(Y )+Cov(X,Y ). Similarly,
recall that  2X = E(X2)  E(X)2.
Calculations of expected values
Note that because of the assumption that noise in each component of c˜ is independent:
E(c˜ilc˜jl) = cilcjl for i 6= j (SB.0.1)
Furthermore,
E(c˜2il) = c2il +  2 (SB.0.2)
because Var(c˜ij) = Var(cij +  Zil) =  2.
With a˜ij =
Plmax
l=1 c˜ilc˜jl, we know that:
E(a˜ij) = E(
lmaxX
l=1
c˜ilc˜jl) =
lmaxX
l=1
E(c˜ilc˜jl) =
lmaxX
l=1
E(c˜il)E(c˜jl) (SB.0.3)
=
lmaxX
l=1
cilcjl = aij for i 6= j
and
E(a˜ii) = E(
lmaxX
l=1
c˜2il) =
lmaxX
l=1
Ec˜2il =
lmaxX
l=1
(c2il +  
2) = a2ii + lmax 
2 (SB.0.4)
Calculations of covariance classes
Class 1: Var(a˜ii) = 2 
2(lmax 
2 + 2aii) (SB.1)
Because of the independence assumption
Var(a˜ii) = Var(
lmaxX
l=1
c˜2il) =
lmaxX
l=1
Var(c˜2il) (SB.1.1)
If X = µ+  Z, then
VarX2 = Var(µ2 + 2µ Z +  2Z2) (SB.1.2)
= Var(2µ Z +  2Z2)
= Var(2µ Z) + Var( 2Z2) + Cov(2µ Z, 2Z2)
= 4µ2 2 +  4Var(Z2) + E(2µ 3Z3)  E(2µ Z)E( 2Z2)
= 4µ2 2 + 2 4
Hence,
Var(c˜2il) = 2 
4 + 4 2c2il (SB.1.3)
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and
Var(a˜ii) = 2 
2
 
lmaxX
l=1
( 2 + 2c2il)
!
(SB.1.4)
= 2 2
 
lmax 
2 + 2
lmaxX
l=1
c2il
!
= 2 2(lmax 
2 + 2aii)
Lastly, note that if we assume  4 ⇡ 0 (i.e.   ⌧ 1), then we can approximate Eq. (SB.1) as:
Var(a˜ii) ⇡ 4 2aii (SB.1.5)
This is the linearized approximation used in Fig. 1 in the main text.
Class 2: Var(a˜ij) =  
2(lmax 
2 + aii + ajj) (SB.2)
Var(a˜ij) = Var
 
lmaxX
l=1
(c˜ilc˜jl)
!
=
lmaxX
l=1
Var(c˜ilc˜jl) (SB.2.1)
If X and Y are independent random variables,
Var(X,Y ) = E
 
(XY )2
   E (XY )2 (SB.2.2)
= E(X2)E(Y 2)  E(X)2E(Y )2
= E(X2)E(Y 2)  E(X2)E(Y )2 + E(X2)E(Y )2   E(X)2E(Y )2
= E(X2)Var(Y ) + E(X2)E(Y )2   E(X)2E(Y )2
= E(X2)Var(Y ) + E(Y )2Var(X) + E(Y 2)Var(X)  E(Y 2)Var(X)
= E(X2)Var(Y ) + E(Y 2)Var(X) Var(X)Var(Y )
Hence,
Var(c˜ilc˜jl) = E(c˜2il)Var(c˜jl) + E(c˜2jl)Var(c˜il) Var(c˜il)Var(c˜jl) (SB.2.3)
=  2E(c˜2il) +  2E(c˜2jl)   4
If X = µ+  Z, then
E(X2) = E(µ2 + 2µ Z +  2Z2) = µ2 +  2 (SB.2.4)
Hence,
 2E(c˜2il) +  2E(c˜2jl)   4 =  2(c2il +  2) +  2(c2jl +  2)   4 (SB.2.5)
=  2(c2il + c
2
jl) +  
4
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Therefore,
Var(a˜ij) =
lmaxX
l=1
Var(c˜ilc˜jl) (SB.2.6)
=
lmaxX
l=1
 
 2(c˜2il + c˜
2
jl) +  
4
 
=  2
 
lmax 
2 +
lmaxX
l=1
(c2il + c
2
jl)
!
=  2(lmax 
2 + aii + ajj)
Lastly, note that if we assume  4 ⇡ 0 (i.e.   ⌧ 1), then we can approximate Eq. (SB.3) as:
Var(a˜ij) ⇡  2(aii + ajj) (SB.2.7)
This is the linearized approximation used in Fig. 1 in the main text.
Class 3: Cov(a˜ij , a˜ji) =  
2(lmax 
2 + aii + ajj) (SB.3)
Because a is symmetrical, we know that aij is equal to aji, as are any individual observations of a˜ij
and a˜ji. Thus,
Cov(a˜ij , a˜ji) = Var(a˜ij) =  
2(lmax 
2 + aii + ajj) (SB.3.1)
Class 4: Cov(a˜ij , a˜ii) = 2 
2aij (SB.4)
Cov(a˜ij , a˜ii) = Cov
 
lmaxX
l=1
(c˜il, c˜jl),
lmaxX
k=1
c˜2ik
!
(SB.4.1)
=
lmaxX
l=1
lmaxX
k=1
Cov(c˜ilc˜jl, c˜
2
ik)
=
lmaxX
l=1
Cov(c˜ilc˜jl, c˜
2
il)
We need to calculate Cov(XY,X2), where X and Y are independent random variables.
Cov(XY,X2) = E(X3, Y )  E(XY )E(X2) (SB.4.1)
= E(X3)E(Y )  E(X)E(Y )E(X2)
=
 
E(X3)  E(X)E(X2) E(Y )
Defining X as X = µ+  Z, and simplifying the first term on the right hand side of the equation,
E(X3)  E(X)E(X2) = E  µ3 + 3µ2 Z + 3µ 2Z2 +  3Z3   µ(µ2 +  2)  (SB.4.2)
= µ3 + 3µ 2   µ3   µ 2 = 2µ 2
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Hence,
Cov(a˜ij , a˜ii) =
lmaxX
l=1
Cov(c˜ilc˜jl, c˜
2
il) (SB.4.3)
=
lmaxX
l=1
(2 2cilcjl) = 2 
2aij
Class 5: Cov(a˜ij , a˜ik) =  
2ajk (SB.5)
Cov(a˜ij , a˜ik) = Cov(
lmaxX
l=1
(c˜ilc˜jl),
lmaxX
m=1
c˜imc˜km) (SB.5.1)
=
lmaxX
l=1
lmaxX
m=1
Cov(c˜ilc˜jl, c˜imc˜km)
=
lmaxX
l=1
Cov(c˜ilc˜jl, c˜ilc˜kl)
If X, U , and V are independent random variables, then
Cov(XU,XV ) = E(X2UV )  E(XU)E(XV ) (SB.5.2)
= E(X2)E(U)E(V )  E(X)2E(U)E(V )
= Var(X)E(U)E(V )
Hence,
Cov(c˜ilc˜jl, c˜ilc˜kl) = Var(c˜il)E(c˜jl)E(c˜kl) (SB.5.3)
=  2cjlckl
Therefore,
Cov(a˜ij , a˜ik) =
lmaxX
l=1
Cov(c˜ilc˜jl, c˜ilc˜kl) (SB.5.4)
=
lmaxX
l=0
( 2cjlckl) =  
2aik
Class 6: Cov(a˜ij , a˜kl) = 0 (SB.6)
Cov(a˜ij , a˜kl) = Cov
 
lmaxX
h=1
c˜ihc˜jh,
lmaxX
g=1
c˜kg c˜lg
!
(SB.6.1)
=
lmaxX
h=1
lmaxX
g=1
Cov (c˜ihc˜jh, c˜kg c˜lg) = 0
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because of the independence assumption.
B.II Relative values of the covariance matrix
Given that some relatively general criteria are met, the relative magnitudes of the components of
the covariance matrix of a˜ are related in the following manner (Fig. S1):
Claim: Var(a˜ii)
(i)
> Var(a˜ij)
(ii)
= Cov(a˜ij , a˜ji)
(iii)
> Cov(a˜ij , a˜ii)
(iv)
> Cov(a˜ij , a˜ik)
(iv)
> Cov(a˜ij , a˜kl)
(vi)
= 0
Here, we derive the six specific criteria required to assure this specific of inequalities.
(i) Var(a˜ii) > Var(a˜ij) if lmax 
2 > ajj   3aii for all i 6= j
Var(a˜ii) = 2 
2(lmax 
2 + 2aii)
Var(a˜ij) =  
2(lmax 
2 + aii + ajj)
Hence,
Var(a˜ii) Var(a˜ij) = 2 2(lmax 2 + 2aii)   2(lmax 2 + aii + ajj)
=  2(2lmax 
2 + 4aii   lmax 2   aii   ajj)
=  2
 
lmax 
2 + 4aii   (aii + ajj)
 
> 0
if lmax 
2 > aii + ajj   4aii = ajj   3aii
(ii) Var(a˜ij) = Cov(a˜ij , a˜ji)
This is Class 3 from Appendix B.I
(iii) Cov(a˜ij , a˜ji) > Cov(a˜ij , a˜ii) for all i 6= j
Cov(a˜ij , a˜ji) =  
2(lmax 
2 + aii + ajj)
Cov(a˜ij , a˜ii) = 2 
2aij
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Hence,
Cov(a˜ij , a˜ji)  Cov(a˜ij , a˜ii) =  2(lmax 2 + aii + ajj   2aij)
=  2(lmax 
2 +
lmaxX
l=1
c2il +
lmaxX
l=1
c2jl   2
lmaxX
l=1
cilcjl)
=  2(lmax 
2 +
lmaxX
l=1
 
c2il   cilcjl + c2jl
 
)
=  2(lmax 
2 +
lmaxX
l=1
(cil + cjl)
2) > 0
(iv) Cov(a˜ij , a˜ii) > Cov(a˜ij , a˜ik) if 2aij > akj
Cov(a˜ij , a˜ii) = 2 
2aij
Cov(a˜ij , a˜ik) =  
2ajk
Hence,
Cov(a˜ij , a˜ii)  Cov(a˜ij , a˜ik) =  2(2aij   ajk) > 0 if 2aij > ajk
(v) Cov(a˜ij , a˜ik) > Cov(a˜ij , a˜kl) if cjlckl > 0 for at least one l
Cov(a˜ij , a˜ik) =  
2ajk
Cov(a˜ij , a˜kl) = 0
Hence,
Cov(a˜ij , a˜ik)  Cov(a˜ij , a˜kl) =  2ajk
=  2
lmaxX
l=1
(cjlckl) > 0
if cjlckl > 0 for some l
(vi) Cov(a˜ij , a˜kl) = 0
This is Class 6 from Appendix B.I
The sequence of inequalities therefore holds if:
(i) lmax 2 > ajj   3aii, i.e. 13   lmax 
2
3aii
< ajjaii < 3 +
lmax 
2
aii
(iv) 2aij > akj , i.e.
1
2 <
aij
akj
< 2
(v) ajk > 0, i.e. cjlckl > 0 for some l
Biologically, these requirements can be interpreted as meaning that: (i) di↵erences in self-
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limitation among species are reasonably small; (iv) per-capita e↵ects of species j on species i and k
are of a similar magnitude; and (v) the species are both limited by at least one shared resource.
C Model simulation
We simulated three forms of the MacArthur model with process noise. First, we simulated the mech-
anistic model itself, using the paramteres sampled from c˜ with added noise to directly calculate a .
Second, we simulated an “uncorrelated” model, in which we accounted for the variance components
in a˜ that arose from c˜, but not for covariance among the elements of a˜ . Lastly, we simulated a
“covariance” model, which accounted for the full variance-covariance relationship among elements
of a˜ , as calculated in Appendix B.I.
For the tests described in the main text, we completed 20,000 iterations of each model, along a
gradient of community sizes (n = 2, 4, 6, 8, 10) and process noise magnitudes (  = 0.01, 0.05, 0.1, 0.15).
For each iteration, we generated a unique set of consumption parameters for each species and re-
source following a Sobol sequence with Owen and Faure-Tezuka scrambling, using the randtoolbox
package in the R programming language (Dutang and Savicky, 2015; R Core Team, 2016). This pro-
cedure produced a set of over-dispersed pseudo-random values, which increased the dissimilarity
among species foraging vectors, and therefore increased the probability of coexistence (Chesson,
1990; Haygood, 2002). To further increase the likelihood of coexistence, we imposed a tradeo↵ by
scaling consumption vectors for each species to have a mean value of one, which ensured that large
values of cil for one resource (i.e. e↵ective foraging) were compensated by small values (i.e. ine↵ec-
tive foraging). As described in Appendix A.I, to reduce model complexity we set gl = mi = 0.1 for
all species, and set l = gl = 1 for all resources.
After generating c, we added process noise using a Gaussian distribution with variance  2 cen-
tered on the original c values, and truncated at zero. In general,   was su ciently small relative
to the elements of c that this truncation did not greatly e↵ect model outcomes (see Fig. 1a in the
main text). To generate the mechanistic model estimate of a , we simply followed the relationship
in Eq. (SA5). To calculate the uncorrelated model estimate of a , we sampled values from a Gaus-
sian distribution centered on the expected values described in Eqs. (SB.0.1)-(SB.0.2), with variance
determined by the equations in Class 1 and 2 of Appendix B.I (again, truncated at zero). Lastly, to
calculate the covariance model estimate of a, we sampled from a multivariate Gaussian distribution
(again, truncated at zero) parameterized using the expected values and full covariance relationship
described in Appendix B.I, using the mvtnorm package in R (Mi et al., 2009).
For each of these estimates of a , we used the equations in Appendix A.II to calculate all potential
equilibria, and to test the stability of those equilibria. For example, for mixtures that included
species A, B, and C, we tested for feasibility and stability of the three species community, as well
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as of all single-species and two-species communities. If multiple communities that were subsets of
one another were stable, we included information only from the most diverse mixture (e.g. if a
community of species A and B was stable in the absence of C, and a community that included all
three species was stable, then we used only the estimate that included all three species). We then
used the estimates of stable species abundances to calculate species richness, the Shannon diversity
index, and the Simpson diversity index for each type of model (though we present results only for
richness, because the other indices produced qualitatively similar results). As described in the main
text, to simplify tracking the provenance of error in these models, we assumed perfect knowledge of
ki and bi for each species.
Lastly, we compared the ability of the uncorrelated and the covariance models to accurately
predict results from the mechanistic model. If multiple stable communities were predicted by a
model (which was relatively common for cases of n > lmax), we compared mean estimates of the
diversity statistics from across all of these stable communities (though after excluding communities
that were subsets of one another, as outlined above). To test predictions of abundance, we compared
estimates for all stable communities predicted by each model. In cases where one model predicted
that a community was stable when another did not, we set abundance estimates to zero for all
species in the unstable case.
D Methods for empirical data
D.I Removing eigenvalues from interaction matrix
Random noise will often increase a matrix that is not of full rank to one that is of full rank (i.e. it make
all of the rows and columns of the matrix linearly independent, even if they were not before the noise
was added) (Bates and Maechler, 2010). This means that the rank predicted by the uncorrelated
model frequently di↵ers from that in the mechanistic model. This is because, no matter how much
noise is added to c, mechanistic derivations of a can never have more than lmax linearly independent
rows and columns (Chesson, 1990).
However, if the elements of a are calculated independently (e.g. through field measurements, or
using the uncorrelated model methods described above), then even infinitesimal noise will frequently
lead to linear independence among all rows and columns of a˜ (Anderson et al., 2010; Bates and
Maechler, 2010), and could thereby lead to predictions of coexistence among all competing species,
even if n  lmax (n.b. matrix a˜ is technically a Gaussian Wigner matrix).
If the noise is small, it may be possible to identify these “extra” dimensions that were added by
noise based on the magnitude of their eigenvalues, which will usually be smaller than that of the
“true” eigenvalues (see Fig. 4 in the main text). This is similar to what happens to a sheet of paper
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that is slightly crinkled - the paper will not be perfectly flat, but it will be almost flat. Given an n
by n square matrix M with eigenvalues ~e = [e1, e2, ..., en] and eigenvectors v = [~v1,~v2, ...,~vn], we
can transform M such that ei = 0 through the function:
Mnew =M  ei(~vi~vTi )/(||~vi||2)
where ~vTi is the transpose of ~vi, and ||~vi||2 is the square of the norm of ~vi (i.e. the sum of the squared
elements of ~vi) (Leskovec et al., 2014).
We can interpret this transformation as having “removed” the extra dimensions associated with
that eigenvalue, and Mnew will be of one unit lower rank than M (i.e. it will have one fewer set of
linearly independent rows and columns). However, this transformation will not completely remove
the e↵ects of noise: ifM was created by adding noise to a lower-dimensional matrixN, matrixMnew
may be more similar to N than M is, but N and Mnew will not be identical. Furthermore, this
process can add imaginary components to Mnew even if they are not present in M, and rounding
errors can result in the re-addition of some removed eigenvalues if the procedure is repeated multiple
times to remove more than one eigenvalue.
D.II Fitting the covariance model
To demonstrate that the covariance model can be fit to observed data resulting from the mechanistic
MacArthur model, we simulated 100 observations of species abundances from this model under two
scenarios. The first included three species and two limiting resources, and the second included three
species and three limiting resources. In all cases, we used a fixed level of process noise, with   = 0.1.
For each of 5000 iterations, we then generated new estimates of a by sampling from the analytical
covariance relationship, centered around the true expected values of a. We then calculated species
abundance distributions, the likelihood of the 100 observations given the covariance model, and
the eigenvalues of the estimated a for each of these 5000 iterations. To estimate model likelihood,
we simulated 10,000 estimated species abundance distributions for each potential value of a, and
used a nonparametric density smoother to calculate the probability density of the observed species
abundances given the simulated distribution.
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Figure S1: Comparison of analytical estimates of the covariance among terms in the interaction
matrix a˜, and empirical estimates generated from the mean of 20,000 simulations of a system with
n = 10, lmax = 5, and   = 0.1. Colors distinguish among di↵erent classes of variance and covariance,
which cluster roughly into five groups, corresponding to the six functions discussed in Appendix B.I.
See text for details.
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Figure S2: Correspondence between mechanistic model and Lotka-Volterra approximations as a
function of process noise,  c, for communities of 2 to 10 species (note that lmax = n/2 in all cases).
This figure is identical to Fig. 3 in the main text, except that it shows among-simulation variability
in the mechanistic model rather than in the uncorrelated and covariance models. Solid lines show
mean results for the uncorrelated model (red) and the covariance model (blue). Black shaded region
shows variability in predictions from the underlying mechanistic model, as mean ± one standard
deviation based on 20,000 simulations.
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Appendices for Chapter Three: 
Diversity, high dimensional tradeoffs, and trait evolution buffer effects of reduced 
resource limitation on coexistence 
 
Appendix A: Resource competition model 
Appendix A.I: Model derivation 
We begin with a simple, linearized resource competition model, tracking the dynamics of 
n species competing for k limiting resources. Dynamics of each species are determined 
by: 
dNi/dt (1/Ni) = min[ri,j(Rj-Ri,j*)] Eq. (SA.1) 
where Ni is the abundance of species i, ri,j describes the effect of resource j on the per-
unit-biomass growth rate of species i, Rj is the availability of resource j, and Ri,j* is the 
minimum concentration of resource j at which species i experiences positive growth. 
Resource dynamics are modeled as responding instantaneously to species abundance, as: 
Rj = Rmax,j - Si(qi,jNi) Eq. (SA.2) 
where Rmax,j is the maximum local concentration of resource j in the absence of 
consumption, and qi,j is the tissue resource concentration of resource j in species i. 
 
Substituting Eq. (SA.1b) into (SA.1b) yields: 
dNi/dt (1/Ni) = min[ri,j(Rmax,j - Si(qi,jNi) - Ri,j*)] Eq. (SA.3) 
We can solve this system at single-species equilibrium as: 
Ni* = max[0, min[(Rmax,j - Ri,j*)/qi,j]] Eq. (SA.4) 
Given a single limiting resource, the species with the lowest R* for that resource will 
competitively exclude all other species (Levin 1970; Tilman 1982). However, in systems 
with multiple limiting resources and multiple competing species, equilibrium outcomes 
depend on the precise ratios of R* and Rmax values among species and resources, as 
discussed in the main text (Tilman 1982). 
To reduce the number of parameters in this system, we make two simplifying 
assumptions. First, we set ri,j = 1 for all species and resources. Second, we assume 
optimal foraging sensu Tilman (1982) such that species tissue resource concentrations 
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(and thus resource uptake per unit biomass) are proportional to their R* values for each 
resource (i.e. qi,j = wiRi,j*). This ensures that species consume resources in the same 
proportion by which they are limited by each resource, where wi is a constant 
transforming units of R* (resource mass / unit area) into units of tissue nitrogen 
concentration (resource mass / unit biomass). Thus, wi is in units of (unit area / unit 
biomass), and describes the amount of area needed to produce a fixed amount of biomass 
in monoculture (given constant Rmax). Thus, if we change units of area by a factor m (e.g. 
redefining the system in terms of square centimeters rather than square meters), wi 
changes by a factor of 1/m. For simplicity, we choose wi = 1 for all species in our 
simulations. 
 
Appendix A.II: Equilibrium conditions in monoculture 
 As noted in the main text, we solve for equilibria in multi-species systems either through 
comparison of species isoclines (for systems with two limiting resources), or through 
computational integration (for systems with three limiting resources). However, as noted 
in Eq. (SA.4), equilibrium biomass in monoculture can be calculated analytically. 
Including the simplifying assumptions described in Appendix A.I, we can write this as: 
Ni* = max[0, min[(Rmax,j - Ri,j*)/Ri,j*]] Eq. (SA.7a) 
Ni* = max[0, min[(Rmax,j/Ri,j* – 1)]] Eq. (SA.7b) 
 Given a linear tradeoff among R* values and a supply gradient that includes all 
potential ratios of resources with equal frequency (e.g. the tradeoffs and supply gradients 
that we use in the main text), we can show that the integral of Ni* taken across all supply 
points is equal across all species. As an example, consider a system with two limiting 
resources, X, and Y. In this case: 
Ni* = max[0, min[(Rmax,X/Ri,X* – 1), ((m – Rmax,X)/(k – Ri,X*) – 1)]] Eq. (SA.8) 
where k is a constant defining the linear tradeoff, such that SjRi,j* = k for all species i and 
resources j, and m is a constant defining the supply gradient, such that SjRmax,j = m. 
 To identify when each resource is limiting, we can solve for the supply point 
Rmax,X that leads to equal limitation by resource X and Y: 
 (Rmax,X/Ri,X* – 1) = ((m – Rmax,X)/(k – Ri,X*) – 1)  Eq. (SA.9a) 
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(Rmax,X/Ri,X*) = (m – Rmax,X)/(k – Ri,X*) Eq. (SA.9b) 
k = (m – Rmax,X)/(Rmax,X/Ri,X*) + Ri,X* Eq. (SA.9c) 
k = m(Ri,X*/Rmax,X) –Ri,X* + Ri,X* Eq. (SA.9d) 
k/m = (Ri,X*/Rmax,X) Eq. (SA.9e) 
Rmax,X = Ri,X*(m/k) Eq. (SA.9f) 
 Thus, when Rmax,X > Ri,X*(m/k), then resource Y is more limiting than resource X, and Ni* 
= max[0, Rmax,Y/Ri,Y* – 1], whereas when Rmax,X < Ri,X*(m/k), then resource X is more 
limiting, and Ni* = max[0, Rmax,X/Ri,X* – 1]. Note that Ni* is strictly positive provided that 
Rmax,X > Ri,X* when resource X is limiting, and provided that Rmax,Y > Ri,Y* (i.e. m – Rmax,X 
> k – Ri,X*, or m – k + Ri,X* > Rmax,X) when resource Y is limiting. We can therefore solve 
for the expected equilibrium value of Ni* summed across the entire supply gradient by 
integrating: !"#$,&!',&∗ − 1				d-./0,1!',&∗ "2!"#$,&3!',&∗ + .5!"#$,&65!',&∗ − 1				d-./0,1.567!',&∗!"#$,&3!',&∗ "2  Eq. 
(SA.10a) 
!"#$,&89!',&∗ − -./0,1 !"#$,&3!',&∗!',&∗ "2 + .5!"#$,& 89(!',&∗ 56) − -./0,1 !"#$,&3!',&∗ "2.567!',&
∗
 Eq. (SA.10b) 
5!',&∗ .(965.)968 − 5!',&∗9 + 65!',&∗9 − < − 5 .(96!',&∗ 5.!',&∗ 76.968  Eq. (SA.10c) 5!',&∗ . 965. 7 .(96!',&∗ 5.!',&∗ 76.968 + 69 − <  Eq. (SA.10d) 6.8968 + 69 − <  Eq. (SA.10e) 65. 896  Eq. (SA.10f) 
Note that the solution is independent of Ri,j*, meaning that all species share the same 
monoculture biomass. Moreover, this solution implies that total monoculture abundance 
across all sites is strictly positive given that some sites exist where Rmax,Y > Ri,Y* or Rmax,Y 
> Ri,Y* (i.e. m > k). 
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Appendix B: General demonstration of asymmetric competition 
Appendix B.I: Resource competition model from the main text 
In the two resource model described in the main text, for any two species where A 
is more of a specialist than B, and where A is a better competitor for resource Y while B is 
a better competitor for resource X, we can show that aA,B > aB,A (i.e. RB,X*/RA,X* > 
RA,Y*/RB,Y*). To make the tradeoff surface somewhat more general, we can re-write the 
constraints as SjRi,j* = k for all species i and resources j, where k is a positive number. 
First, we re-write this inequality as: 
RB,X*/(k – RA,Y*) > RA,Y*/(k – RB,X*) Eq. (SB.1a) 
RB,X* (k – RB,X*) > RA,Y* (k – RA,Y*)  Eq. (SB.1b) 
k RB,X* – (RB,X*)2 > k RA,Y* – (RA,Y*)2  Eq. (SB.1c) 
Note that the function Ri,j*–(Ri,j*)2 is monotonic and increasing over the interval (0, k/2). 
We can show this with a first derivative test as: 
d(k Ri,j* – (Ri,j*)2)/d(Ri,j*) = k – 2(Ri,j*) > 0 Eq. (SB.1f) 
k/2 > Ri,j* Eq. (SB.1g) 
Given the tradeoff Ri,X*+Ri,Y* – k = 0, R* of resources for which species are the “better” 
competitor (i.e. RA,Y* and RB,X*) must be ≤ k/2 (since Ri,X* > k/2 requires Ri,Y* < k/2). This 
implies that Eq. (SB.1c) is true if RB,X* > RA,Y*, which is true by definition because A is 
more of a specialist than B. Therefore, this also implies that aA,B > a B,A. 
 
Appendix B.II: Examples of other models of resource competition 
Here, following the same steps as we do for the solution in Appendix B.I, we 
analyze three other types of resource competition for asymmetrical competition between 
specialists and generalists, using models with dynamical resources following Tilman 
(1982): (1) competition for perfectly substitutable resources; (2) competition for essential 
resources; and (3) competition for switching resources. For model (1), we find the 
opposite results from those in the main text (i.e. the effect of specialists on generalists is 
stronger than the effect of generalists on specialists). For model (2), we find similar 
results to those presented in Appendix B.I (i.e. competitive effect of generalists on 
specialists is greater than the effect of specialists on generalists). For the third model, we 
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find similar results to those in the main text under some circumstances, but diverging 
results under other circumstances. 
 
(1) Competition for two perfectly substitutable resources, sensu Tilman (Tilman 1982 p. 
271) 
In this system, competition of two species A and B for two resources X and Y can 
be described around equilibrium with the competition coefficients:  
aA,B = (cBY + cBX wAX/wAY)/(cAY + cAX wAX/wAY)  Eq. (SB.2a) 
aB,A = (cAY + cAX wBX/wBY)/(cBY + cBX wBX/wBY)  Eq. (SB.2b) 
where cij is the amount of resource j consumed by species i (per unit biomass, per unit 
time), and wij is the amount of biomass accumulated by species i per unit of resource j 
consumed (similar to the tissue concentration parameters q is Appendix A). If we assume 
optimal foraging, then the ratio of the consumption vectors ciX/ciY for each species should 
equal the ratio of conversion factors wiX/wiY. Thus, we can re-write Eqs. (SB.2a-b) as: 
aA,B = (cBY + cBX cAX/cAY)/(cAY + cAX2/cAY)  Eq. (SB.2c) 
aB,A = (cAY + cAX cBX/cBY)/(cBY + cBX2/cBY)  Eq. (SB.2d) 
Now, assuming that species consumption vectors fall long a linear tradeoff surface such 
that Sjcij = k. We can therefore rewrite Eqs. (SB.2a-b) as: 
aA,B = (cBY + (k – cBY) cAX/(k – cAX))/(k – cAX + cAX2/(k – cAX))  Eq. (SB.2e) 
aB,A = (k – cAX + cAX (k – cBY)/cBY)/(cBY + (k – cBY)2/cBY)  Eq. (SB.2f) 
Lastly, if A is more of a specialist than B is (i.e. cAX and cBX take on more extreme values 
along the tradeoff surface than cBX and cBY) then (arbitrarily choosing resource X as the 
resource for which species A is a better competitor) we can assume: 
cAX < cBX  Eq. (SB.2g) 
cAY > cBY  Eq. (SB.2h) 
Note that Eq. (SB.2h) can be re-written as: 
k – cAX > k – cBX  Eq. (SB.2i) 
which can be simplified to Eq. (SB.2g) (i.e. Eq. (SB.2g) and Eq. (SB.2h) are equivalent 
given the tradeoff). 
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If the criterion aA,B < aB,A is true (i.e. the effect of specialists on generalists is 
larger than the effect of generalists on specialists), this implies: 
(cBY + (k – cBY) cAX/(k – cAX))/(k – cAX + cAX2/(k – cAX)) < … 
 (k – cAX + cAX (k – cBY)/cBY)/(cBY + (k – cBY)2/cBY)  Eq. (SB.2j) 
(cBY + (k – cBY) cAX/(k – cAX)) (cBY + (k – cBY)2/cBY) < … 
 (k – cAX + cAX (k – cBY)/cBY) (k – cAX + cAX2/(k – cAX))  Eq. (SB.2k) 
(cBY + (k – cBY) cAX/(k – cAX)) (cBY + (k – cBY)2/cBY) – 
 (k – cAX + cAX (k – cBY)/cBY) (k – cAX + cAX2/(k – cAX)) < 0  Eq. (SB.2l) 
Though it is somewhat complex, note that Eq. (SB.2l) is cubic in cAB and cBA, and 
therefore equals zero at up to three points. Solving for these yields: 
cAX = cBY  Eq. (SB.2m) 
cAX = k – cBY  Eq. (SB.2n) 
cAX = (k cBY)/(2cBY – k)  Eq. (SB.2o) 
 Note that Eq. (SB.2o) is always less than or equal to zero (if cBY ≤ k/2), or greater 
than cBY (d/Eq. (SB.2o)/dcBY = – k2/(2cBY – k)2, which is always less than zero – Eq. 
(SB.2o) is therefore a monotonic decreasing function of cBY, with a minimum over the 
range of (k/2, k] of Eq. (SB.2o) = cBY when cBY = k). We can also ignore the region of cAX 
that falls between cBX and k – cBX, because by definition cAX < cBX, and cAX < k – cBY. 
Thus, we can focus solely on the range of cAX values over (0, cBY) if cBY < k/2, and over 
(0, k – cBY) if cBY > k/2. 
 For both of these intervals, we can substitute cAX = 0 + t, where t is an arbitrarily 
small positive deviation, and re-write Eq. (SB.2o) as: 
(cBY - (t (cBY - k))/(k - t))*(cBY + (cBY - k)2/cBY) + … 
 (t - k + (t*(cBY - k))/ cBY)(k - t + t2/(k - t)) < 0  Eq. (SB.2p) 
Because t is small, this is approximately equal to: 
(cBY)*(cBY + (cBY - k)2/cBY) – k2 < 0  Eq. (SB.2q) 
cBY2 + (cBY - k)2 – k2 < 0  Eq. (SB.2r) 
cBY2 – kcBY < 0  Eq. (SB.2s) 
which holds for all cBY < k. This implies aA,B < aB,A. 
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(2) Competition for two essential resources, sensu Tilman (Tilman 1982 p. 199) 
Assuming that the species are able to coexist stably at equilibrium, and that 
species A is a better competitor for resource X while B is a better competitor for resource 
Y, competition coefficients are: 
aA,B = (cBY)/(cAY)  Eq. (SB.3a) 
aB,A = (cAX)/(cBX)  Eq. (SB.3b) 
Again, assuming a tradeoff where Sjcij = k, we can re-write this as: 
aA,B = (cBY)/(k – cAX)  Eq. (SB.3c) 
aB,A = (cAX)/(k – cBY)  Eq. (SB.3d) 
Lastly, recall that if A is more of a specialist than B, and that both species forage 
optimally, then cAX < cBY  Eq. (SB.3e) 
cAY > cBX  Eq. (SB.3f) 
Again, note that Eq. (SB.3f) can be re-written as: 
k – cAX > k – cBY  Eq. (SB.3g) 
which can be simplified to Eq. (SB.3e) (i.e. Eq. (SB.3e) and Eq. (SB.3f) are equivalent 
given the tradeoff). 
If the criterion aA,B > aB,A is true (i.e. the effect of generalists on specialists is 
greater than the effect of specialists on generalists), this implies: 
(cBY)/(k – cAX) > (cAX)/(k – cBY)  Eq. (SB.3h) 
(cBY)(k – cBY) > (cAX)(k – cAX)  Eq. (SB.3i) 
k cBY – cBY2 > k cAX – cAX2  Eq. (SB.3j) 
Recall that cAX and cBY (as well as all other consumption vectors) are bounded over the 
interval [0, k]. Eq. (SB.3j) is therefore of the same form as Eq. SB.1c, implying that Eq. 
(SB.3j) 
is true if cBY > cAX, which matches our assumption that A is a specialist and B is a 
generalist. This confirms that aA,B > aB,A. 
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(3) Competition for two switching resources, sensu Tilman (Tilman 1982 p. 202) 
In this model, competition coefficients are zero if the species can coexist at stable 
equilibrium. During transient dynamics when both species do have negative effects on 
one another, however, competition coefficients are given as: 
aA,B = (cBj)/(cAj)  Eq. (SB.4a) 
aB,A = (cAj)/(cBj)  Eq. (SB.4b) 
where j is a shared limiting resource (either X or Y). 
Assuming A is more of a specialist than B (i.e. consumption rates for A are at 
more extreme positions on the tradeoff surface than they are for B), then we can 
characterize the relative magnitudes of their consumption rates (again, assuming optimal 
foraging and arbitrarily choosing resource X as the resource for which species A is a 
better competitor) as: 
 cAX < cBX  Eq. (SB.4c) 
cAY > cBY  Eq. (SB.4d) 
Next, to determine the relative magnitudes of aA,B and aB,A we can test: 
aA,B (?) aB,A  Eq. (SB.4e) 
(cBj)/(cAj) (?) (cAj)/(cBj)  Eq. (SB.4f) 
(cBj)2 (?) (cAj)2  Eq. (SB.4g) 
For consumption vectors bounded between 0 and k, (cBj)2 > (cAj)2 is true, trivially, 
for any case where cBj > cAj, while (cBj)2 < (cAj)2 if cBj < cAj. Note that this implies that aA,B 
> aB,A only when species are both competing for resource X (i.e. the resource for which 
the species that is more of a specialist, A, is a better competitor). When both species 
compete for Y, however, this implies that aA,B < aB,A (i.e. the effect of the specialist on the 
generalist is stronger than the effect of the generalist on the specialist). 
 
Appendix C: Computational integration methods 
To perform the computational integrations described in the main text, we used 
Euler’s method with a fixed time step of 1% of species growth rates, implemented in the 
C programming language. We used this method because it allowed us to easily stop 
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integration when the system reduced to an analytically tractable state (i.e. two or fewer 
species persisting), or when the system neared equilibrium. 
For several hundred combinations of sites and species including boundaries 
between species ranges, we tested our integration method against the more commonly 
used “lsoda” and “ode45” algorithms, implemented in the deSolve (Soetaert, 
Petzoldt & Setzer 2010) package in the R programming language (R. Development Core 
Team, 2016) using several different starting population sizes. All methods and cases 
produced identical results. 
The model we use is very similar to that of May and MacArthur (1972), for which 
any stable multi-species community is globally attracting given nonzero species 
abundances and fixed environmental conditions. Though our model differs slightly in that 
aA,B ≠ aB,A, which makes an analytical proof of global stability in our system difficult, in 
numerical simulations of the system for communities of between 2 and 50 species, we 
find results consistent with global stability in all cases tested (i.e. the same equilibrium is 
approached from any starting point with nonzero species abundances). Thus, we are 
reasonably confident that the computational solutions we generated are comparable to the 
analytical solutions for the simpler two resource model. 
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Tables: 
Species Name RN* mg kg-1 E026 E055 E111 E120 E123 Total 
Achillea millefolium L. 0.131 0 0 1 2 2 5 
Agrostis scabra Willd. 0.156 27 0 2 0 0 29 
Ambrosia artemisiifolia L. 0.149 0 0 4 0 0 4 
Andropogon gerardii Vitman 0.066 7 3 4 3 2 19 
Anemone cylindrica A.Gray 0.146 0 0 4 0 2 6 
Asclepias syriaca L. 0.255 0 0 4 0 0 4 
Asclepias tuberosa L. 0.202 0 0 4 2 1 7 
Asclepias verticillata L. 0.144 0 0 1 0 0 1 
Calamovilfa longifolia 0.14 0 0 4 0 0 4 
      (Hook.) Scribn. 
Dalea purpurea1 Vent. 0.399 0 3 4 3 1 11 
Echinacea serotina2 (Nutt.) DC. 0.256 0 0 3 0 0 3 
Elymus repens3 (L.) Gould 0.135 21 0 4 0 0 25 
Koeleria macrantha4 0.142 0 0 4 2 0 6 
      (Ledeb.) Schult. 
Lespedeza capitata Michx. 0.25 0 3 4 4 1 12 
Liatris aspera Michx. 0.143 0 0 2 3 0 5 
Penstemon grandiflorus Nutt. 0.115 0 0 4 0 0 4 
Poa pratensis L. 0.103 5 0 3 0 0 8 
Schizachyrium scoparium 0.047 8 3 4 3 2 20 
      (Michx.) Nash 
Solidago nemoralis Aiton 0.097 0 0 4 0 0 4 
Solidago rigida L. 0.083 0 0 4 3 0 7 
Sorghastrum nutans (L.) Nash 0.091 0 0 4 4 1 9 
Stipa spartea Trin. 0.21 0 0 4 0 0 4  
Symphyotrichum oolentangiense5 0.223 0 0 2 0 0 2 
      (Riddell) G.L.Nesom 
Symphyotrichum ericoides6 0.151 0 0 3 0 0 3 
      (L.) G.L.Nesom 
Common synonyms: 1Petalostemum purpureum; 2Rudbeckia serotina; 3Agropyron repens; 4Koeleria cristata; 5Aster azureus; 
6Aster ericoides 
Table S1: R* for soil nitrate, RN*, for species measured in experimental monocultures at 
Cedar Creek. “Measured Soil Nitrate, mg kg-1” shows RN* for found in the nitrogen 
addition experiment analyzed in Fig. 6. Numbers and labeled columns describe the 
sample size and data source for each species. Complete data and methods are available as 
follows: E026, Wedin and Tilman (1993); E055, Dybzinski and Tilman (2007); E111, 
Craine et al. (2002); E120, Tilman et al. (1997); E123, Tilman et al. (1996). 
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Appendices for Chapter Four: 
Tradeoff-Based Mechanisms Predict Coexistence, Productivity, and Species 
Abundances in Grassland Plant Communities 
 
Appendix I. Data Collection 
 As described in the main text, we used data from monocultures in seven 
experiments: Three competition experiments (E026, E055, E070), three diversity 
experiments (E120, E123, E249), and one monoculture garden (E111). We also 
compared regression and mechanism-based model predictions to multi-species mixtures 
in E120. Full methods for E026 are described in Wedin and Tilman (1993); E055 and 
E070 (which was a subset of E055) are described in Dybzinski and Tilman (2007); E111 
is described in Craine (2002); E123 is described in Tilman et al. (1996); E120 is 
described in Tilman et al. (1997); and E249 (which is nested within E120) is described in 
Whittington et al. (2013) and Cowles et al. (2016). 
 
Describing each experiment briefly: 
E026: Established in 1986. Intended as a test of soil nutrient gradients on competitive 
hierarchies: we used only data from monocultures grown in nitrogen poor soils. Plots 
were 0.75m by 0.75m. Vegetation was sampled using 0.1m by 0.4m clip strips. We 
include data from sampling done in 1988, 1990, and 1992. 
E055: Established in 1988. Intended as a test of soil nutrient gradients on competitive 
hierarchies: we used only data from monocultures grown in nitrogen poor soils. Plots 
were 1.1m by 1.1m. Vegetation was sampled using 0.1m by 0.5m or 0.1m by 0.1m clip 
strips. We include data sampling done in 1992, 1996, and 1999. Annual burning 
treatments to control litter build-up (conducted in the spring before biomass greening) 
began in 1991. 
E070: Same establishment and sampling data as for E055 (though clip strips were always 
0.5m long). We use data collected in 1998. 
E111: Established in 1992. Included only monocultures grown in un-amended soils. Plots 
were either 1.5m by 2.4m, or 1.5m by 1.2m. Vegetation was sampled using 0.1m by 2.3m 
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clip strips in the larger plots, and two 0.1m by 1.2m clip strips in smaller plots. We use 
data collected in 1997. 
E120: Established in 1994, but still ongoing. Experiment includes plots planted with 1, 2, 
4, 8, and 16 species. We used data from both monocultures and multi-species mixtures in 
this experiment. Plots are 9m by 9m. Vegetation is sampled using four 0.1m by 1.5m clip 
strips per plot. We include sampling conducted annually between 1997 and 2014. Plots 
are burned annually in the spring to prevent litter build-up. Two grasses, Agropyron 
smithii and Elymus canadensis, never established in monocultures or multi-species 
mixtures in E120, and two oak species, Quercus ellipsoidalis and Q. macrocarpa, were 
removed or competitively excluded from most plots. For our analyses, we therefore 
treated all plots as though A. smithii and E. canadensis had not been planted, and 
excluded all plots where oaks were present from analyses. One species, Amorpha 
canescens, is present only in the 1 and 16-species plots in this experiment.  
E123: Established in 1994. Includes plots planted with various numbers of species, but 
we use only data from monocultures. Plots were 3m by 3m. Vegetation was sampled 
using 0.1m by 3m clip strips. We use data collected in 1997. 
E249: Built into a subset of the plots in E120. Established in 2008, but still ongoing. 
Includes experimental warming treatments, but we use data only from un-manipulated 
monocultures. Plots are divided by treatment into 2.5m by 3m subplots. Vegetation is 
sampled using two 0.1m by 1.5m clip strips. We use data collected in 2011 and 2012. 
Plots are burned annually in the spring to prevent litter build-up. 
 
 All data are available through the LTER data portal (lternet.edu/sites/cdr), or at 
the Cedar Creek website (cbs.umn.edu/explore/field-stations/cedarcreek). See Appendix 
XII for directions on how to access the source code used to implement data cleaning and 
standardization. To assure comparability of data across these experiments we use only 
data: 
1. From plants grown on nitrogen-limited soils. E026, E055, and E077 included soil 
nitrogen gradients, and E026 included a fertilization treatment. We excluded the 
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fertilized treatment, and all soil nitrogen treatments that were more than one standard 
deviation above the mean 1994 total soil nitrogen concentration for plots in E120. 
2. With low litter. E026 was not burned annually, which lead to litter accumulation. We 
removed all observations where litter was more than one standard deviation above the 
mean litter abundance in E120. 
3. For well-established monocultures. Some monocultures did not establish well. We 
excluded any observations with aboveground biomass below 10 g m-2. Similarly, Poa 
pratensis did not establish well in its planted monocultures in E120, but did do well in 
more diverse plots (likely because of limited water availability in monocultures). 
Because of this, we used only monoculture measurements from experiments other than 
E120 for this species. 
4. With complete sampling. We excluded any years that did not include measurements of 
a majority of species planted in the experiment, to reduce bias from random variation 
across years. 
5. For herbaceous perennials. We included only species that fell into one of four 
functional groups: C3 and C4 grasses, non-legume forbs (flowers), and legumes. We 
excluded woody species, because these were usually not allowed to mature over the 
course of experiments, and sedges, because we did not have sufficient species 
coverage for them. 
6. For mature, maintained plants. We only included data collected three or more years 
after monocultures were planted to avoid establishment effects. Similarly, we excluded 
any measurements from plots that were taken after weeding treatments had ceased. 
 
Appendix II. Trait measurements 
 For each of the traits that we report, we estimated mean values and within-species 
trait variation using linear mixed-effects models implemented through the lmer function 
in the lme4 package (Bates et al. 2015) in the R programming language (R. 
Development Core Team, 2016). To account for repeated measurements and spatial 
pseudo-replication, we fit each model with a random intercept with respect to subplot (if 
present), nested within plot, nested within experiment, following the form: trait ~ species 
 166 
+ (1|experiment/plot/subplot). We used the fixed effect parameter estimates and standard 
errors from these fitted models for trait estimates. To meet distributional assumptions, we 
log-transformed R* and B*mono, and logit-transformed q prior to all analyses. 
  In order to assure that mean estimates for monocultures from our fitted models 
matched observations from monocultures in E120, we centred estimates for Bi*mono for all 
species in E120 to match the mean monoculture biomass observed in experimental plots 
in E120 (except for P. pratensis as outlined above). We did not centre means prior to 
fitting the tradeoff surface. For the model with snapped traits, we adjusted qi after 
centring means in order to maintain the original qiBi*mono (and therefore coexistence 
criteria) predicted from the tradeoff surface. 
 To account for variability in initial soil fertility (S) among plots in E120, we 
multiplied Bi*mono by Ck/C, where Ck is the pre-treatment (in 1994) total carbon content of 
soil in plot k, and C is the mean pre-treatment total carbon content across all plots in 
E120. We use this metric for fertility because soil carbon concentration is more closely 
correlated with nitrogen mineralization rates at our site than is soil nitrogen concentration 
(or any other easily measured soil characteristics) (Fornara & Tilman 2008). This ratio 
was meant to represent Sk/S, which determines changes in biomass due to soil fertility 
following Eq. (2) in the main text: Bi,j*mono = (1 – mi/ci)Si,k/qi, which implies 
Bi,j*mono/Bi*mono = Si,k/S. 
 
Appendix III. Observed pairwise associations in E120 
 To demonstrate the pairwise relationships among species observed in multi-
species communities in E120, we fit linear regressions relating the biomass of inferior 
competitors (based on snapped R* values) to the biomass of all superior competitors in 
each plot. For all regressions, we used log-transformed biomass + 0.01 gm-2 in order to 
account for zero observations, and included pre-treatment total soil carbon, year, and 
their interaction as covariates. Given an inferior competitor species i and a superior 
competitor species 1, 2, 3..., this yielded a model of the form: 
log10(Bi) = β0 + β1log10(% soil C) + β2year + β3log10(% soil C)*year + β4log10(B1) + 
β5log10(B2) + β6log10(B3) + ... + ε 
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where βi are fitted coefficients, and ε is unexplained residual error. 
 To estimate the statistical effect of each superior competitor on inferior 
competitors, we fit a model with all species but the focal superior competitor, and then 
used backwards selection based on regression AIC to remove terms from the model (e.g. 
to estimate the effect of species 1 on species 4, we fit a model with % soil C, year, and 
species 2 and 3, and then ran backwards selection). This produced a “reduced” model of 
covariates, including % soil C, year, and other potential competitors. Finally, we fit a 
regression comparing residual variance from this reduced model to residual variance 
comparing the abundance of the focal superior competitor to the full suite of covariates. 
This is analogous to building an added variable plot or conducting a type III sum of 
squares regression, and provided an estimate of the marginal statistical effect of a single 
superior competitor on an inferior competitor, after controlling for the effects of potential 
covariates. 
 In most cases, superior competitors had either negative, or non-significant 
statistical effects on inferior competitors (Fig. S1). This included negative associations 
between legume abundance and the abundance of several grass species (with grasses 
predicted to be competitively superior to the legumes). The only consistent positive 
statistical effects were of other species on the abundance of P. pratensis, which is 
probably a symptom of failed establishment in low-diversity mixtures. 
 
Appendix IV. Trait-based regressions 
 We fit linear regressions estimating species abundances in the multi-species 
mixtures using the three traits identified in the main text (i.e. R*, q, and B*mono). 
Regressions included each trait individually as predictor variables, all three traits, or all 
two- or three-way interactions among these traits. As described in the main text, we used 
log transformations for biomass all all traits but q, for which we used a logit 
transformation. Models also included one or two covariates, which were interacted with 
all other terms in the model. First, all models included percent soil carbon measured at 
the start of the E120 experiment (i.e. in 1994), as described in Appendix II. We included 
this term in order to account for its role in mechanistic model predictions. Second, we fit 
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all models with and without planted richness as a covariate. This was to test for changes 
in the association between traits and estimates of species abundances relating to mixture 
diversity. 
All models were fit using the lm function in R. Regressions were fitted to mean 
species abundance in each plot (i.e. averaged across all observations between 2001 and 
2014). As such, regressions followed the form: lm(abundance ~ (traits and 
interactions)*(covariates)). We also used these regressions to estimate total 
plot biomass, by summing together predictions of species abundances in each plot. We 
did this, rather than fit a regression to total observed plot-level biomass, because this 
allowed us to use species-level trait data in a relatively simple regression framework (as 
opposed to having to include information about multiple species traits per plot). To assess 
model fit, we used the lmodel2 function (Legendre 2014) to conduct ranged major axis 
regressions comparing observations to regression predictions. This provided estimates of 
model fits that were directly comparable to those we generated for the mechanism-based 
models. To account for the number of fitted parameters in each regression, we calculated 
adjusted R2 for the regression models, as R2adj = 1 – [(1 – R2)(n – 1)/(n – k – 1)], where n 
was the number of observations, and k was the number of fitted parameters. However, 
this had minimal effect, and differences between R2 and R2adj were never greater than 
0.015. 
 For each regression, we also calculated the partial R2 for each predictor variable, 
describing the relative contribution of each variable to total model fit. To calculate partial 
R2, we refit each model after removing each term sequentially, and calculated the change 
in fit as partial R2 = (SSEreduced – SSEfull)/SSEreduced, where SSEfull and SSEreduced describe 
the summed square error of the full and reduced models, respectively. 
 
Appendix V. Major axis regression 
 To fit tradeoff surfaces and compare observations and predictions, we used major 
axis regression (type II regression models), which minimizes the squared Euclidian 
distance between observed points and the fitted surface (i.e. the point where the tangent 
connecting the regression line and the observation meet the regression plane, or formally, 
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the projection of the observed points onto the regression surface). Given an n-
dimensional regression fit β1x1 + β2x2 + β3x3 + … + βnxn + β0 = 0, for observed values x1, 
x2, x3, …, xn, and fitted parameters β1, β2, β3, …, βn, the “snapped” coordinates are found 
by solving xi,snap = xi - βik, where k = (β1x1 + β2x2 + β3x3 + ...βnxn + β0)/(β12 + β22 + β32 + 
… + βn2). We use this method because standard least squares regression assumes that 
there is no error in the predictor variables, whereas we have no a priori reason for 
assuming error is absent in any of the variables we consider. We implement this 
algorithm in the nondirfit function, available in the 
get_filtered_estimate_functions.R script (see Appendix XII. for 
instructions on accessing source code). 
We fit the regression to the mean observed trait values for each species. To test 
whether the relationships among traits matched those predicted by our model (i.e. 
decreases in R* must correspond to decreases in q or B*mono), we estimated confidence 
intervals and covariance among regression parameters using nonparametric 
bootstrapping. For each of 20,000 iterations, we resampled species traits, with 
replacement, from the pool of all species, and re-calculated the model parameters for 
each iteration. We then tested the strength and direction of relationships among traits to 
determine their significance. This also allowed us to test the significance of a three-way 
negative relationship among traits, as predicted by our resource competition model. 
 
Appendix VI. Model equilibria and stability 
The model we present in the main text can be written in terms that match the 
classical Lotka-Volterra competition equations, and a general proof of global stability for 
our system is available in Theorem 3.3.1 of Takeuchi (1996), (p. 36). A briefer proof is 
available in Takeuchi et al. (1978) in Theorem 4, though this 1978 journal article may 
prove easier to access than the 1996 book. Here, we (i) include a somewhat simpler and 
relatively robust proof of global stability for this model using linearized stability analysis 
(i.e. calculation of the dominant eigenvalue at equilibrium), and (ii) show how the same 
solution can be derived using Chesson’s pairwise niche overlap and fitness difference 
framework (Chesson 1990, 2000, 2013; Letten, Ke & Fukami 2017). 
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VI.i. Linearized stability analysis 
First, we begin with a classical Lotka-Volterra competition model of the form: 
dNi/dt = riNi(1 – (Ni + αjiNj)/Ki) (SVI.i.1) 
Starting with Eq. (1) from the main text, we can define biomass dynamics with species i 
competitively inferior to species j as: 
dBi/dt = ciBi(1 – (qiBi + qjBj)/S) – miBi (SVI.i.2) 
 
Redistributing terms yields: 
dBi/dt = ciBi(1 – (qiBi + qjBj)/S) – miBi (SVI.i.3) 
 = (ci – mi)Bi – ci(qiBi + qjBj)/S)(ci – mi)/(ci – mi) 
 = (ci – mi)Bi(1 – ci(qiBi + qjBj)/((ci – mi)S)) 
 = (ci – mi)Bi(1 – ci(qiBi + qjBj)/((ci – mi)S)) 
 = (ci – mi)Bi(1 – (qiBi + (qi/qi)qjBj)/((1 – mi./ci)S)) 
 = (ci – mi)Bi(1 – (Bi + (qj/qi)Bj)/((1 – mi./ci)S/qi)) 
 
Substituting Ni ≡ Bi, and Nj ≡ Bj, and Ki ≡ (1 – mi/ci)S/qi ≡ Bi*mono in (S6) yields: 
dNi/dt = (ci – mi)Ni(1 – (Ni + (qj/qi)Nj)/(Ki) (SVI.i.4) 
 From equation (SVI.i.1), this implies that ri = (ci – mi), and αij = qj/qi. Note that 
competition in the reverse direction (i.e. the effect of inferior competitors on superior 
competitors) is simply αji = 0. Because of this, equilibrium conditions can be derived 
sequentially, starting with the best competitor (for which Bi'* = Ki'), and proceeding 
through sequentially worse competitors based on αij and Bj*. 
 Given αij < 0 and αji = 0, Eq. (SVI.i.1) shows that ∂(dNi/dt)/∂Nj < 0 for all 
populations where Ni > 0 and Nj > 0. To evaluate ∂(dNi/dt)/∂Ni at equilibrium, we define 
the effect of all superior competitors on species i as Σj<i (qj/qi Nj*) ≡ κi. From Eq. (3) in 
the main text, this implies that for the non-trivial equilibrium, Ni* = Ki – κi. Substituting 
this into (SVI.i.4) at equilibrium yields: 
dNi/dt|[Ni = Ni*] = ri(Ki – κi)(1 – ((Ki – κi) + κi)/(Ki) = 0 (SVI.i.5) 
Given a small change in population size of species 1, ηi, this can be re-written as: 
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dNi/dt|[Ni = Ni* + ηi] = ri(Ki + ηi – κi)(1 – ((Ki + ηi – κi) + κi)/(Ki) (SVI.i.6) 
Calculating the partial derivative of (SVI.i.6) with respect to ηi yields: 
∂(dNi/dt)/∂ηi = –ri((Ki + ηi)/Ki – 1) – ri(Ki – κi + ηi)/Ki (SVI.i.7) 
Given ηi > 0, the first term is always negative, because (Ki + ηi)/Ki > 1. The second term 
is always negative for any Ki < κi (i.e. Ni* > 0). Because ηi describes changes in Ni around 
equilibrium, this implies that ∂(dNi/dt)/∂Ni |[Ni = Ni*] < 0. 
 Following from this, the Jacobian matrix describing interspecific interactions for 
any number of competing species in this model at equilibrium is a triangular matrix with 
purely negative non-zero elements. Because the diagonal elements of a triangular matrix 
are also its eigenvalues, this implies that all eigenvalues for the system are also negative. 
Thus, the equilibrium is locally stable, given any mixture of species with positive 
abundances at equilibrium. As described in Eq. (3) and Eq. (5b) in the main text, this 
requires Ki > Sj<i (qj/qi)Kj, for all species with Rj* < Ri* (i.e. any feasible equilibrium is 
also stable). 
 This locally stable equilibrium can also be shown to be globally stable. Because 
dynamics of all superior competitors are independent from dynamics of inferior 
competitors, we can address dynamics of inferior competitor i given equilibrium 
abundances of all superior competitors in the community as: 
dNi/dt = riNi(1 – (Ni + κi)/(Ki) (SVI.i.8) 
 This system has only two possible equilibria: Ni* = Ki – κi, and the trivial 
equilibrium Ni* = 0. Following the procedure in (SVI.i.5)-(SVI.i.7) to solve for 
∂(dNi/dt)/∂Ni at Ni = 0 yields: 
∂(dNi/dt)/∂ηi = –ri(ηi/Ki – 1) + ri(κi + ηi)/Ki (SVI.i.9) 
Given Ki > κi, this is strictly positive for small deviations (i.e. ηi < Ki and ηi < κi), 
implying that the diagonal elements of the (triangular) Jacobian matrix are positive, and 
that its eigenvalues are therefore also positive and that the trivial equilibrium is unstable. 
The equilibrium Ni* = Ki – κi is therefore the only stable equilibrium for species i. 
Finally, from (SVI.i.8), dNi/dt > 0 for all 0 < Ni < Ki – κi, and 0 > dNi/dt for all Ki – κi < 
Ni. This implies that the system will approach the stable positive equilibrium from any 
feasible starting points, and is therefore globally stable at Ni* = Ki – κi. 
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VI.ii. Chesson’s pairwise method 
Given a system with two competing species of the form: 
dN1/dt = r1N1(1 – a11N1 – a12N2) (SVI.ii.1a) 
dN2/dt = r2N2(1 – a22N2 – a21N1) (SVI.ii.1b) 
Chesson defines niche overlap as: 
ρ = [(a12a21)/(a11a22)]1/2 (SVI.ii.2a) 
and absolute fitness difference of species 2 relative to species 1 as: 
f2/f1 = [(a11a12)/(a22a21)]1/2 (SVI.ii.2b) 
Derivations and discussions of these terms are available in several works by Chesson 
(1990, 2000, 2013), and in Letten et al. (2017). In this framework, stable coexistence is 
achieved when niche overlap is less than absolute fitness differences, following: 
ρ < f2/f1 < 1/ρ (SVI.ii.3) 
 Following the re-parameterization of the model outlined in Eq. (VI.i.1), we can 
write the interaction terms in Eqs. (SVI.ii.1a-b) as: 
aii = 1/Ki (SVI.ii.4a) 
aij = (qj/qi)(1/Ki) if Rj* < Ri* (SVI.ii.4b) 
    = 0 otherwise 
Because aij is always zero for any pair of species where Ri* < Rj*, pairwise interactions 
between any two species with R1* < R2* results in a21 > 0 and a12 = 0 (i.e. species 2 is the 
inferior competitor). Substituting these into Eq. (SVI.ii.3) and taking the limit as a12 
approaches zero, we find that the species can stably coexist provided that: 
[(a21)/(a11a22)]1/2 < [(a11)/(a22a21)]1/2 (SVI.ii.5) 
Note that the upper limit described in the third term of the inequality can now be omitted, 
because 1/ρ necessarily tends towards infinity as a12 approaches zero, while the other two 
terms tend towards zero. Substituting Eqs. (SVI.ii.4a-b) into Eqs. (SVI.ii.5), we can 
rewrite the inequality as: 
[ (q1/q2)K1]1/2 < [(K2)2/((q1/q2)K1]1/2 (SVI.ii.6) 
From this, we can also rewrite the terms for niche overlap and fitness differences in Eqs. 
(VI.ii.2a-b) as: 
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ρ = [(q1/q2)K1]1/2 (SVI.ii.7a) 
f2/f1 = [(K2)2/((q1/q2)K1)]1/2 (SVI.ii.7b) 
Note that by multiplying both side of Eq. (VI.ii.6) by [(q1/q2)K1]1/2, we can further 
simplify the inequality to: 
(q1/q2)K1 < K2 (SVI.ii.8) 
Lastly, recall that this model has a strict competitive hierarchy, in which species 
with higher values of R* have no effect on the growth of species with lower R*. As such, 
we can calculate equilibrium population abundances sequentially, starting with the best 
competitor, in order to determine the abundance of each species at equilibrium. This also 
means that we can abstract the pairwise solution in Eq. (SVI.ii.8) to systems with many 
competing species, by substituting species 1 with the summed effects of all superior 
competitors on species 2. This yields a general criterion for stable coexistence: 
 Sj<i (qj/qi)Kj < Ki (SVI.ii.9) 
for all species j that are superior competitors to species i (i.e. all species with Rj* < Ri*). 
Note that this inequality is identical to Eq. 5b in the main text, and to the solution derived 
in Appendix IX.i. 
 
Appendix VII. Making model predictions 
 To predict species-level biomass for the polyculture mixtures planted in E120, we 
parameterized Eq. (3) in the main text using raw species traits or snapped trait estimates, 
and solved it sequentially from the best competitor to the worst competitor. This provided 
an analytically tractable prediction of mean species-level biomass at equilibrium. 
 Parameterizing the model with mean trait values (i.e. no intraspecific trait 
variation) under-predicted the number of coexisting species across all multi-species 
communities (Fig. S4A). To account for within-species trait variation, we calculated 
observed sample variance among monoculture replicates of each species, and included 
this in the model either as variability around raw trait values, or around snapped points on 
the tradeoff surface. This substantially improved predictions of coexistence for both types 
of models (Fig. S4B). We therefore used this method to account for intraspecific trait 
variability for all subsequent predictions. 
 174 
 To account for within-species variability in species traits, we sampled 20,000 
separate estimates of species traits for each planted mixture, based on the standard error 
in traits as calculated and reported in Appendix II, and either the mean raw traits for each 
species, or the snapped traits from the tradeoff surface. We then used these 20,000 trait 
estimates to generate predictions of species-level aboveground biomass, plot-level 
biomass, and community stability, and calculated mean and standard deviation from the 
resulting distributions. 
 We compared our predictions to species-level aboveground biomass observations 
in E120 measured between 2001 and 2014. To calculate mean biomass across repeated 
observations or predictions, we log-transformed the values, and used a hurdle model to 
account for instances of zero biomass. Thus, the mean over “n” potential biomass values 
was calculated as Bi = zi exp(ΣBi*>0 log(Bi*)/(n zi)), where zi is the proportion of 
observations or predictions where Bi > 0. Variability was calculated solely from non-zero, 
log-transformed biomass values. 
 
Appendix VIII. Assessing model fit 
 We used the two-sample Wilcoxon test to determine significance of differences 
between observed and estimated species richness in Fig. 4A-B, differences in error 
between models parameterized with raw and snapped traits in Fig. 4C-D, and differences 
in original and augmented model fit in Fig. 5. For all tests, we compared quantities paired 
by plot (i.e. observed vs. estimated richness in each plot, error from raw vs. snapped traits 
in each plot, etc.). 
 In most cases, we calculated R2 from the difference between observed and 
predicted values as: 
1 – Σi(observedi – predictedi)2/Σi(observedi – mean[observed])2 (S1) 
The exceptions to this are the results in Table 1, Fig. 4A-D, and in Fig. S5, where we 
show R2 for the fitted regression line comparing observed and predicted values (i.e. total 
fraction of variation in observed values explained by predicted values). 
 For regressions between pairs of variables (Fig. 4 E-H; Fig 4 A-E), we used the 
lmodel2 (Legendre 2014) function in R to fit ranged major axis regression, and to 
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calculate p-values. Because this function only accepts bivariate data, we implemented our 
own function in R (nondirfit) to handle higher multivariate regressions (e.g. the 
tradeoff surface among three traits), with details described in Appendix V. This function 
uses a nonlinear optimizer to minimize the distance between standardized raw and 
snapped trait values (i.e. (xi-mean(x))/sd(x)), and perfectly matches outputs from the 
lmodel2 function for bivariate ranged major axis regression. 
 To estimate significance of estimates from the major axis regressions fit using the 
nondirfit function, we used a simple bootstrapping routine. Given n observations, we 
sampled with replacement from the total pool of observations n times, and fit the 
regression using the sampled dataset. We then repeated this procedure for 20,000 
iterations to generate a distribution of estimates for all terms in the regression. For the 
tradeoff surface, we used the multivariate distribution of all slope parameters to calculate 
the proportion of iterations for which there was a negative relationship among all three 
traits included in the tradeoff. 
 
Appendix IX. Simulating communities from the tradeoff surface 
 We sampled simulated communities from across the fitted tradeoff surface using 
the covariance relationship among log10-transformed R* and B*mono, and logit-
transformed q, using the mvtnorm package in R (Genz & Bretz 2009; Genz et al. 2015). 
For each of 20,000 iterations, we sampled species from the tradeoff surface, and 
randomly assembled them into mixtures of species matching the planted richness in plots 
in E120 to predict total community biomass, and changes in species-level biomass 
relative to monocultures as a function of other competitors in the community. 
 To characterize communities in E120, we constrained sampling from this surface, 
because the species used to assemble E120 were not sampled randomly from across trait 
space (and because there were not enough species in E120 to directly parameterize the 
multivariate normal distribution only from species in E120). Rather, the experiment 
included four species from each of the following functional groups: C3 grass, C4 grass, 
non-legume forbs, and legumes. These differ substantially in many traits. 
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 We constrained our sampling routine in two ways. First, for each iteration, we 
constrained samples such that the total plant community matched the functional group 
distribution found in E120 – 2 C3 grasses (4 species, minus A. smithii and E. canadensis, 
which did not germinate), 4 C4 grasses, 4 non-legume forbs, and 3 or 4 legumes (4 
species, minus A. canadensis in 2, 4, and 8 species mixtures, where it was not planted). 
To do this, we only included random samples from the tradeoff surface where traits fell 
within the observed ranges of these functional groups based on the 35 species used to fit 
the surface. Second, within each iteration, we randomly assembled the simulated species 
into multi-species communities of varying richness, where probability of drawing a 
species from a particular functional group matched the average planted proportion of that 
functional group in E120. Thus, while our sampling routine ensured that simulated 
species traits would be similar to those of the functional groups planted in E120, it did 
not require any specific knowledge of the planted species or functional group 
composition of any individual plot. 
 
Appendix X. Constraints from the empirical tradeoff surface 
 Because the empirical tradeoff that we discuss in the main text imposes strict 
relationships among R*, q, and B*mono, it is possible that many of our findings, such as 
increased coexistence and transgressive over-yielding, are trivial outcomes resulting from 
the negative correlation among traits. However, these results turn out not to be trivial 
because they rely not only on the shape of the tradeoff surface, but also the distribution of 
traits across the surface. In this section, we demonstrate that neither coexistence nor 
transgressive over-yielding are assured for species with traits that fall along the empirical 
tradeoff surface (or any tradeoff surface that imposes simple linear constraints on 
transformed parameter values, as outlined in Appendix V). 
 
X.i. Coexistence on the tradeoff surface 
 As noted in the text and in Appendix VI, coexistence between two species in our 
resource competition model with Ri* < Rj* requires that qiBi*mono < qjBj*mono. This implies 
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that dqB*mono/d(-R*) < 0. Given the fitted tradeoff surface β1log10(B*mono) + β2logit(q) + 
β3(-log10(R*)) + β0 = 0, we can locally approximate this coexistence criterion as: 
d[logit(q) log10(B*mono)]/d[-log10(R*)] = -β3(β1log10(B*mono) + β2logit(q))/(β1β2) (SX.i.1) 
because log10(R*) scales monotonically with R*, and logit(q) log10(B*mono) scales 
monotonically with qB*mono. To assure coexistence between all potential pairs of species 
on the tradeoff surface, this therefore requires: 
log10(B*mono) > -β2/β1*logit(q) (SX.i.2) 
 However, the fitted surface need not satisfy the requirement in equation (SX.i.2), 
as log10(B*mono) and logit(q) vary in an inverse, but otherwise unconstrained, relationship 
for any given value of R*. This implies that any of the species that we observed in our 
system could potentially be competitively excluded by some other species, even if both 
fall somewhere along our fitted tradeoff surface. This is exemplified in Fig. 2E in the 
main text, where many species can be competitively excluded by other species even after 
snapping traits to the empirically observed tradeoff surface. 
 
X.ii. Over-yielding on the tradeoff surface 
In our model (which reduces to Lotka-Volterra competition), over-yielding (i.e. 
greater mean productivity in multi-species mixtures than in the average monoculture) 
occurs for any species that stably coexist (Loreau 2004). Transgressive over-yielding (i.e. 
greater mean productivity in multi-species mixtures than in any constituent monoculture) 
occurs among coexisting species when inferior competitors have higher tissue nitrogen 
concentration than do superior competitors (i.e. qi > qj) (Loreau 2004). Under these 
circumstances, superior competitors produce more biomass per unit nitrogen uptake than 
inferior competitors do, but inferior competitors nevertheless increases total community 
biomass when present because they are able to access nitrogen that superior competitors 
cannot. We can demonstrate this mathematically following Eq. (3) in the main text, 
which shows that the equilibrium biomass of species i in mixture, Bi*, is defined as: 
Bi* = Bi*mono – Sj<i (qj/qi) Bj* (SX.ii.1) 
where species are arranged in terms of competitive ability, such that j < i implies that j is 
a superior competitor. Note that when qi > qj, this implies that the negative effect of 
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species j on the biomass of species i is less than the total biomass of species j, meaning 
that species i and j growing together in mixture will produce more biomass than either 
growing alone. 
As with coexistence, transgressive over-yielding is not imposed by the shape of 
the empirical tradeoff or by the assumptions in our model, and depends on both the 
specific shape of the tradeoff surface, and the distribution of traits across it. Nevertheless, 
transgressive over-yielding (i.e. qj > qi) is realized for almost all communities that we 
tested (see Fig. S2B,E). This result also accords with experimental evidence from Cedar 
Creek that shows productivity is maximized in mixtures that include both species that are 
efficient nitrogen utilizers (e.g. C4 grasses) and effective at accessing multiple pools of 
nitrogen (e.g forbs and legumes) (Tilman et al. 1997). 
 
Appendix XI. Augmenting model with additional factors 
 In the main text, we discuss three specific factors omitted from in our model 
which lead to significant improvements in model fit when included – changes in 
competitive hierarchy with soil fertility, legume competition for resources other than 
nitrogen, and seasonal changes in species traits. Here, we discuss specific details for how 
we included these additional strategies. Results from analyses are presented in Fig. S5. 
 To test for the effects of changes in competitive hierarchy with soil fertility, we 
utilized data from monocultures of the two species with the lowest R* in E120 – 
Andropogon gerardi and Schizachyrium scoparium – grown along a soil fertility gradient 
in E055 (Dybzinski & Tilman 2007). Though mean trait estimates suggest that S. 
scoparium is a superior nitrogen competitor, results from E055 suggest that A. gerardi is 
a superior competitor in soils with greater than 0.1% total soil nitrogen concentration 
(Fig. S5A). While this is well above the initial soil nitrogen concentrations in E120, soil 
fertility has increased substantially over time because of feedbacks between plants and 
soils, particularly in diverse plots (Fornara & Tilman 2008). To account for this, we 
switched competitive hierarchy between A. gerardi and S. scoparium in 80% of 
simulations for planted richness treatments of 8 or more species. To better address these 
changes in competitive hierarchy in the model, we would need to know how soil fertility 
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gradients influenced competitive hierarchies for all species in the multi-species mixtures, 
and would need methods for predicting total soil nitrogen dynamics through time. 
 To test for the effects of including other forms of resource competition among 
legumes, we compared legume species abundances as a function of the abundance of 
other legume species in E120. Based on these comparisons, it appeared that the legume 
Lupinus perennis most strongly suppressed the abundance of other legumes (Fig. S5D). 
Though L. perennis has the highest R* of all species in E120, this is not necessarily 
surprising, as legumes can fix their own nitrogen, and soil nitrate concentration in 
monoculture may therefore be an indication of fixation rate, rather than competitive 
hierarchy. To account for this, we switched the R*-based competitive hierarchy of L. 
perennis with that for Amorpha canescens (the legume species with the lowest R*) in 
80% of simulations. To better address legume competition in the model, we would need 
more data on legume competition for other potential limiting resources, such as water, 
phosphorus, or light (Ritchie & Tilman 1995). 
 Finally, to test for the effects of seasonal changes in species traits, we augmented 
our model to allow Poa pratensis to access one third of its total nitrogen before it 
encountered competitive interactions with other species. This was meant to account for 
seasonal differences and rooting depth differences with may allow P. pratensis to avoid 
competitive interactions with many species that have lower R* (McKane, Grigal & 
Russelle 1990; Fargione & Tilman 2005). For example, P. pratensis grows most of its 
biomass early in the season, before more dominant competitors, such as the forb Liatris 
aspera, reach their peak biomass (Fig. S5G). To better address seasonality in the model, 
we would need to account for covariance in traits among species across space and time 
(i.e. to determine how competition among species changes by season and by soil depth), 
but this would require replicated data from monocultures growing in the same locations 
during the same years, which we lack for this study. 
 
Appendix XII. Source code for replicating study 
 The full source code for replicating the analyses in this manuscript, including all 
data needed for fitting and testing models, is available at github.com/adamtclark/tradeoff_model 
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Supplementary Figures: 
 
Figure S1: Pairwise relationships between species observed in experimental multi-species 
communities in E120. Bj on i describes the statistical effect of superior competitor species j 
(columns) on inferior competitor species i (rows), with competitive hierarchy 
corresponding to R̂*. Letters in parentheses correspond to functional groups: C3/C4 
grass, (F)orb, or (L)egume. 
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Figure S2: Bivariate fits between all pairs of traits used in the analyses. (A-C) show 
pairwise comparisons for raw trait values, and (D-F) show snapped traits. (G) shows 
bivariate relationship between the two major groupings of plant traits that we use in our 
model, qB*mono and R*. Dashed line and R2 values correspond to ranged major axis 
regression. Note that simple pairwise relationships explain much less of the variation than 
the three-dimensional fitted plane, even for snapped traits. Symbols and colours show 
functional groups and identify species planted in the multi-species plots, as described in 
the legend for Fig. 2 in the main text. 
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Figure S3: Coexistence in observed communities and model predictions, as a function of 
species mean monoculture aboveground tissue nitrogen. Intervals show mean ± one 
standard deviation, and 95% confidence interval. Black lines show fraction of multi-
species plots in which planted species have persisted. Red and blue lines show results for 
mechanism-based models parameterized with raw and snapped traits, respectively. Stable 
coexistence in these models is identified using linearized stability analysis, as described 
in the methods section of the main text. Note that most species appear to stably coexist in 
the observed plots, as predicted by the model parameterized with snapped traits. For the 
model parameterized with raw traits, species that have both low qB*mono and low R* (e.g. 
Achilliea millefolium) tend to be competitively excluded. 
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Figure S4: Observed and predicted species richness across diversity treatments for 
models with and without intraspecific trait variation. Intervals show 95% confidence 
interval and mean ± standard deviation. Black, red, and blue intervals denotes observed 
richness, and fits for raw and snapped traits, respectively. Asterisks signify significant 
differences between observations and predictions (*p<0.05; **p<0.01; ***p<0.001); p-
values are from two-sample Wilcoxon tests. 
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Figure S5: Examples of model augmentations. Accounting for these factors significantly 
improves model fit. Intervals show mean ± standard error for observed and predicted 
biomass across all plots in each planted richness treatment. P-values show significant 
differences in MAE between original and augmented models from two-sample Wilcoxon 
tests. (A-C) A. gerardi (circles/solid line) and S. scoparium (triangles/dashed line) switch 
competitive hierarchy in rich soils. (D-F) Though it has a higher R*, L. perennis 
(triangles) appears to suppress the legumes A. canescens (boxes/dotted line), Lespedeza 
capitata (crossed-out circles/dashed line), and Petalostemum purpureum (diamonds/solid 
line) (values of zero biomass for L. perennis are jittered for clarity). (G-I) Early-season 
species such as the cool-season grass P. pratensis (boxed triangles) grow the majority of 
their biomass early in the year, while more dominant nitrogen competitors such as the 
forb Liatris aspera (gridded boxes) grow much of their biomass late in the year. 
Allowing P. pratensis to access resources before other species in one third of diverse 
plots leads to increases in its abundance, and decreases in warm season species 
abundances. Lines in (G) show mean ± standard error and 95% confidence interval. 
