Abstract. We use a Mayer-Vietoris-like spectral sequence to establish vanishing results for the cohomology of complements of linear and elliptic hyperplane arrangements, as part of a more general framework involving duality and abelian duality properties of spaces and groups. In the process, we consider cohomology of local systems with a general, CohenMacaulay-type condition. As a result, we recover known vanishing theorems for rank-1 local systems as well as group ring coefficients, and obtain new generalizations.
1. Introduction 1.1. Overview. A remarkable feature of the theory of cohomology jump loci, first brought to light by Eisenbud, Popescu and Yuzvinsky in [EPY03] , is that the resonance varieties of hyperplane arrangements "propagate." This raises the natural question: What is the topological underpinning of this phenomenon? Inspired by recent work of Davis, Januszkiewicz, Leary, and Okun [DJLO11] , we show that complements of hyperplane arrangements, as well as many other spaces have cohomology concentrated in a single degree, for local systems satisfying suitable hypotheses.
Our cohomological vanishing results will be applied in [DSY 1 ] to study the relationship between the duality properties of a space (and its universal abelian cover), and the propagation properties of its characteristic and resonance varieties. We will also apply our machinery in [DSY 2 ] to the computation of Novikov homology for arrangement complements, deducing a new bound on the Σ-invariants for arrangements.
In order to establish such vanishing theorems, we construct here a Mayer-Vietoris-type spectral sequence, which is related to a spectral sequence developed by Davis and Okun in [DO12] in a related context. Our version refines the usual underlying filtration, in order to control the E 2 page, while requiring weaker hypotheses than those of Davis and Okun. We obtain vanishing results for local systems satisfying Cohen-Macaulay-type conditions on spaces which, in a loose sense, also possess Cohen-Macaulay properties.
1.2. Combinatorial covers and spectral sequences. The input for the spectral sequence is a device which we call a combinatorial cover: that is, a countable cover C of X, which is either open, or closed and locally finite, together with an order-preserving, surjective map φ : N (C) → P from the nerve of the cover to a ranked poset P (with rank function ρ), for which certain compatibility conditions are satisfied. Given such a cover and a locally constant sheaf F on X, we have a spectral sequence starting at
converging to H p+q (X, F ), where U x = U∈S U , for some set S ∈ N (C) with φ(S) = x, and P <x , P ≤x are (strict) lower intervals in the poset P .
Such covers can be constructed for spaces with a combinatorial stratification: for example, our approach is particularly well-suited when studying an arrangement A of submanifolds in a smooth manifold Y . We assume that each submanifold in A is either compact or open; moreover, any two submanifolds intersect transversely, and each intersection has only finitely many connected components. We then show that the complement M (A) admits a combinatorial cover indexed by the stratification poset. Moreover, the E 2 page from (1) specializes to
where D X is the union of all strata properly contained in X.
1.3. Hyperplane arrangements. Now suppose A is an arrangement of complex hyperplanes in C n . For each flat X ∈ L ≥1 (A), we define an element γ X ∈ π 1 (M (A)) which, upon restriction to the subarrangement A X of hyperplanes containing X, lies in the center of the group π 1 (M (A X )). The homology classes a X = [γ X ] live in the free abelian group H 1 (M (A), Z) and satisfy the compatibility condition a X = H∈A : H≤X a H .
We employ the de Concini-Procesi wonderful compactification to construct a particularly convenient combinatorial cover of M (A). Using the spectral sequence (2) associated to this cover, we generalize well-known vanishing results for cohomology with coefficients in rank 1 local systems on arrangement complements, [Ko86, ESV92, STV95] .
Previous vanishing results have restricted attention to local systems given by finite-dimensional group representations with field coefficients. In order to understand a vanishing result for (integer) group ring coefficients due to Davis, Januskiewicz, Leary and Okun [DJLO11] within the same framework, however, we note that the restrictions of finite-dimensionality and field coefficients can be avoided.
The classical vanishing result can be formulated as follows: suppose k is a field and A is a finite-dimensional k[π 1 (U (A))]-module. If the invariant submodule A γX = 0 for all flats X ∈ L ≥1 (A) satisfying χ(U (A X )) = 0, then (3) H p (U (A), A) = 0 for all p = n − 1.
More generally, we show that π 1 (U (A)) contains free abelian subgroups C S of rank n generated by certain subsets S of the elements {γ X : X ∈ L ≥1 (A)}, to wit, the nested sets. We regard A as a module over the (commutative) algebras k[C S ] by restriction, and formulate a necessary condition for the vanishing result (3) to hold in terms of regular sequences. The classical version is obtained as a special case.
1.4. Elliptic arrangements. Our machinery also applies very well to elliptic arrangements. Let E be an elliptic curve. An elliptic arrangement in E ×n is a finite collection of fibers of group homomorphisms E ×n → E, see [LV12, Bi13] . We start our analysis by showing that the complement of such an arrangement A is a Stein manifold, provided A is essential.
Using our spectral sequence, we obtain a vanishing result analogous to (3). As an application, we recover a recent theorem of Levin and Varchenko [LV12] on vanishing cohomology for what they term 'convenient' rank 1 local systems. We also infer that the complement of an elliptic arrangement A is both a duality and an abelian duality space of dimension n + r, where r is the corank of A.
A special case of this construction is the configuration space of n points on an elliptic curve E, which is a classifying space for the pure elliptic braid group P E n . Our approach shows that the group G = P E n is both a duality and an abelian duality group of dimension n. Roughly speaking, this means the cohomology of G with coefficients in ZG and ZG ab , respectively, is concentrated in degree n; for details and further references, we refer to [DSY 1 ].
1.5. Toric complexes. Another context where the techniques developed here apply very well is that of the moment-angle complexes corresponding to the pair (S 1 , * ). Given a finite, ddimensional simplicial complex L on vertex set [n], the corresponding toric complex, T L , is a subcomplex of the n-torus, whose k-cells are in one-to-one correspondence with the (k − 1)-simplices of L. Notably, the fundamental group G L = π 1 (T L ) is the right-angled Artin group associated to the 1-skeleton of L.
A natural condition that comes into play in this setting is that of Cohen-Macaulayness. The simplicial complex L is said to be a Cohen-Macaulay complex if for each simplex σ ∈ L, the reduced cohomology H * (lk(σ), Z) is concentrated in degree dim L − |σ| and is torsion-free. As shown in [BM01, JM05] , the group G L , is a duality group if and only if the corresponding flag complex, ∆ L , is Cohen-Macaulay.
As a counterpoint, we show that the toric complex T L is an abelian duality space if and only if the simplicial complex L itself is Cohen-Macaulay. Moreover, if L is Cohen-Macaulay over a field k, and A is a maximal Cohen-Macaulay-module over k[G τ ], for each τ ∈ L, we show that the cohomology groups H p (T L , A) vanish, for all p = d + 1.
2. Combinatorial covers and spectral sequences 2.1. Combinatorial covers. Let X be a paracompact space, and let C be a cover of X. We can then form the nerve of the cover, N (C): this is the poset (ordered by inclusion) of all finite collections S = {U 1 , . . . , U p } of elements of C for which ∩S := p i=1 U i is non-empty. Given a poset P , we let |P | denote its order complex: this is the simplicial complex with simplices corresponding to chains in P . We say P is a ranked poset if it admits a rank function ρ : P → Z compatible with the order and consistent with the covering relation of the order. Definition 2.1. A combinatorial cover for X is a pair (C, φ), where
(1) C is a countable cover which is either open, or closed and locally finite.
(2) φ : N (C) → P is an order-preserving, surjective map from the nerve of the cover to a ranked poset P , with the property that if S ≤ T and φ(S) = φ(T ), then the inclusion ∩T ֒→ ∩S admits a homotopy inverse. (3) If S ≤ T and S = T , then φ(S) = φ(T ).
Figure 1. A strong combinatorial cover Definition 2.2. We will say that (C, φ) is a strong combinatorial cover of X if it is a combinatorial cover and, moreover, the map φ induces a homotopy equivalence of simplicial complexes,
Remark 2.3. Any cover C satisfying condition (1) can be turned into a (strong) combinatorial cover in a trivial fashion: simply take P = N (C) and φ the identity map of this poset. Typically, however, P is chosen to reflect some underlying combinatorial structure which is independent of the choice of cover. The condition that φ induces a homotopy equivalence is particularly convenient, but too restrictive for applications like those in §4. ♦ Example 2.4. Let X be a space homeomorphic to a 2-disk with four punctures, covered by 3 open sets as shown in Figure 1 . Define φ : N (C) → P by letting φ({U i }) = i for 1 ≤ i ≤ 3, and φ(S) = * if |S| = 1. To see (C, φ) is a combinatorial cover, note that the intersections of any two or more open sets are all identical, so that ∩S = ∩T for any S, T ∈ φ −1 ( * ), verifying the only non-vacuous instances of condition (2). In fact, this is a strong combinatorial cover, since the map φ : |N (C)| → |P | is a homotopy equivalence of contractible complexes. ♦ 2.2. Sheaf cohomology. Let k be a (commutative) coefficient ring, X a path-connected space, and A a left k[π 1 (X)]-module. We regard A as a local system on X. We are interested in the cohomology H . (X, A), and we recall that this is the same as the cohomology H . (X, F ) of a locally constant sheaf F of k-modules determined by A. In particular, the stalks F x ∼ = A as k-modules for every x ∈ X. Our results apply to locally constant sheaves, then, although (more generally) constructible sheaves appear in some arguments. We note that we do not assume that our stalks are finitely-generated over k, following [Sc03] , although the book [Di04] remains a good reference. Given a space X with an open cover C, there is a tautological map π : X → N (C), given by π(x) = {i : x ∈ U i }. The order topology on N (C) makes π continuous. If F is a locally constant sheaf on X, the Leray spectral sequence of π unifiesČech cohomology and the Mayer-Vietoris principle:
For S ∈ N (C), let [S, ∞) denote the principal order ideal, a principal open subset. By definition,
where
For the cohomology of a sheaf in the order topology, we refer to [Deh62] . In particular, since the poset N (C) is the face poset of a simplicial complex, if G is any sheaf, then H . (N (C), G)
can be computed from
with a simplicial differential [Deh62, §11.4].
Remark 2.5. Following the notation of [Ive86, IV.8.1], if Z is closed in X and j : X \ Z ֒→ X denote the embedding of the complement, then for p ≥ 0 let
In particular, if both X and X \ { * } are path-connected, and F is a local system on X, then the notation
is well-defined. ♦ Remark 2.6. If X is compact, then we can also interpret (7) as compactly supported cohomology, since then Theorem 2.7. Suppose X is a d-dimensional complex manifold, and F is a locally constant sheaf of k-modules on X. If k is a field, for 0 ≤ p ≤ 2d, we have
where − ∨ = Hom(−, k). More generally, suppose k is a principal ideal domain and the stalks of F are free k-modules. Then, for all p, there is a "universal coefficients" short exact sequence,
Proof. Letk denote the constant sheaf on X. Since X is canonically oriented, we identify its orientation sheaf withk. Then, in the bounded derived category of sheaves on X, Verdier duality [KS90, §3.3.1] simplifies to the isomorphism
The left side gives rise to a Grothendieck spectral sequence with
using [Bo84, Lemma, p. 126 ] to reduce the calculation to stalks, together with our assumption that the stalks are free. So this spectral sequence degenerates at E 2 . Computing hyper-Ext on the right-hand side gives another spectral sequence with
with the same abutment. Then E pq 2 = 0 unless p = 0 or 1, and the short exact sequences are obtained by comparing the two spectral sequences: this one gives short exact sequences with E ∞ in the middle, and the other one identifies
Duality gives the following useful trick, which goes back to [Ko86] . Recall that a complex manifold is said to be a Stein manifold if it can be realized as a complex submanifold of some affine space C k . As is well-known, every Stein manifold of (complex) dimension n has the homotopy type of a CW-complex of dimension n.
Corollary 2.8. Suppose that F is a locally constant sheaf of k-modules on a Stein manifold X of dimension n, where k is a principal ideal domain. If the stalks of F are free k-modules, then H p c (X, F ) = 0 for 0 ≤ p < n. Proof. Cohomology with coefficients in local systems is an invariant of homotopy type, so the Stein property implies that H n−p (X, F ∨ ) = 0 for 0 ≤ p < n. By Theorem 2.7, 2.4. A spectral sequence. Now suppose F is a locally constant sheaf of k-modules on X, where k is either Z, or a field. Suppose also that X admits a combinatorial cover (C, φ). We use these data to construct a spectral sequence converging to H . (X, F ).
Put an (arbitrary) total order on the elements of C. Then we obtain an exact (Čech) complex of sheaves, 0 → F → C . , where for p ≥ 0,
Here each set U i belongs to the cover C, and the complex C . has theČech differential induced by restriction maps: see, for example, [God58, Th. 5.2.1]. More formally, for a subspace U i ֒→ X, by F | U we mean the sheaf i * i * F on X, and we note that (1) since F is locally constant, the higher direct image functors of i vanish, and (2) we also have F | U =ī !ī * F , whereī denotes the inclusion of the closure of U in X.
For each integer q ≥ 0, our hypotheses imply that the subposet (ρφ) −1 (q) is a disjoint union of incomparable components indexed by ρ −1 (q), and for S within a single component, the homotopy type of ∩S is constant. We note that any order-preserving map ρ : P → Z could be used in place of the rank function, provided that the fibers of ρ are antichains.
For each x ∈ P , let P ≤x = {y ∈ P | y ≤ x}. Then φ −1 (P ≤x ) is a sub-poset of N (C). Choosing a set S ∈ N (C) with φ(S) = x, write U x = ∩S; then U x is well-defined up to homotopy.
Given a combinatorial cover (C, φ), consider the restriction of H q to a fiber φ −1 (x) ⊆ N (C). By condition (2), the restriction is locally constant on the connected components of the fiber. For each x ∈ P , let j x : φ −1 (x) ֒→ N (C) denote the inclusion of the fiber.
Theorem 2.9. If X has a combinatorial cover (C, φ), then for every locally constant sheaf F on X there is a spectral sequence with
converging to H p+q (X, F ), where ρ denotes the rank function on P .
Proof. For each p ≥ 0, the sheaf C p is a product indexed by N p (C S is an injective resolution of F | ∩S for each S ∈ N p (C).
We filter the global sections Γ(I .. ) of the double complex by rows. The spectral sequence obtained in this way collapses to
, by the acyclicity of C . . We may also filter the double complex by setting, for p ∈ Z,
Then the E 0 term of the filtration spectral sequence is given by
Hence,
For a fixed x ∈ P , let (E pq 1 ) x denote the factors of (17) indexed by S for which φ(S) = x. By construction,
, and S ⊆ T . By hypothesis, if φ(S) = φ(T ), then the inclusion ∩T ֒→ ∩S is a homotopy equivalence; hence, the restriction F | S → F | T induces an isomorphism in cohomology. That is, the cohomology sheaf H q+ρ(x) is locally constant on the open set φ −1 (x). On the other hand, if φ(S) = φ(T ), then ρ(φ(S)) < ρ(φ(T )), by our assumption that fibers of ρ are antichains. It follows in this case that the restriction is zero on E pq 1 . Now, using (6), we have
where the differential on the right agrees with the restriction of d 1 . The claim follows.
Corollary 2.10. Suppose X has a strong combinatorial cover (C, φ), and F is a locally constant sheaf on X. There is then a spectral sequence with
converging to H p+q (X, F ). Proof. We consider the map of order complexes |φ| :
! G is locally constant on each fiber of φ and the fibers are, by hypothesis, contractible, the Leray spectral sequence of φ degenerates, so
where the second isomorphism is obtained by using the long exact sequence of the inclusion i x , and rewriting the restriction of the sheaf φ * H q+ρ(x) as a local system on lk P (x).
Remark 2.11. For the sake of the readers' intuition, we explain the role of the rank function ρ in the filtration. One obtains the classical Mayer-Vietoris spectral sequence by filtering the complex I .. by the cardinality s of elements of the nerve. Up to reindexing, the E 1 page of that spectral sequence is the same as our E 1 page from (17). However, in general, the classical differential d 1 depends both on the combinatorics of the cover as well as the local system, so a closed-form description of the E 2 page is not available in general. Davis and Okun solve this problem in [DO12] in a closely related setting by imposing hypotheses ("(Z)" and "(Z')") that are sufficiently restrictive to permit a description of the E 2 page analogous to that of Theorem 2.9.
Our formalism of combinatorial covers and filtration (15) is chosen to give a spectral sequence with explicit E 2 page without having to impose hypotheses on the local system. Our filtration is finer than the classical one, in such a way that this d 1 depends only on the combinatorics of the cover. ♦
Submanifold arrangements
In [DJLO11], Davis, Januszkiewicz, Leary and Okun use the notion of a strong combinatorial cover (which they call a "small cover") for hyperplane arrangement complements. Their construction restricts an open cover of the ambient affine space to the complement (see Figure  2 for a simple example). In this section, we show that this idea works in greater generality.
3.1. Open covers for submanifold arrangements. To begin, let Y be a smooth, connected manifold, and let A = {W 1 , . . . , W n } be a finite collection of proper, connected submanifolds of Y . We will assume that the intersection of any subset of A is also smooth, and has only finitely many connected components, and call such a collection an arrangement of submanifolds.
Let L(A) denote the collection of all connected components of intersections of zero or more submanifolds. Then L(A) forms a finite poset under inclusion. For every submanifold
be the closed subarrangement associated to X, and let
Recall that an open cover of a k-dimensional manifold is "good" if all sets in the cover and all their nonempty, finite intersections are diffeomorphic to R k . Such covers always exist, and are cofinal in the set of all covers, cf. (1) U is closed under intersections, and (2) the poset
has a unique minimum, for each U ∈ U.
If, additionally, each intersection of submanifolds in A has a finite good cover, then Y has a finite, good open cover U with the properties above.
Proof. We construct such a cover by induction as follows. Suppose there exist a pair (L, U) where L is an order ideal of L(A), and U is a finite collection of open sets in Y that covers each element X ∈ L, and which satisfies conditions (1) and (2), above. If L = L(A), we show that there exists another pair (L ′ , U ′ ) with the same property, for which L ′ strictly contains L. Since the intersection poset is finite, this implies the claim.
In the notation above, suppose (L, U) is such a pair, and that X is a minimal element of L(A) \ L. We let L ′ = L ∪ {X} and show we can extend the covering U to X. By hypothesis, the function m :
We let
and claim that there exists a value ǫ > 0 for which
That is, X
• ǫ is a neighborhood of X, minus the open sets covering the lower-dimensional strata. We claim X To argue that such a neighborhood exists, we note that X is closed and U is finite, so the number
is strictly positive. Hence, condition (i) is satisfied whenever ǫ < ǫ 1 . Note that the implication "⇐" in condition (ii) is satisfied trivially for all X ′ and ǫ. Also note that X ′ ∩ X • = ∅ implies X ′ ≥ X. Thus, for the other implication we need to find ǫ > 0 such that, for all
′ is closed and L(A) is finite, the number (26) ǫ 2 := min
• ǫ , for brevity, and put (27)
Clearly, U ′ is again a finite open cover of X. By induction, U ′ is closed under intersections, Property (1) of the cover. It remains to check Property (2), that the posets L V and L V ∩U have unique minimal elements.
In the former case, condition (ii) directly implies X is the minimal element in L V . In the latter case, if
On the other hand, by (i), we have X ∈ L V ∩U , so again X is the (unique) minimal element.
Finally, we assume that each stratum X admits a finite good cover, in which case X • also has a finite good cover. Then X • ǫ can be replaced by a finite union of open sets {U } for which each such U is diffeomorphic to some R k and satisfies m(U ) = X, and similarly with all the intersections.
3.2.
A combinatorial cover over the intersection poset. As before, let A be an arrangement of submanifolds in a manifold Y . We now restrict the open cover from Theorem 3.1 to the complement of the arrangement,
to obtain a combinatorial cover.
Theorem 3.2. Let A be an arrangement of submanifolds in a manifold Y , and let M be its complement.
(
Proof. Let U be the finite open cover of Y given by Theorem 3.1, and let
Clearly, g is an order-reversing map. The unique minimum property (2) of U implies that a collection of sets S = {U 1 , . . . , U k } in C has a nonempty intersection if and only if {g(U 1 ), . . . , g(U k )} form a chain in some order.
We may define a map ρ : L(A) → Z by letting ρ(X) = dim X: then, according to Definition 2.2, the pair (C, φ) is indeed a combinatorial cover of M .
Finally, if each subspace X ∈ L(A) is contractible, then, by Quillen's Lemma, the above map φ is a homotopy equivalence. Thus, the triple (C, φ) is a strong combinatorial cover.
For the rest of this section we will assume that any two submanifolds in our arrangement A intersect transversely. Under this assumption, every subspace X in the intersection poset of A is itself a smooth (not necessarily connected) submanifold of Y . Write
Corollary 3.3. Let A be an arrangement of submanifolds of a manifold Y , such that each W ∈ A is either compact or open, and any two submanifolds intersect transversely. Let M be the complement of the arrangement, let (C, φ) be the combinatorial cover from Theorem 3.2, and let F be a locally constant sheaf on M . There is then a spectral sequence with
Proof. We note that N (C) = N (U). So the fiber φ −1 (L(A) ≤X ) can be identified with N (U X ), the nerve of the subcover of U that intersects X. Since U is a good cover, by the Nerve Lemma, N (U X ) is homotopic to X, and we apply the the spectral sequence from Theorem 2.9.
Remark 3.4. If all submanifolds W ∈ A are compact, then, by Remark 2.6, we can replace in the above formula the cohomology of the pair (X, D X ) by the compactly supported cohomology of the complement, X \ D X . ♦ 3.3. A combinatorial cover of the arrangement. The previous section constructs a combinatorial cover of the complement of an arrangement whose open sets are local complements. Here, let us cover the arrangement itself, so that the elements of the cover are homotopic to the intersections of submanifolds themselves. Let us further assume that intersections of submanifolds consist of finite unions of equidimensional components. Given a submanifold arrangement, let L ′ (A) denote the poset of intersections of one or more submanifolds. Unlike L(A), intersection makes L ′ (A) a meet-semilattice; however, the elements of
For each X ∈ L ′ (A), let U ǫ (X) be an open ǫ-neighborhood of the manifold X in Y . By our local finiteness hypothesis, if ǫ > 0 is small enough, then U ǫ (X) deformation-retracts to X, and
Theorem 3.5. Let A be an arrangement of submanifolds in a manifold Y . Then (C, φ) is a strong combinatorial cover of Σ(A).
Proof. The claim that (C, φ) is a combinatorial cover (Definition 2.2) follows by construction. To see that φ induces a homotopy equivalence of order complexes, for
, so the result follows by Quillen's Lemma [Qu78] .
This theorem leads to a spectral sequence complementary to the one of Corollary 3.3:
Corollary 3.6. Let A be an arrangement of submanifolds in a manifold Y , and let (C, φ) be the combinatorial cover from Theorem 3.5. For any locally constant sheaf F on Σ(A), there is a spectral sequence with
Proof. We note that L ′ (A) op is ranked by −ρ, and apply Corollary 2.10.
Hyperplane arrangements
4.1. Intersection lattice and complement. Let A be an arrangement of hyperplanes in a finite-dimensional complex vector space V = C n . We will assume throughout that A is central, that is, all the hyperplanes pass through the origin 0 ∈ C n . The intersection lattice, L(A), is the ranked poset of all intersections of hyperplanes in A, ordered by reverse inclusion, and ranked by codimension. This is a geometric lattice, with join given by taking the intersection of two flats, and meet given by taking the linear span of their sum. For 0 ≤ p ≤ n, let L p (A) denote the set of elements of L(A) of rank p.
The complement of the arrangement, M (A) = C n \ H∈A H, is a connected, smooth complex quasi-projective variety. Moreover, M (A) is a Stein manifold, and thus it has the homotopy type of a CW-complex of dimension at most n. In fact, M (A) splits off the linear subspace C d = H∈A H, and so it is homotopic to a cell complex of dimension n − d. The arrangement A defines by projectivization an arrangementĀ of codimension 1 projective subspaces in P n−1 , with complement U (A) = P n−1 \ H∈AH . The Hopf fibration, π : C n \ {0} → P n−1 , restricts to a smooth, principal fibration, π : M (A) → U (A), with fiber C * . Fixing a hyperplane H 0 ∈ A yields a trivialization of the bundle map C n \H 0 → P n−1 \H 0 , and thus produces a diffeomorphism M (A) ∼ = C * × U (A). Let us fix an ordering of the hyperplanes, A = {H 1 , . . . , H r }, and choose linear forms f i : C n → C with ker(f i ) = H i . Assembling these forms together, we obtain a linear map f : V → C r , sending z → (f 1 (z), . . . , f r (z)). Without much loss of generality, we will assume from now on that A is essential, i.e., the intersection of all the hyperplanes in A is precisely 0, or, equivalently, the map f is injective.
Clearly, f restricts to an inclusion f : M (A) ֒→ (C * ) r , equivariant with respect to the diagonal action of C * on both source and target. Thus, f descends to a map f :
4.2. Flats and meridians. Fix a basepoint x V ∈ M (A) sufficiently close to 0. We proceed to describe certain generating sets for the fundamental group of the complement, G = π 1 (M (A), x V ), and for the "local" fundamental groups, G X = π 1 (M (A X ), x V ), where recall A X = {H ∈ A : H ≤ X}, for each flat X ∈ L(A).
Lemma 4.1. Let X be a flat in L(A), and let i X : M (A) → M (A X ) be the natural inclusion.
There is then a basepoint-preserving map r X :
Proof. Choose a point x X in the relative interior of X in such a way that the real interval [x V , x X ] intersects only hyperplanes of A X . Let B X be the Minkowski sum of [x V , x X ] with a closed ball of radius ǫ, chosen to be small enough so that again B X ∩ H = ∅ if and only if
denote the map which is the identity on B X ∩ M (A X ) and radial projection from x to ∂B X on M (A X ) \ B X . This is easily seen to be a strong deformation retraction that, moreover, preserves the basepoint (see Figure 3) . Composing now the map q X with the inclusion B X ∩ M (A) ֒→ M (A) yields the desired map r X .
Let j : C * → M (A) be the inclusion of the fiber of the Hopf fibration containing the basepoint x V , and let j ♯ : π 1 (C * , 1) → π 1 (M (A), x V ) be the induced homomorphism. Upon identifying π 1 (C * ) = Z, we may define an element γ 0 ∈ G by
By construction, γ 0 belongs to the center of G. Similarly, for each flat X ∈ L(A), we have a central element γ
). In particular, for each hyperplane H ∈ A, we have a "meridian" loop γ H , based at x V . A standard application of the van Kampen theorem shows that the set {γ H | H ∈ A} generates the fundamental group G = π 1 (M (A), x V ). We also let a X = [γ X ] be the corresponding homology classes in G ab = H 1 (M (A), Z). As noted in [DS14] , the homomorphism induced by the map f : M (A) → (C * ) r on fundamental groups may be identified with the abelianization map, ab : G → G ab . Furthermore, the group G ab is the free abelian group on {a H : H ∈ A}. Finally, letx V ∈ U (A) be the image of the basepoint x V ∈ M (A) under the Hopf map π : M (A) → U (A), and, for each flat X, letγ X = π • γ X be the corresponding loop. The fundamental groupḠ = π 1 (U (A),x V ) is the quotient of G by the cyclic subgroup Z = γ 0 . Moreover, the elements {γ H | H ∈ A} generateḠ, while the homology classesā H = [γ H ] freely generate the groupḠ ab = H 1 (U (A), Z), subject to the single relation H∈Aā H = 0.
Compatibility of the retraction maps. For each pair of flats
denote the inclusion. Recovering our old notation, i X,0 = i X . Using the construction of Lemma 4.1, we let
Applying Lemma 4.1 to the arrangement A Y , we conclude that i X,Y • r X,Y ≃ id, via a basepoint-preserving homotopy. We will need two lemmas. Proof. The first claim follows from the definition. To show the second, let P X denote the image of the retract r X , for each X ∈ L(A). In the notation of Lemma 4.1, we have
Lemma 4.2. For any triple of flats
By Lemma 4.1, the corestriction r X : M (A X ) → P X is a homotopy equivalence, so it is enough to show that r Y • i Y : P X → M (A) is a homotopy equivalence onto its image.
For this, we consider a fiber (r Y • i Y ) −1 (x) over a point x in the image. If x ∈ P
• Y , then the fiber consists of just the point x. Otherwise, x is in the image of the radial projection towards x Y , so the fiber is the intersection of P X with a ray. Since x ∈ Y ⊆ X, the intersection of the ray with X is the point x Y . It follows that the fiber is the intersection of a ray with a convex set (see again Figure 3 ), hence is contractible. Our claim then follows from the main result of [Sma57] .
Lemma 4.3. If H ∈ A and X ∈ L(A), and H ≤ X, then the composite r X • i X • r H is null-homotopic.
Proof. We will continue with the notation above. It is enough to show that image of the restriction r X • i X | PH : P H → M (A) is contractible. Recall that P H = M (A H ) ∩ B H , and we claim that r X • i X (P H ) = r X • i X (B H ).
As in the previous lemma, it is enough to examine a fiber (r X •i X ) −1 (x) for a point x ∈ ∂P X . Let R x denote the ray through x X and x. By hypothesis, x X ∈ H and x ∈ H, so R x ∩ H consists of at most one point. Note that R x ∩ (B H \ P H ) = R x ∩ H. By slightly varying the radius ǫ in the definition of B H , we may assume that if
By [Sma57] again, the image of r X • i X is homotopy equivalent to the contractible set B H .
We now consider the restriction of the Hopf fibration to the complement of A X . Let j X : C * → M (A X ) be the inclusion of the fiber containing the basepoint x V . By definition, for
, for all X, and by (34), we have (37)
Likewise, in homology, we have a X = (r
For each X ∈ L(A), let us define an endomorphism of H 1 (M (A), Z),
By Lemma 4.1, we have that p 2 X = p X , for each X. Proposition 4.4. For all H ∈ A and X ∈ L(A), we have
Proof. If H ≤ X, we write a H = p H (j * (1)) and calculate:
If H ≤ X, by Lemma 4.3, we have (r X • i X • r H ) * = 0, and the conclusion follows.
The goal of all this was to conclude:
Corollary 4.5. For each flat X ∈ L(A), the following relation holds
Proof. Using Proposition 4.4 when X = H is a hyperplane, we see that p H (a K ) = δ H,K a K for K ∈ A, so H∈A p H acts as the identity map on H 1 (M (A), Z). Thus
using Proposition 4.4 again.
Wonderful compactifications.
In their seminal paper [DCP95] , De Concini and Procesi constructed natural compactifications of complements of hyperplane arrangements, as follows. As before, let A be an arrangement in C n , with complement M (A), and letĀ be the corresponding arrangement in P n−1 , with complement U (A). A building set for the arrangement is a subset We recall that, for a subset S ⊆ G, the intersection D S := x∈S D x is nonempty if and only if S is a nested set. If G = L ≥1 (A), we note that nested sets are simply chains in L(A) \ 0 ,1 . We also recall that nested sets form a simplicial complex on the set G and the maximal element in L(A) is a cone vertex. Let N (G) denote the link of the cone point, a simplicial complex of dimension n − 2 with vertex set G \ 1 .
Theorem 4.6. Let S ∈ N (G) be a nested set. Then the groupC S := γ X : X ∈ S is a free abelian subgroup ofḠ = π 1 (U (A)), of rank k := |S|.
Proof. Recall from §4.2 thatḠ is the quotient of G = π 1 (M (A)) by the central subgroup Z = γ 0 . Thus, it is enough to prove that the group C S := γ X : X ∈ S ∪ {0} is a free abelian subgroup of G, of a rank k + 1. First, we check that if X, Y ∈ S, then γ X and γ Y commute. If X ≤ Y , this follows from the discussion above, since γ Y is the central element in G Y . If X and Y are incomparable, by the nested set property, then there is a linear diffeomorphism
On the level of fundamental groups, γ X and γ Y may be identified with central elements in G X and G Y , respectively, so they commute as well.
To check that C S is free abelian, we note that the image of
are linearly independent, by [FY04, Prop. 5.2]. Hence, the restriction of the abelianization map gives an epimorphism C S → Z k+1 . Since C S is abelian and has only k + 1 generators, this map must be an isomorphism.
Let U S be the intersection of an ǫ-ball around D S in the wonderful compactification Y G with the hyperplane complement U (A).
Corollary 4.7. The inclusion i S : U S ֒→ U (A) induces an injective map of fundamental groups.
Proof. Note that U S ≃ (C * ) k , a product of C * -orbits passing through x V , indexed by the elements X ∈ S. Using formula (37), we see that π 1 (U S ,x V ) ∼ = Z k and the homomorphism (i S ) ♯ : π 1 (U S ,x V ) → π 1 (U (A),x V ) has image the free abelian groupC S ∼ = Z k . The conclusion follows from Theorem 4.6. 4.5. Spectral sequences from the standard embeddings. For a flat X ∈ L(A), following the standard matroid-theoretic terminology, we say that X is connected if β(A X ) = 0, where β(A) := χ(U (A)). This is equivalent to the condition that the closed subarrangement A X is irreducible (see [Cr67] ). In the context of cohomological vanishing results, some authors have also referred to such flats as "dense edges." We note, in particular, that hyperplanes are connected flats.
The construction from [DJLO11] is obtained as follows. If A is a (central) arrangement in C n , choose a hyperplane H 0 ∈ A. Let Y = C n−1 , regarded as the affine chart of P n−1 with H 0 at infinity, and let W = U (A). The indexing poset L(W, Y ) can be identified with
The subsets X are affine spaces, hence contractible. Applying Corollary 3.3, we obtain the following result.
Corollary 4.8. Let A be a central hyperplane arrangement in C n . For any locally constant sheaf F on the projectivized complement U = U (A), we have a spectral sequence
If A is a (central) arrangement and instead we choose Y = P n−1 and let U = U (A) be the complement ofĀ, then the indexing poset of D = Y \ U is the truncated intersection poset, P (A) := L op (A) \ {0}. The subsetsX in the decomposition of Y are projective linear spaces: here, ρ(X) equals the complex dimension ofX, and φ −1 (P (A) ≤X ) is homotopic to the projective spaceX. We have a combinatorial cover, and D X ≃ φ −1 (P (A) <X ) is the union of hyperplanes in the (projective) arrangement A X , where recall A X = {H ∩ X | H ∈ A \ A X }. For any locally constant sheaf F , our spectral sequence has the form
We remark that the cohomology local system in (45) need not be trivial, in contrast with the spectral sequence in [DJLO11, DO12, DS13] , where the local system is necessarily trivial. 
) is its kernel. ♦ 4.6. A spectral sequence from the wonderful compactification. Another combinatorial cover of an arrangement complement can be constructed using the De Concini-Procesi wonderful compactification [DCP95] . Accordingly, Theorem 3.2 provides a combinatorial cover of U (A). This time, the indexing poset is the opposite of the face lattice of N (G), which we denote P G . For a nested set S ∈ N (G), the (complex) dimension of the intersection D S := x∈S D x is n − 1 − |S|: for ease of notation, we shift the indexing by n − 1 and let ρ(S) = − |S|.
The key advantage of this choice of combinatorial cover is that the open sets U S are complements of |S| smooth components that intersect locally transversally. That is, U S ≃ (S 1 ) |S| , a torus.
The pairs (φ −1 ((P G ) ≤S ), φ −1 ((P G ) <S )) are pairwise homotopy equivalent to (D S , D S ′ ) for faces S S has the homotopy type of an (n − 1 − |S|)-dimensional cell complex. Applying again Corollary 3.3, we obtain yet another spectral sequence converging to the cohomology of the projectivized complement U = U (A), with coefficients in a locally constant sheaf F . Since each intersection D S is a compact, we will express the E 2 -page in terms of compactly supported cohomology (cf. Remark 3.4).
Corollary 4.10. With notation as above, we have a spectral sequence
Vanishing cohomology
The main objective of this section is to give conditions for the cohomology of a local system on an arrangement complement to vanish, in terms of certain free abelian subgroups of the fundamental group. These subgroups are fundamental groups of tori embedded in the arrangement complement, and they arise as neighbourhoods around intersections of boundary components in the wonderful compactification of the previous section.
5.1. Local systems on tori. First, then, we recall the commutative algebra which describes the cohomology of local systems on a torus. Let k = Z or a field. If I is an ideal in a commutative, Noetherian ring R and A is an R-module, we say a sequence of elements g 1 , . . . , g k ∈ forms a regular sequence for A if g i is a non-zero divisor on A/(g 1 , . . . , g i−1 )A, for 1 ≤ i ≤ k.
Let depth(I, A) = ∞ if g 1 , . . . , g k is a regular sequence for which A/(g 1 , . . . , g k )A = 0; otherwise, the depth is the length of the longest regular sequence for which A/(g 1 , . . . , g k )A = 0. If (R, m) is a local ring, A is a maximal Cohen-Macaulay module when depth R (m, A) = dim R. Depth has a well-known homological interpretation:
Proposition 5.1. For any R-module A, not necessarily finitely-generated, Ext p R (R/I, A) = 0 for all p < depth R (I, A).
This translates directly to a cohomological vanishing condition for local systems on tori.
Lemma 5.2. Suppose A is a local system on (S 1 ) n , for some n ≥ 1: that is, a R :
, and we apply Proposition 5.1. 
if and only if A ½ is a maximal Cohen-Macaulay module over R ½ . ♦ Definition 5.4. With this in mind, we will say that a module A over R := k[Z n ] is a MCMmodule if depth R (½, A) ≥ n. Equivalently, the localization A ½ is either zero or a maximal Cohen-Macaulay module over R ½ .
We will frequently consider MCM-modules which arise as follows.
Proposition 5.5. Suppose that H is a free abelian subgroup of a discrete group G.
Proof. The group algebra k[G] is a free module over k [H] , and a free module over a CohenMacaulay ring is maximal Cohen-Macaulay. Since the natural map H → G ab is injective, the same argument applies to k[G ab ].
5.2. Cohomology with twisted coefficients. We are now ready to state and prove the main result of this section. In §4.6, we constructed a combinatorial cover of U (A) using its embedding in a De ConciniProcesi compactification. This leads to the following vanishing result.
For an arrangement A, fix a building set G. For each nested set S ∈ N (G), let
. This is a ring of Laurent polynomials of dimension |S|, by Theorem 4.6. We continue to let ½ = ½ S denote the augmentation ideal in R S .
Theorem 5.6. Let A be a central, essential arrangement of hyperplanes in C n , and U = U (A) its projective complement. Let A be a local system on U over a principal ideal domain k. Suppose that A is a MCM-module over R S for each S ∈ N (G). Then H p (U, A) = 0 for all p = n − 1. If, moreover, A/½ S A is free over k for each nested set S, then so is H n−1 (U, A).
Proof. Let F denote the locally constant sheaf corresponding to A. By Corollary 4.10 together with Lemma 5.2, we have a spectral sequence
Since U S is a product of arrangement complements, it is a Stein manifold, and Corollary 2.8 shows compactly supported cohomology of U S in a locally constant sheaf is zero unless p+|S| ≥ n − 1 − |S|: that is, p ≥ n − 1 − 2 |S|.
By Definition 5.4, we have that depth RS (½, A) ≥ dim R S = |S| for each ring R S : that is, Ext q−|S| RS (k, A) = 0 for q − |S| = |S|: i.e., q = 2 |S|. By Lemma 5.2 again, Ext
We see that E pq 2 = 0 unless p + q ≥ n − 1, so H p (U, F ) = 0 except possibly for p = n − 1. If, moreover, each entry E p,n−1−p 2 is free, then so are the submodules E p,n−1−p ∞ , and H n−1 (U, F ) as well.
In Proposition 5.5, we saw that A = k[G] and A = k[G ab ] satisfy the hypotheses of the theorem. Other examples can be given in terms of conditions on the group action.
Lemma 5.7. Suppose A is a k[G]-module which either either semisimple or finite-dimensional over a field k. If A γX = 0 for some X ∈ G, then A is a MCM-module over R S for each nested set S ∈ N (G) containing X.
Proof. Consider the exact sequence Corollary 5.8. Let A be a central, essential complex arrangement, and let U = U (A). Suppose A is a k[π 1 (U )]-module which is either semisimple or finite-dimensional over a field. If
Proof. We use Theorem 5.6. Let G be the set of all connected, nonzero flats (the minimal building set, in the language of [DCP95] ). Suppose S ⊆ G is a nonempty nested set and X ∈ S. Using the hypothesis together with Lemma 5.7, we see the only nonzero factor of the spectral sequence (49) is indexed by S = ∅.
In that case, W ∅ = U , R ∅ = k, and E pq 2 = 0 unless q = 0 and p = n − 1, which implies H p (U, A) = 0, unless p = n − 1.
Weaker vanishing results.
Essentially the same arguments gives more information even when the conditions on the k[π 1 (M (A))]-module A are relaxed. Here, we briefly consider weaker conditions on A. Let X be a connected space that has the homotopy type of a finite-dimensional CWcomplex, and let n = gd(X) be the minimal dimension of such a CW-complex. If A is a π 1 (X)-module, we define (51) dp(X; A) = max{i :
where by convention dp(X; A) = −1 if H . (X, A) = 0. Then Theorem 5.6 admits the following generalization.
Proposition 5.9. Let A be a local system on a projective arrangement complement U (A) of dimension n − 1. Let G be a building set for A. Then (52) dp(U (A); A) ≤ max
Proof. Consider the spectral sequence (49) of Theorem 5.6, and a nested set S. Once again, the compactly supported cohomology of U S is zero unless p ≥ n−1−2 |S|. By Proposition 5.1, the coefficient module is zero for q − |S| ≥ depth(½ S , A), so E pq 2 = 0 for p + q < n − 1 − |S| + depth(½ S , A).
Taking the minimum of the right-hand side over S ∈ N (G) gives a lower bound on the degree of the first nonzero cohomology group, which translates to the inequality (52).
The following special case includes rank-1 local systems over a field, and uses the same argument as Corollary 5.8.
Corollary 5.10. Suppose a k[π 1 (U )]-module A is semisimple or finite-dimensional over a field. Then dp(U (A); A) is at most the largest cardinality of a nested set S having the property that A γX = 0, for all X ∈ S.
6. Elliptic arrangements 6.1. Abelian arrangements. An abelian arrangement is a finite set of codimension one abelian subvarieties (possibly translated) in a complex abelian variety, see [LV12, Bi13] . Our construction gives a combinatorial cover of the complement of such an arrangement, and thus, a spectral sequence converging to the cohomology of the complement. A special case of the construction is the configuration space of n points on an elliptic curve E, which we consider in §6.3. The examples we consider are arrangements in a product of complex elliptic curves, E ×n . For short, we will refer to these as elliptic arrangements. Let A = {H 1 , . . . , H m } be such an arrangement. The subvarieties H i ⊆ E ×n are fibers of group homomorphisms. Such homomorphisms are parameterized by integer vectors: writing E as an additive group, we may write
and A = (a ij ) is a m × n integer matrix. We let corank(A) := n − rank(A).
The connected components of elements of the intersection lattice of A are cosets of products of elliptic curves. In particular, the intersection Σ = H∈A H is either empty or homeomorphic to a (finite) disjoint union of copies of E ×r , where r is the corank of A. We say A is essential if its corank is zero: clearly, in this case, m ≥ n.
Proposition 6.1. Let A be an essential elliptic arrangement. Then the complement U (A) is a Stein manifold.
Proof. Since A is essential, there exists an n×n minor of A which is invertible over Q. Without loss, we may assume it is the first n rows, and consider the corresponding subarrangement. Since the complement of an analytic set in a Stein manifold is again Stein, it is sufficient to prove that the complement of the subarrangement is Stein: that is, assume A is a square matrix.
We proceed by induction on the integer value |det A|. If it is one, then A is invertible over Z, in which case let g : E ×n → E ×n be the automorphism given by the inverse matrix. Then (f i • g)(x 1 , . . . , x n ) = x i for 1 ≤ i ≤ n, and so
In this case, the claim follows by some classical facts about Stein manifolds (see for instance [FG02] ): an open Riemann surface is Stein, and the Stein property is closed under products.
If |det A| > 1, using the Hermite Normal Form via a change of variables as above, we may assume a ij = 0 for i > j and a ij < a ii for j < i. By hypothesis, we have a ii > 1 for some diagonal entry 1 ≤ i ≤ n. Reordering rows and columns, we may take i = n.
Consider the arrangement A ′ = (A \ {H n }) ∪ {H ′ n }, where H ′ n is given by the equation x n + n−1 j=1 a nj x j = ζ n . Now let g : E ×n → E ×n be given by letting g i = id for 1 ≤ i < n and g n (x) = a nn x. The restriction of g to U (A) is a finite, holomorphic map whose image is U (A ′ ). Corollary 6.2. The complement U (A) of an elliptic arrangement A in E ×n has the homotopy type of a CW-complex of dimension n + r, where r = corank(A).
Proof. If A is essential, then U (A) is Stein, and thus has the homotopy type of a n-dimensional CW-complex. Otherwise,
The previous section gave a cohomological vanishing result for hyperplane arrangements. The corresponding result for elliptic arrangements can be obtained analogously. Let A be an elliptic arrangement, with intersection poset P (A). As noted previously, the connected components of intersections of elliptic hyperplanes are cosets of products of elliptic curves. For any X ∈ P (A), let T A X = {T H} H∈A : X⊆H be the arrangement of tangent hyperplanes to the arrangement at the coset X ⊆ E ×n . Now the open set U X for which m(U X ) = X is a strong deformation retract of the (linear) hyperplane arrangement complement U (T A X ), and the restriction A X is again an elliptic arrangement.
Theorem 6.3. Let A be an essential elliptic arrangement of dimension n. Suppose that A is a k[π 1 (U (A))]-module such that, for each X ∈ P (A), the module A satisfies the hypotheses of Theorem 5.6 for the space
Proof. We use Corollary 3.3. Let F denote the locally constant sheaf corresponding to A.
Since the ambient space is compact, we have a spectral sequence with
which converges to H p+q (U (A), F ). By hypothesis, the coefficient local system is zero unless q + ρ(X) = n − ρ(X), since U (T A X ) is a central arrangement of rank n − ρ(X).
On the other hand, the complement is a Stein manifold (Proposition 6.1), so by Corollary 2.8, the term indexed by X also vanishes unless p − ρ(X) = ρ(X). Combining, we see that E pq 2 = 0 unless p + q = n. The last assertion follows as in Theorem 5.6. Corollary 6.4. Let A be an elliptic arrangement in E ×n . Then its complement, U (A), is both a duality space and an abelian duality space of dimension n + r, where r is the corank of A.
Proof. If A is essential, then the assertions follow from the previous theorem: if G = π 1 (U (A)) then k[G] and k[G ab ] both satisfy the hypotheses of Theorem 5.6 for each tangent hyperplane arrangement T A X , by Proposition 5.5.
Otherwise,
. Since E ×r is both a duality space and an abelian duality space of dimension 2r, we are done.
At the other end of the spectrum, we also obtain a vanishing result for rank-1 local systems, comparable to Corollary 5.8:
Corollary 6.5. Let A be an essential elliptic arrangement, and let U = U (A). Suppose A is a k[π 1 (U )]-module which is either semisimple or finite-dimensional over a field. Suppose further that A γX = 0 for all X ∈ P (A) for which the hyperplane arrangement T A X is irreducible. Then H p (U, A) = 0 for all p = n − 1.
6.2. Convenient local systems. Our approach also generalizes a vanishing result of Levin and Varchenko, [LV12, Thm. 5.2]. In the language of forms, these authors consider certain complex, rank-1 local systems on the complement of an elliptic arrangement, which we outline briefly here. Levin and Varchenko consider local systems on U = U (A) obtained by restricting a rank-1 local system C ρ on the ambient space, E ×n . They impose then a condition on C ρ , which they call convenient, under which it is the case that H p (X, C ρ | X ) = 0 for all p and all positivedimensional X ∈ P (A). They conclude that H p (U, C ρ | U ) = 0 for all p < n, and give a concrete description of H n (U, C ρ | U ). We give the following generalization of their vanishing result from [LV12] .
We need a technical result about intervals in the intersection poset
a poset ordered by reverse inclusion. Clearly P ′ (A) is isomorphic to L ′ (A), by relabelling intersections by the elliptic hyperplanes that contain them. Let p : P (A) → P ′ (A) denote the order-preserving map defined by p(X) = {H ∈ A : H ⊇ X}. If A is unimodular, then each intersection X is connected, and p is an isomorphism. In general, p is merely surjective.
Lemma 6.6. For any S ∈ P ′ (A) and X ∈ p −1 (S), the restriction p : (X, E ×n ) → P ′ (A) >S induces a homotopy equivalence of order complexes, where (X, E ×n ) denotes an open interval in P (A). the other hand, if X is zero-dimensional, the link of X is the realization of the open interval L ′ (A) >X , which is homotopic to (X 0 , E ×n ) for some connected component X 0 ∈ L(A), by Lemma 6.6.
On the other hand,
, an arrangement of hyperplanes of rank n. By Folkman's Theorem [Fo66] , then, (X 0 , E ×n ) has the homotopy type of a wedge of (n − 2)-spheres, so lk L ′ (A) op (X) does as well. It follows that E pq 2 = 0 unless p − n − 1 = n − 2; i.e., p + q = n − 1, so E pq ∞ = E pq 2 , and the conclusion follows. 6.3. Configuration spaces. Let M be a connected manifold of dimension m, and let F (M, n) be the configuration space of n distinct points in M , for n ≥ 1. Let
If M = C, the configuration space F (C, n) is a complex hyperplane arrangement complement and a classifying space for the pure braid group. Now we consider M = E, an elliptic curve, in which case F (E, n) is an elliptic arrangement complement. Since E is a topological group, its diagonal action on E ×n gives a principal E-bundle,
Let F (E, n) denote the image of F (E, n) under the projection p. Since E is abelian, the bundle (61) is trivial: a section s of p is given by lifting a class [x] ∈ E ×n /E to x ∈ E ×n with x n = 1. By restriction, (62)
F (E, n) ∼ = E × F (E, n),
where F (E, n) is an essential elliptic arrangement. Let P E n = π 1 (F (E, n)), the pure elliptic braid group (also known as the n-string pure braid group on the torus). The configuration space F (E, n) is well-known to be a classifying space for P E n , although we note that, for n ≥ 3, the space F (E, n) is not formal, cf. [Be94, DPS09] . As a special case of Corollary 6.4, we note:
, then H p (P E n , A) = 0 for p = n + 1, and H n+1 (P E n , A) is a free abelian group. Consequently, for each n ≥ 1, the pure elliptic braid group P E n is both a duality group and an abelian duality group of dimension n.
Remark 6.9. The fact that P E n is a duality group of dimension n can also be deduced from [Ha86, Theorem 4.1]. Indeed, it is shown there that the full elliptic braid group (also known as the mapping class group of the torus with n marked points) is a virtual duality group of dimension n. The claim then follows from the fact that K(π 1 (P E n , 1)) = F (E, n) is finite-dimensional, and thus P E n is torsion-free. ♦ 7. Toric complexes and the Cohen-Macaulay property 7.1. Generalized moment-angle complexes. In this last section, we illustrate our techniques on a class of spaces that arise in toric topology, as a basic example of polyhedral products. For more background and references on the subject, we refer to [BBCG10, Da12, DS07, PS09] . Let X be a connected, finite CW-complex, and let Y a subspace containing a distinguished zero-cell, * = e 0 . Next, let L be a simplicial complex on vertex set V. Associated to these data there is a subcomplex of the cartesian product X V , known as a "generalized moment-angle complex", and defined as Proof. It is straightforward to check that (C L , φ) is a combinatorial cover. By Lemma 7.1 and the Nerve Lemma, the map φ is a homotopy equivalence, which implies it is strong as well.
7.2. Toric complexes. Let S 1 = e 0 ∪ e 1 be the circle, endowed with the standard cell decomposition. The resulting moment-angle complex, T L := Z L (S 1 , e 0 ), is a subcomplex of the n-torus T n , where n = |V|. The fundamental group G L = π 1 (T L ) is the right-angled Artin group determined by the graph Γ = L
(1) , with presentation consisting of a generator v for each vertex v in V, and a commutator relation vw = wv for each edge {v, w} in Γ. A classifying space for the group G L is the toric complex T ∆ , where ∆ = ∆ L is the flag complex of L, i.e., the maximal simplicial complex with 1-skeleton equal to the graph Γ.
On the other hand, the cohomology ring H . (T L , k) is the exterior Stanley-Reisner ring k L , with generators the duals v * , and relations the monomials corresponding to the missing faces of L.
Cohen-Macaulay complexes.
Recall that an n-dimensional simplicial complex L is Cohen-Macaulay if for each simplex σ ∈ L, the reduced cohomology H * (lk(σ), Z) is concentrated in degree n − |σ| and is torsion-free. A similar definition holds over a coefficient field k.
For a fixed coefficient ring, the Cohen-Macaulayness of L is a topological property: it depends only on the homeomorphism type of L. For σ = ∅, the condition means that H * (L, Z) is concentrated in degree n; it also implies that L is pure, i.e., all its maximal simplices have dimension n. We note that A Gτ = A/I τ , where I τ is prime ideal of A. so d is a homomorphism of modules over the domain A Gσ . Since k is a field, H p+|σ|−1 (lk L (σ), A Gσ ) is a free module. The ideal I τ annihilates (70), so it annihilates the image of d(τ, σ). Since I σ I τ , the image of I τ is nonzero in A Gσ . It follows that d(τ, σ) is the zero map, a contradiction. Now suppose k = Z. By the Universal Coefficients Theorem and the previous argument, L is Cohen-Macaulay over all fields. Then L is Cohen-Macaulay over Z, again by Universal Coefficients.
