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Abstract. In this paper, we consider the scattering theory for a one-dimensional quantum walk
with impurities which make reflections and transmissions. We focus on an explicit expression of the
scattering operator. Our construction of the formula is based on the counting paths of quantum
walkers. The Fourier transform of the scattering operator gives an explicit formula of the scattering
matrix which is deeply related with the resonant-tunneling for quantum walks.
1 Introduction
Quantum walks have been studied in both finite and infinite systems. For finite systems,
for example, studies on the effectiveness and universality of quantum walks in the quantum
search algorithms have been studied, see [1], [2] [16] and its references therein. On the
other hand, for an infinite system, there are several mathematical works obtaining different
limiting behavior from classical random walks [9]. In particular, recently, studies on quantum
walks in view of the spectral theory and the scattering theory have been intensively studied,
for examples, [3], [4], [12], [14], [15], [17]. In this paper, we also consider one-dimensional
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position-dependent quantum walks (QW for short) in view of the scattering theory. As
will been mentioned later, the method of these works are based on the scattering theory
of quantum mechanics like Schro¨dinger equations. For general information of this research
area, the monograph by Yafaev [18] is available and its reference is also worthwhile. On
the other hand, our method is simply based on a kind of combinatorial approach using the
primitive form of QW by Feynmann and Hibbs (1965) [5].
Now let us introduce the model. The total Hilbert space is denoted by H := ℓ2(Z;C2) ∼=
ℓ2(A). Here A is the set of arcs of one-dimensional lattice whose elements are labeled by
{(x;R), (x;L) | x ∈ Z}, where (x;R) and (x;L) represents the arcs “from x − 1 to x”, and
“from x + 1 to x”, respectively. We assign a 2 × 2 unitary matrix to each x ∈ Z so called
local quantum coin
Cx =
[
ax bx
cx dx
]
.
Putting |L〉 := [1, 0]⊤, |R〉 := [0, 1]⊤ and 〈L| = [1, 0], 〈R| = [0, 1], we define the following
matrix valued weights associated with moving to left and right from x by
Px = |L〉〈L|Cx, Qx = |R〉〈R|Cx,
respectively. Then the time evolution operator on ℓ2(Z;C2) is described by
(Uψ)(x) = Px+1ψ(x+ 1) +Qx−1ψ(x− 1)
for any ψ ∈ ℓ2(Z;C2). Its equivalent expression on ℓ2(A) is described by
(U ′φ)(x;L) = ax+1φ(x+ 1;L) + bx+1φ(x+ 1;R),
(U ′φ)(x;R) = cx−1φ(x− 1;L) + dx−1φ(x− 1;R) (1.1)
for any ψ ∈ ℓ2(A). We call ax and dx the transmitting amplitudes, and bx and cx the
reflection amplitudes at x, respectively ∗. Remark that U and U ′ are unitarily equivalent
such that letting η : ℓ2(Z;C2)→ ℓ2(A) be
(ηψ)(x;R) = 〈R|ψ〉, (ηψ)(x;L) = 〈L|ψ〉
then we have U = η−1U ′η. The free quantum walk is the quantum walk where all local
quantum coins are described by the identity matrix i.e.
(U0ψ)(x) =
[
1 0
0 0
]
ψ(x+ 1) +
[
0 0
0 1
]
ψ(x− 1).
Then the walker runs through one-dimensional lattices without any reflections in the free
case.
In this paper we set “impurities” on
ΓM := {0, 1, . . . ,M − 1}
∗If we put ax = dx = 1 and bx = cx =
√−1 = i, then the primitive form of QW in [5] is reproduced.
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in the free quantum walk on one-dimensional lattice; that is,
Cx =

[
a b
c d
]
: x ∈ ΓM ,
I2 : x /∈ ΓM .
(1.2)
In view of the scattering theory, the operator U is a finite rank perturbation of U0. Quantum
walkers move without reflections by U0. For quantum walkers in the time evolution by U ,
reflections and transmissions occur on ΓM due to the matrix Cx. Then we can deal U and
U0 with an analogue of the scattering of the one-dimensional Schro¨dinger equation.
Roughly speaking, there are two manners of the scattering theory. One is the time-
dependent theory. In the time-dependent theory, the wave operator is a fundamental subject.
The wave operator for QWs is given by
W± = s-lim
t→±∞
U−tU t0 in H. (1.3)
The wave operator satisfies the following property. For the proof, see Suzuki [17].
Theorem 1.1. The wave operator exists and are complete i.e. the range of W± is the
absolutely continuous subspace Hac(U) for U . Precisely, for any φ ∈ Hac(U), there exist
ψ± ∈ H such that ‖U t0ψ±−U tφ‖H → 0 as t→ ±∞. The wave operator is unitary on H and
we have W ∗± =W
−1
∓ .
Another manner of the scattering theory is the time-independent theory. In this manner,
we study generalized eigenfunctions of U and U0. Here generalized eigenfunctions belong to
functional spaces larger than H. For the scattering theory, we consider them in the Banach
space ℓ∞(Z;C2). In the generalized eigenfunction of U , the scattering matrix appears as the
amplitudes of the reflected wave and the transmitted wave. The scattering matrix is given
by the spectral decomposition of the scattering operator Σ defined by
Σ =W ∗+W−. (1.4)
In view of Theorem 1.1, we can see Σψ− = ψ+. As has been derived by Morioka [14], the
Fourier transform of the scattering operator Σ can be decomposed as the direct integral∫ 2π
0
⊕Σ̂(θ)dθ,
where Σ̂(θ) is a unitary operator on a Hilbert space h(θ) depending on the spectral parameter
θ. In the following, we call Σ̂(θ) the scattering matrix or the S-matrix for short. The
spectral decomposition associated with U0 or U are defined as a distorted Fourier transform.
For details, we will discuss in Section 2. We also mention the stationary measure of QWs.
Generalized eigenfunctions of QWs give stationary measures. For the topic of stationary
measures, see Konno [10], Konno-Takei [11], Komatsu-Konno [8], Kawai et al. [7], and so
on.
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The purpose of this paper is to derive an explicit expression of the scattering operator for
U and U0. In fact, we derive a construction of Σ and Σ̂(θ). For the case where 1 ≤ M ≤ 3,
see Section 3. The primitive form of QWs found in Feynman’s checker board [5] is useful to
our combinatorial approach. In Section 4, we consider the general case. Our construction is
based on the counting paths up i.e. this is a time-dependent method. The Fourier transform
of Σ gives an explicit formula of the S-matrix determined by the matrix Cx. Moreover, our
arguments are deeply related with the resonant-tunneling of QWs (see [13]). Precisely, a
generalized eigenfunction of U will be constructed in ℓ∞(Z;C2) (see [6]), and the S-matrix
Σ̂(θ) appears in this eigenfunction.
Notations which will be used in this paper are as follows. T = R/(2πZ) denotes the flat
torus. We often identify T with [0, 2π) or [−π, π) modulo 2π. For a sequence f = {f(x)}x∈Z,
we define
f̂(ξ) =
1√
2π
∑
x∈Z
e−ixξf(x), ξ ∈ T.
On the other hand, for a distribution ĝ on T, we define the Fourier coefficient g(x) for x ∈ Z
by
g(x) =
1√
2π
∫
T
eixξĝ(ξ)dξ.
Note that the mapping f 7→ f̂ is a unitary operator from ℓ2(Z) to L2(T). The unitary
mapping U : H → Ĥ := L2(T;C2) is defined by U([fL, fR]T) = [f̂L, f̂R]T.
2 Spectral property for QW
2.1 Spectra
Let us recall some basic notions of spectra for unitary operators. Let EU(θ) be the spectral
decomposition of U . Since EU(θ) is a measure on R, applying the Radon-Nikody´m theorem,
it provides the orthogonal decomposition of H associated with U as
H = Hp(U)⊕Hac(U)⊕Hsc(U),
where Hp(U) is the closure of all eigenspaces of U , Hac(U) and Hsc(U) are the subspaces of
f ∈ H such that (EU(θ)f, f)H is absolutely continuous or singular continuous with respect
to θ, respectively. Then the spectrum σ(U) is classified by
σp(U) = the set of eigenvalues of U,
σac(U) = σ(U |Hac(U)), σsc(U) = σ(U |Hsc(U)).
Another classification of σ(U) is given in view of the sets of points on the complex plane.
The discrete spectrum σd(U) is the set of isolated eigenvalues of U with finite multiplicities.
The essential spectrum σess(U) is defined by σ(U) \ σd(U). If λ ∈ σess(U), λ is either an
eigenvalue with infinite multiplicity or an accumulation point of σ(U).
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Let us turn to the QWs U and U0. We put Û0 = UU0U∗. Then Û0 is the operator of
multiplication by the matrix
Û0(ξ) =
[
eiξ 0
0 e−iξ
]
, ξ ∈ T.
We obtain for any λ ∈ C
det(Û0(ξ)− λ) = λ2 − 2λ cos ξ + 1.
Lemma 2.1. We have σ(U0) = σac(U0) = {eiθ ; 0 ≤ θ < 2π}.
Let p(ξ, θ) = det(Û0(ξ)− eiθ). If eiθ = ±1, we have
∂p
∂ξ
(ξ, θ) = 2eiθ sin ξ = 0,
for ξ such that p(ξ, θ) = 0. For the scattering theory, we need the set
M(θ) = {ξ ∈ T ; p(ξ, θ) = 0} = {arccos(cos θ), 2π − arccos(cos θ)}. (2.5)
Note that arccos(cos θ) ∈ [0, π] even though θ varies on [0, 2π] by the definition of the
principal value of arccos.† Letting T = {±1}, M(θ) is the set of non-degenerate zeros of
p(ξ, θ) for eiθ ∈ σac(U0) \ T .
Since U −U0 is finite rank, we can see the invariance of the essential spectrum as follows
(see [15]). Moreover, there is no singular continuous spectrum in our setting (see [14], [12]).
Lemma 2.2. We have σess(U) = σess(U0) = {eiθ ; 0 ≤ θ < 2π} and σsc(U) = ∅.
2.2 Spectral decomposition
For the explicit expression for the S-matrix, we use the spectral decomposition associated
with U0. In our case, we can derive the spectral decomposition precisely by using the
eigenvectors of Û0(ξ).
Suppose eiθ ∈ σac(U0)\T . For each ξ ∈ T, the eigenvalues of Û0(ξ) are λ+(ξ) = eiθ(ξ) and
λ−(ξ) = e
i(2π−θ(ξ)) for θ(ξ) = arccos(cos ξ) ∈ [0, π]. The associated orthonormal eigenvectors
are given by
e+ =
[
1
0
]
for λ+(ξ), e− =
[
0
1
]
for λ−(ξ).
Then we define the orthogonal projections P±(ξ) on the the eigenspaces spanned by e±,
respectively. In particular, we have
Û0(ξ) = λ+(ξ)P+(ξ) + λ−(ξ)P−(ξ), e
iθ ∈ σac(U0) \ T .
†In this paper, we consider the free QW as U0. Then we can simply write M(θ) = {θ, 2pi − θ} when we
identify T with [0, 2pi). For general cases which are considered in [14], we defined M(θ) by using arccos as
above.
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Now we introduce a change of the variable ξ ∈ T. Let
J+ = [0, π] = {θ(ξ) ; ξ ∈ Td}, J− = [π, 2π] = {2π − θ(ξ) ; ξ ∈ Td}.
In view of (2.5), we put ξ+(θ) = arccos(cos θ) and ξ−(θ) = 2π− arccos(cos θ). Thus we have∫
T
|f̂(ξ)|2dξ =
∫
T
|P+(ξ)f̂(ξ)|2dξ +
∫
T
|P−(ξ)f̂(ξ)|2dξ
=
∑
s=+,−
∫ π
0
|P+(ξs(θ))f̂(ξs(θ))|2dθ
+
∑
s=+,−
∫ 2π
π
|P−(ξs(θ))f̂(ξs(θ))|2dθ.
(2.6)
This observation allow us to introduce the Hilbert space h˜(θ) which is the space of C-valued
functions on M(θ) with the inner product
(ψ, φ)
h˜(θ) =
∑
s=+,−
ψ(ξs(θ))φ(ξs(θ)).
Noting that the projection P±(ξ) is given by P±(ξ)f̂(ξ) = (f̂(ξ), e±)C2e±, we define the
Hilbert space
H± = L
2(J±; h˜(θ)e±; dθ), h˜(θ)e± = {φe±|M(θ) ; φ ∈ h˜(θ)}.
We also introduce the Hilbert space
h(θ) = h˜(θ)e+ ⊕ h˜(θ)e−,
with the inner product
(φ, ψ)h(θ) = (φ+, ψ+)h˜(θ) + (φ−, ψ−)h˜(θ),
where φ = φ+e+⊕φ−e− and ψ = ψ+e+⊕ψ−e−. Then the distorted Fourier transform F̂0(θ)
is defined as follows. Let F̂0(θ) = (F̂0,+(θ), F̂0,−(θ)) by
F̂0,s(θ)f̂ =
{
Psf̂
∣∣
M(θ)
, θ ∈ Js,
0, θ 6∈ Js,
for s = + or −. Then we have F̂0(θ)f̂ ∈ h(θ) for C2-valued smooth functions f̂ on T.
Let
(F̂0f̂)(θ) = F̂0(θ)f̂ , θ ∈ J+ ∪ J−.
Lemma 2.3. Let H = H+ ⊕ H−. Then Ĥ and H are unitary equivalent in the sense of
(2.6). The Fourier transform F̂0 can be extended uniquely to a unitary operator from Ĥ to
H.
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Now let us turn to the scattering operator Σ. Letting F0 = F̂0U , we define the S-matrix
Σ̂(θ) by
Σ̂ = F0ΣF∗0 =
∫
J+∪J+
⊕Σ̂(θ)dθ. (2.7)
The following property has been given in Theorem 5.3 in [14].
Lemma 2.4. (1) For f ∈ H, we have (Σ̂f)(θ) = Σ̂(θ)f(θ) for θ ∈ (J+ ∪ J−) \ {0, π}.
(2) Σ̂(θ) is unitary on h(θ) for θ ∈ (J+ ∪ J−) \ {0, π}.
3 Explicit expressions of S-operator for M = 1, 2, 3
The scattering operator in the impurity ΓM is denoted by
ΣM = W
∗
+W−.
We compute ΣM explicitly and reconsider the meaning of the scattering of quantum walks.
We put W−,t := U
tU−t0 and W
∗
+,s := U
−s
0 U
s. In this paper, we consider
ΣM = lim
t,s→∞
U−t0 U
t+sU−s0
since
||(U−t0 U t+sU−s0 −W ∗+W−)ψ|| = ||((U−t0 U t −W ∗+)UsU−s0 +W ∗+(UsU−s0 −W−))ψ||
≤ ||(U−t0 U t −W ∗+)UsU−s0 ψ||+ ||W ∗+(UsU−s0 −W−)ψ||
which implies, we have
lim
t,s→∞
||(U−t0 U t+sU−s0 −W ∗+W−)ψ|| = 0
by Theorem 1.1.
3.1 The case for M = 1
Let us consider the most simple case M = 1 in the following. See Fig. 1. To consider Σ1ψ
for arbitrary ψ, we set ψ as following four cases; (i) δx|R〉 for x ≤ 0, (ii) δx|R〉 for x > 0,
(iii) δx|L〉 for x ≤ 0, and (iv) δx|L〉 for x > 0. Let us see Σ1δx|R〉 = dδ−|x||R〉 + bδ|x||L〉 for
x ≤ 0 in the following. Since
Σ1 = lim
s→∞
U−s0 U
s lim
t→∞
U tU−t0 ,
we compute it step by step as follows: δx|R〉 U
−t
07−→ Ψ1 U
t7−→ Ψ2 U
s7−→ Ψ3 U
−s
07−→ Ψ4 in the limit of
t, s→∞.
(1) Since U0 describes the free walk, U
−t
0 δx|R〉 = δ−|x|−t|R〉 holds.
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(2) The walker in the inpurity starting from δ−|x|−t|R〉 proceeds freely toward the origin
but clearly never exceed the origin, where the inpurity is set, within time t. Then
the walker behaves a free walker, which implies W−,tδx|R〉 = U tU−t0 δx|R〉 = δx|R〉.
Therefore W−δx|R〉 = δx|R〉 for x ≤ 0.
(3) In the next, from this initial state, let us consider Us for large s. Until |x| steps, the
walk from δ−|x||R〉 is a free walking and at time |x| step, the walker finally reaches
to the origin, and in the next time, the walker is spitted into two walkers, in other
word, described by a linear combination of δ−1|L〉 and δ1|R〉 by the reflection and
transmission; U |x|+1δ−|x||R〉 = bδ−1|L〉 + dδ1|R〉. After time |x| + 2, the walk again
becomes free. Since s is sufficiently large, which implies |x| < s, we have Usδx|R〉 =
bδ−(s−|x|)|L〉+ dδs−|x||R〉
(4) Since U0 describes a free walking,
U−s0 (bδ−(s−|x|)|L〉+ dδs−|x||R〉) = bδ|x||L〉+ dδ−|x||R〉.
Therefore W+,sδx|R〉 = bδ|x||L〉 + dδ−|x||R〉 for sufficiently large s. Then we have
Σδx|R〉 = bδ|x||L〉+ dδ−|x||R〉.
Let us see Σ1δx|R〉 = dδx|R〉+ bδ−x|L〉 for x > 0 in the following.
(1) Since U0 describes the free walk, U
−t
0 δx|R〉 = δ−t+x|R〉 holds. Remark that since t is
sufficiently large, −t + x < 0.
(2) The walker in the inpurity starting from δ−t+x|R〉 proceeds to the origin freely until
time x and at time x she hits the origin and splits into left and right directions; that
is,
Ux+1δ−t+x|R〉 = bδ−1|L〉+ dδ1|R〉.
After x + 1 step, the walk becomes free again. Then since t is sufficiently large,
U tδ−t+x|R〉 = bδ−x|L〉+ dδx|R〉. Therefore W−δx|R〉 = bδ−x|L〉+ dδx|R〉 for x > 0.
(3) In the next, from the initial state; bδ−x|L〉 + dδx|R〉, let us consider Us for large s.
Since the walker never hit the origin due to the initial state, the walk behaves free.
Then
Us(bδ−x|L〉+ dδx|R〉) = bδ−x−s|L〉+ dδx+s|R〉.
(4) Since U0 is free walking, we have
U−s0 (bδ−x−s|L〉+ dδx+s|R〉) = bδ−x|L〉+ dδx|R〉.
It means W ∗+(bδ−x|L〉 + dδx|R〉) = (bδ−x|L〉 + dδx|R〉). Then we obtain Σ1δx|R〉 =
bδ−x|L〉+ dδx|R〉 for x > 0.
After all, for any x ∈ Z, we have
Σ1δx|R〉 = bδ−x|L〉+ dδx|R〉.
In the same way, for any x ∈ Z, we have
Σ1δx|L〉 = cδ−x|R〉+ aδx|L〉.
We summarize the computational result in the following Proposition.
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Proposition 3.1. Assume |a| 6= 1. The scattering operator Σ1 is
Σ1δx|R〉 = bδ−x|L〉+ dδx|R〉,
Σ1δx|L〉 = cδ−x|R〉+ aδx|L〉.
Figure 1: Scattering operator for M = 1
3.2 The case for M = 2
Let us consider Σ2δx|R〉 with x ≤ 0. Since Σ2 = limt,s→∞U−s0 U t+sU−t0 , we consider δx|R〉
U−t
07−→
Ψ1
U t+s7−→ Ψ2 U
−s
07−→ Ψ3 step by step. See Fig. 2. By the consideration in M = 1 case, we need
to pay in advance the effect on the invasion of ΓM . We have W−δx|R〉 = δx|R〉. Then it
is sufficient to consider W ∗+δx|R〉 = lims→∞U−s0 Usδx|R〉. First let us consider Usδx|R〉 for
large s. At time |x|, the walker firstly hit Γ2 = {0, 1} from the negative side. After this
time, the walk starts to be captured in Γ2 = {0, 1} and will escape Γ2 to negative or positive
sides soon. We compute the amplitude of escape Γ2 = {0, 1} to the negative and positive
sides, respectively. By definition of the quantum walk represented by (1.1), the amplitude
reflected by Γ2 and never entering Γ2 is “b” and its final state at time s is described by
(Usδx|R〉)(−s+ |x|) = b|L〉. (3.8)
The amplitude of the 1st escaping to the negative side is described by “dba” and its final
state at time s is described by
(Usδx|R〉)(−s+ |x|+ 2) = dba|L〉.
In general, for k = 1, 2, . . . , the amplitude of the k-th escaping to the negative side is
described by “d(bc)k−1ba” and its final state at time s is described by
(Usδx|R〉)(−s+ |x|+ 2k) = d(bc)k−1ba|L〉. (3.9)
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On the other hand, for ℓ = 1, 2, . . . , the amplitude of the ℓ-th escaping to the positive side
is described by “d(bc)ℓ−1d” and its final state at time s is described by
(Usδx|R〉)(s− |x| − 2(ℓ− 1)) = d2(bc)ℓ−1|R〉. (3.10)
The amplitude never escaping Γ2 are{
d(bc)
s−|x|
2
−1bδ0|L〉 : s+ x is even,
d(bc)
s−|x|−1
2 δ1|R〉 : s+ x is odd.
Since U−s0 δx|L〉 = δx+s|L〉 and U−s0 δx|R〉 = δx−s|R〉, we obtain
(Σ2δx|R〉)(y) = lim
s→∞
Ψ3(y) =

adb(bc)
y−|x|
2 |L〉 : y ≥ |x|+ 2 and y − |x| is even,
b|L〉 : y = |x|,
d2(bc)
|y|−|x|
2 |R〉 : y ≤ −|x| and y − |x| is even,
0 : otherwise,
(3.11)
for x ≤ 0.
Next, let us consider Σδx|R〉 with x > 0. We have Ψ1 = U−t0 δx|R〉 = δx−t|R〉. Since t is
sufficiently large, x−t < 0. Let us consider U t+sΨ1. After (t−x)-step, the walker is captured
in Γ2 and will escapes Γ2 soon to the negative or positive sides. The amplitude of escaping
Γ2 can be expressed by just changing x→ −t + x and s→ t + s in (3.8)–(3.10); that is,
(U t+sΨ1)(−s− x) = b|L〉, (3.12)
(U t+sΨ1)(−s− x+ 2k) = adb(bc)k−1|L〉, (k = 1, 2, . . . ) (3.13)
(U t+sΨ1)(s+ x− 2(ℓ− 1)) = d2(bc)ℓ−1|R〉. (ℓ = 1, 2, . . . ) (3.14)
The amplitudes never escaping Γ2 are d(bc)
s+x
2
−1bδ0|L〉 if s+x is even, while a(bc) s+x−12 δ1|R〉.
It is equivalent to
Ψ2 = U
t+sΨ1
=
(
bδ−s−x +
∑
k∈K1
adb(bc)k−1δ−s−x+2k
)
|L〉+
∑
ℓ∈K2
d2(bc)ℓ−1δs+x−2(ℓ−1)|R〉
+
{
d(bc)
s+x
2
−1bδ0|L〉 : s+ x is even,
d(bc)
s+x−1
2 δ1|R〉 : s+ x is odd.
Here K1, K2 ⊂ N is
K1 =
{
1 ≤ k ≤ s+x
2
− 1 : s+ x is even,
1 ≤ k ≤ s+x−1
2
: s+ x is odd,
K2 =
{
1 ≤ ℓ ≤ s+x
2
: s+ x is even,
1 ≤ ℓ ≤ s+x−1
2
: s+ x is odd,
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respectively. Then we have
lim
t,s→∞
Ψ3 = Σ2δx|R〉 =
(
bδ−x +
∑
k≥1
adb(bc)k−1δ−x+2k
)
|L〉+
∑
ℓ≥1
d2(bc)ℓ−1aδx−2(ℓ−1)|R〉.
Then for any y with x+ y ∈even,
(Σ2δx|R〉)(y) =

d2(bc)
x−y
2 |R〉 : y < −x,
b|L〉+ d2(bc)x−y2 a|R〉 : y = −x,
adb(bc)
x+y
2
−1|L〉+ d2(bc)x−y2 a|R〉 : −x+ 2 ≤ y ≤ x,
adb(bc)
x+y
2
−1|L〉 : y > x
for x > 0. Let us put (Σ2δx|R〉)(y) = [(Σ2δx|R〉)L(y), (Σ2δx|R〉)R(y)]⊤. Then the supports
(Σ2δx|R〉)L(y) and (Σ2δx|R〉)R(y) are {−x + 2k | k = 0, 1, . . . } and {x − 2ℓ | ℓ = 0, 1, . . . },
respectively and
(Σ2δx|R〉)L(−x+ 2k) =
{
b : k = 0
adb(bc)k−1 : k = 1, 2, . . .
(3.15)
(Σ2δx|R〉)R(x− 2ℓ) = d2(bc)ℓ (ℓ = 0, 1, 2, . . . ) (3.16)
In the same way, the supports (Σ2δx|L〉)L(y) and (Σ2δx|L〉)R(y) are {−x + 2 + 2k | k =
0, 1, . . . } and {x− 2ℓ | ℓ = 0, 1, . . . }, respectively and
(Σ2δx|L〉)R(−x+ 2− 2k) =
{
c : k = 0
acd(cb)k−1 : k = 1, 2, . . .
(3.17)
(Σ2δx|L〉)L(x− 2ℓ) = a2(cb)ℓ (ℓ = 0, 1, 2, . . . ) (3.18)
We summarize the above computational results in the following Proposition.
Proposition 3.2. For M = 2, the scattering operator Σ2 is described as follows: The
supports of (Σ2δx|R〉)L(y) and (Σ2δx|R〉)R(y) are {−x+ 2k | k = 0, 1, . . . } and {x− 2ℓ | ℓ =
0, 1, . . . }, respectively and
(Σ2δx|R〉)L(−x+ 2k) =
{
b : k = 0
adb(bc)k−1 : k = 1, 2, . . .
(3.19)
(Σ2δx|R〉)R(x− 2ℓ) = d2(bc)ℓ (ℓ = 0, 1, 2, . . . ) (3.20)
On the other hand, the supports (Σ2δx|L〉)L(y) and (Σ2δx|L〉)R(y) are {−x + 2 + 2k | k =
0, 1, . . . } and {x− 2ℓ | ℓ = 0, 1, . . . }, respectively and
(Σ2δx|L〉)R(−x− 2k + 2) =
{
c : k = 0
acd(cb)k−1 : k = 1, 2, . . .
(3.21)
(Σ2δx|L〉)L(x+ 2ℓ) = a2(cb)ℓ (ℓ = 0, 1, 2, . . . ) (3.22)
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Figure 2: Scattering operator for M = 2
3.3 The case for M = 3 case
3.3.1 Preparation
For the preparation, let us consider the following situation. For X ∈ Z\{1}, the initial state
is defined by
ψ0 = δX
{
|R〉 : X ≤ 0
|L〉 : X ≥ 2
We consider N -th iteration of this quantum walk for large N . If X ≤ 0, then the walker
hits Γ3 after |X|-step. The final position at time N for the walker who never enter Γ3 is
−N + |X|, and its internal state is described by the left chirality |L〉 with some complex
valued coefficient. The final position at time N for the walker who enters Γ3 and escapes
firstly Γ3 to the negative side is −N + |X| + 2, and its internal state is described by the
left chiraity |L〉 with some complex valued coefficient. The final position at time N for the
walker who enters Γ3 and escapes secondly Γ3 to the negative side is −N + |X|+ 4, and its
internal state is described by the left chiraity |L〉 with some complex valued coefficient. Thus
the support of the final position of the left chirality is {−N + |X|+2k | k = 0, 1, 2, . . .}. On
the other hand, the final position at time N for the walker who enters Γ3 and escapes firstly
Γ3 to the positive side is N − |X|, and its internal state is described by the right chiraity
|R〉 with some complex valued coefficient. the final position at time N for the walker who
enters Γ3 and escapes secondly Γ3 to the positive side is N −|X|−2, and its internal state is
described by the right chiraity |R〉 with some complex valued coefficient. Thus the support
of the final position of the left chirality is {N − |X| − 2k | k = 0, 1, 2, . . .}.
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Putting Θ := PQ+ QP , then we have
φN(−N + |X|) = P |R〉
φN(−N + |X|+ 2k) = P 2Θk−1Q|R〉 (k = 1, 2, . . . )
φN(N − |X| − 2k) = Q2ΘkQ|R〉 (k = 0, 1, 2 . . . ) (3.23)
for X ≤ 0.
In the same way, for X ≥ 2 we have
φN(N + 4−X) = Q|L〉
φN(N + 4−X − 2k) = Q2Θk−1P |L〉 (k = 1, 2, . . . )
φN(−N +X + 2k) = P 2ΘkP |L〉 (k = 0, 1, 2 . . . ) (3.24)
Here Θk (k = 0, 1, 2 . . . ) is described by
Θk = (−|c|∆)k 1
2
(
eikθ
[
1 −eiγ
e−iγ 1
]
+ e−ikθ
[
1 eiγ
−e−iγ 1
])
(3.25)
where ∆ = ad− bc, eiγ = i∆|ac|/(ac) and eiθ = |c|+ i|a|.
3.3.2 Computation of Σ3
Let us compute Ψ3 := U
sU tU−t0 δx|R〉 for sufficiently large t and s. Remark that U−t0 δx|R〉 =
δ−t+x|R〉. Since −t + x < 0, we apply (3.23) to this by putting X = −t + x, N = t + s and
δX |R〉 = U−t0 δx|R〉. Then putting Ψ3(x) = [Ψ(L)3 (x),Ψ(R)3 (x)]⊤, we have
Ψ
(L)
3 (−s− x) = 〈L|P |R〉
Ψ
(L)
3 (−s− x+ 2k) = 〈L|P 2Θk−1Q|R〉 (k = 1, 2, . . . )
Ψ
(R)
3 (s+ x− 2k) = 〈R|Q2ΘkQ|R〉 (k = 0, 1, 2 . . . )
for any x ∈ Z. Remark that the internal states for the first, second and third of the above
RHSs are |L〉, |L〉 and |R〉, respectively. Since U−s0 δx|L〉 = δx+s|L〉 and U−s0 δx|R〉 = δx−s|R〉,
we have
(Σ3δx|R〉)L(−x) = 〈L|P |R〉
(Σ3δx|R〉)L(−x+ 2k) = 〈L|P 2Θk−1Q|R〉 (k = 1, 2, . . . )
(Σ3δx|R〉)R(x− 2k) = 〈R|Q2ΘkQ|R〉 (k = 0, 1, 2 . . . ) (3.26)
In the same way, let us compute UsU tU−t0 δx|L〉 for sufficiently large t and s. Applying
(3.24) to this by putting X = x + t, N = t + s and δX |L〉 = U−tδx|L〉 since x + t > 2, we
have
(Σ3δx|L〉)R(−x+ 4) = 〈R|Q|L〉
(Σ3δx|L〉)R(−x+ 4− 2k) = 〈R|Q2Θk−1P |L〉 (k = 1, 2, . . . )
(Σ3δx|L〉)L(x+ 2k) = 〈L|P 2ΘkP |L〉 (k = 0, 1, 2 . . . ) (3.27)
Combining (3.25) with (3.26) and (3.27), we obtain the following expression of Σ3.
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Proposition 3.3. For M = 3, the scattering operator Σ3 is described as follows: The
supports of (Σ3δx|R〉)L(y) and (Σ3δx|R〉)R(y) are {−x+2k | k = 0, 1, . . . } and {x−2k | k =
0, 1, . . . }, respectively and
(Σ3δx|R〉)L(−x+ 2k) =
{
b : k = 0
(−|c|∆)k−1ad {−ieiγa sin[(k − 1)θ] + b cos[(k − 1)θ]} : k = 1, 2, . . .
(3.28)
(Σ3δx|R〉)R(x− 2k) = (−|c|∆)k−1d2
{−ieiγc sin[kθ] + d cos[kθ]} (k = 0, 1, 2, . . . ) (3.29)
On the other hand, the supports (Σ3δx|L〉)L(y) and (Σ3δx|L〉)R(y) are {x+2k | k = 0, 1, . . . }
and {−x+ 4− 2k | k = 0, 1, . . . }, respectively and
(Σ3δx|L〉)R(−x+ 4− 2k) =
{
c : k = 0
(−|c|∆)k−1ad {ie−iγd sin[(k − 1)θ] + c cos[(k − 1)θ]} : k = 1, 2, . . .
(3.30)
(Σ3δx|L〉)L(x+ 2k) = (−|c|∆)ka2
{
ie−iγb sin[kθ] + a cos[kθ]
}
(k = 0, 1, 2, . . . ) (3.31)
4 The case for general M and S-matrix
4.1 S-matrix
Recall that |L〉 and |R〉 represent the standard basis of C2; that is, |L〉 = [1, 0]⊤ and R〉 =
[0, 1]⊤. Let χ : ℓ2(Z;C2)→ ℓ2(ΓM ;C2) be a boundary operator such that (χψ)(a) = ψ(a) for
any a ∈ {(x;R), (x;L) | x ∈ ΓM}. Here the adjoint χ∗ : ℓ2(ΓM ;C2)→ ℓ2(Z;C2) is described
by
(χ∗ϕ)(a) =
{
ϕ(a) : a ∈ {(x;R), (x;L) | x ∈ ΓM},
0 : otherwise.
We put the principal submatrix of U with respect to the impurities by EM := χUχ
∗. The
matrix form of EM with the computational basis χδ0|L〉, χδ0|R〉, . . . , χδM−1|L〉, χδM−1|R〉 is
expressed by the following 2M × 2M matrix:
EM =

0 P
Q 0 P
Q 0
. . .
. . .
. . . P
Q 0
 (4.32)
We express the ((x; J), (x′; J ′)) element of EM by
(EM)(x;J),(x′;J ′) :=
〈
χδx|J〉, EMχδx′ |J ′〉
〉
C2M
.
First we prepare an important properties of EM as follows.
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Lemma 4.1. Let EM be the above with a 6= 0.† Then σ(EM) ⊂ {λ ∈ C | |λ| < 1}.
Proof. Let ψ ∈ ℓ2(ΓM ,C2) be an eigenvector of eigenvalue λ ∈ σ(EM). Then
|λ|2||ψ||2 = ||EMψ||2 = 〈Uχ∗ψ, χ∗χUχ∗ψ〉 ≤ 〈Uχ∗ψ, Uχ∗ψ〉 = ||χ∗ψ||2 = ||ψ||2. (4.33)
Here for the inequality, we used the fact that χ∗χ is the projection operator onto
span{δx|L〉, δx|R〉 | x ∈ ΓM} ⊂ ℓ2(Z;C2)
while for the final equality, we used the fact that χχ∗ is the identity operator on ℓ2(ΓM ;C
2). If
the equality in (4.33) holds, then χ∗χUχ∗ψ = Uχ∗ψ holds. Then we have the eigenequation
Uχ∗ψ = λχ∗ψ by taking χ∗ to both sides of the original eigenequation χUχ∗ψ = λψ.
However there are no eigenvectors having finite supports in a position independent quantum
walk on Z with a 6= 0 since its spectrum is described by only a continuous spectrum in
general. Thus |λ|2 < 1.
Lemma 4.2. EM is diagonalizable. More precisely, if a 6= 0, ‡ then
(1) Eigenvalues of EM are simple, expect 0.
(2) The multiplicity of the eigenvalue 0 is 2. The supports of two eigenvectors of 0 are
{(0;L), (0;R)} and {(M − 1;L), (M − 1;R)}, respectively.
Proof. The matrix representation of EM with the permutation of the labeling such that
(x;R)↔ (x;L) for any x ∈ ΓM to (4.32) is
EM ∼=

0 0 0 0
0 0 b a
d c 0 0 0 0
0 0 0 0 b a
d c
. . .
. . .
0 0
. . .
. . . 0 0
b a
d c 0 0
0 0 0 0

.
‡If a=0, the quantum walk becomes a trivial “zigzag” walk because the dynamics at each vertex is only
a reflection. The eigenvalues are ±ei arg(b)+arg(c)2 with the multiplicities M − 1, respectively in that case.
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Then the eignequation (EM − λ)ψ = 0 is expressed by
−λ 0 0 0
0 −λ b a
d c −λ 0
0 −λ b a
d c −λ 0
. . .
. . .
0 0 b a
d c −λ 0
0 −λ


ψ(0;R)
ψ(0;L)
ψ(1;R)
ψ(1;L)
...
...
ψ(M − 2;R)
ψ(M − 2;L)
ψ(M − 1;R)
ψ(M − 1;L)

= 0.
Here we changed the way of blockwise of EM . Putting
Aλ :=
[
0 −λ
d c
]
, Bλ :=
[
b a
−λ 0
]
,
we have[−λ 0] ~ψ(0) = 0, Aλ ~ψ(0) +Bλ ~ψ(1) = 0, Aλ ~ψ(1) +Bλ ~ψ(2) = 0, . . .
. . . , Aλ ~ψ(M − 2) +Bλ ~ψ(M − 1) = 0,
[
0 −λ] ~ψ(M − 1) = 0, (4.34)
where ~ψ(x) = [ψ(x;R), ψ(x;L)]⊤ for any x ∈ ΓM . If λ 6= 0 and a 6= 0, then the inverse
matrix Bλ exists. We obtain
ψ(0;R) = 0, ~ψ(1) = (−B−1λ Aλ)~ψ(0), ~ψ(2) = (−B−1λ Aλ)2 ~ψ(0), . . .
. . . ~ψ(M − 1) = (−B−1λ Aλ)M−1 ~ψ(0), ψ(M − 1;L) = 0.
Since ψ(0;R) = 0, ~ψ(j) is determined by only the one parameter ψ(0;L) which implies that
the dimension of the eigenspace λ is one. Then the eigenvalue λ is simple if λ 6= 0. Note
that the eigenvalue λ for λ 6= 0 is the solution of〈[
0
1
]
, (−B−1λ Aλ)M−1
[
0
1
]〉
= 0.
Finally, let us consider the case for λ = 0. (4.34) for λ = 0 is reduced to,
~ψ(0) ⊥
[
d¯
c¯
]
, ~ψ(1) ⊥
[
b¯
a¯
]
, ~ψ(1) ⊥
[
d¯
c¯
]
, ~ψ(2) ⊥
[
b¯
a¯
]
, · · ·
· · · , ~ψ(M − 3) ⊥
[
d¯
c¯
]
, ~ψ(M − 2) ⊥
[
b¯
a¯
]
, ~ψ(M − 2) ⊥
[
d¯
c¯
]
, ~ψ(M − 1) ⊥
[
b¯
a¯
]
,
which implies ~ψ(x) ⊥ [b¯ a¯]⊤, [d¯ c¯]⊤ for any x = 1, . . . ,M − 2. The vectors [b¯ a¯]⊤ and [d¯ c¯]⊤
are linearly independent and span C2 space because [a¯ b¯]⊤ and [c¯ d¯]⊤ are the row vectors
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of a unitary matrix. Then ~ψ(x) = 0 for any x = 1, . . . ,M − 2 and ~ψ(0) ⊥ [d¯ c¯]⊤ and
~ψ(M − 1) ⊥ [b¯ a¯]⊤, which means ker(EkM) = ker(EM) = Cκ+ ⊕ Cκ− for every k = 1, 2, . . . .
Here
κ+(e) =

b : e = (0;R)
a : e = (0;L)
0 : otherwise
, κ−(e) =

d : e = (M − 1;R)
c : e = (M − 1;L)
0 : otherwise
Using this finite matrix EM , we give an expression of the scattering matrix as follows which
is the key of our paper.
Lemma 4.3. Let EM be the above 2M ×2M matrix labeled by {(x;L), (x;R) | x ∈ ΓM} and
ΣM be the scattering operator. Then we have
ΣMδx|L〉 = a
∞∑
j=0
(EM−1+2jM )(0,L),(M−1,L) δx+2j |L〉
+
(
cδ−x+2(M−1) + d
∞∑
ℓ=1
(E2ℓM)(M−1,R),(M−1,L) δ−x+2(M−1)−2ℓ
)
|R〉 (4.35)
ΣMδx|R〉 =
(
bδ−x + a
∞∑
j=1
(E2jM)(0,L),(0,R) δ−x+2j
)
|L〉
+ d
∞∑
ℓ=0
(EM−1+2ℓM )(M−1,R),(0,R) δx−2ℓ|R〉 (4.36)
Proof. For ψ ∈ ℓ2(Z;C2), we describe ψ(x) = [ψL(x) ψR(x)]⊤ ∈ C2. By using the arguments
similar to the case where M = 1, 2, 3, we can see that the supports of (ΣMδx|L〉)L(·) and
(ΣMδx|L〉)R(·) are {x + 2j | j = 0, 1, 2, . . .} and {−x + 2(M − 1) − 2ℓ | ℓ = 0, 1, 2, . . . },
respectively. See Fig. 3. Here the position x+2j, which is in the support of (ΣM |x;L〉)L(·),
corresponds to the position for the walker who breaks into ΓM from M − 1 side, and after
the M − 1 + 2j steps, breaks out ΓM to the opposite side 0; then the amplitude is given by
a(EM−1+2jM )(0;L),(M−1;L), that is,
(ΣMδx|L〉)L(x+ 2j) = a(EM−1+2jM )(0;L),(M−1;L).
On the other hand, the position −x+2(M−1)−2ℓ, which is in the support of (ΣM |x;L〉)R(·),
corresponds to the position for the walker who breaks into ΓM from M − 1 side, and after
the 2ℓ steps, breaks out ΓM to also the same side M − 1; then the amplitude is given by c
if ℓ = 0 and d(E2ℓM)(M−1;R),(M−1;L) if ℓ > 0. In the same way, the supports of (ΣMδx|R〉)L(·)
and (ΣMδx|R〉)R(·) are {−x + 2j | j = 0, 1, 2, . . .} and {x − 2ℓ | ℓ = 0, 1, 2, . . .}. Here the
position −x+2j, which is in the support of (Σδx|R〉)L(·), corresponds to the position for the
walker who breaks into ΓM from 0 side, and after the 2j steps, breaks out ΓM to also the
same side 0; then the amplitude is b if j = 0 and a(E2jM)(0;L),(0;R) if j > 0. On the other hand,
the position x−2ℓ, which is in the support of (ΣMδx|R〉)R(·), corresponds to the position for
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the walker who breaks into ΓM from 0 side, and after the M − 1 + 2ℓ steps, breaks out ΓM
to the opposite side M − 1; then the amplitude is d(EM−1+2ℓM ). From the above observation,
we obtain the desired conclusion.
Figure 3: The support of the Scattering operator for general M
Remark 4.1. Propositions 3.1, 3.2 and 3.3 correspond to the cases for M = 1, 2, 3, in
Lemma 4.3, respectively§.
From this fact, we are interested in the maximum absolute value of the eigenvalue of EM ,
rmax,M < 1, since it characterizes the scattering of this quantum walk; the tail’s length of
the exponential decay from the starting position as follows.
Theorem 4.1. Put suppf = {x ∈ Z | f(x) 6= 0}. Then we have
supp(ΣMδx|L〉)L(·) = {x+ 2j | j = 0, 1, 2, . . . }
supp(ΣMδx|L〉)R(·) = {−x+ 2(M − 1)− 2j | j = 0, 1, 2, . . . }
supp(ΣMδx|R〉)L(·) = {−x+ 2j | j = 0, 1, 2, . . .}
supp(ΣMδx|R〉)R(·) = {x− 2j | j = 0, 1, 2, . . .}.
Moreover, let rmax,M be the maximum absolute value of eigenvalue of EM ; that is, rmax,M :=
§If M = 1, then EM = 0. We define 0
0 = I. Then (4.35) and (4.36) recover Proposition 3.1 for M = 1.
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max{|λ| | λ ∈ σ(EM )}. Then we have
rmax,M
≥ exp
[
lim
j→∞
log |(ΣMδx|L〉)L(x+ 2j)|1/j
]
, exp
[
lim
j→∞
log |(ΣMδx|L〉)R(−x− 2j)|1/j
]
,
exp
[
lim
j→∞
log |(ΣMδx|R〉)L(−x+ 2j)|1/j
]
, exp
[
lim
j→∞
log |(ΣMδx|R〉)R(x− 2j)|1/j
]
.
Proof. We put the eigenvalues of EM except 0 by λ1, λ2, . . . , λ2(M−1), where |λ1| ≥ |λ2| ≥
· · · ≥ |λ2(M−1)| > 0. By Lemma 4.2, (EkM)p,q can be uniquely described by
(EkM)p,q = c1λ
k
1 + · · ·+ c2(M−1)λk2(M−1)
with some complex values c1, . . . , cM−1. Assume rmax,M = |λ1| = · · · = |λs| and at least one
of c1, c2, . . . , cs is not zero. Then
|(EkM)p,q|2 = r2kmax|Bk|2,
where
Bk = |c1(λ1/rmax,M)k + · · ·+ cs(λs/rmax,M)k
+ cs+1(λs+1/rmax,M)
k + · · ·+ c2(M−1)(λ2(M−1)/rmax,M)k|2
Since there is a non-zero coefficient in c1, . . . , cs, we have (1/k) · log |Bk| → 0 for k → ∞.
Then we have
lim
k→∞
1
k
log |(EkM)p,q|2 = log r2max,M .
If c1c2 · · · cs = 0, then taking r′ = |cκ|(< rmax), (κ > s) so that c1 = 0, · · · , cκ−1 = 0, cκ 6= 0,
using the same argument as the above, we have
lim
k→∞
1
k
log |(EkM)p,q|2 = log r′2.
Then applying it to Lemma 4.3, we obtain the desired conclusion.
Remark 4.2. In the cases of M = 1, 2, 3, we confirm that the decay rates coincides with
r2max,1 = 0, r
2
max,2 = |bc| = |c|2, r2max,3 = |c|,
respectively. See Propositions 3.1, 3.2, 3.3, respectively.
Now let us proceed to the Fourier transform of the scattering operator UΣMU−1. Let
GM(ξ) be (1− (e−iξEM)2)−1. Note that the existence of GM(ξ) is ensured by Lemma 4.1
Theorem 4.2. The scattering matrix Σ̂M (θ) is described as follows: letting arbitrarily ψ =
ψ+e+ + ψ−e− ∈ h(θ) be represented by ψ = [ψ1 ψ2]⊤, then we have
(Σ̂M(θ)ψ)(ξs(θ)) =
[
âM(ξs(θ)) 0
0 d̂M(ξs(θ))
]
ψ(ξs(θ)) +
[
0 b̂M (ξs(θ))
ĉM(ξs(θ)) 0
]
ψ(−ξs(θ)),
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for s ∈ {±}. Here the values for âM (ξ), b̂M(ξ), ĉM(ξ), d̂M(ξ) are
âM(ξ) = a
(
EM−1M GM(ξ)
)
(0;L), (M−1;L)
,
b̂M(ξ) = b+ a
(
(e−iξEM)
2GM(ξ)
)
(0,L), (0,R)
,
ĉM(ξ) =
(
c + d
(
(eiξEM )
2GM(−ξ)
)
(M−1;R), (M−1;L)
)
e−2iξ(M−1),
d̂M(ξ) = d
(
EM−1M GM(−ξ)
)
(M−1;R), (0;R)
. (4.37)
Remark 4.3. In particular, the values âM(ξ), b̂M(ξ), ĉM(ξ), d̂M(ξ) for M = 1, 2, 3 are ex-
pressed as follows:
â1(ξ) = a, d̂1(ξ) = d, b̂1(ξ) = b, ĉ1(ξ) = c;
â2(ξ) =
a2
1− bce−2iξ , d̂2(ξ) =
d2
1− bce2iξ , b̂2(ξ) =
1 + ∆e−2iξ
1− bce−2iξ b, ĉ2(ξ) =
1 + ∆e2iξ
1− bce2iξ ce
−2iξ;
â3(ξ) =
a3
1− 2bce−2iξ −∆bce−4iξ , d̂3(ξ) =
d3
1− 2bce2iξ −∆bce4iξ ,
b̂3(ξ) =
1 + (∆− bc)e−2iξ +∆2e−4iξ
1− 2bce−2iξ −∆bce−4iξ b, ĉ3(ξ) =
1 + (∆− bc)e2iξ +∆2e4iξ
1− 2bce2iξ −∆bce4iξ ce
−4iξ,
where ∆ = ad− bc.
Proof. Taking the Fourier transform to both sides (4.35) and (4.36) in Lemma 4.3, we obtain
√
2π(UΣMδx|R〉)(−ξ) =
{
be−iξx + a(E2M )(0;L), (0;R)e
iξ(−x+2) + a(E4M)(0;L), (0;R)e
iξ(−x+4) + · · ·} |L〉
+
{
d(EM−1M )(M−1;R), (0;R)e
iξx + d(EM−1M )(M−1;R), (0;R)e
iξ(x−2) + · · ·} |R〉
= e−iξx
{
b+ a((eiξEM))
2GM(−ξ))(0;L), (0;R)
} |L〉
+ deiξx(EM−1M GM(ξ))(M−1;R), (0;R)|R〉.
In the same way,
√
2π(UΣMδx|L〉)(−ξ) = eiξ(−x+2(M−1))
{
c + d((e−iξEM))
2GM(ξ))(M−1;R), (M−1;L)
} |R〉
+ aeiξx(EM−1M GM(ξ))(0;L), (M−1;L)|L〉.
We put for any ϕˆ ∈ L2(T;C2), ϕˆ(ξ) = ϕ̂L(ξ)|L〉+ϕ̂R(ξ)|R〉. Since δx|R〉 = U−1(e−iξx/
√
2π)|R〉,
δx|L〉 = U−1(e−iξx/
√
2π)|L〉, and ϕ̂L(ξ), ϕ̂R(ξ) are described by a linear combination of
{e−iξx/√2π | x ∈ Z}, we obtain
UΣMU−1ϕˆR(−ξ)|R〉 = ϕ̂R(ξ)
{
b+ a((eiξEM))
2GM(−ξ))(0;L), (0;R)
} |L〉
+ dϕ̂R(−ξ)(EM−1M GM(ξ))(M−1;R), (0;R)|R〉,
UΣMU−1ϕ̂L(−ξ)|L〉 = e2i(M−1)ξϕ̂L(ξ)
{
c+ d((e−iξEM))
2GM(ξ))(M−1;R), (M−1;L)
} |R〉
+ aϕ̂L(−ξ)(EM−1M GM(ξ))(0;L), (M−1;L)|L〉.
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Since |L〉 = [1, 0]⊤ and |R〉 = [0, 1]⊤, the Fourier transform of the scattering operators
UΣMU−1 is expressed as follows: for any ϕ̂ ∈ L2(T;C2),
Ŝ(ξ)ϕ̂(ξ) := (UΣMU−1)(ξ)ϕ̂(ξ) =
[
âM (ξ) 0
0 d̂M(ξ)
]
ϕ̂(ξ) +
[
0 b̂M (ξ)
ĉM(ξ) 0
]
ϕ̂(−ξ). (4.38)
By the definition of h(θ), we obtain the desired conclusion.
Corollary 4.1. The scattering operator ΣM can be represented by(
ΣM
[
ψL
ψR
])
(x) =
([
aM 0
0 dM
]
∗
[
ψL
ψR
])
(x) +
([
0 bM
cM 0
]
∗
[
JψL
JψR
])
(x)
for any ψ ∈ ℓ2(Z;C2) with ψ(x) = [ψL(x) ψR(x)]⊤, where f ∗ g is the convolution of f and
g in ℓ2(Z) and (Jψ)(x) = ψ(−x). Here qM = U−1qˆ for q ∈ {a, b, c, d} are described by
aM(x) =
{
a (EM−1+xM )(0;L),(M−1;L) : x ≥ 0, x is even
0 : otherwise,
bM(x) =

b : x = 0
a (ExM)(0;L),(0;R) : x > 0, x is even
0 ; otherwise,
cM(x) =

c : x = 2(M − 1)
d (E
2(M−1)−x
M )(M−1;R),(M−1;L) : x < 2(M − 1), x is even
0 ; otherwise,
dM(x) =
{
d (EM−1−x)(M−1;R),(0;R) : x ≤ 0, x is even
0 : otherwise.
Proof. Let the Fourier transform of ψ ∈ ℓ2(Z,C2) with ψ(x) = [ψL(x) ψR(x)]⊤ be ψˆ(ξ) =
[ψL(ξ) ψR(ξ)]
⊤, while let the Fourier inverse of qˆM(ξ) be U−1qˆM := q′M for q ∈ {a, b, c, d}.
By (4.38), taking the Fourier inversion, we have
(U−1aˆM(ξ)ψˆL(ξ))(x) = (a′M ∗ ψL)(x), (U−1bˆM(ξ)ψˆR(−ξ))(x) = (b′M ∗ JψR)(x),
(U−1cˆM(ξ)ψˆL(−ξ))(x) = (c′M ∗ JψL)(x), (U−1dˆM(ξ)ψˆR(ξ))(x) = (d′M ∗ ψR)(x),
since f ∗ g = U−1(U(f)U(g)) for any f, g ∈ ℓ2(Z). Then (4.38) implies(
ΣM
[
ψL
ψR
])
(y) =
([
a′M 0
0 d′M
]
∗
[
ψL
ψR
])
(y) +
([
0 b′M
c′M 0
]
∗
[
JψL
JψR
])
(y). (4.39)
In the following, we will see that q′M(x) = qM (x) for q ∈ {a, b, c, d}. Consider the linear
combination of {ΣMδx|L〉}x∈Z such that
(ΣMψL(·)|L〉)(y) =
[∑
x ψL(x)(ΣMδx|L〉)(y;L)∑
x ψL(x)(ΣMδx|L〉)(y;R)
]
.
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By Lemma 4.3,
(ΣMδx|L〉)(y;L) =
〈
δy,
∞∑
j=0
aM(2j)δx+2j
〉
ℓ2(Z)
= aM(y − x)
(ΣMδx|L〉)(y;R) =
〈
δy,
∞∑
ℓ=−(M−1)
cM(−2ℓ)δ−x+2ℓ
〉
ℓ2(Z)
= cM(y + x)
Then we have
(ΣMψL(·)|L〉)(y) =
[∑
x ψL(x)aM(y − x)∑
x ψL(x)cM (y + x)
]
=
[ ∑
x aM(x)ψL(y − x)∑
x cM(x)ψL(−y + x)
]
=
[
(aM ∗ ψL)(y)
(cM ∗ JψL)(y)
]
In the same way, we obtain
(ΣMψL(·)|R〉)(y) =
[
(bM ∗ JψL)(y)
(dM ∗ ψL(y)
]
.
Therefore we obtain(
ΣM
[
ψL
ψR
])
(y) =
([
aM 0
0 dM
]
∗
[
ψL
ψR
])
(y) +
([
0 bM
cM 0
]
∗
[
JψL
JψR
])
(y).
Comparing it with (4.39), we obtain the desired conclusion.
Comparing the shapes of aM , . . . , dM in Corollary 4.1 with Lemma 4.3, we have
aM (x) = (ΣMδx0 |L〉)L(x0 + x),
bM (x) = (ΣMδx0 |R〉)L(−x0 + x),
cM(x) = (ΣMδx0 |L〉)R(−x0 + 2(M − 1) + x),
dM(x) = (ΣMδx0 |R〉)R(x0 + x). (4.40)
Remark 4.4. From (4.40), Propositions 3.1, 3.2 and 3.3 imply that
·M = 1 :
a1(x) =
{
a : x = 0
0 : otherwise
, b1(x) =
{
b : x = 0
0 : otherwise
,
c1(x) =
{
c : x = 0
0 : otherwise
, d1(x) =
{
d : x = 0
0 : otherwise
.
·M = 2 :
a2(x) =
{
a2(bc)x/2 : x ∈ 2Z≥0
0 : otherwise
, b2(x) =

b : x = 0
adb(bc)x/2−1 : x ∈ 2Z>0
0 : otherwise
,
c2(x) =

c : x = 0
acd(cb)−x/2−1 : x ∈ 2Z<0
0 : otherwise
, d2(x) =
{
d2(bc)−x/2 : x ∈ 2Z≤0
0 : otherwise
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·M = 3 :
a3(x) =
{
(−|c|∆)x/2a2 {ie−iγb sin[(x/2)θ] + a cos[(x/2)θ]} : x ∈ 2Z≥0
0 : otherwise
,
b3(x) =

b : x = 0
(−|c|∆)x/2−1ad {−ieiγa sin[(x/2− 1)θ] + b cos[(x/2− 1)θ]} : x ∈ 2Z>0
0 : otherwise
,
c3(x) =

c : x = 0
(−|c|∆)−x/2−1ad {ie−iγd sin[(−x/2 − 1)θ] + c cos[(−x/2 − 1)θ]} : x ∈ 2Z<0
0 : otherwise
,
d3(x) =
{
(−|c|∆)−x/2−1d2 {−ieiγc sin[(−x/2)θ] + d cos[(−x/2)θ]} : x ∈ 2Z≤0
0 : otherwise
.
4.2 Relation to resonant-tunneling in discrete-time quantum walk
Let us see a meaning of the result from the view point of a quantum walk’s dynamics;
resonant-tunneling in discrete-time quantum walk by [13]. We set the following initial state
of the quantum walk by
Ψ0(x) =

αLe
iξ(x−(M−1))|L〉 : x ≥M − 1
αRe
iξ|x||R〉 : x ≤ 0
0 : otherwise
Here αL and αR are arbitraly complex values. Then we consider the quantum walk iterated
by Ψn = UΨn−1 with this initial state. The following facts have been known in more general
situation including our setting.
Proposition 4.1. [6]
(1) This quantum walk converges to a stationary state in the following meaning:
∃ lim
n→∞
e−iξnΨn(x) =: Φ∞(x).
(2) This stationary state is a generalized eigenfunction satisfying
UΦ∞ = e
iξΦ∞.
Now let us describe Φ∞ using EM and connect to the scattering matrix. Note that
αL = Ψ0(M − 1;L) = Φn(M − 1;L), αR = Ψ0(0;R) = Φn(0;R) (n = 0, 1, 2, . . . ) are the
inputs into ΓM . On the other hand, βL := Φ∞(−1;L) and βR := Φ∞(M ;R) are the responces
to the inputs in the long time limit. We obtain an expression of this responses using the
following 2× 2 matrix S˜M(ξ):
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Proposition 4.2. Let the inputs of the quantum walk be αL = Ψ0(M−1;L), αR = Ψ0(0;R).
The responses to the inputs in the long time limit; βL = Φ∞(−1;L), βR = Φ∞(M ;R), are
described by
eiξ
[
βL
βR
]
= S˜M(ξ)
[
αL
αR
]
,
where S˜M(ξ) can be expressed by using âM(ξ), b̂M(ξ), ĉM(ξ), d̂M(ξ) defined in (4.37) as fol-
lows:
S˜M(ξ) = e
−iξ(M−1)
[
ei
M−1
2
ξ 0
0 e−i
M−1
2
ξ
][
âM(ξ) b̂M(ξ)
ĉM(−ξ) d̂M(−ξ)
][
ei
M−1
2
ξ 0
0 e−i
M−1
2
ξ
]−1
. (4.41)
Proof. Let us consider the quantum walk at time n. Φn+1(−1;L) is expressed by
eiξΦn+1(−1;L) = αL
{
ae−i(M−1)ξ(EM−1M )(M−1;L) (0;L) + ae
−i(M+1)ξ(EM+1M )(M−1;L) (0;L)
+ ae−i(M+3)ξ(EM+3M )(M−1;L) (0;L) + · · ·
}
+ αR
{
b+ ae−2iξ(E2M )(0;L) (0;R) + ae
−4iξ(E4M)(M−1;L) (0;L) + · · ·
}
.
In the same way, Φn+1(M ;R) is expressed by
eiξΦn+1(M ;R) = αL
{
c+ de−2iξ(E2M)(M−1;R) (M−1;L) + de
−4iξ(E4M)(M−1;R) (M−1;L) + · · ·
}
+ αR
{
de−i(M−1)ξ(EM−1M )(M−1;R) (0;R) + de
−i(M+1)ξ(EM+1M )(M−1;R) (0;R)
+ de−i(M+3)ξ(EM+3M )(M−1;R) (0;R) + · · ·
}
.
Taking n→∞, we obtain
S˜M(ξ) =
[
ae−i(M−1)ξ
(
EM−1M GM(ξ)
)
(0;L), (M−1;L)
b+ a
(
e−2iξE2MGM(ξ)
)
(0;L), (0;R)
c+ d
(
e−2iξE2MGM(ξ)
)
(M−1;R), (M−1;L)
de−i(M−1)ξ(EM−1M GM(ξ))(M−1;R), (0;R)
]
.
Comparing the form of this matrix S˜(ξ) with âM (ξ), b̂M(ξ), ĉM(ξ), d̂M(ξ) in (4.37), we obtain
the desired expression of S˜(ξ).
Now let us see S˜M(ξ) is a unitary matrix on C
2 using the fact [14] that the scattering
matrix Σ̂M (θ) is unitary on h(θ). The scattering matrix Σ̂M(θ) is expressed by
(Σ̂M(θ)f)(ξs(θ)) =
[
âM(ξs(θ)) 0
0 d̂M(ξs(θ))
]
f(ξs(θ)) +
[
0 b̂M(ξs(θ))
ĉM(ξs(θ)) 0
]
f(−ξs(θ))
for any f(·) ∈ h(θ), s ∈ {±}. Remark that the inner product of h(θ) is for f = f+e++f−e− =
[f+, f−]
⊤ and g = g+e+ + g−e− = [g+, g−]
⊤,∑
s∈{±}
〈f(ξs(θ)), g(ξs(θ))〉C2 .
The scattering matrix is unitary in h(θ), that is,
||f ||2
h(θ) = ||Σ̂M(θ)f ||2h(θ).
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Then for f = [fL fR]
⊤ ∈ h(θ), we have
I1 + I2 + I3 + I4 = |fL(ξ+)|2 + |fR(ξ−)|2 + |fL(ξ−)|2 + |fR(ξ+)|2, (4.42)
where using the fact that −ξ± = ξ∓, we put
I1 := |âM(ξ+)f+(ξ+) + b̂M(ξ+)fR(ξ−)|2, I2 := |âM(ξ−)fL(ξ−) + b̂M(ξ−)fR(ξ+)|2,
I3 := |ĉM(ξ+)fL(ξ−) + d̂M(ξ+)fR(ξ+)|2, I4 := |ĉM(ξ−)fL(ξ+) + d̂M(ξ−)fR(ξ−)|2.
Then (4.42) is equivalent to for any s ∈ {±}
|âM(ξs)|2 + |ĉM(−ξs)|2 = 1,
|̂bM (ξs)|2 + |d̂M(−ξs)|2 = 1,
âM(ξs)̂bM (ξs) + ĉM(−ξs)d̂M(−ξs) = 0.
Thus (4.42) is equivalent to the unitarity of[
âM (ξs) b̂M (ξs)
ĉM(−ξs) d̂M(−ξs)
]
in C2. Thus returning back to the expression of S˜M(ξ), (4.41), since[
ei(M−1)ξ 0
0 1
]
and
[
1 0
0 ei(M−1)ξ
]
are unitary matrices, then S˜(ξ) is also a unitary matrix.
Finally, using this fact of the unitary, let us see, for example, the case for M = 2 case.
From Proposition 4.2 and Remark 4.3,
S˜2(ξ) =
1
1− e−2iξbc
[
a2e−iξ (1 + ∆e−2iξ)b
(1 + ∆e−2iξ)c d2e−iξ
]
.
Then the unitarity of S˜2(ξ) implies that the perfect transmitting happens iff 1+∆e
−2iξ = 0.
This condition agrees with the result on [13].
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