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第 1 章  序論 
 






器(ADC: Analog to Digital Converter)や DA 変換器(DAC: Digital to Analog Converter)が
必要不可欠である。様々なシステムの進化に伴い、組み込まれる AD 変換器や DA 変換器
へ要求される性能も年々高くなっている。 








型AD変換器 ( SAR ADC : Successive Approximation Register ADC )と呼ばれる方式であ
る(図 1-1)。消費電力や集積度において特に有利な方式であり、車載システムに必要不可欠






















































扱う AD 変換器や DA 変換器に適した、整数論を用いて理論構築を行った。最適な解探索






1.3  本論文の構成 
本論文の構成は次のようになっている。第 1 章で本論文の概要を述べ、次に第 2 章で AD
変換器の基礎事項説明を行い、第 3 章では冗長設計について式を用いた一般化を行う。第 4
章ではフィボナッチ数列や黄金比、白銀比に関する整数論とその性質を述べ、第 5 章で主




第 2 章  AD 変換器・DA 変換器 
 
2.1  概要 
 アナログ信号をディジタル信号へ変換するデバイスは AD 変換器と呼ばれる(図 2-1)。マ
イコンなどによるディジタル信号処理の重要性が高まる中、AD 変換器の重要性が高まって
いる。AD 変換器には主な方式として、ナイキスト AD 変換器には逐次比較近似(SAR)型 AD






電流源型 DA 変換器、抵抗列型 DA 変換器、容量型 DA 変換器が存在している。AD 変換器
同様、アプリケーションによって使い分けられている。DA 変換器は AD 変換器のサブブロ
ックとして利用される。 
AD 変換器・DA 変換器ともに、制御・計測・通信等の分野においては必要不可欠なデバ
イスであり、変換性能の向上が強く望まれている。本章では AD 変換器・DA 変換器すなわ
ちデータコンバータの基本事項や AD 変換器の各方式と研究動向ついて述べる。 
 
  















2.2  データコンバータの基本事項 
アナログ信号とディジタル信号を相互に変換するデバイスを総称してデータコンバータ
と呼ぶ。データコンバータには AD 変換器と DA 変換器の他に、時間ディジタイザ回路
(TDC：Time to Digital Converter)を含めることがあるが、本論文では AD 変換器と DA 変
換器についてのみ記述する。 
データコンバータはディジタル信号処理には必要不可欠なデバイスである。ディジタル













変換できる二進数の桁数。単位は[bit]が利用される。分解能を N とすると 0～2N-1
の範囲のディジタル値が変換される。一般的に変換速度と分解能はトレードオフ
の関係にある。 
(3) フルスケール(FS：Full Scale) 
ディジタルの 0～2Nに相当するアナログ振幅のこと。 
(4) MSB 
一般的には最大桁 (Most Significant Bit)を意味する。まれに上位桁 (More 
Significant Bit)を表現することもある。 
(5) LSB 


















 アナログ信号 x(t)を一定間隔T𝑠で標本化すると、標本化列 x(n)が得られる。T𝑠の逆数𝑓𝑠 
=1/T𝑠を標本化周波数と、ω𝑠 = 2π/T𝑠を標本化角周波数と呼ぶ。標本化された信号x𝑠(𝑡)
をインパルス列として表すと式(2-1)となる(δ(x)はインパルス関数)。 
 xs(t) = ∑ x(t)δ(t − nTs) =
∞
n=−∞
∑ x(n)δ(t − nTs)
∞
n=−∞
  (2-1) 
すなわち標本化はアナログ信号とインパルス列の乗算とみなせる。 
ここで標本化後のスペクトラムX𝑠(𝜔)と原信号x(t)のスペクトラムX(𝜔)の関係を求める。










  (2-2) 
フーリエ変換は式(2-3)になる。 
 
























































































  (2-6) 
よって、確立平均電力、つまり量子化雑音 Nqは式(2-7)になる。 















  (2-7) 










= 2(2N−3)q2  (2-8) 
よって SNR(=(信号電力)/(ノイズ電力))を求めると、dB 表示で式(2-9)[dB]となる。 
 SNR = 10 log(
S
Nq
) = 20N log2N + 10 log1.5 = 6.02N + 1.76  (2-9) 






















  (2-10) 
B. 積分費直線性誤差(INL:Differential Non-Linearity) 
実際の入力信号値の理想特性からのずれを示す。DNL 値の積分値であり、歪
成分に関係する。式(2-11)で表現される 





































 SNR = 20 log
As
An
[dB]  (2-12) 
 




 THD = 20 log
AHD
As
[dB]  (2-13) 
 
C. SFDR(Spurious-Free Dynamic Range) 
基本波信号と高調波歪または非高調波関連スプリアスの最大値との比を
SFDR と呼ぶ。式(2-14)となる。 
 SFDR = 20 log
As
AHD(max)
[dB]  (2-14) 
 
D. SNDR(Signal to Noise and Distortion Ratio) 
基本波信号の成分と、全高調波歪と雑音成分の和の比を SNDR と呼ぶ。式
(2-15)で表現される。通信系では SINAD と呼ばれることもある。 
 SNDR = 20 log
As
An + AHD
[dB]  (2-15) 
 
E. ENOB(Effective Number of Bits) 









2.3  AD 変換器 
本節では基本的な 4 方式の AD 変換器について簡単に説明し、それぞれの特徴や用途、
研究動向について示す。 
 





























2.3.2  ΔΣ型 AD 変換器 
ΔΣ型 AD 変換器は分解能が最も高く 12~24-bit 分解能が存在し、32bit のものもある





ΔΣ型 AD 変換器の主な構成要素は減算器、積分器、1-bitAD 変換器(コンパレータ)、



























エンコーダである(図 2-6)。変換は 1LSB 刻みの参照電圧と入力を比較することで、どの
レベルまでのコンパレータが High を出力するか調べるというものである。入力した瞬間
に温度計コードで出力値が判明するため高サンプリングレートではあるが、分解能が
















2.3.4  パイプライン型 AD 変換器 
パイプライン型 AD 変換器は、高速な AD 変換器で分解能が高い方式である。16-bit 
300Msps のものが存在する。高速で高分解能を実現できる方式だが、変換が複数のステー
ジ移行を必要とするため、AD 変換器が変換開始してから出力するまでの遅れ時間が長い。 
パイプライン型 AD 変換器の主な構成要素はサンプルホールド回路、sub-AD 変換器、
sub-DA 変換器、アンプ、ロジックである(図 2-7)。各ステージで AD 変換を行い 1bit 決定
し、その結果を DA 変換し、各ステージ入力値から引く。そして残差を 2 倍すると 1bit 分

























2.3.5  各種 AD 変換器の利用と研究動向 
図 2-7 左図にここまで示した各方式の変換特性をまとめた。分解能と変換速度はトレー
ドオフの関係にあるため、横軸に変換速度を、縦軸に分解能をとっている。また図 2-8









図 2-8 AD 変換器の性能とその利用 
  















































第 3 章  逐次比較近似型 AD 変換器と冗長設計 
 





3.2  逐次比較近似型 AD 変換器について 






より、逐次比較近似型 AD 変換器の設計技術発展の社会的価値は非常に大きいと言える。 
逐次比較近似型 AD 変換器はサンプリング周波数をいくらでも下げることができるとい
う特徴がある。これは他の ADC では実現できない特徴であり、複数の周波数レンジを持つ
FFT アナライザなどの分野で活躍する。また逐次比較近似型 AD 変換器では変換中のみ信
号が保持されればよいために、マルチプレクサと組み合わせて複数の入力チャネルを処理
できるシステムを一つの逐次比較近似型 AD 変換器で構築できる。18-bit を超える分解能で
は微分非直線性誤差が悪化してミッシングコードなどの問題を引き起こすという問題があ
るが、現在はオーバーサンプリング技術を応用して分解能を 24bit まで上げた物も存在する。
さらに AD 変換器の変換速度を劇的に上昇させる手法として、複数の AD 変換器をインタ
ーリーブ構成(インターリーブ AD 変換器)にする手法が用いられるが、その際にも一般的に









3.3.1  構成 


































一般的に D フリップフロップと AND 素子で構成される。コンパレータを動作させる
信号や比較電圧 Vrefの大きさ(DA 変換器入力値)の決定などの制御に用いられる。 
 
DA 変換器 
比較電圧 Vrefを出力する回路である。一般的には二進重みの容量型 DA 変換器を利用す


























天秤を用いた質量測定の図を図 3-2 に示す。図 3-2 において被測定物 X は 0~8g の重さ
であり、分銅は 1g, 2g, 4g を用いることにする。天秤の動作は被測定物 X の質量に従っ
て決定されることになるが、ここでは例として被測定物が 3.3g の場合を説明する。まず
被測定物と 4g の分銅(測定できる質量の半分)を天秤で比較する。分銅 4g は被測定物 3.3g
よりも質量が大きいので、次の 2g を被測定物と同じ皿に載せる。すると次のステップで
は(4g－2g)=2g との比較になる。被測定物 3.3g は分銅 2g よりも質量が大きいので、分銅
1g を 4g の分銅と同じ皿に載せる。すると最後のステップは(4g－2g+1g)=3g との比較と
なり、被測定物の質量を 3g として測定できる。 
 



























































逐次比較近似型 AD 変換器は図 3-2 の天秤による比較動作を電気的に行う方式である。
被測定物 X の質量[g]が入力アナログ電圧 Vin[LSB]に、k-step 目の比較に用いる分銅の重
み[g]が比較電圧 Vrefの大きさを決める比較電圧重み p(k)[LSB]にそれぞれ対応する。図




② DA 変換器入力の MSB のみを 1 として、比較電圧 Vrefをハーフスケール電圧
(4LSB)と設定する 
③ コンパレータによってサンプルされた入力電圧 Vin(=3.3LSB)と比較電圧
Vref(=4LSB)を比較すると、Vin < Vrefからコンパレータの出力は Low となるので
ディジタル出力 1 桁目を 0 と決定する 
④ 比較電圧 Vrefを 2LSB にする必要があるので、逐次比較ロジック回路によって、
DA 変換器の入力を 010(2 桁目を 1)に変更する 
⑤ 逐次比較ロジック回路と DA 変換器によって変更された比較電圧 Vref(=2LSB)と
Vin(=3.3LSB)をコンパレータで比較すると、Vin > Vrefからコンパレータの出力は
High となるのでディジタル出力 2 桁目を 1 と決定する 
⑥ 比較電圧 Vrefを 3LSB にする必要があるので、逐次比較ロジック回路によって、
DA 変換器の入力を 011(3 桁目を 1)に変更する 
⑦ 逐次比較ロジック回路と DA 変換器によって変更された比較電圧 Vref(=3LSB)と
Vin(=3.3LSB)をコンパレータで比較すると、Vin > Vrefからコンパレータの出力は
High となるのでディジタル出力 3 桁目を 1 と決定する 
⑧ 変換終了の信号を受け逐次比較ロジック回路から、最終的に得られたディジタル
データ 011 を出力する 
以上の手順のように、天秤による比較動作を電気的に実現することで、アナログ入力を
ディジタルデータに変換することができる。この変換過程を図 3-3 に示す。 
 
 



















ステップで取りうる比較電圧 Vrefの大きさである。比較電圧 Vrefは比較電圧重み p(k)の
加減算によって決定され、比較電圧 Vrefよりも入力電圧 Vinが大きい場合は 1 を、比較電
圧Vrefよりも入力電圧Vinが小さい場合は 0を出力ディジタルコードとして決定している
ことがわかる。逐次比較を繰り返す変換過程において、入力電圧 Vinと比較電圧 Vrefが近
づき近似されていくため、逐次比較近似型 AD 変換器と呼ばれている。 
 
3.3.3  非冗長の変換動作 






やデコードする必要がなく AD 変換器の構成を簡単にすることが可能である。 
しかしながら、実際には回路中のノイズ、DA 変換器の有限整定時間、サンプルホール
ド値の推移(ドループ)などの原因によりコンパレータが判定を誤る可能性がある。図 3-3

































3.4  逐次比較近似型 AD 変換器の冗長設計 









逐次比較近似型 AD 変換器に冗長設計を施すには、比較判定回数と比較電圧重み p(k)
を変更する必要がある。ここで k-step 目の比較電圧重み p(k)は、天秤の質量測定におけ
る k 回目の比較に用いる分銅の質量に対応する値である。すなわち図 3-5 のように前回
の 1-step 前の比較電圧 Vrefからの電位差の絶対値を表現することになる。ここで図 3-6
に 1-step 増加させた冗長設計による高信頼性化の例として、3-bit 4-step 逐次比較近似型
AD 変換器の変換例を示す。図 3-6 では入力電圧を 3.3LSB とし、比較電圧重み p(k)は小
さいほうから順に 1, 2, 3, 4 とした変換例を二つ示している。図 3-6 における二例の違い
は 1-step 目の判定の正誤であるが、誤判定を起こした場合においても後段のステップで
補正されて二例とも正しい変換結果 3 を得られていることがわかる。すなわち図 3-6 で
使用される比較電圧重み p(k)では出力ディジタルコード 0110 と 1000 が両方 3 を意味す
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3.4.2  冗長設計の一般化 
逐次比較近似型 AD 変換器の冗長設計について、式を用いた一般化を行う[7]。N-bit
分解能の AD 変換器を M-step の比較で実現すると、k-step 目の比較電圧 Vref(k)と出力値
の十進表現 Doutはそれぞれ式(3-1)、式(3-2)になる。ただし MSB より k 個目の比較電圧
重みを p(k)とし、k-step 目で(k-1)-step 目の比較電圧 Vref(k-1)に足し引きする値とする。
d(k)は k-step 目のコンパレータのディジタル出力により決定される値で、ディジタル出
力が High ならば d(k)=1、ディジタル出力が Low ならば d(k)=-1 である。また d(0)=1 で
ある。 
 𝐕𝐫𝐞𝐟(𝐤) =∑𝐝(𝐢 − 𝟏)𝐩(𝐢)
𝐤
𝐢=𝟏
  (3-1) 
 𝐃𝐨𝐮𝐭 = 𝟎. 𝟓𝐝(𝐌) − 𝟎. 𝟓 +∑𝐝(𝐢 − 𝟏)𝐩(𝐢)
𝐌
𝐢=𝟏
  (3-2) 
また総ステップ数 M は重みの組み合わせで全てのディジタル出力値を表現できる項数と
する。すなわち式(3-3)を満たすよう総ステップ数 M を決定する。 
 𝟐𝐍−𝟏 − 𝟏 ≤ ∑ 𝐩(𝐌− 𝐢)
𝐌−𝟐
𝐢=𝟎




 𝐪(𝐤) = −𝐩(𝐤 + 𝟏) + 𝟏 + ∑ 𝐩(𝐢)
𝐌
𝐢=𝐤+𝟐
  (3-4) 
また図 3-6 の例での誤差補正可能な入力範囲差 q(k)と誤差補正可能範囲を図示したもの
を図 3-7 に示す。図 3-7 の左図は誤差補正可能範囲差 q(k)の一例を示したものである。例
は 1-step 目の q(1)は 1-step 目で誤判定を起こしたとき、薄塗りされている範囲の入力値
であれば出力値を正しい値へ補正できることを示している。図 3-7 左図から 1-step 目の





 𝐪(𝐤) ≥ |𝐕𝐫𝐞𝐟(𝐤) − 𝐕𝐢𝐧|  (3-5) 
これはその入力レベルに複数のディジタルコード表現方法が存在することを意味し、各
ステップの q(k)の大きさが逐次比較近似 AD 変換器の補正能力の高さを示すことになる。





図 3-7 誤差補正可能入力範囲差 q(k)と誤差補正可能入力範囲 
  
1 2 3 4















1 2 3 4
















3.4.3  冗長設計による高速化 





がある。逐次比較近似 AD 変換器の変換時間は、この DA 変換器の出力電圧を整定させ
るための時間に大きく依存しており、整定時間短縮が変換時間短縮に直結する。 
図 3-8 に内部 DA 変換器の整定を示す。冗長を持たない二進探索アルゴリズムで正確な















































図 3-9 DA 変換器の不完全整定による変換速度の向上 
 
ここで逐次比較近似 AD 変換器の内部 DA 変換器不完全整定を、抵抗とキャパシタを
含む一次遅れ系として式を用いた一般化を行う。図 3-8 から DA 変換器の出力電圧は式
(3-6)のようになる。 
 𝐕𝐃𝐀𝐂(𝐭) = 𝐕𝐫𝐞𝐟(𝐤) + {𝐕𝐜𝐨𝐦𝐩(𝐤 − 𝟏) − 𝐕𝐫𝐞𝐟(𝐤)}𝐞
−
𝐭
𝛕  (3-6) 
ここで式中のτは DA 変換器出力における時定数である。 
冗長設計における補正可能な条件は入力電圧と比較電圧の差が補正可能入力範囲差
q(k)より小さいことであるため、図 3-10 中の Vcomp (k)を実際には比較電圧として利用で
きる。したがって (k-1)-step 目の実際の比較電圧 Vcomp (k-1)から k-step 目の比較電圧
Vcomp (k)へ変化させるために必要な時間 Tsettle (k)は、式(3-7)で表現される。 
 𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐤) = 𝛕 𝐥𝐧 (
𝐩(𝐤) + 𝐪(𝐤 − 𝟏)
𝐪(𝐤)
)  (3-7) 
式(3-7)において、q(k)が 1LSB より小さい場合は 0.5LSB と置き換えて考えることがで
きる。また 1-step 目(k=1)のときは式(3-7)中の q(k-1)の値を 0 とみなして計算を行う。
式(3-7)から Tsettle (k)の値は比較電圧重み p(k)のみによって決定されるため、変換速度に
も比較電圧重み p(k)の決定が重要なことがわかる。 
  
図 3-10 整定時間 Tsettleの定義 
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3.3.4  冗長を持つ逐次比較近似型 AD 変換器の設計 
冗長設計により逐次比較近似型 AD 変換器の高信頼性化と高速化を実現できることを
説明してきたが、ここでは実際の回路図について説明する。時間冗長を用いた逐次比較



































3.3.5  比較電圧重み p(k)の従来選択手法とその問題点 
逐次比較近似型 AD 変換器の冗長設計には、小規模な付加回路のみによって高信頼性
化と高速化を実現する能力があることを示した。またそれらの能力の高さ(すなわち補正











≤ 𝟐  (3-8) 
さらに総ステップ数 M は式(3-3)を利用して決定する。 
本項では比較電圧重み p(k)の従来の決定手法とその問題点を示す。従来の比較電圧重





(3-9)における r は基数(Radix)であり所望する効果に応じた値で定め、N は AD 変換
器分解能、M は総ステップ数である。 
 𝐩(𝐤) = ⌊𝐫𝐌−𝐤 + 𝟎. 𝟓⌋  (3-9) 
ここでp(1) = 2N−1、1 ≤ r < 2である。総ステップ数 M は式(3-3)を用いて決定す
る。p(1) = 2N−1を利用するのは、式(3-4)から最初の比較電圧重み p(k)が補正力に関
係なく、解存在範囲の二分割が最も効率が良いためである。この手法を利用すれば、













る。図 3-12 の例で言うと AD 変換器の入力値が 1~3, 7~9, 13~15 [LSB]の範囲外の
場合は補正することが不可能であり、不適切な基数の決定が補正力の弱化につなが
ることがわかる。この問題に対して q(k)の増加を狙い冗長度を大きくして基数 r を
小さく設定すると、総ステップ数 M が増加して変換速度が低下する。設計者は最も

















   
図 3-12 Radix 1.8 における 4-bit 5-step AD 変換器の誤差補正可能範囲 
1 2 3 4 5

























第 4 章  整数論 








4.2  フィボナッチ数列と黄金比 
フィボナッチ数列とは式(4-1)の漸化式で定義される数列である（1202 年にレオナルド・
フィボナッチが発行した『算盤の書』(Liber Abaci) に記載された数列）[19-27]。 
 𝐅𝐧+𝟐 = 𝐅𝐧 + 𝐅𝐧+𝟏 
𝐅𝟎 = 𝟎, 𝐅𝟏 = 𝟏 
 (4-1) 
初めの項を計算すると(フィボナッチ数と呼ばれる) 


























= 𝟏. 𝟔𝟏𝟖𝟎𝟑𝟑𝟗𝟖𝟖𝟕𝟒𝟗𝟖𝟗𝟓 = 𝛗 
 (4-3) 
この比率 φ は黄金比(golden ratio)と呼ばれ、最も安定した美しい比率として知られている。
他にも式(4-4)を満たす a と b の比率(中末比、外中比)としても知られている。 
 𝐚 ∶  𝐛 =  𝐛 ∶  (𝐚 + 𝐛)  (4-4) 
ここで a=1 とすると式(4-5)の b の解を黄金比だと考えることもできる。 





























4.2.1  基本性質 
以下に代表的なフィボナッチ数列の性質を挙げる。ここにあげる性質はすべてのフィ
ボナッチ数で必ず成り立ち、応用の可能性も十分にある。ここで n は n≧1 となる任意の
自然数である[19-27]。 
 
①連続する 10 個のフィボナッチ数の和は 11 で割り切れる。（A|B : B は A で割り切れる）  
11 | (Fn + Fn+1 + Fn+2 + Fn+3 + Fn+4 + Fn+5 + Fn+6 + Fn+7 + Fn+8 + Fn+9)  
 
②連続するフィボナッチ数は互いに素である。つまり、両者の最大公約数は 1 である。 
 
③合成数番目のフィボナッチ数(4 番を除く)も合成数である（合成数=素数でない数）。これ
を別の言い方で表すと n が素数でない場合、Fnは素数ではない。 
 




= F1 + F2 + F3 +⋯+ Fn = Fn+2 − 1 
 
⑤連続する偶数番のフィボナッチ数の和は、和の最後の偶数番のフィボナッチ数の次のフ






































2 = Fn−1Fn+2 
 
⑪交互的フィボナッチ数の 2 つの積は、両者の間にあるフィボナッチ数の平方より 1 多い
か少ないか、いずれかである。 
Fn−1Fn+1 = Fn








⑬mn 番目のフィボナッチ数Fmnは、m 番目のフィボナッチ数Fmで割り切れる。 
 
⑭連続するフィボナッチ数の積の和は、フィボナッチ数の平方に等しいか、フィボナッチ





































⑯黄金比 φ のべき乗は以下の方程式に従い、a と b は必ずフィボナッチ数である。 
φn = aφ+ b 
a = Fn, b = Fn−1 
⑰黄金比の連分数表示は 1 の加算のみで構成される。 





















= [1; 1, 1, 1, 1,… ] = [1̅] 


























 𝐅𝐧+𝟐 = 𝐅𝐧 + 𝐅𝐧+𝟏  (4-1) 
したがってこの式を変形すると以下のようになる。 
 𝐅𝐧 = 𝐅𝐧+𝟐 − 𝐅𝐧+𝟏   
n の数を増加させてそこまでのフィボナッチ数列を式に表現すると、 
 𝐅𝟏 = 𝐅𝟑 − 𝐅𝟐   
 𝐅𝟐 = 𝐅𝟒 − 𝐅𝟑   
 𝐅𝟑 = 𝐅𝟓 − 𝐅𝟒   
 ⋮   
 𝐅𝐧−𝟏 = 𝐅𝐧+𝟏 − 𝐅𝐧   







= 𝐅𝟏 + 𝐅𝟐 + 𝐅𝟑 +⋯+ 𝐅𝐧 = 𝐅𝐧+𝟐 − 𝐅𝟐 = 𝐅𝐧+𝟐 − 𝟏 
 
(4-6) 




4.2.2  フィボナッチ探索法 








に示す。初めに最初の区間の大きさ W と関数値比較の回数 m(m≧2)を決定する。それら
































で判定することになり最大誤差は 1 以下となる。また縮小区間は一回の判定で区間 W を
Fn+1: Fmと縮小するのでフィボナッチ性質の⑮より約 0.61803 倍に縮小することになる。
式(4-1)から 1 つの分割点は次のステップの分割点と必ず一致するため計算回数が最小で





















4.2.3  R-R 抵抗列 
フィボナッチ数列や黄金比は意外なことに電気回路にも登場する。 
図 4-3 は R-2R 抵抗ラダー回路と呼ばれる回路である。図 4-3 のように R[Ω]と 2R[Ω]
という 2 種類の抵抗を用意してはしご型に並べる。すると上の各ノードから右を見ると
ちょうど 2R[Ω]に見えるので、各ノードで 2R//2R と並列に見え電流を二分割することが
できる。各ノードで電流が二分割されるので、2R[Ω]へ流れる電流値は二進重みを持つ電
流値となり二進重み DA 変換器などに利用される。 
 
図 4-3 R-2R 抵抗ラダー回路 
 
この R-2R 抵抗ラダー回路の 2R[Ω]を R[Ω]へ変更した回路を図 4-4 に示す。図 4-4 で上
の各ノードから右を見ると、フィボナッチ数列の比率で抵抗値が決定されていることが
わかる。このことから各ノードで電流がフィボナッチ数列の比率(黄金比)に分割されるこ
とがわかる。この回路を R-R 抵抗ラダー回路と呼ぶ。 
 














5 章において R-R 抵抗ラダー回路を用いた DA 変換器を提案する。 
 
 









4.3  リュカ数列と X ボナッチ数列 
整数論において、フィボナッチ数列と関連性の高い数列としてリュカ数列と X ボナッチ
数列が知られている。本節ではリュカ数列と X ボナッチ数列について説明する。 
 
4.3.1  リュカ数列 
リュカ数列はエドゥアール・リュカ(1842-1891 年)によって考えられた数列で、式(4-7)
で定義される[19,20]。 
 𝐋𝐧+𝟐 = 𝐋𝐧 + 𝐋𝐧+𝟏 






















= L1 + L2 + L3 + L4 +⋯+ Ln = Ln+2 − 3 
 




= L0 + L1 + L2 + L3 + L4 +⋯+ Ln = Ln+2 − 1 
 
















トリボナッチ数列は前 3 項の和で定義される数列で、式(4-9)で定義される。 
 𝐓𝐫(𝐧 + 𝟑) = 𝐓𝐫(𝐧) + 𝐓𝐫(𝐧 + 𝟏) + 𝐓𝐫(𝐧 + 𝟐) 
𝐓𝐫(𝟎) = 𝐓𝐫(𝟏) = 𝟎, 𝐓𝐫(𝟐) = 𝟏 
 (4-9) 
はじめの項を計算すると以下のようになる。 












テトラナッチ数列は前 4 項の和で定義される数列で、式(4-11)で定義される。 
 𝐓𝐞(𝐧 + 𝟒) = 𝐓𝐞(𝐧) + 𝐓𝐞(𝐧 + 𝟏) + 𝐓𝐞(𝐧 + 𝟐) + 𝐓𝐞(𝐧 + 𝟑) 
𝐓𝐞(𝟎) = 𝐓𝐞(𝟏) = 𝐓𝐞(𝟐) = 𝟎, 𝐓𝐞(𝟑) = 𝟏 
 (4-11) 
はじめの項を計算すると以下のようになる。 













隣接項比率の収束値は 2 に漸近する(初項の最終値のみを 1、その他の初項は 0 と設定





4.4  白銀比 
























第 5 章  整数論を用いた冗長 AD 変換器設計 
 








本章では 4 章で紹介した整数論を用いた冗長設計を提案し、それらの効果を示す。 
 










図 5-1 フィボナッチ数列の応用の考え方 
  
Binary Weight
二進数 64       32       16       8       4       2       1
×2 ×2 ×2
Radix1.8 Weight
1.8進数 34.0    18.9    10.5    5.8    3.2    1.8    1
×1.8 ×1.8 ×1.8
Fibonacci Weight




5.2.1  フィボナッチ数列の応用 
図 5-1 の考え方に基づいて、比較電圧重み p(k)を小さい方からフィボナッチ数の大き
さに決定する。すなわち N-bit M-step 逐次比較近似型 AD 変換器の k-step 目の比較電圧
重み p(k)は式(5-1)と決定する。 
 𝐩(𝐤) = 𝐅𝐌−𝐤+𝟏  (5-1) 
ここで𝑝(1) = 2N−1である。フィボナッチ数列の性質に従えばこの方法で整数のみの約
1.62 進を実現できる。このとき利用する総ステップ数 M は、従来手法と同様に式(3-3)
を満たすように決定する。この重み付け手法を“フィボナッチ手法”呼ぶことにする。 
フィボナッチ数列を組み合わせた 4-bit 6-step 逐次比較近似型 AD 変換器の解探索動






図 5-2 4-bit 6-step フィボナッチ数列を用いた冗長探索 
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5.2.2  フィボナッチ数列を用いた冗長設計の性質 
図 5-2 からこれまでの重み付け方法では見られなかった性質を 2 点発見することがで









る。つまり図 5-2 において k-step と(k－1)-step の両矢印の先端は必ず同じ Level 値
となり、式(5-3)を満たすことになる。 
 𝐩(𝐤) = 𝐪(𝐤 − 𝟏) + 𝐪(𝐤)  (5-3) 
 ただし 𝐤 > 𝟏   





図 5-3 フィボナッチ数列を利用した冗長設計の性質 
  
1 2 3 4 5 6

































 𝐪(𝐤) = 𝐅𝐌−𝐤−𝟏  (5-2) 
 
(証明) 
M-step 中 k-step 目の誤差補正可能な入力範囲差 q(k)は式(3-4)から 
 







テップ k は以下を満たす。 
 𝟏 ≤ 𝐤 < 𝐌− 𝟏   
ここでフィボナッチ重みを表現した式(5-1)を使うと q(k)は、 
 







 𝐪(𝐤) = −𝐅𝐌−𝐤 + 𝟏 + (𝐅{𝐌−(𝐤+𝟏)}+𝟐 − 𝟏)




 𝐪(𝐤) = 𝐅𝐌−𝐤−𝟏  (5-2) 
が成り立ち、誤差補正可能な入力範囲差 q(k)は必ずフィボナッチ数となり、その値







る。つまり図 5-2 において k-step と(k－1)-step の両矢印の先端は必ず同じ Level 値
となり、式(5-3)を満たすことになる。 
 𝐩(𝐤) = 𝐪(𝐤 − 𝟏) + 𝐪(𝐤)  (5-3) 
 ただし 𝐤 > 𝟏   





1 < k < M− 1において k-step 目の比較電圧重み p(k)は式(5-1)として示せる。 
 𝐩(𝐤) = 𝐅𝐌−𝐤+𝟏  (5-1) 
すなわち式(3-1)から比較電圧は 1-step 毎に式(5-1)の値だけ差を持つ。 
式(4-1)から式(5-1)を変形させると 
 𝐩(𝐤) = 𝐅𝐌−𝐤+𝟏 = 𝐅𝐌−𝐤 + 𝐅𝐌−𝐤−𝟏 = 𝐅𝐌−(𝐤−𝟏)−𝟏 + 𝐅𝐌−𝐤−𝟏   
を得られる。式(5-2)から、フィボナッチ数を誤差補正可能な入力範囲 q(k)に置き換
えると、 
 𝐩(𝐤) = 𝐪(𝐤 − 𝟏) + 𝐪(𝐤)   
となる。 















るということを示している。すなわち基数 r の値が黄金比(約 1.62)より大きければ、冗長
度が小さく図 3-12 のように q(k)は離れることになる。また基数 r の値が黄金比より小さ
ければ冗長度が大きく q(k)は重なることになる。このようにして黄金比を冗長度の基準












5.2.3  黄金比 DA 変換器設計 
ここまでフィボナッチ数列を用いた冗長逐次比較近似 AD 変換器が、補正能力におい
て優位性を持つことを示してきた。式(5-1)で導出される比較電圧重み p(k)を、図 3-11 中
のメモリーに記憶させれば、式(5-2)、式(5-3)の性質を利用することができる。しかしな
がら、もしフィボナッチ数重みを出力できる DA 変換器を作ることができれば、図 3-11
の回路のメモリーや加算器や減算器を省略し、回路規模を縮小できる可能性がある。そ
こで本項では、4 章で示した R-R 抵抗ラダー回路(図 4-4)を応用して、フィボナッチ数重
みを出力できる内部 DA 変換器の構成を提案する。 
 
(1)抵抗ネットワークによる DA 変換器構成 
A. R 終端 R-R 抵抗ラダーDA 変換器構成（フィボナッチ数列奇数項重み） 


































図 5-4 R 終端 R-R 抵抗ラダーDA 変換器構成 
 
 




B. R//R 終端 R-R 抵抗ラダーDA 変換器構成（フィボナッチ数列偶数項重み） 
図 5-4 の DA 変換器回路は奇数項のフィボナッチ数重みの出力であり、これだけで
はフィボナッチ重み DA 変換器としての機能を果たすことができない。そこでフィ
ボナッチ数偶数項重みを出力できる DA 変換器を考える。 





























図 5-6 R//R 終端 R-R 抵抗ラダーDA 変換器構成 
 
 




C. R-R 抵抗ラダーフィボナッチ数重み DA 変換器構成 
フィボナッチ数奇数項重み電圧を出力できる DA 変換器(図 5-4)とフィボナッチ数




フィボナッチ数重み DA 変換器回路を図 5-8 に示す。 
図 5-8 の上段が奇数項重み電圧出力 DA 変換器で、下段が偶数項重み電圧出力 DA
変換器となっている。この回路の LTSpice でのシミュレーション結果を図 5-9 に示
す。ここで R=550Ω、C1=C2=1pF、I=2μA である。図 5-9 左図はスイッチを時間ご
とに一つずつ ON にしたものだが、各スイッチがフィボナッチ数重みに対応してい
ることがわかる。またスイッチを組み合わせた図 5-9 右図の結果から DA 変換器とし
て機能できることもわかる。 




図 5-8 フィボナッチ数重み DA 変換器 
 
 














D. 単電流源 R-R 抵抗ラダーフィボナッチ数重み DA 変換器構成 
フィボナッチ数奇数項重み電圧を出力できる DA 変換器(図 5-4)とフィボナッチ数
偶数項重み電圧を出力できる DA 変換器(図 5-6)から着想し、一つの電流源でフィボ
ナッチ数列重み電圧を出力できる回路を考えた。図 5-10 に示す。 






常に GND に対して電流が流れるため消費電力が大きくなる。 
 
 















(2)容量ネットワークによる DA 変換器構成 
R-R 抵抗ラダー回路でのフィボナッチ数重み DA 変換器の構成を応用して、容量で
の DA 変換器構成も検討した。容量と電圧源で構成した回路を図 5-11 に示し、図 5-12
に動作例を示す。図 5-12 から、フィボナッチ数重み DA 変換器が実現できていること
がわかる。このように容量ネットワークで実現できれば定常電流が流れず、低消費電




図 5-11 C-C 容量ラダーDA 変換器の構成 
 
図 5-12 C-C 容量ラダーDA 変換器の動作例 
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(3)フィボナッチ数重み DA 変換器の応用 
フィボナッチ数重みを持つ DA 変換器は、AD 変換器内部の DA 変換器としてではなく
冗長を利用した高性能 DA 変換器として利用できる可能性がある。冗長を持っているフ









の影響を周波数拡散して SFDR ( Spurious-Free Dynamic Range )を向上できる。 
 
C． さらにフィボナッチ数列の定義である  
















5.3.1  リュカ数列を用いた冗長 AD 変換器設計 
リュカ数列を冗長逐次比較近似型 AD 変換器へ応用する。N-bit M-step の逐次比較近
似型 AD 変換器で利用する k-step 目の比較電圧重み p(k)をリュカ数列(式(4-7))を利用し
て式(5-8)のように決定する。 
 𝐩(𝐤) = 𝐋𝐌−𝐤  (5-8) 
ここでp(1) = 2N−1, p(M− 1) = L0 = 2, p(M) = L1 = 1である。すなわちリュカ数を大き
さ順に比較電圧重み p(k)として利用するのである。4-bit 6-step の解探索動作と補正可能









図 5-13 4-bit 6-step リュカ数列を用いた逐次比較近似型 AD 変換器 
1 2 3 4 5 6




























5.3.2  X ボナッチ数列を用いた冗長 AD 変換器設計 
X ボナッチ数列を冗長逐次比較近似型 AD 変換器へ応用する。N-bit M-step の逐次比
較近似型 AD 変換器で利用する k-step 目の比較電圧重み p(k)を、X ボナッチ数列の大き
さ順に決定する(p(1) = 2𝑁−1)。 
例としてトリボナッチ数列を利用した 4-bit 5-step の解探索動作と補正可能範囲を図
5-14 に示す。図 5-14 から X ボナッチ数列の隣接項比率が大きくなると、二進重みに
p(N+1)=1 の項が余分に付加されただけになることが伺える。図 5-14 を見ると誤判定許
容範囲は重なることなく、入力範囲全域を補正できることがわかる。この冗長設計方法
には応用の余地はないと予測されるが、漸化式を用いた冗長設計方法のひとつの目安と
なる例である。また X ボナッチ数列を利用すると以下の 3 つの共通性質が見つかる。 
(1)補正可能ステップの末尾には誤差許容範囲 q(k)=1 が漸化式右辺の項の数だけ並ぶ 
(2)最終 2-step は補正できる範囲がない 







図 5-14 4-bit 5-step X ボナッチ数列(トリボナッチ・テトラナッチ) 
を用いた逐次比較近似型 AD 変換器 
  
1 2 3 4 5
































5.4.1  整定時間短縮の考え方 
図 5-15 は内部 DA 変換器の理想と実際の整定時間を示した図である。図 3-8 と図 3-10
では変換時間に対して支配的である DA 変換器出力値の整定時間のみを考えていたが、
実際には 1-step の時間は DA 変換器整定時間とコンパレータ判定時間 Tcompと逐次比較
ロジック計算時間TLogicの和となる。すなわち図 5-15の左図ではなく右図のようになる。
図 5-15 右図では、1-step 切り替わる(DA 変換器の入力が変化する)までにコンパレータ判
定時間とロジック計算時間を必要としているのがわかる。 
ここでコンパレータ判定時間と逐次比較ロジック計算時間が無限にかかると仮定する






 𝐩(𝐤) = 𝐪(𝐤)  (5-9) 
 
図 5-15 DA 変換器出力図(左：理想の DA 変換器出力、右：実際の DA 変換器出力) 
 















5.4.2  擬似白銀比重みの導出 
式(5-9)を満たす比較電圧重み p(k)を求める。式(5-9)から2 ≤ k ≤ M− 2の条件下で
考えると、p(M)とp(M− 1)の値を決定する必要がある。そこでp(M) = 1、 p(M − 1) =
1として、式(3-4)を利用して計算する。以下に比較電圧重みp(k)の求め方の例を示す。 
 

























1, 1, 1, 2, 2, 4, 4, 8, 8, 16, 16, 32, 32, 64, 64, 128, 128 … 
ここから計算結果は二進重みを 2 項ずつ並べたものだとわかる。すなわち k-step 目
の比較電圧重み p(k)は式(5-10)のように決定できる。 
 𝐩(𝐤) = √𝟐
𝑴−𝒌−𝟒
((𝟏 + √𝟐) − (−𝟏)𝑴−𝒌+𝟏(𝟏 − √𝟐))  (5-10) 
ただしp(1) = 2𝑁−1, p(M) = 1である。ここで式(3-3)を満たすように総ステップ数 M
を求めると式(5-11)のように表現できる。 
 𝐌 = 𝟐(𝐍− 𝟏)  (5-11) 
 
5.4.3  白銀比について 
式(5-10)で得ることができた比較電圧重みの列は、2 項ごとに項の大きさが 2 倍になる。








16      8      8      4      4      2      2      1      1      1
×2 ×1 ×2 ×1 ×2 ×1 ×2 ×1
× ×× × × × × ×
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5.4.4  擬似白銀比手法の補正効果 








図 5-18 擬似白銀比手法の補正効果 
  
1 2 3 4 5 6
































図 5-19 に入力アナログ値 0LSB の 4-bit AD 変換時、二進重みと擬似白銀比重みを利用
した際の内部 DA 変換器の入力コード遷移を示す。コードは一つ前のコンパレータの出







けでよい。すなわち擬似白銀比手法で利用される比較電圧重みp(k)は、1, 1, 1, 2, 2, 4, 4, 8, 
8,…と二進重みを 2 項ごとに並べるものであるので、図 5-20 のように出力値を全加算す
ることで二進重みへ変更できる。つまりエンコーダ設計には逐次比較レジスタの出力に、





図 5-19 二進重みと擬似白銀比重みの 4-bit DA 変換器入力 
 
図 5-20 擬似白銀比手法を利用した場合の 4-bit エンコーダ 
step Vref(k)[LSB] 8 4 2 1
1 8 1 0 0 0
2 4 0 1 0 0
3 2 0 0 1 0
4 1 0 0 0 1
重みp(k)二進重み
step Vref(k)[LSB] 4 4 2 2 1 1 1
1 8 1 1 0 0 0 0 0
2 6 0 1 1 0 0 0 0
3 4 0 0 1 1 0 0 0
4 3 0 0 0 1 1 0 0
5 2 0 0 0 0 1 1 0
6 1 0 0 0 0 0 0 1
重みp(k)擬似白銀比重み
FA
X   A   B
S  C
FA
X   A   B
S  C
FA
X   A   B
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5.5  DA 変換器の不完全整定時間比較 
 整数論を用いた場合の不完全整定について理論解析と比較を行う。 
5.5.1  フィボナッチ数列を利用した DA 変換器出力不完全整定の理論解析 











Tsettle(k) = τ ln (
(FM−k + FM−k−1) + FM−k
FM−k−1
)
= τ ln (2
FM−k
FM−k−1




 Tsettle(k) = 1.444τ  (5-12) 



















5.5.2  擬似白銀比を利用した DA 変換器出力不完全整定の理論解析 
ここでは式(3-7)を利用する不完全整定を使った場合の整定時間の理論式を調べる。ス
テップ番号 kに依存するので、kについて場合分けして考える。 
2 ≤ k ≤ M− 2のとき、式(5-10)を式(3-7)に当てはめると、 
 
𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐤) = 𝛕 𝐥𝐧 (




となる。ここで式(5-10)から隣り合う重みの比率(p(k − 1)/p(k))はkが奇数なら 1、kが偶
数なら 2 となる。すなわち、 
 𝐩(𝐤 − 𝟏)
𝐩(𝐤)
= {
𝟏      (𝐤 = 𝟐𝐧 + 𝟏)
𝟐      (𝐤 = 𝟐𝐧)        
 
  
となる。ここでnはn ≥ 0を満たす任意の自然数である。 
したがって各ステップの整定時間は、k = 2n + 1のとき、 
 
𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐤) = 𝛕 𝐥𝐧 (
𝐩(𝐤) + 𝐩(𝐤)
𝐩(𝐤)
)   = 𝛕𝐥𝐧𝟐 = 𝟎. 𝟔𝟗𝟑𝟏𝛕 
  
k = 2nのとき、 
 
𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐤) = 𝛕 𝐥𝐧 (
𝐩(𝐤) + 𝟐𝐩(𝐤)
𝐩(𝐤)
)   = 𝛕𝐥𝐧𝟑 = 𝟏. 𝟎𝟗𝟖𝟔𝛕 
  
となり、2 ≤ k ≤ M− 2の条件下において、2 種類の整定時間を交互に繰り返すことにな
る。 
k = 1のときはq(1) = p(1)/2 なので、次が得られる。 
 𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝟏) = 𝛕𝐥𝐧𝟐 = 𝟎. 𝟔𝟗𝟑𝟏𝛕   
M− 1 ≤ k ≤ Mでは補正可能な入力範囲差q(k)を 0.5LSB とみなして考えることができる
ので、k = M− 1のとき、 
 𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐌− 𝟏) = 𝛕𝐥𝐧𝟐
𝟐 = 𝟐 ∗ 𝟎. 𝟔𝟗𝟑𝟏𝛕 = 𝟏.𝟑𝟖𝟔𝟐𝛕   
となる。またk = Mのとき、 
 𝐓𝐬𝐞𝐭𝐭𝐥𝐞(𝐌) = 𝛕𝐥𝐧𝟑 = 𝟏. 𝟎𝟗𝟖𝟔𝛕   
となる。 
以上の結果から擬似白銀比手法の整定時間は 3 種類しか存在しない。さらにk = M− 1







5.5.3  DA 変換器出力不完全整定の比較 
DA 変換器出力の各ステップの不完全整定時間の合計値を、式(3-7)を利用して計算し、











クロック周期(固定クロック)、2 種・3 種・4 種・5 種のクロック周期、無限種類のクロッ
ク周期(可変クロック)を利用した場合を調査した(図 5-23)。 
 
図 5-22 不完全整定時間の合計値 
 
図 5-23 複数のクロック周期を利用する場合の整定時間合計値の計算方法 
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8-bit の AD 変換器における調査結果を図 5-24 に示す。また具体的な数値を表 5-1 に示












































を実現していることがわかる。8-bit の変換で 3 種のクロック周期を利用した場合、整定
時間合計値は非冗長手法(二進重み)利用の場合から 56.2%短縮、ランダム決定手法の場合













表 5-1 各手法の整定時間合計値詳細 
 
  
Binary Radix Random Fibonacci Lucas Tribonacci Tetranacci X-bonacci Root2
1 11.09 8.05 8.05 8.05 10.40 10.40 10.40 10.40 8.32
2 8.76 6.88 6.88 7.03 8.44 8.32 8.32 8.32 6.88
3 8.19 6.07 6.07 6.58 7.97 7.50 7.50 7.50 6.07
4 7.68 5.99 5.99 6.58 7.83 7.27 7.27 7.27 6.07
5 7.68 5.89 5.89 6.58 7.71 7.27 7.27 7.27 6.07
無限 7.68 5.82 5.82 6.58 7.71 7.27 7.27 7.27 6.07
1 24.95 14.48 12.48 12.88 16.64 18.15 19.83 24.26 13.86
2 19.07 11.09 10.75 11.76 13.76 15.50 14.94 16.83 11.09
3 17.20 10.23 9.65 11.14 12.79 14.49 13.92 15.48 9.65
4 16.54 9.50 9.42 10.90 12.42 14.08 13.28 14.54 9.65
5 15.90 9.38 9.30 10.87 12.27 13.86 13.06 13.91 9.65
無限 15.39 8.69 8.91 10.87 12.03 13.59 13.00 13.69 9.65
1 44.36 19.31 17.36 17.70 22.87 23.77 31.53 43.67 19.41
2 33.51 14.72 14.86 16.24 18.27 20.70 25.35 30.39 15.25
3 30.21 14.21 13.66 15.54 17.46 19.68 24.08 26.63 13.24
4 28.32 13.40 13.11 15.30 16.84 19.08 23.05 25.25 13.24
5 27.64 12.87 12.94 15.22 16.68 18.86 22.42 24.28 13.24
無限 25.81 11.49 12.14 15.14 16.30 18.56 21.82 22.75 13.24
1 69.31 24.14 22.18 22.53 27.03 29.07 38.85 68.62 24.95
2 52.14 19.11 19.30 20.58 21.28 25.82 32.34 48.19 19.41
3 46.71 17.75 17.81 19.89 20.45 24.80 30.72 41.85 16.82
4 44.08 16.89 17.10 19.70 20.09 24.18 29.70 39.12 16.82
5 42.20 16.18 16.60 19.56 19.94 23.96 29.06 37.74 16.82






























整定時間は式(5-12)に従い、ステップ数 k の値にかかわらず一定を示す。 




















 2 種のクロック周期で実現できる不完全整定 
整定時間には 0.6931τ、1.0986τ、1.3862τしか存在せず、1.3862τ=0.6931τ×2 で
あるために実質 2 種類のクロック周期で不完全整定を実現することができる。 
 






















I. なぜ DA 変換器出力が補正可能範囲に入ると判定を行うことができるのか。 






差補正できることになる。そしてこのことはその判定の結果が High でも Low でもど
ちらでも良いことを示している。 
ここで図 A-1 に不完全整定に関する図を示す。図 A-1 は 2-step 目の判定に利用する比
較電圧生成の過程を示したものである。完全整定を行った場合は DA 変換器出力が
26LSB で、不完全整定を行った場合は DA 変換器出力が 25LSB で判定を行うことと
なる。コンパレータの判定結果は入力値と DA 変換器の出力値の比較によるため、完
全整定と不完全整定で出力結果が反転する場合の入力値は図 A-1 のように 25 LSB ~ 





図 A-1 不完全整定の実現 
  
1st 2nd 3rd 4th 5th 6th

























































図 A-2 整定時間の大小による補正効果検証 
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