We show how the location of Lagrangian coherent structures, such as unstable manifolds of Lagrangian separation points, can be controlled via feedback control in two-dimensional shear flows. Such control can be used, for instance, to guide fuel transport into designated regions of the flame in a combustor. Motivated by this example, we consider an unsteady vortex model for flow past a bluff body, and create unstable manifolds in this model at prescribed locations by applying control along the boundary. We find that oscillating the newly created unstable manifolds in 1:1 resonance with the von Kármán vortex shedding frequency enhances mixing in the wake significantly.
I. INTRODUCTION
Active flow control is typically concerned with maximizing or minimizing Eulerian cost functions such as pressure-, energy-, or vorticity-related quantities. This objective is achieved via adaptive control, 1 DNS-based optimal control 2, 3 or robust control, 4 linear control of the linearized Navier-Stokes equation, [5] [6] [7] linear control of the full NavierStokes equation, 8 energy-minimization by boundary feedback, 9, 10 or physics-based phenomenological control of specific flow phenomena. [11] [12] [13] Reviews of all these approaches are given in Refs. 3, 14, 15. Despite the above advances, the fundamental question of flow control remains unanswered: How does localized actuation lead to global changes in the flow behavior? Or, phrased in the language of micro-adaptive flow control: How can one excite instabilities via local actuation to achieve a desired change in global mixing? Answering these questions will require a better understanding of the nonlinear dynamics of the Navier-Stokes equations, as well as of the particle mixing induced by the solutions of these equations. Promising applications of nonlinear dynamics have already appeared in controlling nonlinear reduced-order flow models, 16, 17 using chaos control to stabilize unstable vortex trajectories, 18, 19 optimizing mixing in discrete map models of two-dimensional fluid motion, 20 and maximizing Lagrangian particle flux via the control of two-dimensional point-vortex motion. 21 More closely related to the subject of this paper, Péntek et al. 22 used chaos control ideas to capture and stabilize a concentrated vortex near a bluff body.
In this article, we propose a new nonlinear-dynamicsbased control approach: We control the location of distinguished material structures in the flow. Specifically, we use control to create and shape attracting material lines, the structures responsible for the formation of global folding patterns in fluid mixing. While attracting material lines of timeperiodic fluid flows are readily visualized as unstable manifolds of a Poincaré map ͑Fig. 1͒, analogous lines in general aperiodic or turbulent flows turn out to be more difficult to define.
Recent progress in nonlinear dynamics has shown, however, that attracting and repelling material lines continue to organize mixing in fluid flows with general time dependence. [23] [24] [25] In general, these Lagrangian coherent structures are no longer isolated curves in a turbulent flow: They form families of finite width and of finite life-span. Numerical and analytic methods for their detection are now available, as surveyed in Refs. 26, 27. Because attracting material lines collect and organize fluid particles into thinning filaments, increasing the density of attracting lines in any particular flow region leads to enhanced advective mixing. As an example, consider a twodimensional flow behind a bluff body, as shown in Fig. 2͑a͒ . We envision enhancing mixing in the wake region of this flow by creating an attracting material line that collects particles near the horizontal boundary of the bluff body, and then injects them into the wake. These injected particles will spread out along the newly created attracting material line a͒ Author to whom correspondence should be addressed. Electronic mail: ghaller@mit.edu and ultimately lead to enhanced mixing in the wake ͓Fig. 2͑b͔͒.
In this paper we develop an algorithm for the above control idea, then implement it on a bluff-body shear flow model originally due to Clements. 28 Our interest in this flow geometry is driven by the need to control heat release in the flame behind a bluff-body flameholder of a combustor. By transporting fuel to targeted spots in the wake of the flameholder, one hopes to control heat release indirectly. The present work represents the first step in this direction, giving a control scheme for the unstable manifold, the structure that will carry fuel to the desired location. We show that a precise control of the unstable manifold location is possible even under unsteady flow conditions. As a side result, we obtain that just by oscillating the unstable manifold at the frequency of vortex shedding will increase mixing in the wake significantly.
For bluff-body flows, the actuation of the wake dynamics by both passive control [29] [30] [31] and active control [32] [33] [34] [35] [36] [37] [38] has certainly been explored. We believe, however, that ours is the first model study of a feedback control scheme that rigorously delivers the objective of micro-adaptive flow control: ''Excite large scale 'instabilities' that carry the effect of local actuation along the wall into distant flow regions.'' In our scheme, these instabilities are Lagrangian: They are represented by attracting material lines that act as unstable manifolds for prescribed moving points on the wall. Despite its Lagrangian nature, however, our control scheme only requires sensing of boundary velocities. In particular, unlike earlier studies on the control of vortices, 39-41 our work does not rely on measurements of the position or the strength of point vortices.
The organization of this paper is as follows. First, in Sec. II, we discuss Lagrangian separation control in general terms for two-dimensional inviscid flows. In Sec. III, we describe our unsteady vortex model for a bluff body, as well as the feedback controller that we add to it to create attracting material lines. Section IV shows numerical simulations of our control scheme, and Sec. V offers a summary as well as an outline of future work.
II. LAGRANGIAN SEPARATION CONTROL
Here we propose a way to create and move attracting material lines in a two-dimensional flow by active flow control. In our setting, the material lines attach to the horizontal boundary of an inviscid shear flow, with their points of attachment moving in time according to a prescribed rule. In our later example of a bluff body shear flow, we transform the actual physical flow geometry into the canonical shear flow geometry considered below.
A. Lagrangian separation points
To set the stage for a later control design, we first discuss the notion of a Lagrangian separation point for twodimensional flows. Using a Cartesian set of spatial coordinates ͑,͒, we consider a two-dimensional incompressible flow of the form ϭu͑,,t ͒, ϭv͑,,t ͒, where the velocity field is assumed to admit two continuous derivatives with respect to the spatial coordinates with the possible exception of finitely many locations. At these exceptional points, differentiability is allowed to fail due to the presence of point vortices, point sources or sinks, or vertex points of the boundary. We assume slip boundary conditions at ϭ0:
We call a moving fluid particle p 0 (t)ϭ(p 0 (t),0) along the ϭ0 boundary a Lagrangian separation point if an attracting material line emanates from the wall at p 0 (t). In dynamical systems terms, the attracting material line will then serve as the unstable manifold of the Lagrangian separation point, as shown in Fig. 3 . By collecting other fluid particles near the wall and injecting them into more distant flow regions, this unstable manifold will have a significant influence on particle mixing. We note that while the point p 0 (t) will necessarily be a stagnation point for steady veloc- ity fields, it will typically have no Eulerian signature for unsteady velocity fields: It will remain an undistinguished point in instantaneous pressure, vorticity, and streamline plots.
To find conditions for a fluid trajectory p 0 (t) to be a Lagrangian separation point, we pass to a frame commoving with p 0 (t). To this end, we define the new horizontal variable ␥ϭϪp 0 (t). In the new frame ͑␥,͒, we have the velocity field
Using a Taylor expansion at p 0 (t) ͓now at (␥,)ϭ(0,0)], we separate the linear and nonlinear terms of the velocity field by writing
ϭϪ␣͑t ͒ϩQ͑ ␥,,t͒, where ␣(t)ϭ‫ץ‬ u͉ p 0 (t) , ␤(t)ϭ‫ץ‬ u͉ p 0 (t) , and ‫ץ‬ v͉ p 0 (t) ϭϪ ␣(t) by incompressibility. The terms nonlinear in ␥ and are collected in P and Q. Note that there is no linear ␥-term in the second equation in accordance with the boundary condition ͑1͒.
Classic results from dynamical systems 42 guarantee the existence of an unstable manifold for p 0 (t) off the wall and a stable manifold along the wall if all the following hold: ͑1͒ ␣(t) is negative and uniformly bounded from zero, i.e., ␣(t)Ͻ␣ 0 Ͻ0 for some ␣ 0 Ͻ0 and for all t; ͑2͒ ␤(t) is uniformly bounded, i.e., ͉␤(t)͉ϽC for some CϾ0 and for all t; ͑3͒ P and Q are uniformly Lipschitz continuous in and near p 0 (t). Note that all three conditions are somewhat restrictive: They require uniform bounds on the velocity field and its derivatives over infinite time intervals.
To design our flow control algorithm, we shall rely on less restrictive invariant manifold results that do not insist on uniformity in their assumptions. As shown by Haller, 43 vector fields of the type ͑2͒ admit finite-time stable and unstable manifolds over a time interval I if P and Q are smooth functions in a vicinity of p 0 (t) over the time interval I and ␣͑t͒ϭ‫ץ‬ u͉ p 0 (t) Ͻ0, tI. ͑3͒
While not unique, these finite-time manifolds become exponentially close to each other as the length of the time interval I increases. As a result, the unstable manifold of p 0 (t) will become unique for practical purposes once condition ͑3͒ holds over long enough time intervals.
To visualize a Lagrangian separation point and the finitetime unstable manifold emanating from it, we shall employ the Direct Lyapunov Exponent ͑DLE͒ algorithm, 44 which renders Lagrangian coherent structures at time t 0 as local maximizing curves or ridges of the scalar field
Here F t 0 t denotes the flow map that maps the fluid particle 
B. Control of Lagrangian separation points
We now design a control algorithm that creates Lagrangian separation points at L prescribed locations p j (t) ϭ(p(t),0), jϭ1,...,L. We achieve this by employing N fixed actuators, modelled by potential flows, located at ( k ,0), kϭ1,...,N, along the wall. We shall use the notation u 0 (,,t) for the u component of the uncontrolled velocity field, which is also assumed to be potential.
Using potential flow components, we ensure that the full velocity field is the sum of u 0 and the control velocity field. Alternatively, we could assume that both the uncontrolled flow and the actuator flow are Stokes flows. In a real-life implementation of our controller for a Navier-Stokes flow, one would start from the control law derived below, then consider nonadditive velocity terms as nonlinear perturbations that are to be handled in an adaptive fashion. We shall elaborate on this approach elsewhere.
Away from the actuators, the wall ϭ0 remains an invariant line in the controlled flow. Restricting the control velocity field generated by the actuators to the wall, we obtain N one-dimensional velocity contributions a k (,t), k ϭ1,...,N, to be designed below. We assume that
i.e., that a k (,t) is a time-modulated version of the spatial velocity distribution of the kth actuator running in steady state. ͓An example of such an actuator model is a point source at ( k ,0) with time-varying strength. 21 ͔ Our goal below is to find the actuator strengths q k (t) that generate the prescribed Lagrangian separation points p j (t).
Since both u 0 (,,t) and a k (,t) describe potential flows, the resulting controlled velocity field along the wall will be their sum. As a result, the motion of fluid particles along the wall ϭ0 will obey the differential equation
If (p j (t),0) is a Lagrangian separation point, then it must be a solution to this equation, i.e., we must have
͑6͒
Using the variable ␥ j ϭϪp j (t) introduced in the previous section, and Taylor expanding Eq. ͑5͒ at ␥ϭ0, we rewrite Eq. ͑6͒ as
where P(␥ j ,t) is a smooth function and
͑8͒
We finally select a constant ␣ j Ͻ0 and set
͑9͒
By condition ͑3͒ of the previous section, if no velocity singularities occur in the spatial interval covered by p j (t), and Eq. ͑9͒ is enforced over a time interval I, then p j (t) ϭ(p j (t),0) becomes a Lagrangian separation point over I. Combining Eqs. ͑6͒ and ͑9͒, we obtain the linear control law
A͑t ͒q͑ t ͒ϭb͑ t ͒, ͑10͒
for the unknown vector q(t)ϭ(q 1 (t),...,q N (t)) T with
To obtain a unique control input q(t) for any measured b(t), the dimension of b(t) must necessarily equal the dimension of q(t), which implies
Nϭ2L. ͑12͒
This means that for our flow-control problem to be welldefined, the number of actuators must be twice the number of Lagrangian separation points to be controlled. In addition to this, the matrix A(t) must be nonsingular in order for Eq. ͑10͒ to yield the unique solution
Note that A(t) is nonsingular if and only if the actuator velocity components W 1 ,...,W 2L and their derivatives form a linearly independent set of functions over the points
If this is satisfied, the control law ͑13͒ uniquely determines the outputs q i (t) to be applied by individual actuators.
Valid in the framework of inviscid flows, the above algorithm represents a first step in the general program of Lagrangian separation control. While the inviscid assumption is a limitation of our study, the bluff-body model that we shall control does include a continuous feed of regularized point vortices into the flow, thereby modelling vorticity generation near the wall. As a result, the von Kármán vortex street, a main feature of three-dimensional separated bluff-body flows, is reproduced by our two-dimensional inviscid model to the extent that a qualitative comparison with experiments gives favorable results. 28 A more serious limitation of the inviscid controller is its reliance on slip boundary conditions, which makes feedbacklinearization possible. For viscous flows, the corresponding no-slip boundary conditions are more difficult to handle. Nevertheless, the Lagrangian control strategy proposed above can be modified to bear on the wall shear field instead of the velocity field.
Finally, boundary-layer effects remain unaccounted for in our setting, and hence our control scheme primarily targets general large-scale flow separation as opposed to boundarylayer separation. By large-scale flow separation we mean separation in low-Reynolds-number flows 45 or even in inviscid flows, 46 both of which lie outside the realm of classical boundary-layer theory.
III. BLUFF BODY SHEAR FLOW MODEL
Here we describe an inviscid bluff body model that will illustrate the Lagrangian control ideas discussed in the previous section. Our model is an adaptation of the work of Clements.
28

A. Potential flow around a bluff body
We consider a two-dimensional bluff body with right angle between the side and the rear base ͑see Fig. 4͒ . The width of the base is BDϭ2h; the upper and lower sides of the body extend to infinity. Since the edges of the bluff body are all straight lines, a conformal mapping can be constructed that maps the exterior and the interior of the body into the upper and lower halves of a complex plane. 47 More specifically, using the complex variable zϭxϩiy on the original physical plane and the new complex variable ϭ ϩi on the transformed plane, the conformal mapping can be written as
For later reference, we note that
͑15͒
The bluff body sits in a two-dimensional crossflow u ϭ(u,v) which is assumed incompressible and inviscid, satisfying the vorticity equation
with vorticity ϭ‫ץ‬ x vϪ‫ץ‬ y u. Due to the no-flow boundary conditions, the v-component of the velocity vanishes on the boundary.
Recall that the complex potential associated with such an inviscid and irrotational velocity field is w(z)ϭ(x,y) ϩi(x,y), where is the ͑real͒ potential function and is the stream function. At points where w is analytic, we can write the velocity field as
with w referring to the complex potential expressed in the variable, and with the overbar referring to conjugation. Given the transformed complex potential w , we can use the above equation to calculate fluid velocities away from singularities of w in the z-plane. Because designing our Lagrangian control algorithm turns out to be easier on the transformed -plane, we shall also need the velocity field expressed in terms of . Differentiating Eq. ͑14͒ with respect to t and using Eqs. ͑15͒ and ͑17͒ gives
As discussed by Saffman, 48 the velocity at a singularity z 0 of w can be obtained from the Routh formula dz dt
where w 0 denotes the complex potential evaluated at the transformed singularity 0 , and ⌫ is the circulation around z 0 . In analogy with Eq. ͑18͒, the corresponding velocity on the -plane is given by
B. Point vortex model with actuators
Following Clements, 28 we shall express the solution of the vorticity equation ͑16͒ for our bluff body flow as a sum of potential flows. In Clements's work, these flows include a potential inflow from infinity, N point vortices and their image vortices on the other side of the bluff body boundary, and a potential disturbance that breaks the symmetry of the wake and induces vortex shedding consistent with experiments.
Clements models the generation of vorticity at the wall by releasing a new pair of point vortices near the edges of the bluff body at equal time intervals. At the same time, vortices colliding with the wall during the numerical solution of the model are constantly removed. As a result, after an initial start-up period, the number of active vortices becomes nearly constant, and a periodic structure reminiscent of the von Kármán vortex street emerges.
The new element in our model will be the addition of a control loop: Sensing the instantaneous velocity along the boundary, we shall use potential point-sources to create and control two Lagrangian separation points in order to enhance mixing in the wake region. Mixing is enhanced because the unstable manifolds ͑attracting material lines͒ emanating from the two separation points collect fluid particles from the wall region, then inject them into the wake ͑see Fig. 5͒ . As indicated in the figure, we aim to create one controlled Lagrang- ian separation point on each horizontal boundary of the bluff body. According to formula ͑12͒, this will require the use of four actuators along the boundary.
To describe the model in more detail, let us first nondimensionalize variables by letting
where U ϱ is the velocity that appears in the following inflow boundary conditions at xϭϪϱ:
To derive the transformed velocity field Eqs. ͑18͒-͑20͒, we need the complex potential ŵ (), which is the sum of the following potentials: The complex potential of the inflow from infinity is
while the complex potential for the asymmetric potential disturbance is of the form
The complex potential induced by n point vortices and their image vortices is
if the point does not coincide with any of the point vortex locations k . The constant ⌫ k ϭ⌫ k /(hU ϱ ) is the nondimensionalized counterpart of the kth vortex circulation ⌫ k . The complex potential induced by the vortices at the point vortex location j is of the form
We now discuss the complex potential associated with the actuators of the control loop. We place two point sources as actuators on the upper boundary with strengths q u1 (t) and q u2 (t) and locations x u1 ϩi h and x u2 ϩi h, where x u1 Ͻx u2 . Similarly, we place two sources on the lower boundary with strengths q l1 (t) and q l2 (t) and locations x l1 Ϫi h and x l2 Ϫi h, where x l1 ϭx u2 and x l2 ϭx u1 . For positive values of q u j (t) and q l j (t), the actuators are indeed sources: They blow fluid into the flow domain. For negative values of q u j (t) and q l j (t), the actuators act as sinks by removing fluid from the flow domain. We show the actuators in the z-plane and their images in the -plane in Fig. 5 . The complex potentials for the four actuators are of the form
for jϭ1,2. Here q u j ϭq u j /(hU ϱ ) and q l j ϭq l j /(hU ϱ ) denote the nondimensionalized flux from the actuators for j ϭ1,2. Combining Eqs. ͑21͒-͑25͒, we obtain the full complex potential ŵ ϭŵ vort ϩŵ ϱ ϩŵ asym ϩŵ u1 ϩŵ u2 ϩŵ l1 ϩŵ l2 . ͑26͒
Substituting Eq. ͑26͒ into Eq. ͑20͒, we obtain the equation of motion for the jth point vortex:
͑27͒
The vortex motion in the physical ẑ-plane is then obtained from the relation ẑ j ϭẐ ( j ). For a fluid particle away from vortex cores, substitution of Eq. ͑26͒ into Eq. ͑17͒ yields the transformed equation of motion
͑28͒
which again transforms back to the physical plane through the relation ẑϭẐ ().
In the actual numerical implementation of the above model, we will regularize all point vortices into ''smeared'' vortices. A common trick in vortex simulations, regularization eliminates excessively large velocities near vortex cores. Without regularization, large velocities would introduce large errors in the particle advection calculations when the particles drift too close to vortex cores. For details on the vortex regularization procedure, we refer the reader to Sec. IV A.
C. Control law
We now adapt the general Lagrangian separation control algorithm of Sec. II B to our bluff-body vortex model. We shall use four actuators to control two Lagrangian separation points, thus the first controllability condition ͑12͒ is satisfied. The second condition for controllability is the invertibility of the matrix A( t) defined in Eq. ͑11͒. For any prescribed paths p u ( t)ϭ(p u ( t),0) and p l ( t)ϭ( p l ( t),0) of the upper and lower Lagrangian separation points, we have
͑29͒
where
for ͉͉Ͼ1 and for jϭ1,2.
A( t) turns out to be invertible under fairly general conditions. For instance, we show in the Appendix that A( t) is nonsingular if the following three conditions are all satisfied: ͑i͒
The upper Lagrangian separation point p u ( t) lies between the upper actuator locations u1 and u2 . ͑ii͒
The lower Lagrangian separation point p l ( t) lies between the lower actuator locations l1 and l2 . ͑iii͒ In the -plane, the distance between the two lower and the two upper actuators is less than one half of the distance between l1 and u2 .
For Lagrangian separation point paths satisfying conditions I-III, the control law that creates them is of the form q͑ t ͒ϭA Ϫ1 ͑ t ͒b͑ t ͒, ͑30͒
The positive constants ␣ 1 and ␣ 2 determine the strengths of the separation points, i.e., the exponents in their rate of attraction near the upper and lower boundaries.
IV. NUMERICAL SIMULATIONS
Here we discuss the numerical implementation of the control law designed in the previous section. We first locate Lagrangian coherent structures in our uncontrolled bluff body flow, then show how active control creates further such structures at prescribed locations. As expected, these additional Lagrangian structures turn out to enhance mixing in the wake of the bluff body.
A. Uncontrolled system
We start the uncontrolled simulation of the vortex model at tϭ0 with an impulsive asymmetric potential flow disturbance p͑ t ͒ϭ ͭ 0.2 cos͑ t/4͒, 0р tр8, 0, tϾ8, in order to trigger asymmetric vortex shedding behavior. The frequency of p( t) is 0.25, the frequency used in the original model of Clements. 28 We have verified that the qualitative clustering of vortices does not change for excitation frequencies close to 0.25.
We obtain the evolution of point vortices by employing a second order Runge-Kutta scheme with time step ⌬ tϭ0.1. To emulate vorticity input form the wall, we introduce a point vortex pair at the points ẑϭϮ1.05i in the ẑ -plane at times 5k⌬ t for kϭ1,2,... . In contrast to the algorithm of Clements, 28 we determine the strength of a new vortex pair upon release from the Kutta-condition ͑zero velocity at points B and D at the time of vortex release͒. This condition eliminates the ͑unphysical͒ occurrence of infinitely large pressure gradients at B and D at least at the moments of vortex release. Other conditions with different advantages can also be employed. 28 Once the strength of a point vortex is determined, it is kept constant unless it collides with the solid boundary. In case of such a collision, the vortex strength is reset to zero, i.e., the vortex is removed from the flow.
To avoid excessively large velocities, we regularize the point vortices in the model by using the complex velocity distribution
where ⌫ is the strength of the point vortex, 0 is the location of the point vortex, and ␦ is a radius parameter that is set to 0.01 in our simulation. Due the the exponential decay of the regularizing term, the velocity induced by the smeared vortex on a fluid particle lying at is almost identical to the velocity induced by the original point vortex at the same location, provided that is not too close the vortex core 0 . At locations close to the vortex cores, the velocity induced by the particular vortex is roughly zero.
Running the simulation with all the above ingredients, we obtain the point vortex distribution shown in Fig. 6 the deformation gradient ٌF t 0 t over the -plane, we plot the scaled scalar field t ( 0 ) * ͉tϪ t 0 ͉ in Fig. 7 . As we noted earlier, local maximizing curves in this figure signal attracting material lines at tϭ t 0 , the Lagrangian signatures of the von Kármán vortex street behind the body. Notice that there are no attracting material lines that connect to the horizontal bluff body boundaries, which indicates a lack of Lagrangian separation points along these boundaries in the uncontrolled flow.
We finally note that the attracting material lines of Fig. 7 closely resemble the experimental streaklines observed behind a bluff body. 49 This is no surprise, because streaklines are formed by passive particles that are drawn to attracting Lagrangian coherent structures ͑finite-time unstable manifolds͒.
B. Closed-loop system
We now discuss a numerical implementation of the feedback control law designed in Sec. III. Recall that the control law aims to create attracting material lines at prescribed locations. These lines collect fluid particles from the horizontal wall regions and inject the particles into the wake. The controller impacts the attracting material lines by controlling their points of attachments, the Lagrangian separation points, along the walls.
On the physical z-plane, we select the actuator locations
which transform to the -plane locations u1 ϭϪ1.9223, u2 ϭϪ1.2944, l1 ϭ1.2944, l2 ϭ1.9223.
Again, to avoid large numerical errors due to unbounded velocities, we regularize the point source/sink actuators by using the complex velocity distribution
where Q is the strength of the original point source, 0 is the location of the point source, and ␦ is set to 0.01 in our simulation. Next, we prescribe periodic Lagrangian separation point paths in the -plane in the form
with parameters
The corresponding Lagrangian separation points in the physical z-plane are given by Z(p u ( t)) and Z(p l ( t)), with the conformal mapping Z defined in Eq. ͑14͒. Here, for simplicity, we have prescribed sinusoidal separation point paths, but our control law allows for arbitrary time dependence in p u ( t) and p l ( t). Note that u ϭ l causes the two separation points to move in phase in the transformed plane, but in counter-phase in the original physical plane ͑cf. Fig. 4͒ . We have set the frequency of Lagrangian separation point oscillation to ⍀ϭ0, , 4, 8 , ͑33͒
respectively, in our different numerical runs, with ϭ /4 approximating the dominant vortex shedding frequency of the uncontrolled system. Further important design parameters in the control law ͑30͒ are ␣ u and ␣ l , which we set to
This value represents a relatively small actuation authority, which is generally desirable in flow control to avoid instabilities due to system noise and uncertainties.
To evaluate the control law ͑30͒, we assume continuous sensing along the wall portions enclosed by actuator pairs. This means that the velocity at any point between the actuators is assumed to be at our disposal at any time. We also need ‫ץ‬ u 0 (p u,l ( t),0,t), the derivative of the uncontrolled wall-tangential velocity field along the designed separation point path. We calculate this quantity from the sensed velocity field by central differencing:
Here u 0 is obtained by subtracting the known tangential velocity field generated by the actuators from the sensed tangential velocity field u. In our simulations, the spatial stepsize ⌬ is set to 0.01. We show a representative time history for the closedloop actuator strengths for the case ⍀ϭ in Fig. 8 . ͑The same figure also shows actuator signals for a strictly timeperiodic, open-loop controller that we shall use as reference in our mixing comparison study below.͒ Note that the two actuators upstream (q u1 and q l2 ) are sinks, while the two downstream actuators (q u2 and q l1 ) are sources, with their mean strengths being roughly the negative of each other. Also note that the closed-loop controller is not exactly periodic: It is the resulting Lagrangian separation point that is meant to be periodic. Figures 9 and 10 show the attracting material lines at t ϭ40 obtained for the Lagrangian separation point frequencies u ϭ⍀ and u ϭ4⍀, respectively. In each case, the controller indeed creates the desired Lagrangian separation points on both horizontal boundaries, as seen in the figures.
To evaluate the accuracy of our controller, we have compared the actual location of Lagrangian separation points ͑LSP͒ on the boundary with their desired location. The actual location was found as a local maximum of finite-time Lyapunov exponents along the boundary. Shown in Fig. 11 , the desired and actual LSP locations are close to each other, with a small error coming from delay and discretization effects, as well as from errors in locating the actual LSP.
As expected, the unstable manifolds created by the controller leave the vicinity of the wall and enter the vortex street, thereby injecting fluid particles from the wall region into the wake region. This results in enhanced mixing, as evidenced by the striking increase in the density of attracting material lines in the wake ͑Figs. 9 and 10͒. As we noted earlier, these material lines attract streaklines, thus their enhanced density leads to increased interface length and thin- which means two upstream-actuators q u1 and q l2 of the same strength, but out-of-phase by relative to the two downstream-actuators q u1 and q l1 . We picked the mean and amplitude for this controller to match our Lagrangian closedloop actuators for the case of ⍀ϭ ͑see Fig. 8͒ . The unstable manifolds ͑attracting material lines͒ created by this purely periodic controller are shown in Fig. 12 . While this controller also creates Lagrangian separation points on both horizontal walls, the position and strength of these separation points is beyond our control. As a result, the created unstable manifolds are weaker, and their influence is localized to the near-wake region ͑see Fig. 12͒ . For these reasons, such manifolds do not provide a starting point for future Lagrangian control efforts that aim to transport fluid particles to specified locations.
C. Mixing enhancement due to control
Our primary control objective has been the creation a Lagrangian structure that ejects particles from a vicinity of the wall at prescribed locations. The long-term goal motivating this control objective is to transport fluid ͑fuel͒ into designated regions of the wake, which will control heat release in combustion applications. Although we have not addresses this long-term goal in the present paper, we already find mixing enhancement in the wake due to the presence of the unstable manifolds we have created.
To evaluate the mixing enhancement in the controlled flow, we shall use a mixing measure that quantifies the coverage of a designated spatial region by attracting material lines. This measure specifically targets finite-time mixing caused by finite-time unstable manifolds in the flow. We are interested in finite-time mixing enhancement, because particles in related industrial devices ͑say, in a combustor͒ spend fairly short times in the device. Employing infinite-time mixing measures over short time scales would give questionable results in the absence of a separate study dedicated to the convergence properties of the given mixing measure. Because our main focus here is not mixing, we have chosen not to undertake such a study, and use a geometrically motivated finite-time mixing measure instead.
Consider the fixed rectangular domain Dϭ͓0,12͔ ϫ͓Ϫ5,5͔, and for any rϾ0, define P(r) to be the probability that a randomly placed ball of radius r, with its center inside D, intersects the set of attracting material lines D. In other words, P(r) denotes the probability that a randomly placed r-ball experiences exponential stretching over the time interval of the simulation. We calculate P(r) numerically by placing N balls of radius r inside the domain D randomly, then identifying the number n(r,N) of balls that intersect at least one attracting material line within D. For large enough N, we then obtain
We prefer this mixing measure over other statistical measures, because it makes use of the detailed geometric infor- mation that finite-time invariant manifolds provide about advective mixing. In particular, the dependence of P on r ensures that this measure gives a scale-dependent assessment of mixedness in the flow, a feature that is particularly useful in assessing the advective mixing of, say, fuel drops of particular size. For large enough r, P(r) becomes identically equal to one, whereas for small values of r, the measure P approaches the relative area occupied by finite-time unstable manifolds within D. This relative area is zero for classical unstable manifolds of infinite-time flows, but becomes nonzero for finite-time flow-data because of the inherent nonuniqueness of finite-time invariant manifolds. To evaluate P(r), we selected r values from the spatial interval ͓0.2,6.2͔. To test whether a randomly selected ball intersects a ridge of the t -field, we tested whether t admits values exceeding a preset threshold within the ball. In our calculations, this threshold was selected to be t *ϭ5, and the number of random balls was Nϭ1000 for each r. We plot P(r) as a function of r for different choices of the Lagrangian separation point frequency in Fig. 13 . Notice that each controlled case produces better mixing than the uncontrolled case. Notably, however, the case of a 1:1 resonance between the separation point frequency and the von Kármán vortex shedding frequency results in the largest mixing enhancement for intermediate scales. Figure 13 also shows P(r) for the purely periodic openloop controller ͑34͒. This reference controller was also selected to be in 1:1 resonance with the vortex shedding frequency, and results in significant overall mixing improvement. Our 1:1 resonant closed-loop controller, however, still provides noticeably better finite-time mixing for intermediate scales.
V. CONCLUSIONS
We have proposed a control algorithm that creates moving Lagrangian separation points on the boundary of an inviscid two-dimensional shear flow. These points serve as points of attachments for attracting material lines that collect fluid particles from the boundary regions and transport them to remote locations in the flow. To induce this transport mechanism, we sensed the wall-tangential velocity field along the boundary, then altered it through a feedback linearization scheme to create Lagrangian separation points at desired locations. Our feedback control relied on discrete inviscid actuators that modeled tangential blowing and suction via synthetic jets placed at the boundary.
We used the above control scheme to enhance mixing in a point vortex model of a bluff-body shear flow. In this problem, our objective was to create attracting material lines ͑or unstable manifolds͒ that collect particles from the wall region and inject them into the wake. We observed the greatest mixing improvement in the wake when the attachment points of the unstable manifolds were controlled to move in a 1:1 resonance with the von Kármán vortex shedding frequency. We evaluated finite-time mixing improvement in the flow by employing a geometric measure of coverage of the wake by finite-time unstable manifolds.
Undoubtedly, much room is left for further development. First, it may be unrealistic to assume twice as many actuators as Lagrangian separation points, especially if a large number of such points is to be controlled. In that case, assumption ͑12͒ and the control law ͑13͒ will fail, and one needs to allow for some error in the position of the controlled separation points. A solution is to enforce the original control objective ͑10͒ in a least-square sense, by requiring the error ʈA(t)q Ϫb(t)ʈ 2 to be minimal. This leads to the relaxed control law q͑t ͒ϭ͓A T ͑ t ͒A͑ t ͔͒ Ϫ1 A T ͑ t ͒b͑ t ͒, which only assumes A(t) to have full rank for all t, a requirement that can be achieved with less than 2L actuators. Second, one would ultimately like to control the global shape of Lagrangian structures involved in the control scheme. In our present work, only the points of attachment FIG. 13 . The mixing measure P(r) as a function of the scale parameter r for the uncontrolled system, for the closed-loop system with different control frequencies, and for the open-loop controller ͑34͒. In all cases, P(r) was calculated for unstable manifolds computed over the time interval ͓30,40͔.
of these structures were controlled actively; their global shape formed according to the flow conditions. Having more control over the shape of attracting material lines will require more actuation authority away from the wall, which, for example, can be secured through the application of magnetic actuators in the case of a conducting fluid.
Three-dimensional extensions of the present work would also be highly desirable, but conceptually more important is the development of Lagrangian separation control for viscous flows. The main challenge there is the treatment of no-slip boundary conditions along the wall: Having zero wall-tangential velocity makes feedback linearization impossible.
An alternative-and mathematically more challenging-approach is feedback nonlinearization, i.e., a nonlinear alteration of the flow field in a vicinity of the wall.
ACKNOWLEDGMENTS
We would like to thank Brianno Coller, Igor Mezić, and Hayder Salman for helpful discussions and suggestions. We are grateful to the anonymous referees for their comments and suggestions that have lead to several improvements. Y.W. and G. 
APPENDIX: PROOF OF NONDEGENERACY OF A"t…
Here we show that A(t) is nonsingular under conditions I-III. By interchanging the second and the third rows of A(t), we obtain the matrix Therefore, we obtain ʈH Ϫ1 Gʈ ϱ ʈE Ϫ1 Fʈ ϱ у1, which contradicts Eq. ͑A2͒. Consequently, Eq. ͑A2͒ is indeed sufficient conditions for the nondegeneracy of A(t).
Next we argue that the inequalities ͑A2͒ do hold under conditions I-III. Note that E is of the form
