Abstract. The Virasoro conjecture is a conjectured sequence of relations among the descendent Gromov-Witten invariants of a smooth projective variety in all genera; the only varieties for which it is known to hold are a point (Kontsevich) and Calabi-Yau threefolds (S. Katz). We review the statement of the conjecture and its proof in genus 0, following Eguchi, Hori and Xiong.
Introduction
Now that there exist rigourous constructions of Gromov-Witten invariants of smooth projective varieties over C (and more generally, of compact symplectic manifolds), there is growing interest in calculating them and studying their properties. One of the most promising discoveries in this direction is a conjecture of Eguchi, Hori and Xiong [9] , called the Virasoro conjecture.
Let V be a smooth projective variety; the Gromov-Witten invariants of V τ k1 (x 1 ) . . . τ kn (x n ) V g,β ∈ Q are parametrized by cohomology classes x i ∈ H • (V, Q), natural numbers k i , a genus g ≥ 0 and a degree β ∈ H 2 (V, Z). These invariants are multilinear in the cohomology classes x i and graded symmetric under simultaneous permutation of x i and k i . We recall the definition of the Gromov-Witten invariants in Section 2.
Gromov-Witten invariants where all k i are zero are called primary; they have an interpretation as the "number" (in a suitable sense) of algebraic curves of genus g and degree β in V which meet n sufficiently generic cycles representing the Poincaré duals of the cohomology classes x i (see Ruan [31] ).
Gromov-Witten invariants in which some (or all) of the numbers k i are positive are called descendent ; these do not admit so easily of an enumerative interpretation. In genus 0 and 1, decsendent Gromov-Witten invariants may be expressed in terms of the primary Gromov-Witten invariants, by means of the topological recursion relations [26, 17] . In higher genus, this is no longer the case: using topological recursion relations, one can express genus 2 Gromov-Witten invariants in terms of those with k 1 + · · · + k n ≤ 1 (see [17] ), but no better. (It is likely that one can express genus g descendent Gromov-Witten invariants in terms of those with k 1 + · · · + k n < g.)
The most complete calculations of Gromov-Witten invariants have been made for projective spaces. There are recursion relations among the primary GromovWitten invariants in genus 0 and in genus 1 which determine these invariants completely, and which follow respectively from the WDVV equation and its analogue in genus 1 (see [16] ). But already in genus 2, the only known recursion relations involve both the primary Gromov-Witten invariants and the descendent GromovWitten invariants with k 1 + · · · + k n = 1 (Belorusski-Pandharipande [3] ).
Bearing the above facts in mind, it is not surprising that any conjecture involving Gromov-Witten invariants in all genera, such as the Virasoro conjecture, involves the consideration of descendent Gromov-Witten invariants. We now turn to the formulation of this conjecture.
We employ the notation of Witten's foundational paper [32] , with the difference that we explicitly introduce the Novikov ring Λ of V . Let H If V is a smooth projective variety, let {γ a | a ∈ A} be a basis for H(V ) = H
• (V, C); denote by 0 ∈ A a distinguished element with γ 0 = 1 ∈ H 0 (V, C). We suppose that this basis is homogeneous with respect to the Hodge decomposition: each γ a is in H pa,qa (V ) for some p a and q a . Let H(V ) be the formal superscheme over Λ obtained by completing the affine superspace H(V ) at 0; in the physics literature, it is called the small phase space. This formal superscheme has coordinates {u a | a ∈ A}; denote the vector field ∂/∂u a on H(V ) by ∂ a . This is the superscheme on which the Gromov-Witten invariants in genus 0 define the structure of a Frobenius supermanifold (Section 6).
More important for us will be an infinite-dimensional formal superscheme H(V ) defined over Λ which is obtained by completing the affine superspace
at 0; physicists call this the large phase space. This formal superscheme has coordinates {t a m | a ∈ A, m ≥ 0}; denote the vector field ∂/∂t a m on H(V ) by ∂ m,a . Note that if H odd (V, C) = 0, then both H(V ) and H(V ) are formal schemes over Λ, since in that case all coordinates have even Z/2-grading.
In writing formulas in the coordinate systems {u a } and {t a m }, we always assume the summation convention over indices a, b, · · · ∈ A, using the non-degenerate inner product η ab = V γ a ∪ γ b and its inverse η ab to raise and lower indices as needed.
The genus g Gromov-Witten potential of V is the function on the superscheme H(V ) defined by the formula
where τ k,a is an abbreviation for τ k (γ a ). (The peculiar ordering of the variables t ai ki reflects the potential presence of odd-dimensional cohomology classes on V .)
The total Gromov-Witten potential is
This potential does not lie in any space of functions on H(V ): rather, it defines a line bundle on H(V ), whose sections are objects of the form
This line bundle has a flat connection, given by the formula
We will refrain from mentioning this line bundle again, and pretend that Z(V ) is actually a function on H(V ).
In [9] , Eguchi et al. introduce a sequence of differential operators L k , k ≥ −1, on the formal superscheme H(V ) (or rather, on the line bundle associated to the section Z(V )). To state their formulas, we need some more notation.
Let R b a be the matrix associated to multiplication on H(V ) by the first Chern class c 1 (V ) (or equivalently, anticanonical class −K V ) of V , defined by
Let µ be the diagonal matrix with entries
, where e k is the kth elementary symmetric function of its arguments; thus,
The differential operators L k are defined by the following formula:
(It is understood that ∂ a,m vanishes if m < 0.) All of these operators are quadratic expressions in the operators of multiplication by t a m and differentiation ∂ m,a . The formula for the first of these operators L −1 is far simpler than the others, and does not involve the coefficients µ a and R b a :
This operator and L 0 are first-order differential operators, whereas L k is a secondorder differential operator for k > 0.
Actually, in [9] , Eguchi et al. only introduced the operators L k for V a Grassmannian; the above extension may be found in [10] and is due to S. Katz. We may now state the Virasoro conjecture [9, 10] .
Virasoro Conjecture. If V is a smooth projective variety over C,
Some of the evidence for this conjecture is as follows: 1. Witten [32] proves that L −1 Z(V ) = 0 (Section 2.5). 2. Hori [22] proves that L 0 Z(V ) = 0 (Section 2.9). 3. Katz proves the conjecture for Calabi-Yau threefolds (Section 4). 4. The conjecture holds in genus 0 (Section 5). 5. If the small phase space H(V ) is a semisimple Frobenius manifolds (a condition on the genus 0 Gromov-Witten invariants of V ), then the conjecture holds in genus 1, by the theory of semisimple Frobenius manifolds and the results of [16] (we do not attempt to reproduce this calculation: see Dubrovin and Zhang [7] ). 6. When V is zero-dimensional, the conjecture is equivalent to Witten's formula [32] for the intersection numbers on the Deligne-Mumford-Knudsen moduli spaces M g,n , proved by Kontsevich [24] (Section 7). For assorted other predictions of the conjecture for P 2 and the cubic threefold hypersurfaces, all of which appear to be correct (see [10, 11] ). However, even for a variety as simple as P 1 , the conjecture seems to be out of reach. The reason that this conjecture is called the Virasoro conjecture is that the operators L k satisfy the commutation relations
and thus form a Lie subalgebra of the Virasoro algebra isomorphic to the Lie algebra of polynomial vector fields on the line, with basis
In particular, the proof of the commutation relation [L 1 , L −1 ] = 2L 0 depends on the Hirzebruch-Riemann-Roch theorem. Granted the commutation relations (4), we have
together with the formula
, this shows that the Virasoro conjecture is equivalent to the formulas L −1 Z(V ) = 0 and L 2 Z(V ) = 0. However, this observation appears to be of little practical importance in understanding the conjecture.
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2. The definition of Gromov-Witten invariants 2.1. Stable maps. The Gromov-Witten invariants of a projective manifold reflect the intersection theory of the moduli spaces of stable maps M g,n (V, β), whose definition we now recall.
Let V be a smooth projective variety. (In this paper, all varieties are defined over C.) A prestable map
of genus g ≥ 0 and degree β ∈ H + 2 (V, Z) with n marked points consists of the following data:
1. a connected projective curve C of arithmetic genus g = h 1 (C, O C ), whose only singularities are ordinary double points, 2. n distinct smooth points (z 1 , . . . , z n ) of C; 3. an algebraic map f :
IfC is the normalization of C, the special points inC are the inverse images of the singular and marked points of C. (Note that the degree of f : C → V equals 0 if and only if its image is a single point.) A prestable map (f : C → V, z 1 , . . . , z n ) is stable if it has no infinitesimal automorphisms fixing the marked points. The condition of stability is equivalent to the following: each irreducible component ofC of genus 0 on which f has degree 0 has at least 3 special points, while each irreducible component ofC of genus 1 on which f has degree 0 has at least 1 special point. In particular, there are no stable maps of genus g and degree 0 with n marked points unless 2(g − 1) + n > 0.
2.2.
The moduli stack M g,n (V, β) of stable maps. Let M g,n (V, β) be the moduli stack of n-pointed stable maps of genus g and degree β, introduced by Kontsevich [25] . Behrend and Manin [2] show that M g,n (V, β) is a proper DeligneMumford stack (though not in general smooth).
An important role in the theory is played by the map
This is the operation which forgets the last point z n+1 of a stable map (f : C → V, z 1 , . . . , z n+1 ), leaving a prestable map (f : C → V, z 1 , . . . , z n ), and contracts any rational component of C on which f has zero degree and which obstructs the stability of (f : C → V, z 1 , . . . , z n ). Behrend and Manin show that π is a flat map, whose fibre at (f : C → V, z 1 , . . . , z n ) may be identified in a natural way with the curve C; this identifies M g,n+1 (V, β) with the universal curve C g,n (V, β) over M g,n (V, β).
2.3. The virtual fundamental class. Denote by f : C g,n (V, β) → V the universal stable map, defined by sending the stable map (f : C → V, z 1 , . . . , z n+1 ) to f (z n+1 ). If the sheaf R 1 π * f * T V vanishes, the Grothendieck-Riemann-Roch theorem implies that the stack M g,n (V, β) is smooth, of dimension
In general, we call this number the virtual dimension of M g,n (V, β).
The hypothesis R 1 π * f * T V = 0 is rarely true. However, there is an algebraic cycle
the virtual fundamental class, which stands in for [M g,n (V, β)] in the general case; this cycle is constructed in Behrend [1] , and in Li and Tian [27] . It is the existence of this cycle which gives rise to the Gromov-Witten invariants.
Gromov-Witten invariants.
The projection (5) has n canonical sections
corresponding to the n marked points of the curve C. Let
be the relative dualizing sheaf; the line bundle Ω i = σ * i ω has fibre T * zi C at the stable map (f : C → V, z 1 , . . . , z n ). Let Ψ i be the cohomology class c 1 (Ω i ).
Let ev : M g,n (V, β) → V n be evaluation at the marked points:
If x 1 , . . . , x n are cohomology classes of V , we define the Gromov-Witten invariants by the formula
In addition to the generating functions V g considered in the introduction, we will also work with the functions
2.5. Puncture equation. Witten [32] proves the following equations:
In degree zero, there is one exceptional case:
These equations are a simple consequence of the geometry of the divisors associated to the line bundles Ω i (cf. [26, 17] ).
Together, (7) and (8) are equivalent to the sequence of equations
We may combine these into a single equation by multiplying by g−1 and summing over g:
In terms of the Gromov-Witten potential Z(V ), this becomes a homogeneous firstorder linear differential equation, known as the puncture equation (or alternatively, the string equation):
The differential operator on the left-hand side of this equation is precisely the operator L −1 of (3); thus, the puncture equation L −1 Z(V ) = 0 is actually a part of the Virasoro conjecture.
By the same method as the puncture equation is proved, Hori [22] proves the divisor equation
In degree zero, there are two exceptional cases:
Dilaton equation.
Witten also proves the following equations in [32] :
As in the discussion of the puncture equation, these equations may be combined into a first-order differential equation
called the dilaton equation, where D is the differential operator
2.8. A characteristic number. Let us introduce an abbreviation for the constant term of L 0 in (2):
This characteristic number behaves as follows under products:
. Note that ρ(V ) vanishes for Calabi-Yau threefolds, hinting at the special role which they play in the theory.
Hori's equation.
Because the dilaton operator D involves differentiation with respect to the parameter , it is not a vector field on the large phase space H(V ). By judiciously combining it with the equations for the virtual dimension of the moduli spaces M g,n (V, β) and with the divisor equation, Hori [22] was able to construct from it a first-order differential operator on H(V ) which annihilates the Gromov-Witten potential Z(V ). As in the introduction, let us write R
Proof. The formula (6) for the dimension of the virtual fundamental class of M g,n (V, β) implies the following equations among Gromov-Witten invariants:
In order to eliminate the dependence on the degree β, we subtract the divisor equation (9) with ω = c 1 (V ), obtaining the differential equation
It only remains to eliminate the coefficient of ∂/∂ in this operator, by subtracting Theorem 2.11. The sequence of differential operators L k , k > 0, of (2) satisfy the Virasoro commutation relations (4).
Before giving the proof, we need a small amount of quantum field theory. Let Ψ be the space of pseudodifferential operators on the affine line with coordinate ζ, that is, expressions of the form
. Let ϕ(ζ) be the generating function (or free field )
This definition is justified by the following two lemmas.
Lemma 2.13. If σ(δ) = 0, then δ is a multiple of the identity operator.
Proof. If σ(δ) = 0, then δ must commute with all of the coefficients of the fields ϕ a (ζ). Any such operator lies in the center of the algebra of differential operators, whence the lemma.
The reader may have observed that the formulas for the field ϕ(z) and the operators L k and D simplify if we rewrite them in terms of the shifted coordinates
otherwise.
For example, the formulas for L −1 and D become simply
while that for ϕ(ζ) becomes
The explanation of this is as follows: consider the Lie superalgebra g of differential operators on H(V ) quadratic in the operators ∂ m,a and t a m . This Lie superalgebra has an increasing sequence of subspaces, define inductively by
By induction on k, we may show that [F k g, F ℓ g] ⊂ F k+ℓ g, and hence that the union
F k g is a Lie sub-superalgebra of g. Let D = ζ∂. One may show [18] that every element of F ∞ g has a symbol of the form
where
The space of such pseudodifferential operators forms a Lie superalgebra, of which F ∞ g is a central extension, associated to the two-cocycle
This two-cocyle is calculated using the natural section σ −1 of the symbol map
Proof of Theorem 2.11. Let µ be the diagonal matrix µ 
and hence that
where c is the two-cocyle of (13) . It remains to show that
Since the matrix R raises degree while ζ + µ ∂ −1 preserves degree, terms involving R do not contribute to the supertrace, showing that (16) is now a consequence of the following formula of Libgober and Wood [28] (cf. Borisov [4] ).
Proposition 2.15.
be the Hirzebruch characteristic, and write h(y) = χ −y (V ). We have
By the Hirzebruch-Riemann-Roch theorem,
Introducing the Chern roots c(V ) = (1 + x 1 ) . . . (1 + x r ) of V , we see that
We conclude that
and the result follows.
Remarks on the above proof.
Observe that the proof of Theorem 2.11 had two parts: There is no natural definition of a grading operator µ on compact symplectic manifolds satisfying these conditions; this suggests that there is no generalization of the Virasoro conjecture to compact symplectic manifolds. * Observe thatρ(V ) = 0 for smooth complete intersections of sufficiently high degree (in particular, curves of nonzero genus), and for Calabi-Yau threefolds. On the other hand, the formulaρ(V ×W ) =ρ(V )χ(W )+χ(V )ρ(W ) shows thatρ(V ) = 0 for abelian varieties of dimension r > 1.
It is curious that, if r is even, there is an extension of the definition of the operators L k to all k ∈ Z, given by the formula (15) suitably interpreted. These operators satisfy the Virasoro relations with central charge χ(V ) (by (13)).
A basic lemma
Let z k,g be the coefficient of
shows that z k,g depends on V h only for h ≤ g; in particular, it is meaningful to speak of the Virasoro conjecture holding up to genus g.
In this section, we show how the puncture equation, together with the Virasoro relations (4), permits one to prove the Virasoro conjecture in a given genus, provided we know that for all k > 0, there is an i ≥ 0 such that ∂ i 0,0 z k,g . This method lies behind our proof of the Virasoro conjecture in genus 0, and we expect it to be equally useful in other situations.
Let L −1 be the vector field part of the differential operator L −1 :
This vector field has the following remarkable property. * The equations L −1 Z(M ) = L 0 Z(M ) = 0 and the restriction to genus 0 of the conjecture do nevertheless hold for any compact symplectic manifold M , provided that we take µ to equal multiplication by 
This differential operator is diagonal on monomials and bounded below by the degree; thus, its kernel consists of the constants.
Extracting the coefficient of g−1 on both sides, we obtain the lemma.
Proof. The proof is by induction on i: we actually show that if ∂ 
. By the dimension formula, the coefficient of q β in each of the terms in the above formula vanishes unless r − 1 + c 1 (V ) ∩ β = k. It follows that for sufficiently large k, the coefficient of q β in ∂ 2 0,0 z k,0 vanishes. By a downward induction using Lemma 3.2, it follows that the coefficient of q β in ∂ 2 0,0 z k,0 vanishes for all k.
Similarly, suppose that z k,1 is constant for k ≥ 0. Then evaluating the explicit formula (17) for z k,1 at 0 ∈ H(V ) gives
By the dimension formula, the coefficient of q β in each of the terms in the above formula vanishes unless c 1 (V ) ∩ β = k. It follows that for sufficiently large k, the coefficient of q β in z k,1 vanishes, and we again conclude that z k,1 = 0 for all k by downward induction using Lemma 3.2.
The Virasoro conjecture for Calabi-Yau threefolds
In this section, following Katz, * we prove the Virasoro conjecture for smooth threefolds with c 1 (V ) = 0 and finite fundamental group; such varieties are known as Calabi-Yau threefolds. The only properties of such varieties which we need is that H 1 (V, C) = 0, and that the dimension of the virtual fundamental class vdim M g,n (V, β) equals n, which forces most of the Gromov-Witten invariants to vanish. Unfortunately, the Virasoro conjecture for a Calabi-Yau threefold V is rather dull: it does not impose any constraints on the Gromov-Witten invariants of V .
Fixing g, we will argue by induction on k that z k,g vanishes; we start the induction with Hori's equation z 0,g = 0. By Lemma 3.2, L −1 z k,g = −(k + 1)z k−1,g , which vanishes under the induction hypothesis z k−1,g = 0, while Dz k,g + (2g − 2)z k,g = 0. Writing these equations out explicitly, we see that
This shows that z k,g is determined by its restriction to the subscheme {t Although they played no part in the above proof, let us give the explicit formulas for the differential operators L k . We suppose that in our basis γ a of H
• (V, C), the basis vectors γ ω of H 3,0 (V ), γω of H 0,3 (V ), and γ Ω of H 3,3 (V ), are related by the formula γ ω ∪ γω = γ Ω . With these notations, we have
The Virasoro conjecture in genus 0
In this section, we present a proof of the Virasoro conjecture in genus 0. Our proof follows along the lines of the argument of Eguchi et al. [9] ; we have also borrowed some ingredients from the beautiful paper of Dubrovin and Zhang [7] , which proves a far-reaching generalization of the genus 0 Virasoro conjecture, for any Frobenius manifold. (We discuss some of their results in Section 6.) We will show that ∂ 0,0 z k,0 = 0 for k ≥ 0: Theorem 3.3 and the puncture equation z −1,0 then imply that z k,0 = 0 for k ≥ 0.
Another proof of the genus 0 Virasoro conjecture has been given by Liu and Tian [29] ; their proof of the equation which Eguchi et al. callL 1 = 0 influenced our presentation. As we will see, their claim that there is a basic flaw in the argument of Eguchi et al. is not really true: one has Theorem 3.1 in hand, the approach of Eguchi et al. can be made rigorous without any difficulty.
The arguments of this section work equally well with the operators L s k , s ∈ C, associated to the matrix µ s , since the constant ρ(V ) only turns up in genus 1.
Starting from the explicit formula
we will actually show that ∇z k,g = 0.
Central to our argument is the Laurent series θ(z) = θ a (z)⊗x a ∈ O H(V ) ⊗H(V ), where
The formal Laplace transform of this series is Z(V ) −1 ∂ϕ(ζ)Z(V ), where ϕ(ζ) is the free field introduced in Section 2.
We also need the gradient Θ(z) = ∇θ(z) ∈ O H(V ) ⊗ End(H(V )), with coefficients
Observe (19) this is ultimately a consequence of the fact that the tautological line bundles Ω i vanish on M 0,3 , since it has dimension 0. Let us list two consequences of this relation, which we learned from Dubrovin. The first of these has been called the quantum differential equation by Givental.
Lemma 5.1. If ξ is a vector field on the large phase space,
Proof. This follows by induction from the formula
. This holds at 0 ∈ H(V ), since both sides vanish there, while by (19) ,
for all m ≥ 0 and c ∈ A.
Note that Lemma 5.2 implies that Θ * (−z)Θ(z) = I; this relation is not so easy to prove directly.
Let P(z) be the generating function P(z) = θ * (−z)Θ(z), and let P n be the coefficient of z n in P. If n > 0, then P −n equals the function G[n] introduced by Eguchi, Yamada and Yang [12] in their study of Gromov-Witten invariants in higher genus.
Using the Grothendieck-Riemann-Roch theorem, Faber and Pandharipande [14] prove the equations 1 2
(In particular, for 2ℓ = 2, we obtain the equationL 1 = 0 of Eguchi et al. [9] , for which a direct proof has been given by Liu and Tian [29] .) Applying ∇ to (20) yields the equation P 2ℓ = 0. In a similar way, the equation of P 1 = 0 may be obtained by applying ∇ to the the dilaton equation in genus 0, which says that The following result extends these results, although for odd n > 1, P n is not a gradient.
Proposition 5.3. For n ≥ 0, P n vanishes.
Proof. The constant term P 0 of P(z) equals ∇z −1,0 , and vanishes by the puncture equation. We now argue by induction on n. We have
Since by Lemma 5.2, Θ * (−z)Θ(z) = I, we see that ∇P n = P n−1 ∇U. Since L −1 θ(z) + zθ(z) = 0 and L −1 Θ(z) + zΘ(z) = 0, we see that L −1 P(z) = 0. Lemma 3.1 then shows that the vanishing of P n−1 implies that P n is constant. But θ(z) vanishes at 0 ∈ H(V ), showing that P n does too.
Introduce the differential operator δ = ∂ + z −1 (µ −   1 2 ) + R on the circle. The following formula is taken from Section 2 of Eguchi et al. [8] .
It is now easy to see that ∇z k,0 vanishes for k ≥ 0. It is straightfoward, if a little tedious, to show that ∇z k,0 is the constant term of θ * (−z)δ k+1 Θ(z). Iterating Proposition 5.4, we see that there are matrices A k,i of functions on H(V ) such that
We conclude that ∇z k,0 = k+1 i=0 P i A k,i , which vanishes by Proposition 5.3. The matrices A k,i may be calculated by induction, starting with A −1,i = δ i,0 , by the equation
Frobenius manifolds and the Virasoro conjecture
Let H be a smooth (super)scheme (or manifold) with structure sheaf O H and tangent sheaf T H . A pre-Frobenius structure on H consists of the following data:
Riemannian metric), which we denote by X ⊗ Y → (X, Y ), compatible with the product in the sense that (X, Y • Z) = (X • Y, Z); 3. An Euler vector field E, that is, a vector field which defines a grading for the product,
and which is conformal: there is a constant d ∈ R such that
Introduce the pencil of connections
where ∇ is the Levi-Civita connection associated to the bilinear form (X, Y ), that is, the unique torsion-free connection such that
Definition 6.1. A Frobenius manifold H is a manifold with pre-Frobenius structure such that ∇ λ is flat for all λ.
Definition 6.1 amounts to the conditions that the Levi-Civita connection ∇ is flat and that there is a function Φ on H such that the symmetric three-tensor (X • Y, Z) is the third derivative of Φ.
The basic example of a Frobenius manifold is the small phase space H(V ) of a smooth projective variety V . Recall the Witten-Dijkgraaf-Verlinde-Verlinde (WDVV) equation.
Proof. Apply the vector field ∂ n,d to both sides of the genus 0 topological recursion relation (19) :
The left-hand side and the first term of the right-hand side are invariant under exchange of τ ℓ,b and τ m,c , from which the result follows.
(We have stated the WDVV equation in the case where there are no odd cohomology classes; in general, we must multiply by a sign determined in the usual way by the sign convention for Z/2-graded vector spaces.)
We may now define a Frobenius structure on H(V ). The metric on H(V ) is the flat metric (∂ a , ∂ b ) = η ab . The small phase space H(V ) may be embedded into the large phase space H(V ) along the subscheme {t a m = 0 | m > 0}, by sending the point with coordinates u a to the point with coordinates t a m = δ m,0 u a ; call this embedding s. The product on T H(V ) is given by the formula
0 is a potential for this product. To complete the construction of the Frobenius manifold, it only remains to construct the Euler vector field.
The vector field L 0 + 1 2 (r − 3)D is tangential to the image of the emebedding s; pulling the identity (22) back to H(V ) by s, we see that
On the other hand,
There is a fibration u of the large phase space H(V ) over the small phase space H(V ), obtained by mapping the point with coordinates t a m to the point with coordinates
of Dijkgraaf and Witten [6] (cf. Section 7 of [17] ).
the vector field thereby induced on H(V ) is denoted u * ξ.
Lemma 6.5. If ξ is a horizontal vector field on the large phase space,
Proof. Since u is a submersion, we may add a vertical vector field to ξ so that it is tangential to the section s of u. 
Since z k,0 = 0 by the Virasoro conjecture in genus 0, L k is a vector field, given by the explicit formula
In particular, L −1 is the vector field which we introduced in Section 3. It is obvious from their definition that these vector fields satisfy the Virasoro commutation
We can now prove the important result of Dubrovin and Zhang [7] , which relates the Virasoro conjecture in genus 0 to the Frobenius geometry of the small phase space. 
Proof. We must show that L k u a depends only on the functions u b . We start with k = −1: taking the coefficient of z in the equation We next turn to k = 0. In the course of the proof of Proposition 5.4, we saw that L 0 Θ(z) + zδΘ(z) − Θ(z)(µ − 1 2 ) = 0. On extracting the coefficient of z, we see that
The first row of this equation says that L 0 u a + (1 − p a )u a + R a 0 = 0, which shows that L 0 is horizontal, and that u * L 0 + E = 0, and, applying Lemma 6.5 , that
By (21), it follows that
, and hence that
Taking X = ∂ 0 , the theorem follows.
It follows from this theorem that the vector fields E •k on H(V ) satisfy the Virasoro commutation relations
These commutation relations have recently been proved for all Frobenius manifolds by Hertling and Manin [21] .
The Virasoro conjecture for a point and the KdV hierarchy
If V is a point, M g,n (V, 0) is the moduli space M g,n of n-pointed stable curves of arithmetic genus g introduced by Deligne, Mumford and Knudsen. In this case, the moduli stack is smooth for all g and n, and has dimension equal to its virtual dimension, namely dim M g,n = 3(g − 1) + n; in particular, the virtual fundamental class is just the fundamental class [M g,n ] ∈ H 6(g−1)+2n (M g,n , Q). In this case, the Gromov-Witten invariants are just the intersection numbers
For M 0,3 and M 1,1 , it is easy to calculate these intersection numbers directly.
1. The stack M 0,3 has dimension zero, so the only intersection number to be calculated is τ (1 − q n ) 24 , where q = e 2πiτ , of weight 12 is nonzero everywhere except at the cusp, where it has a simple zero. The stable curve represented by the cusp has a non-trivial involution, and hence the associated divisor has degree When V is a point, the large phase space H has coordinates {t m | m ≥ 0}; denote the Gromov-Witten potential in this case by Z. Because of the equation k 1 + · · · + k n = 3(g − 1) + n, there is no need to keep track of the genus g explicitly, and we will set equal to 1.
The puncture and dilaton equations amount to the following:
2 ,
It follows from the puncture equation that
The puncture and dilaton equations together allow us to express all of the GromovWitten invariants τ k1 . . . τ kn g in terms of those with k i > 1; in genus 1, we have
where u ′ = τ 0 τ 0 τ 0 0 , while in higher genus, we have
(See Section 5 of Itzykson and Zuber [23] .) In particular, we see that in genus g, the Gromov-Witten invariants are determined by p(3g − 3) numbers, where p(3g − 3) is the number of partitions of 3g − 3. The equations z g,k = 0, or equivalently,
may be used to inductively determine all of the intersection numbers τ k1 . . . τ kn g . Let us show how this scheme works in genus 2; we must calculate the intersection numbers τ 4 2 , τ 2 τ 3 2 and τ 2 Setting the variables t m to zero, we see that Applying the operator ∂ 2 and setting all of the variables t m to zero, we see that Applying the operator ∂ 2 2 and setting all of the variables t m to zero, we see that . These results agree with the calculations of Mumford [30] . 7.1. Relations with the KdV hierarchy. We now explain the relationship between the Virasoro conjecture when V is a point and the relationship discovered by Witten between the Gromov-Witten invariants of a point and the KdV hierarchy. This relationship was found by Dijkgraaf, Verlinde and Verlinde [5] .
The KdV hierarchy involves flows on the space of functions of one variable t 0 : we denote such a function, which may depend on additional parameters t 1 , t 2 , . . . , by u. Denote the derivative ∂ i 0 u by u (i) . The algebra of formal power series
. Gelfand and Dikii [15] introduce the differential operator on A,
This operator arises in the following way: if f ∈ A satisfies the differential equation
has a unique solution of the form A famous conjecture of Witten [32] , proved by Kontsevich [24] , asserts that the Gromov-Witten invariants of a point are related to the Gelfand-Dikii polynomials by the formula
where u = τ 0 τ 0 . (This function u is a "quantization" of the function u = τ 0 τ 0 0 which figures in the discussion of Gromov-Witten invariants in genus 0.) It is clear that, together with the puncture equation, this conjecture suffices to determine the Gromov-Witten potential Z.
Dijkgraaf, Verlinde and Verlinde [5] prove that Witten's conjecture implies the Virasoro constraints L k Z(V ) = 0, k ≥ 0, for V a point. It follows that, in the presence of the puncture equation, Witten's cponjecture is equivalent to the Virasoro constraints, since both determine the Gromov-Witten potential uniquely. We now present the argument of Dijkgraaf et al.
Introduce the rescaled coordinates s m = (2m + 1)!!t m on the large phase space, and let σ k1 . . . σ kn = ∂ n log Z ∂s k1 . . . ∂s kn .
With these notations, the Virasoro constraints take the form For the second term, we have (26) gives the theorem when k > 0. We leave the case k = 0 as an exercise for the reader. Then the Virasoro constraints L k Z = 0 hold for all k ≥ 0.
Proof. Suppose that x ℓ = 0 for ℓ < k. The above theorem then gives an expression for ∂ Using this representation, he shows that Z satisfies the KdV hierarchy (24) , thus proving Witten's conjecture. Using the same representation, Witten [33] showed directly that Z satisfies the Virasoro constraints L k Z = 0, k ≥ −1. (See Gross and Marshall for a simple proof of these identities, and Itzykson and Zuber [23] for a thorough discussion of Konstevich's matrix integral, as well as further references.) This gives a second proof of Theorem 7.2, albeit one which depends on deep properties of the matrix integrals Z N .
We close with one last piece of "evidence" for the Virasoro conjecture. For a general smooth projective variety V , we may extract the coefficient of q 0 from the formula for z k,g , and it turns out [19] that the resulting equation depends on V only through its dimension r. The resulting equations are empty if r > 2, but for curves and surfaces, we obtain the following interesting implications of the Virasoro conjecture (independent of the curve, respectively surface, in question):
(1) for curves, if 2g + n − 3 = k 1 + · · · + k n , then λ g λ g−1 .
Remarkably, the second of these formulas has been independently conjectured by Faber [13] ; he has proved it using the Witten conjecture (and a computer) in genera up to 15.
