In this paper, we consider matrix completion from non-uniformly sampled entries including fully observed and partially observed columns. Specifically, we assume that a small number of columns are randomly selected and fully observed, and each remaining column is partially observed with uniform sampling. To recover the unknown matrix, we first recover its column space from the fully observed columns. Then, for each partially observed column, we recover it by finding a vector which lies in the recovered column space and consists of the observed entries. When the unknown m × n matrix is low-rank, we show that our algorithm can exactly recover it from merely Ω(rn ln n) entries, where r is the rank of the matrix. Furthermore, for a noisy low-rank matrix, our algorithm computes a low-rank approximation of the unknown matrix and enjoys an additive error bound measured by Frobenius norm. Experimental results on synthetic datasets verify our theoretical claims and demonstrate the effectiveness of our proposed algorithm.
Introduction
Recently, low-rank matrix completion has received a great deal of interests due to its theoretical advances (Candes and Recht, 2009; Keshavan et al., 2010) , as well as its application to a wide range of real-world problems, including recommendation (Goldberg et al., 1992; Yi et al., 2017 Yi et al., , 2013a , sensor networks (Biswas et al., 2006) , computer vision (Cabral et al., 2011) , security (Yi et al., 2014) , human resource (Horesh et al., 2016) , crowdsourcing (Yi et al., 2012c,a) , and machine learning (Jalali et al., 2011; Yi et al., 2012b Yi et al., , 2013b . Let M be an unknown matrix of size m × n, and we assume m ≤ n without loss of generality. The information available about M is a sampled set of entries M ij , where (i, j) ∈ O and O ⊂ [m] × [n]. Our goal is to recover M as precisely as possible.
Most of the previous work in matrix completion assumes the entries in O are Sampled Uniformly at Random (abbr. SUR) (Candes and Tao, 2010; Recht, 2011) . However, this assumption may be violated in real-world applications. For example, in image annotations, where the data is a matrix between images and tags, it is common to observe entire columns that correspond to well-studied categories and entire rows that correspond to labeled images. In medical diagnosis, where the data is a matrix between patients and medical measurements, it is possible to collect entire columns that correspond to inexpensive measurements and entire rows that correspond to important patients. Thus, it is natural to ask whether it is possible to recover an unknown matrix from some rows and/or columns.
Perhaps a bit surprising, answers to the above problem can be found in the recent developments of CUR matrix decomposition. The goal of CUR decomposition is to approximate a matrix M byM = CU R, where U is estimated according to specific methods, C and R contain some rows and columns of M , respectively. While most algorithms for CUR require that M is known beforehand, there are several exceptions, including a Nyström-type algorithm (abbr. Nyström) (Drineas et al., 2008) and CUR+ (Xu et al., 2015) . CUR+ aims
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Figure 1: Examples of partially observed matrices. and standard for observed and unobserved entries, respectively.
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The Algorithm
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Let be the matrix to be recovered. To recover , we first sample columns of uniformly at random without replacement. Let , j , . . . , j be the set that contains the 
Nyström can approximate the unknown matrix by only using (1a) and (1b). Along this line of research, we study the problem of matrix completion from non-uniformly sampled entries, and show that the condition in (1c) can be dropped and the condition in (1b) can be relaxed. Specifically, we assume that the learner observes a set of columns SUR from [n], and (2a) a set of entries SUR for each remaining column.
Note that in (2b), we only require entries from the same column are SUR, and entries from different columns could be sampled jointly. In particular, the condition in (1b) is a special case of (2b). Thus, our observation model is more general than both Nyström (Drineas et al., 2008) and CUR+ (Xu et al., 2015) . An illustration of our observation model is given in Figure 1 . While our algorithm can handle both cases in Figure 1 (a) and Figure 1 (b), Nyström is limited to Figure 1 (a), and CUR+ requires even more information than Nyström. Our recovery algorithm consists of two simple steps: 1. recover the column space of M from the observed columns, and 2. recover each partially observed column by finding a vector that lies in the recovered column space and consists with the observed entries. Let r be the rank of the unknown matrix M . When M is of low-rank and satisfies the incoherence condition, it can be recovered perfectly when we observe Ω(r ln r) columns completely and Ω(r ln n) entries for each remaining column. Thus, the sample complexity is Ω(rn ln n), which is slightly better than the Ω(rn ln 2 n) of the conventional matrix completion (Recht, 2011) . Furthermore, when the unknown matrix M is the sum of a low-rank matrix C and a Gaussian noise matrix R, we establish an upper bound measured by Frobenius norm for recovering its best rank-r approximation M r , under the assumption that the top eigenspaces of C and the column norm of M are incoherent.
Related Work
In this section, we briefly review the related work in matrix completion and low-rank matrix approximation. Matrix Completion Matrix completion refers to the problem of recovering a low-rank matrix based on partially observed entries, and motivates a series of work (Candes and Recht, 2009; Candes and Tao, 2010; Keshavan et al., 2010; Gross, 2011; Recht, 2011) which can exactly recover a rank-r matrix of size m × n from Ω(rn ln 2 n) uniformly observed entries based on the framework of convex optimization under the incoherence condition. Recently, two improvements (Krishnamurthy and Singh, 2013; Xu et al., 2015) have been proposed to further reduce the sample complexity by adopting better strategies to observe necessary entries rather than uniform sampling from the whole unknown matrix.
Specifically, the algorithm proposed by Krishnamurthy and Singh (2013) needs to observe a set of columns sampled with adaptive sensing strategy and a set of rows sampled uniformly at random, and its sample complexity is Ω(r 3/2 n ln r). We note that two recent work (Krishnamurthy and Singh, 2014; Balcan and Zhang, 2016) improves the sample complexity of this algorithm to Ω(rn ln 2 r) and Ω(rn ln r) respectively. Although its sample complexity may be slightly better than our Ω(rn ln n), this algorithm cannot handle the observation model in Figure 1 (b). As mentioned before, CUR+ (Xu et al., 2015) requires more conditions as it needs to observe a set of entries, columns, and rows sampled uniformly at random. Compared with our algorithm, the observation model of CUR+ is too restrictive, although it has a slightly better sample complexity. Low-Rank Matrix Approximation Low-rank matrix approximation refers to the problem of approximating a given m × n matrix by another matrix of rank not greater than a specified rank r where r ≪ min(m, n). It arises from numerous applications such as latent semantic indexing (Deerwester et al., 1990) , DNA microarray analysis (Troyanskaya et al., 2001) , face recognition (Turk and Pentland, 1991) , and web search (Kleinberg, 1999) . Although singular value decomposition (SVD) can be used to find an optimal solution for this problem in a well-defined sense, it is not scalable since its memory and time complexities are superlinear w.r.t. m and n. To address this issue, several efficient algorithms based on norm sampling (Frieze et al., 2004; Drineas et al., 2006) and adaptive sampling have been proposed. Although these algorithms can find a good low-rank approximation, they need to observe the entire matrix.
To deal with missing data, Achlioptas and Mcsherry (2007) propose entrywise subsampling whose main idea is to construct an unbiased estimator of the unknown matrix and compute the SVD of the estimator. This algorithm has shortcomings that it cannot exactly recover a low-rank matrix and cannot capture the real column space of the unknown matrix. Although Nyström (Drineas et al., 2008) can capture the actual column and row space of the unknown matrix, it is limited to solve the problem illustrated in Figure 1(a) . CUR+, which requires more restrictive observation model, focus on the setting that the unknown matrix has skewed singular value distribution when it is of full-rank. Even so, CUR+ requires nearly the entire matrix for finding a good low-rank approximation, as discussed by Xu et al. (2015) . The adaptive strategy and its variant have also been applied to computing a better low-rank approximation for an unknown noisy low-rank matrix (Krishnamurthy and Singh, 2013; Wang and Singh, 2015) . However, these algorithms rely on sampling strategies that require more than one pass over the unknown matrix and their bounds have a poor dependence on failure probability δ, i.e., Ω(1/δ), which significantly limits their applications when columns are uniformly sampled, or the unknown matrix can only be sampled with one pass.
Main Results
In this section, we present our algorithms and the corresponding theoretical results.
Algorithm 1 Matrix Completion from Non-Uniformly Sampled Entries
Setm ij = M (ij ) and A (j) = M (ij ) / √ dp i 5: end for 6: Setr = min (r, rank(A)) 7: Calculate the top-r left singular vectors of 
m×n be the matrix to be recovered. Let
be a probability distribution used to randomly sample columns where
To approximate M , we first sample d columns from M and construct A ∈ R m×d , where we pick i j ∈ {1, ..., n} with Pr [i j = i] = p i and set A (j) = M (ij ) / dp ij for j = 1, · · · , d. Let r ≤ d be the target rank andr = min (r, rank(A)).
We calculate the top-r left singular vectors of A denoted byÛ = [û 1 ,û 2 , · · · ,ûr] that is approximately the column space of M . For each of the rest columns m i , we sample a set O i of s entries uniformly at random with replacement, denoted by m i,Oi . We then solve the following optimization problem
to recover this column bym i =Û z * , where z * is the optimal solution. Because the problem (3) has a closed-form solution
The detailed procedures are summarized in Algorithm 1.
Theoretical Guarantees
are the top-r left and right singular vectors of M , respectively. Define projection operators PŪ =ŪŪ T , PÛ =ÛÛ T . The incoherence measure forŪ andV is defined as
Similarly, the incoherence measure forÛ is defined aŝ
In the following, we first consider the low-rank case where rank(M ) = r, and then prove a general result for any fixed probability distribution
be the probability distribution used to randomly sample columns and p min = min
, and s ≥ 7µ(r)r ln(2rn/δ). With a probability at least 1 − δ, Algorithm 1 recovers M exactly.
From Theorem 1, we find that the lower bound of d depends on the probability distribution. To minimize the threshold 7µ(r)r ln(2r/δ)/(np min ), we set
which corresponds to uniform sampling. From this perspective, uniform sampling is a useful strategy for recovering the low-rank matrix though it is very simple. By combining (4) and Theorem 1, we provide the following corollary for our Algorithm 1.
Corollary 1 Assume rank(M ) = r, d ≥ 7µ(r)r ln(2r/δ) and s ≥ 7µ(r)r ln(2rn/δ). With a probability at least 1 − δ, Algorithm 1 with uniform sampling recovers M exactly.
Corollary 1 implies the sample complexity of Algorithm 1 with uniform sampling is Ω(rn ln n). Although it is slightly worse than the previous best result Ω(rn ln r) (Xu et al., 2015; Balcan and Zhang, 2016) , it is much more general. Besides, it is easy to verify that our sample complexity can be further reduced to Ω(rn ln r) too when we sample the same O i as Xu et al. (2015) or Balcan and Zhang (2016) .
In practice, the low-rank matrix may be corrupted by noise, and the matrix could be of full-rank. To handle the general setting, we assume that M = C + R where C ∈ R m×n is a low-rank matrix and R ∈ R m×n is a random matrix with entries independently drawn from Theorem 2 Assume that M = C + R where rank(C) = r and R ∈ R m×n is a random matrix with entries independently drawn from N (0, σ 2 ). Suppose that ln(2n/δ) ≤ m/64 and r ≤ m/4. LetM be the output of our Algorithm 1 with uniform sampling. Then with probability at least 1 − δ, we have
Theorem 2 shows that with an Ω(r 2 nµ(M )µ(r) ln 2 (rn)/ǫ 2 ) observation, Algorithm 1 with uniform sampling can achieve ǫ additive approximation error with an overwhelming probability. For comparison, we note that Wang and Singh (2015) achieve a relative error guarantee as
with a probability 1 − δ and sample complexity Ω r 2 nµ(r) ln 2 (n/δ) . However, their bounds have a poor dependence on the failure probability δ, i.e., Ω(1/δ), and their algorithm requires more than one pass over the unknown matrix. Xu et al. (2015) show that CUR+ achieves a similar relative error guarantee measured by spectral norm with high probability. Nevertheless, even the unknown matrix has skewed singular value distribution, CUR+ requires nearly the entire matrix, i.e., Ω(n 2 /d 2 ) observed entries.
Analysis
In this section, we prove Theorems 1 and 2 by introducing several key lemmas. We defer the detailed proofs to the supplementary material due to space limitation.
Proof of Theorem 1
For each column m i not included in A, if m i ∈Û andÛ T OiÛ Oi is invertible, we can write m i =Û b i , where
This means that each column m i can be recovered exactly under two conditions: m i ∈Û andÛ T OiÛ Oi is invertible. Therefore, based on the following two lemmas, we show that our Algorithm 1 with the assumptions in Theorem 1 satisfies these two conditions.
be the probability distribution used to randomly sample column and p min = min
Assume M has rank r, with a probability at least 1 − e −t , we have
Lemma 2 With a probability at least 1 − 1 n e −t , we have
provided that |O i | ≥ 7μ(r)r(t + lnr + ln n).
By combining Lemma 1 and the fact that M has rank r, when d ≥ 7µ(r)r(t + ln r)/(np min ) and with a probability at least 1 − e −t , we have rank(A) = rank(M ) = r, which meansr = min (r, rank(A)) = r. Note that A is composed of d selected and rescaled columns of M . Hence PÛ = PŪ , which directly implies thatμ(r) = µ(r) and m i ∈Û , i ∈ [n]. Then, according to Lemma 2 and the union bound, we have λ min Û T OiÛ Oi ≥ |Oi| 2m with probability at least 1 − e −t for all column m i with the fact |O i | = s ≥ 7µ(r)r(t + ln r + ln n). Note that this means allÛ T OiÛ Oi are invertible with probability at least 1 − e −t . Using union bound again, we can exactly recover M with a probability at least 1 − 2e −t . Let δ = 2e −t , we get t = ln(2/δ).
Proof of Theorem 2
Let m i = c + r, where c = PÛ m i and r = PÛ ⊥ m i . Besides Theorem 2, we further introduce several lemmas that are central to our analysis. Krishnamurthy and Singh (2013) 
Lemma 3 (Lemma 17 in
. Let m i = c + r, where c = PÛ m i and r = PÛ ⊥ m i . With probability at least 1 − δ, we have
where β = 6 ln(r/δ) + 4 3r
|O| ln 2 (r/δ).
Lemma 4 For a vector
. Assume that M = C + R where rank(C) = r and R ∈ R m×n is a random matrix with entries independently drawn from N (0, σ 2 ). Suppose r ≤ d ≤ m/4, ln(2n/δ) ≤ m/64. With probability at least 1 − δ, we havê
and with probability at least 1 − δ, we have
for all partially observed m i .
Lemma 5 When Algorithm 1 adopts uniform sampling, with a probability at least 1 − δ, we have
Due to Lemma 2 and the union bound, with a probability at least 1 − e −t , we have
provided that |O i | ≥ 7μ(r)r(t + lnr + ln n) for all i ∈ [n]. So with a probability at least 1 − δ, for all columns, we have
provided that |O i | ≥ max 84μ(r)r ln(2rn/δ)/ǫ, 4 3r µ(r) ln(2rn/δ) . Summing over all columns, we have
According to Lemma 5, if d ≥ 64 ln(2/δ)µ(M )r/ǫ 2 , then with probability at least 1 − δ,
F . Now we check whether the conditions of d and s are satisfied. First, the condition d
Experiments
In this section, we first verify the theoretical result in Corollary 1, i.e., Algorithm 1 with uniform sampling has a dependence of sample complexity on r and n. To this end, we evaluate the performance of Algorithm 1 with uniform sampling by comparing it against Nyström (Drineas et al., 2008) for computing a low-rank approximation to a noisy low-rank matrix. 
Verifying the Dependences on r and n
We will verify the sample complexity in Corollary 1, i.e., d ≥ Ω(r ln r) and s ≥ Ω(r ln n).
Settings Here we adopt the similar settings as in Xu et al. (2015) . We study square matrices of different sizes and ranks, with n varied in {2000, 4000, 6000, 8000, 10000}, and r varied in {10, 20, 30, 40, 50}. For each special n and r, we search for the smallest q and s that can lead to almost exact recovery of the target matrix, i.e., M −M F / M F ≤ 10 −8 in all 10 independent trials. To create the rank-r matrix M ∈ R n×n , we randomly generate matrix M L ∈ R n×r and M R ∈ R r×n , where each entry of M L and M R is drawn independently at random from N (0, 1), and M is given by M = M L × M R . Under this construction scheme, the difference among the incoherence µ(r) for different sized matrices is relatively small (from 1.9049 to 4.1616 ), so we ignore the impact of µ(r) in our analysis.
Results The dependence of minimal d on r and n is shown in Figures 2(a) and (b) , which plot d against r ln r and r 2 ln r, respectively. We can find that d has a linear dependence on r ln r instead of r 2 ln r. In addition, we also find that d is almost independent from the matrix size n. Figures 2(c) and (d) plot s, the minimum number of observed entries for each column, against r ln r and r 2 ln r. We can see that s also has a linear dependence on r ln r instead of r 2 ln r. According to Theorem 1, the requirement on s depends on ln n, but we find that s is almost independent from the matrix size n. This suggests that s ≥ Ω(r ln n) is the worst sample complexity, where ln n is caused by the union bound, and s could be independent from n in practice. 
Comparison with Baseline Method for Low Rank Approximation
Because Theorem 2 shows that Algorithm 1 with uniform sampling enjoys additive error bound measured by Frobenius norm. To verify Theorem 2, we compare Algorithm 1 with uniform sampling against Nyström (Drineas et al., 2008) with uniformly sampled rows and columns to show that our algorithm with more general observation model can also perform well. Since CUR+ requires the observed entries to meet more conditions, which limits its application, we do not include it in the comparison. We note that algorithms based on approximate adaptive sampling and approximate norm sampling (Krishnamurthy and Singh, 2013; Wang and Singh, 2015) may yield better approximation, but these algorithms do not sample columns uniformly and can not deal with the unknown matrix with only one pass. Therefore, they are also not included in the comparison.
Settings Following the experiment strategy of Xu et al. (2015) , we set the number of uniformly sampled columns and rows to αr and αr 2 respectively for Nyström, where r is the target rank and α is a parameter. For the sake of fairness, when our algorithm observed d columns and s entries for each partially observed column, we set αr + αr 2 = d + s such that Nyström observes the same number of entries with our algorithm. According to Theorem 2, our algorithm should run with parameters d = Ω r/ǫ 2 and s = Ω(r 2 /ǫ). Because r ≪ n and ǫ is expected to be small such that Ω(rǫ) = Ω(1), we set s = d for our algorithm in the following experiments. We study square matrices of size 10000 × 10000 which are the sum of a low-rank matrix C and a Gaussian noise matrix R, where each entry of R is drawn independently at random from N (0, σ 2 ). To create the rank-r matrix C ∈ R 10000×10000 , we randomly generate matrix C L ∈ R 10000×r and C R ∈ R r×10000 , where each entry of C L and C R is drawn independently at random from N (0, 1), and C is given by C = C L × C R . Under this construction scheme, the incoherence µ(M ) is small for different r and σ (from minimum 2.2929 to maximum 2.6792).
Results We repeat each experiment 10 times and report the average and the standard deviation of the approximation error M −M F in Figure 3 . We find that our algorithm outperforms Nyström for different r and σ, when they observe the same number of entries. Compared with Nyström, besides more general observation requirements, an additional advantage of our algorithm is explicitly extracting and exploiting the low-rank space of the sampled columns, which makes our algorithm more accurate and robust.
Conclusion
In this paper, we propose an algorithm to address the matrix completion problem from non-uniformly sampled entries. According to our theoretical analysis, our algorithm can perfectly recover a low-rank matrix with Ω(r/p min ln n) observed entries, despite the probability distribution used to sample columns. Specifically, our algorithm with uniform sampling only needs Ω(rn ln n) number of observed entries to perfectly recover a low-rank matrix. Furthermore, for noisy low-rank matrix, we show that the low-rank approximation computed by our algorithm with uniform sampling enjoys additive error bound measured by Frobenius norm. Numerical experiments verify our theoretical claims and demonstrate the effectiveness of our proposed algorithm.
It is straightforward to show that E Û T (j)Û(j) = 1 m Ir and E Û T OiÛOi = s m Ir.
To bound the minimum eigenvalue ofÛ T OiÛ Oi , we need Lemma 6, where we first need to bound the maximum eigenvalue ofÛ T (j)Û (j) , which is a rank-1 matrix, whose eigenvalue By setting ρ = 1/2, we have
where with |O i | ≥ 7μ(r)r(t + lnr + ln n), we havere −|Oi|/7rµ(r) ≤ 1 n e −t , that is
Subsequently, we have µ(PÛ ⊥ m i ) ≤ 3rµ(r) + 24 ln(2mn/δ) for for all partially observed m i .
A.5 Proof of Lemma 5
Let ξ t = da t a T t , where a t is the t-th column of A constructed by Algorithm 1 with uniform sampling. We have
According to Lemma 11, with a probability 1 − δ, we have, 
We complete the proof by substituting (7) into Lemma 10.
