This paper presents the Generalized Newmark Dual Reciprocity Boundary Element Method and the Single Step Dual Reciprocity Boundary Element Method for solving nonlinear transient field problems with phase change. Both are a combination of a general family of single step time marching schemes and the Dual Reciprocity Boundary Element Method. Iterations are performed at each time step using the Newton -Raphson method with line searches. Latent heat effects due to phase change are incorporated using a fixed-grid apparent heat capacity method. q
Introduction
A number of physical processes are governed by the socalled quasi-harmonic equation including heat conduction, gas diffusion, seepage and compressible flow, magnetostatics, torsion and Reynolds film lubrication. These processes are generally termed field problems.
An initial restriction of the boundary element method was that the fundamental solution to the original partial differential equation was required in order to obtain an equivalent boundary integral equation. Another restriction was that domain integrals were needed to account for nonhomogeneous terms arising from initial conditions and body loads. One widely used method to overcome both these problems is the dual reciprocity method. The method uses a fundamental solution to a much simpler partial differential equation and treats the remaining terms using global approximating functions [1] .
The Generalized Newmark, or GNpj, method was originally called the Beta-m method [2] . The GNpj method is a generalization of the Newmark method and is a general family of single step time marching schemes, choice of integration parameters controls accuracy and stability. Other well-known methods (e.g. Newmark, Wilson, Houbolt, etc.) are contained within the GNpj family. The SSpj method [3] is another general family of single step time marching schemes.
Transient field problems with phase change can be solved numerically by either front-tracking methods or fixed-grid methods. In front-tracking methods, the phase change front is tracked continuously and the latent heat effects are treated as moving boundary conditions. Fixedgrid methods can be divided into source-based methods and apparent heat capacity methods. In source-based methods, latent heat effects of phase change are incorporated by fictitious sources and sinks. This paper deals with twodimensional transient field problems with phase change using a fixed-grid apparent heat capacity method.
Heat conduction
The heat conduction equation for two-dimensional problems for isotropic materials is
subject to boundary conditions: 
which is written for each of the ðN þ LÞ nodes i and incorporating the c i terms into the diagonal of H gives
From Eq.
which is substituted into Eq. (12) to give
where
The matricesÛ;Q and F are all known if f is defined.
Generalized Newmark dual reciprocity method
The GNpj method was originally called the Beta-m method [2] . The GNpj method is a generalization of the Newmark method, where p is the order of the approximation function and j is the order of differential equation. The p integration parameters provide a subfamily of methods which control accuracy and stability as well as options for explicit and implicit algorithms.
The method can be defined by writing the kth derivative of w with respect to time as 
Applying the dual reciprocity boundary element method to Eq. (20) gives
In general, Eq. (21) is a nonlinear equation. Matrices H, G and S are independent of temperature but vectors K, rc and V may be dependent upon temperature. Rearranging Eq. (21) for the residual, or out of balance, c gives
Applying the Newton -Raphson method
and w represents the vector of unknowns either u 
for all i.
If u j ðmÞ is unknown
for all i: Let a be the slope of the thermal conductivity curve, hence
and let b be the slope of the heat capacity curve
Substituting into Eq. (26) gives
The Dual Reciprocity Method approximation to a derivative of temperature with respect to a spatial coordinate, say x; can be written as [1] ›u ›x
Similarly for thermal conductivity
Substituting Eqs. (30) and (31) into Eq. (29) gives
which can be rewritten as
no sum on j:
For Dirichlet boundary condition, prescribed tempera-
For Neumann boundary condition, prescribed flux
For convection boundary condition,
Hence an extra term appears in
For radiation boundary condition
Single Step dual reciprocity method-SSDRM
The SSpj family of algorithms was motivated by supposing thatũðtÞ is represented in the time step by a polynomial. Writing the kth derivative ofũ with respect to time,ũ ðkÞ ; at a time t between time steps n and n þ 1; i.e. 
The vectorã p n is determined by substituting forũðtÞ and its derivatives into the weighted residual equation ðDt
Labelling a set of p þ 1 parameters u q ; q ¼ 0; 1; …; p thus 
Substituting into the weighted residual equation (44) 
Letw be the vector of unknowns, either u k or q k ; depending upon the conditions at the node. Writing the kth derivative ofw with respect to time,w ðkÞ ; at a time t between time steps n and n þ 1; i.e. 0 # t # Dt; as
The vectorã p n is determined by substituting forwðtÞ and its derivatives into the weighted residual equation
Let a be the slope of the thermal conductivity curve, as before, thus
The Dual Reciprocity Method approximation to a derivative of temperature with respect to a spatial coordinate, say x; can be written as [1] ›u 
If q j is the unknown, then
If u j is the unknown, then 
Let a be the slope of the thermal conductivity curve as 
Phase change
In the apparent heat capacity method Eq. (1) is replaced by
where h is the enthalpy defined as 
Using the Dual Reciprocity Method approximation to a derivative with respect to a spatial coordinate, say x; the terms of Eq. (88) are evaluated using
Line searches
The direction of the line search is given by the NewtonRaphson iteration equation
The vector of unknowns w; either u ðmÞ or q ðmÞ depending upon the conditions at each node, is then updated according to
where the superscript refers to iteration number and h is a scalar quantity chosen to minimise the residual, or out of balance, c: Performing line searches at every iteration would be expensive since most iterations would not benefit. Fortunately, it is easy to check if the current iteration is a good or bad iteration in terms of reducing the residual at virtually no cost before deciding if line searches would benefit the current iteration. Eq. (92) 
until Eq. (93) is satisfied. Limits on the line searches have to be imposed in order to avoid numerical problems. The first is that ldhl is limited to 25% of h: The second is that 0:25 , h , 25: The third is if Eq. (93) is not satisfied within 25 line searches. When iteration stops due to condition two or three then h is set to the value that was nearest to satisfying Eq. (93) during the line search procedure.
Results
In this example taken from Ref. [9] , a unit square of liquid with an initial temperature of 0.3 8C is subjected to a constant temperature of 2 1 8C on the surfaces of the wedge AB and AD, surfaces BC and CD are perfectly insulated, as shown in Fig. 1 Fig. 1 is derived. The problems associated with corners and discontinuous boundary conditions have been handled via the gradient approach [10] . The boundary was divided into 40 elements with 81 equally spaced internal points. Linear radial basis functions f ¼ 1 þ r are used for the dual reciprocity method. Fig. 2 shows the phase front, determined by the 0 8C contour, at 0.02, 0.04, 0.06 and 0.08 s obtained using the GN11, b 0 ¼ 1 scheme and very small timesteps, dt ¼ 0:1 £ 10 26 s. In order to compare the time-stepping schemes, we shall concentrate on where the 0 8C contour crosses the diagonal AC in Fig. 1 at 0.01 s intervals. Table 1 shows the average and maximum percentage difference in the phase front location when compared to the reference results for three timestep lengths for various time-stepping algorithms. The reference results were obtained using the GN11, b 0 ¼ 1 backward difference algorithm with extremely small timesteps, dt ¼ 0:1 £ 10 26 s, with timesteps this small all algorithms give the same results or do not converge at all. NC signifies that no convergence could be obtained even with the use of line searches. The * symbol in the table signifies that no convergence was obtained without the use of line searches.
In Table 1 , algorithm code A is the backward difference algorithm for the first order scheme using parameters, GN11, b 0 ¼ 1; and SS11, u 1 ¼ 1: There is very little difference between GN11 and SS11 when using the backward difference algorithm. Algorithm code B is the Crank -Nicolson or trapezium algorithm for the first order scheme using parameters, GN11, b 0 ¼ 0:5 and SS11, u 1 ¼ 0:5: Both GN11 and SS11 have problems obtaining convergence when using the Crank -Nicolson algorithm. The persistent noise effects, i.e. troublesome oscillations, associated with the Crank -Nicolson method can off-set the advantage of the higher order error obtained over the backward difference algorithm [5] . Algorithm code C is Lees' [11] algorithm for the second order scheme using parameters, GN21, b 0 ¼ 2=3; b 1 ¼ 1=2 and SS21, u 1 ¼ 1=2; u 2 ¼ 2=3: Both GN21 and SS21 have problems obtaining convergence when using Lees' algorithm. Lees' algorithm is notoriously oscillatory [12] . Algorithm code D is the backward difference algorithm for the second order scheme using parameters, GN21, b 0 ¼ 2; b 1 ¼ 3=2 and SS21, u 1 ¼ 3=2; u 2 ¼ 2: GN21 has problems obtaining convergence and SS21 produces inaccurate results for large timesteps, dt ¼ 0:01 s, when using the backward difference algorithm. Algorithm code E is Liniger's [13] algorithm for the second order scheme using parameters, GN21, b 0 ¼ 1:292; b 1 ¼ 1:218 and SS21, u 1 ¼ 1:218; u 2 ¼ 1:292: GN21 provides slightly better results than SS21 when using Liniger's algorithm. Algorithm code F is Zlamal's [14] algorithm for the second order scheme using parameters, GN21, b 0 ¼ 8=9; b 1 ¼ 5=6 and SS21, u 1 ¼ 5=6; u 2 ¼ 8=9: Both GN21 and SS21 have problems obtaining convergence when using Zlamal's algorithm. Algorithm code G is the backward difference algorithm for the third order scheme using 
Conclusions
GNpj and SSpj time-stepping schemes have been presented for nonlinear transient field problems with phase change using the dual reciprocity boundary element method. Due to the complexity of the problem, there are very few analytical results available in order to verify the results so no comparison of the results presented is made. The authors have verified the results presented by comparing the results obtained to the results produced from a commercially available finite element code and very good agreement was found. Since the method is a fixed-grid apparent heat capacity method, it can easily be extended to threedimensions without difficulty, unlike the front-tracking methods previously used for this type of problem using boundary element methods. The line search technique is fundamental to obtaining convergence in some situations, particularly when using time-stepping schemes that are known to be oscillatory. The authors were unable to obtain convergence at all using any of the time-stepping schemes for any time step length using the space averaging technique of Del Guidice et al. [6] , Eq. (87), or the time averaging technique of Morgan et al. [7] , using a simple backward difference approximation. The results show that the higher order schemes, GN21, SS21, GN31 and SS31, give less accurate results than the first order schemes, GN11 and SS11, when using large time steps. This could be because the higher order schemes are less able to model the discontinuity due to phase change than the first order schemes when using large time steps. There is very little difference between the results between the first order schemes, GN11 and SS11, whereas for higher order schemes, GN31 gives more accurate results than SS31 when using large time steps. Both GN11 and SS11 schemes using the backward difference algorithm are recommended for field problems with phase change using the dual reciprocity boundary element method.
