Infinite dimensional stochastic differential equations (ISDEs) describing systems with an infinte number of particles are considered. Each paticles undergo Lévy process, and interaction between particles is given by long range interaction poteintial, which is not necessary of Ruelle's class but also logarthmic. We discuss the existence and uniqueness of solutions of ISDEs.
Introduction
In this paper we study stochastic processes describing infinite particle systems of jump type with long range interactions. In the previous paper [2] of the first author, Hunt processes describing systems of unlabeled particles of jump type with interaction were constructed by Dirichlet form technique. The space of configurations of unlabeled particles is represented as
where δ x stands for the delta measure at x. We endow M with the vague topology. Then M is a Polish space and N ⊂ M is relative compact if and only if sup ξ∈N ξ(K) < ∞ for any compact set K ⊂ R d . For x, y ∈ R d and ξ ∈ M, we write ξ xy = ξ − δ x + δ y and ξ \ x = ξ − δ x if ξ({x}) ≥ 1.
Let µ be a probability measure on M with correlation functions ρ k and reduced Palm measures µ x k defined in (2.1) for x k ∈ (R d ) k , k ∈ N. We also assume for x, y ∈ R d , the Radon-Nikodym derivative dµ y /dµ x of µ y with respect to µ x exists. An infinite particle system of jump type is characterized by its rate function c(x, y : ξ), x, y ∈ R d , ξ ∈ M, which controls the jump rate from x to y under the configuration ξ. We consider, in this paper, the case that the rate function c is give as c(x, y, ξ) = 
dy p(x, y){f (ξ xy ) − f (ξ)}{g(ξ xy ) − g(ξ)}.
In this situation the rate function c satisfies the following detailed balance condition:
c(y, x, ξ xy ) = c(x, y, ξ) ρ 1 (x) ρ 1 (y)
In [2] sufficient conditions of the closability of the bilinear form (E µ , D µ • ) and the quasi regularity of its closure (E µ , D µ ) were discussed. A sufficient conditions for µ to ensure the closability of (E µ , D µ • ) was given by means of the quasi Gibbs property (Definition 2.2) introduced by Osada [13, 14] . The class of quasi Gibbs measures includes Sine, Airy, Bessel and Ginibre random point fields in addition to Gibbs measures of Ruelle's class. And sufficient conditions for the quasi regularity of the Dirichlet form (E µ , D µ ) is given by the conditions (p.1)-(p.2) and (A.2)-(A.3) in Section 2. Under these conditions, the associated Hunt process Ξ t with reversible measure µ exists.
We label each particles of the process Ξ t to obtain (R d ) N valued strong Markov process X t = (X j t ) j∈N and give its stochastic differential equation (SDE) representation. The main tool to obtain the representation is Fukushima decomposition for Dirichlet processes.
Since the processes X j t , j ∈ N are not Dirichlet processes, we employ the argument in [11] . We introduce a sequence of Dirichlet forms (E µ [k] , D µ [k] ), k ∈ N which are the closure of (E µ [k] , D
• ) defined in (3.4) . We show that the Dirichlet forms (E µ [k] , D µ [k] ), k ∈ N are quasi regular (Thorem 3.1) and the sequence of the associated processes (X [k] t , Ξ [k] t ), k ∈ N has the consistency condition : 
k ∈ N (Theorm 3.3). Since for each j ∈ N, X j t is a Dirichlet process for {(X [k] t , Ξ
[k] t )} k∈N , which is composed by the sequence of (X ISDE representation implies existence of solutions of (1.1). It is very important to examine existence of a strong solution and uniqueness of solutions. We discuss these problems by employing the argument in [17] . For a solution X and m ∈ N we put X
[m] = (X 1 , X 2 , . . . , X m ), X m * = (X m+1 , X m+2 , . . . ).
We consider the following SDE: (Y m , X m * ) = (Y m+1 , X m+1 * ) = X, m ∈ N, a.s.
From the fact we see that the solution X is measurable with respect to the σ-field generated by N = (N j ) j∈N , X 0 = (X j 0 ) j∈N and the tail σ-field
The existence of a strong solution is derived from (B3), the triviality of T path ((R d ) N ) with respect to the conditional distribution of X given by N. The family of sets with probability 1 may depend on the conditional distribution. The uniqueness of solutions is derived from (B4), the coincidence of the family (Lemma 4.22 (First tail theorem)). A sufficient condition for (B3) and (B4) is given in Lemma 4.23 (Second tail theorem).
The organization of the paper is as follows: In Section 2, we prepare some terminology and previous results. In Section 3, we state main results In Section 4, we give proofs of Theorems. In Section 5, we give sufficient conditions for assumptions in Theorems. In Section 6, we present some important examples.
Preliminaries
Let S be a closed set in R d such that 0 ∈ S and S int = S, where S int denotes the interior of S. Let M be the configuration space over S defined by M = M(S) = {ξ = j∈Λ δ x j ; ξ(K) < ∞ for all compact sets K ⊂ S} where Λ is a countable index set, δ a stands for the delta measure at a. M is a Polish space with the vague topology. For a topological space X we denote by B(X ) the topological Borel field of X . For x, y ∈ R d and ξ ∈ M, we write ξ xy = ξ − δ x + δ y and ξ \ x = ξ − δ x if ξ({x}) ≥ 1. Let µ be a probability measure on M. We say a nonnegative permutation invariant function ρ k on S k is the k-correlation function of µ if
for any sequence of disjoint bounded measurable subsets A 1 , . . . , A m ⊂ S and a sequence of positive integers k 1 , . . . ,
as the above. The measure µ [k] is called the k-Campbell measure of µ. In case µ has k-point correlation function ρ k , there exists a regular conditional probability measure µ x k , for
The measure µ x k is called the Palm measure of µ, (See [7] for instace.) We use the probability measure µ x k ≡ µ x k (· − δ x k ), which is called the reduced Palm measure of µ. Informally, µ x k is given by
In this paper, we always use
, and call µ [k] the k-Campbell measure. In [2] Hunt processes describing infinite particle systems of jump type were constructed by Dirichlet form technique. We review the results in [2] . Let U r = {x ∈ S : |x| < r} and U m r be the m-product of U r . Let M r,m = {ξ ∈ M; ξ(U r ) = m} for r, m ∈ N. We set map π r , π 
Note that f n r,ξ is uniquely determined and f (ξ) = ∞ n=0 f n r,ξ (x r,n (ξ)). We say a function f : M → R is local if f is σ[π r ]-measurable for some r ∈ N. When f is σ(π r )-measurable, and its U n r -representation is a permutation functions f m r on U m r such that
We say a local function f is smooth if f m r is smooth for any m ∈ N. We denote by D • the space smooth local functions on
where p is a nonnegative measurable function on S × S satisfying p(x, y) = p(y, x) and
Under the conditions (p.1) and (p.2) we have
For given f and g in D • , the right hand side of (2.2) depends only on ξ.
is well defined. We introduce the bilinear form defined by
We assume
2)] integrabilities of the density function of µ are assumed. These assumptions can be relaxed to the first condition of (A.2).
(2) If the variance Var µ [ξ(U r )] exists, by Chebyshev inequality the estimate
is a sufficient condition of (DC-µ). Since
Then we have the following.
) is a quasi-regular Dirichlet space.
(ii) The Hunt process (
(iii) The process (Ξ t , {P ξ } ξ∈M ) is reversible with respect to µ, that is,
where
For a topological space X , we denote by W (X ) the set of all X -valued right continuous functions on [0, ∞) with left limits. We put Ω = W (M) and
We introduce σ-fields defined by
where the intersections are taken over all Borel probability measure ν, F ν t is the completion of B + t (Ω) = ∩ ε>0 B t+ε (Ω) with respect to P ν = P ξ ν(dξ), and B(Ω) ν is that of B(Ω). Let Ξ = {Ξ t } be the canonical process, that is, Ξ t (ω) = ω t for ω ∈ Ω. Then Ξ is adapted to
We recall the definition of capacity [4, Section 2.1]. Denote O the family of all open subsets of M. Let (E, D) be a quasi-regular Dirichlet form on L 2 (M, µ), and
and for any set N ⊂ M we put
We call this the capacity of N. We use the abbreviated form "q.e." for "quasi everywhere". Please refer to [4, p155] for its precise definition. We give the definition of quasi-Gibbs measures. Let Φ : S → R ∪ {∞} be a self potential, and Ψ : S × S → R ∪ {∞} be an interaction potential with Ψ(x, y) = Ψ(y, x). We introduce the Hamiltonian H r on U r defined by
Let Λ r be the Poisson random point field whose intensity is the Lebesgue measure on U r , and set Λ 
3 Statement of results
Tagged particle processes
We introduce the subset M s.i. of M defined by M s.i. = {ξ ∈ M; ξ(x) ≤ 1 for all x ∈ S and ξ(S) = ∞}.
, η)) in case no confusion occurs. We denote by W Nex the set of elements Ξ of W (M s.i. ) such that (1) any pair of particles do not jump simultaneously, (2) there is no collision among particles, (3) no particle explodes.
For a given label l, we can determine the labeled process X = (X j ) j∈N associated with Ξ ∈ W Nex by the following way. We initially label the process Ξ as l(
. Since there is no collision among particles and no particle which explodes, we can follow the label of each particle and determine the label l path for Ξ
be the unlabeled process constructed in Lemma 2.1. Note that for P ξ -a.s. Ξ, any pair of particles do not jump simultaneously. We assume the following two conditions: (NCL) There is no collision among particles, that is, Cap µ (M c s.i. ) = 0. (NEX) Any tagged particle never explodes, that is,
These two assumption mean P ξ (W Nex ) = 1 for q.e. ξ, which implies the labeled process (X, P ξ ) can be constructed for q.e. ξ. From the construction above, X is not a Dirichlet process of Ξ. (See for instace [3] for the definition of Dirichlet processes.) We give another representation of X = {X j } as a Dirichlet process of the process {(
)} k∈N defined below along the argument in Osada [11] .
For a given l, let {l
We also define the consistent sequence l
We denote l
, and call X [k] k-tagged particle process, and Ξ [k] the environment process. We construct the consistent sequence of processes {(
denotes the set of all smooth functions with compact support. For f, g ∈ D k
• we put
• , we set
and
For k ∈ N we introduce the assumptions analogous to (A.1)-(A.4) respectively.
The following theorem is a generalization of Lemma 2.1.
(ii) There exists a Hunt process ((X
Proof of the theorem is given in Section 4.1.
We define the capacity Cap µ) ) by the same way as (2.5). We make the following assumption. (A.4.k) For almost everywhere with respect to the Lebesgue measure x k and y k , Palm measures µ x k and µ y k are equivalent . The following theorem is a generalization of Lemma 2.3.
Proof of the theorem is given in Section 4.2.
We make the following assumption:
(NBJ) Only a finite number of particles visit a given bounded set during any finite time interval, that is,
where I r,T (Ξ) = I r,T (X) = sup{j ∈ N : X j t ∈ U r , for some t ∈ [0, T ], }. We put (A.5) (NCL), (NEX) and (NBJ) hold :
The following theorem ensure the consistency of the sequence of processes {( 6) and for all k ∈ N
(ii) There is the S N -valued process X = (X j ) j∈N such that
Proof of the theorem is given in Section 4.3.
Remark 2. From the above lemma, for each j, X j is a Dirichlet process of (
, with k ≥ j, and hence X is a Dirichlet process of the consistent sequence of processes
ISDE representation
Under the condition (A.4.1) we can define d µ by
By simple observation we see that for
We introduce the rate function defined as
and put a(u, r, x, ξ) = 1 (0 ≤ r ≤ c(x, x + u, ξ)) .
We introduce the mesurable functions on
if (X, N) defined on a probability space (Ω, F , P x ) with a reference family
N whose intensity measures are the Lebesgue measure dsdudr. (iii) a j (u, r, X, s), j ∈ N are predictable. (iv) With probability 1, the process (X, N) satisfies (ISDE) with (3.11).
Then we have the following result.
Theorem 3.5. Suppose that the assumptions in Theorem 3.3 holds. Let X be the labeled process constructed in Theorem 3.3. Then, for µ • l −1 a.s. x, X is a solution of (ISDE) with (3.11).
By simple observation we see that
where for
Combining the equations (3.12) and (3.13) with the definition (3.10) of c(x, y, ξ), we have
is the martingale additive functional of finite energy, and
is the additive functional of zero energy. We see that from (3.15)
Remind that Ξ and X j do not depend on k by virtue of the consistency of the sequence
by means of a {F t } t≥0 adapted independent Poisson random point fields
whose intensity measure is the Lebesgue measure dsdudr and
And so
is a right continuous predictable process of jump type. Then we have the following representations
Hence, the process X j t solves the following SDE
for any L > 0. Since X j t is conservative, we have lim L→∞ τ j L = ∞ and see that the process X j t solves the following ISDE
Hence we obtain (ISDE).
Remark 3. In [13, 14] a diffusion process describing a system of infinite Brownian particles with interaction was constructed by the Dirichlet for technique, and in [12] it solves the infinite dimensional stochastic differential equation (ISDE) :
with the logarithmic derivative d µ of µ which is a reversible measure of the process. In case µ is a quasi-Gibbs measure associated with potentials Φ and Ψ, its logarithmic derivative is represented as
In [1] a relation between d µ (x, η) and d µ (x, y; η) were discussed and shown that
Uniqueness of solutions of ISDE
We discuss the uniqueness of solutions of (ISDE). First we introduce an infinite sequence of finite dimensional SDEs associated with (ISDE). Let (X, N) be a solution of (ISDE). We put
We call the sequence of SDEs (3.17)-(3.19) an infinite system of finite dimensional SDEs associated with a solution (X, N) of (ISDE).
Definition 3.6. We say that the pathwise uniqueness of solutions (3.17)-(3.19) holds if whenever Y m and Y m are two solutions defined on the same probability space (Ω, F , P ξ ) with same {F t }-Poisson random fields N = {N j } j∈N and the environment process X starting from x, then P x (Y m t = Y m t , for all t ≥ 0) = 1. We make the following assumption.
(IFC) For each m ∈ N, solutions of (3.17)-(3.19) are pathwise unique.
Tail σ-field T (M) on M is given by
Let µ be a probability measure on M and let Ξ(t) be an M-valued process. We say that Ξ(t) satisfies µ-absolute continuity condition if
−1 is absolutely continuous with respect to µ for ∀t > 0.
We say that an S N -valued process X(t) satisfies the µ-absolute continuity condition if u(X(t)) satisfies the µ-absolute continuity condition.
Let X be a solution of (ISDE) with the {F t }-Poisson random point field N. Definition 3.7. (i) We call (X, N) a strong solution of (ISDE) if X is a function of N defined for a.s. N. In this case we set X = X(N).
(ii) We call the pathwise uniqueness of solutions for (ISDE) with (3.11) holds if any solutions X and X ′ with the conditions on the same probability space with the same Poisson random point field N satisfies X = X ′ a.s..
Let ν be a probability measure on S N . Suppose that for ν-a.s. x, X is a solution of (ISDE) with X 0 = x on (Ω, F , P x ), and P x is measurable. We put P ν (·) = S N P x (·)ν(dx). Then X on (Ω, F , P ν ) is a solution of (ISDE) with initial distribution ν. Then we have the following theorem. [19, Proposition 3.16] . ) Suppose a, b ∈ A and c ∈ R. we set a + = {a r+1 } r∈N , ca = {ca r } r∈N and a+b = {a r +b r } r∈N . Let 1 be a sequence that 1 = {1} r∈N . We set
where (x j ) j∈N is a sequence such that |x
and v : R → [0, 1] is an increasing smooth function satisfying
In this section we assume that a n is givne by
where κ is the positive constant in (A.3.k).
Lemma 4.1. Assume (A.2.k) and (A.3.k). Let a n be given by (4.2). Then we have
Proof. By the sub-additivity we see that
as n, r → ∞.
Thus, we can show that the RHS of (4.3) is finite. Therefore from Borel-Cantelli's Lemma,
Hence we see that for µ x k -a.s. ξ, there exists n ∈ N such that ξ(U 2 r ) ≤ a n,r for any r ∈ N. Thus, the proof is completed.
2) and (A.1.k). Let a n be given by (4.2).
• . Then we have
We substitute χ[a n ]f into f in (4.4). Then we have
By a direct calculation ( see for instance the proof of [2, Lemma 5.5]) we have
In particular, by substituting χ[a n ] into g, we have
From [2, Lemma 5.6] we have that there exists a constant c 4 > 0 such that
From (4.6)-(4.8) with the facts that χ[a n ](ξ) ≤ 1 and
an−1 , we have R.H.S. of (4.5)
Since χ[a n ] is a decreasing limit of local smooth functions, we obtain this lemma from (A.1.k).
. Let a n be given by (4.2). Then we have lim
• , where
.
Proof. We substitute (1 − χ[a n ])f into f in (4.4). Then we have
We remark that ξ ∈ M[a n − 1] implies 1 − χ[a n ](ξ) = 0. Substituting 1 − χ[a n ] into g in (4.6), we have
Here we use 1 − χ[a n ](ξ) ≤ 1 for any ξ. From this and
From [2, Lemma 5.6], for the constant c 4 > 0 in the above we have
Combining this with (4.11), we see R.H.S. of (4.11) 
• , (4.12) and (4.13) we can see
) for any n ∈ N. Then by Lemma 4.1 we can show
By (4.14) and (4.15) we have lim n→∞ ϕ⊗(1−χ[a n ])f 1 = 0. Thus the proof is completed.
Proof of Theorem 3.1. We recall M[a] is a compact set for any a ∈ A with the vague topology. Since supp χ[a n ] ⊂ M[2(a n ) + ] we see that χ[a n ]f has a compact support for any f ∈ D • . We set
• , n ∈ N}. Let {K n } ∞ n=1 be the sequence of compact sets of
By the definition of χ[a n ] we can see 
Proof of Theorem 3.2
In the following we prove Theorem 3.2 by the similar argument in [2, Theorem 2]. For m ≥ n, ℓ > r, k ∈ N and ξ ∈ M, we introduce the measure (μ 
For q ∈ N put p q (x, y) = p(x, y)1(p(x, y) ≤ q). It is readily seen that {p q } is nondecreasing sequence in q such that lim q→∞ p q (x, y) = p(x, y). x, y ∈ S. We put
where ∇ z j and x j,z are introduced in (3.1) and (3.2), respectively. For ϕ, ψ ∈ C ∞ 0 (S k ) and
we define
Then we can show the following lemma.
Proof. We calculate E
(1),n,m
we see that
Using the definitions of Γ q (x k ) and Γ q (z|x k , ξ) we can see that the right hand side of (4.17) is bounded by
Hence we have
Then by (4.18) we can see
. Thus the proof is completed.
We use the following lemma, which is given in [9, Lemma 2.1(1), (2) 
We set E 
From Lemma 4.4 and Lemma 4.6 we have the following lemma.
We put for u n = (u
It is readily seen that {Λ q (x n )}, {Λ q (y|x n )} are nondecreasing sequences in q. We set
where y j m is introduced in (3.14), and we put 
we set
). Then we show the following lemma.
Lemma 4.8. Let k ∈ N. Assume (QG) and (A.4.k). Then (E (2),n,m 19) where c 1 is the constant in (2.6). Let {ϕ n ⊗ f n } be a E (2),n,m
Then by (4.19) we can see
Hence, (E (2),n,m
. Thus, the proof is completed.
By Lemma 4.5 we can show the following lemma.
Lemma 4.9. Suppose that (E (2),n,m
For r, ℓ, k, n, m ∈ N and x k ∈ S k , we put
By the same way as the proof of [2, Lemma 4.3], we can see the following lemmas.
Lemma 4.10. Suppose that (E (2),n,m 
. From Lemma 4.7 and Lemma 4.12 we have the following lemma. 
Then by (4.23) and (4.24) we can see
Therefore we can show that (E
Proof of Theorem 3.2. We set
Here we remark that (E
• ) is increasing in r. Put
• , there exists r ∈ N such that
and so D
• ) is closable and the proof is completed.
Proof of Theorem 3.3
In this section we assume (p.1)-(p.2), (A.1.k)-(A.3.k) for k ∈ {0} ∪ N, (A.4.k) for k ∈ N and (A.5).
Lemma 4.14.
is defined in Section 3.1.
We consider parts of P µ and P µ [k] . Let
For a process {Z t } t≥0 and a ranodm time σ ≥ 0 we set
where ∂ is the cemetery point, and put
Then P 
Then we can easily see
We set
We fix ε > 0 and r > 0 we introduce a smooth function ψ :
We note the summation in the definition of ψ is a finite sum. Then we see that ψ is a local function on M. By a straight forward calculation, we have for 0)) is an additive functional of the process Ξ(t). By Fukushima decomposition, we have A
is the martingale additive functional of finite energy, and N [ ψ] is given by
where we set a(r, j, y, ξ)
and N is the Poisson point process on [0, ∞) × N × S × [0, ∞) with intensity dsζ N (dj)dydr and ζ N = j∈N δ j is the counting measure on N. We consider
Then we see that
is a element of L 1 (M, µ). Then we can show the next lemma. c(x, y, ξ)dy
where we set A r,ε = {x ∈ S; r < |x| ≤ r + ε}. By the definition of the reduced Palm measure, we see
p(x, y)dy
where in the last inequality we use µ x is a probability measure on M. By the assumptions (p.1), we can see that there exists constant C ε > 0 such that
Hence, we can show
On the other hand, from (p.1)
Thus by (4.30)-(4.32) we have M I 1 (ξ)µ(dξ) < ∞. By the same way we can show
. This tcompletes the proof.
From the above lemma, we have
for any t ∈ [0, ∞) P µ -a.s. We note
. Hence, we have the following lemma.
Lemma 4.17. For any T ∈ N, we have
We set r(i) = r if i is odd, and r(i) = r + 1 if i is even. We putσ 
and Ω 
Then we choose sequences {i
the cardinality of the set 
That is P µ σ ∂Ur∩∂U r+1 < ∞ > 0, where σ ∂Ur∩∂U r+1 is the first hitting time to the set ∂U r ∩ ∂U r+1 . By the general theory of Dirichlet forms, we have Cap
On the other hand, by the locally boundedness of n-correlation functions ρ n we can show that Cap µ (∂U r ∩ ∂U r+1 ) = 0. These contradict each other. Therefore we have P µ (σ 0 ∞ ≤ T ; Ω 0 ∞ ) = 0 for any T ∈ N. Then we can show (i). (ii) is shown by the similar arguments. Thus the proof is completed. 
Proof. From Lemma 4.18, for any T ∈ N we see X 
for any i ∈ N.
Hence by Lemma 4.18 we can show
On the other hand, suppose (
In addition, we set Ω
. By Lemma 4.15 and the strong Markov property we have Pσ 
4.4
Proof of Theorem 3.8
We prove Theorem 3.8 by the same argument in the proof [17] [Theorem 5.4], which treat ISDEs for systems of interacting diffusions. The techniques in the proof are robust and can be applied for a quite general setting. In the case of ISDEs for interacting jump process, we can use them without essential change. From Theorem 3.5 we see that (B1) (ISDE) with (3.11) has a solution X.
We introduce the notion of strong solution of SDE (3.17)-(3.19) for (X, N). Put
and C m and C 
In the proof of [17, Lemma 7.8] a generalization of Yamada-Watanabe theorem [6, Theorem 1.1, Chapter IV] to SDE with random environment is shown. This can be readily generalized to SDEs with jumps. Then (IFC) implies the following condition. We assume (B1) and (B2), and put 
, which satisfies that for ∀j ∈ N for P -a.s. (X, N)
(iii) (X, N) is a fixed point of F For a probability measure Q such that T path (S N ) is trivial, that is,
we set T [1] path (S N ; Q) = {A ∈ T path (S N ); Q(A) = 1}.
We introduce the regular conditional distribution P X N (·) = P x (X ∈ ·|N). We introduce the following assumptions.
(B4) T [1] path (S N ; P X N ) is independent of P X N for P -a.s. N. The following two lemmas are veersions of Theorema 4.1 and Theorem 4.2 in [17] . In the proof of these theorems, the continuity of sample paths was not used. Then we can show these lemmas by the same procedure. (1) If (B3) is satisfied, (ISDE) has a strong solution.
(2) If (B3) and (B4) are satisfied, solutions of (ISDE) are pathwise unique.
Lemma 4.23 (Second tail theorem). Assume (TT). Suppose that for
and (X,
Proof of Theorem 3. 5 Sufficient conditions for assumptions
(NCL)
In this section we discuss sufficient condition for (NCL). For systems of interacting diffusion processes, sufficient conditions (NCL) were given in [10] . By the same argument to obtain [10, Theorem 2.1 and Proposition 7.1], we have the following result. 
then (NCL) holds.
(NEX) and (NBJ)
In this section we discuss sufficient condition for (NEX) and (NBJ). We write (X t , Ξ [1] t ) for (X [1] t , Ξ [1] t ) to simplify the notation. Lemma 5.2. Suppose that the conditions in Theorem 3.1 hold. Assume that p is translation invariant, i.e. p(x, y) = p(
(ii) Assume that µ is translation invariant. Then (5.4) holds.
Then by the argument in the proof of Theorem 3.5, we have
We introduce the processes defined by
and X (f ) is the jump type Markov process with generator
and is conservative by virture of (p.1) and (p.2). By simpe observation we see that when X t− = x and X t = y, Ξ
t− = y − x with probability
t− = y − x with probability ρ(y)dµ y ρ(x)dµ x + ρ(y)dµ y (Ξ [1] t ).
For fixed T > 0 we put X t = X T −t . By the reversibility of the process (X t , Ξ
[1]
t ) we can represent the process X as
with another Poisson random point field N. We define the process X (f ) and X (b) by the same way. When X (T −t)− = y and X T −t = x, Ξ 
(T −t)− = x − y with probability
Then we see that X 
and X (f ) (t) is also the jump type Markov process with generator L. We introduce a Markov process (P, Y t ) starting from 0 with generator L. Since µ [1] is a reversible measure of (X t , Ξ [1] t ) if we put
It is obvious that
Thus, Then, we have (i). When µ is translation invariant, the process Θ t ≡ θ −Xt Ξ [1] t is a reveresible process with the reversible measure µ 0 , where θ u is the shift on
The process is called the environment process seen from the tagged partice. We decompose X t as X t = X 0 +X t + X t :
By the same argument in the proof (i) with the fact that p(u)1(|u| ≤ 1) obviously satisfies (5.3), we have
Take a ∈ (0, (2 − α) ∧ 1). By the inequality |u + v| a ≤ |v| a + |u| a we have
By the translation invariance of µ
where we used (p.1) in the last inequality. Then we have (5.4). 
where we used (5.12) in the last inequality. Hence, from (5.3) we obtain obtain (5.13). Proof. We consider the case T = 1. We can prove for general T ∈ N by the same way. We introduce the sequences of stopping times for X ∈ W (S), m, r ∈ N defined by
where {X x t } t∈[0,∞) denotes a tagged particle starting from x. From the argument in the proof of Lemma 4.15, we see that the consistency holds until the stopping time υ a,R m,r (X x ) and obtain
where we used a property of the Campbel measure. Combinig the above relations we have |X t | ≤ r for some x ∈ U c R ) = 0, ∀r ∈ N, From (5.14) and the above estimates we have desire result.
(IFC)
In this subsection we give sufficient conditions the labeled process X = l path Ξ in Theorem where (x, ξ) ∼ I ( x, ξ) means x and x belong to the same connected component of {y ∈ S : (y, ξ) ∈ I}. We also write (x, ξ) ∼ I,C ( x, ξ) for C > 0 if there exists a continuous path from x to y in the connected component of {y ∈ S : (y, ξ) ∈ I} whose length is less than C|x − x|. Then the consistency shown in Theorem 3.3, under the assumption of the lemma, we see that for any L ∈ N there exist increasing sequencees {I 
Hence, we have for P ξ a.s.
Since lim k→∞ lim L→∞ τ k (L) = ∞, we obtain the lemma.
We put M From the above lemmas a sufficient condition to derive (IFC) is to find increasing sequences {I k } k∈N of B(S × M) and {b k } k∈N of N such that (5.18) and This is derived by the same way as proof of [17, Lemma 7.6] . Let p, q ∈ N. Let φ q ∈ C ∞ o (S) such that φ q (x) = φ q (|x|), 0 ≤ φ q (x) ≤ 1, x ∈ S, φ q (x) = 1, x ∈ U q , φ q (x) = 0, x / ∈ U q+1 , and |∇φ(x)| ≤ 2, x ∈ S. Let d p : S × M → R such that . We then itroduce cut-function defied as χ[a n ] q (x, η) = φ q (x)χ[a n ](η), χ[a n ] q,p (x, η) = χ[a n ] q v(2 p+1 d p (x, η))
From the construction we readily see that 0 ≤ χ[a n ] p,q (x, η) ≤ 1, χ[a n ] p,q (x, η) = 0, (x, η) / ∈ H p ′ ,q ′ [a n ′ ], (p, q, n) (p ′ , q ′ .n ′ ), χ[a n ] p,q (x, η) = 1, (x, η) ∈ H p,q [a n ], χ[a n ] p,q ∈ D µ [1] .
By a calculation similar to that in Lemma 4.2 we have |∇ [1] χ[a n ] p,q (x, η)| 2 ≤ C, D(χ[a n ] p,q , χ[a n ] p,q )(x, η)| 2 ≤ C, χ[a n ] p,q ∈ D µ [1] , where C is a constant independent of (x, η).
For l ∈ N we put
For an ℓ ∈ N we introduce the following (F1) For each j ∈ ∪ ℓ l=0 J [l] , χ[a n ] p,q ∂ j d µ ∈ D µ [1] for all p, q, n ∈ N (F2) For each j ∈ J [ℓ] , there exists g j ∈ C(S 2 \ {x = w}) such that |g j (x, w)| : (x, η) ∈ H[a n ] p,q } < ∞, for all p, q, n ∈ N.
