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Abstract
Quasi-cyclic codes of length 5` and index ` over Fq are obtained from a pair of codes over, respectively, Fq and Fq4 , by a
combinatorial construction called here the quintic construction. They enjoy a designed trellis description and a suboptimal coset
decoding algorithm. They are shown to be cyclic when the component codes are cyclic of odd length coprime to 5. Extremal binary
self-dual quintic codes are constructed in lengths 60 and 70 by a randomized algorithm.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
Quasi-cyclic codes (QC codes for short) have been known for more than thirty-five years [1]. They constitute a
remarkable generalization of cyclic codes. They are asymptotically good [10,19] and afford tail-biting convolutional
encoders [4,16].
In this note we study `-quasi-cyclic codes of length 5` and arbitrary index `. As shown in [11], such a code C over
Fq can be obtained from a pair of codes C1 over Fq and C2 over Fq4 , by an explicit construction called the quintic
construction in [11], by analogy with the cubic construction of [5]. (Such codes are hereby called quintic). Like
codes obtained by the cubic construction they enjoy a designed trellis description and a suboptimal coset decoding
algorithm. They are shown to be cyclic when the component codes are cyclic and of (odd) length coprime with 5.
Extremal binary self-dual quintic codes are constructed in lengths 60, 70, using the Gaborit–Otmani approach [14] to
produce good hermitian self-dual codes over F16 that will serve as C2. It can be noted that the same approach over F2
does not yield, apparently, extremal codes in length 70 [14]. Here we construct 34 new such codes.
The material is organized as follows. The next section contains the necessary notations and definitions. Sections 3
and 4 expose basic facts on, respectively, the minimum distance and the duality properties of quintic codes. Section 5
sketches the suboptimal soft decoding algorithm. Section 6 gives a canonical trellis. Section VII studies cyclicity.
Section 8 constructs many extremal binary self-dual codes by a randomized algorithm.
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2. Definitions and notation
Let q be a power of a prime 6= 3. Suppose that Y 5 − 1 factorizes into irreducible factors over Fq as
Y 5 − 1 = (Y − 1)(Y 4 + Y 3 + Y 2 + Y + 1).
Let ω denote a primitive fifth root of unity over Fq or equivalently a root of (Y 4 + Y 3 + Y 2 + Y + 1) over Fq4 . Let Tr
denote the trace from Fq4 down to Fq . Extend it componentwise to vectors of length `. Let Ci denote a code of length
` over Fq i for i equal to respectively 1, 4. If
C := {[c0, . . . , c4]|ci = x + Tr(yω−i )x ∈ C1, y ∈ C2}
we shall say that C is obtained from C1,C2, by the quintic construction. It is immediate that C is `-QC of length 5`.
It follows from [11] that all `-QC of length 5` over Fq can be obtained in that way. We now give a less concise but
more explicit characterization of the quintic construction.
Theorem 2.1. The typical vector c of a code C obtained by the quintic construction from C1,C2 is
[x − a0|x + a0 − a1|x + a1 − a2|x + a2 − a3|x + a3],
where x ∈ C1 and the a′i s are vectors of length ` over Fq such that
∑3
i=0 aiωi ∈ C2.
Proof. Write P, Q for the two factors of Y 5 − 1 by increasing degree order. The Chinese Remainder Theorem in the
polynomial ring Fq [Y ] tells us that
4∑
i=0
ci Y
i = x Q + (a0 + a1Y + a2Y 2 + a3Y 3)P.
The result follows after some (computer) algebra. 
If C2 is obtained from a code C ′2 by extension of scalars from Fq to Fq4 then it suffices to take in the statement of
Theorem 2.1 the a′i s varying independently over C ′2. In that case, we shall say that C is obtained from C1 and C ′2 by
the restricted quintic condition.
3. Minimum distance
First, we give an interpretation in terms of concatenation. Let R5 denote the repetition code over Fq , and P5 its
dual.
Theorem 3.1. Every quintic code over Fq is the sum of the concatenation of C1 with R5 and of C2 with P5.
Proof. The vector
[x, x, x, x, x]
is in the concatenated code of C1 with R5. The vector
[Tr(yω−i )]4i=0
is in a concatenated code of C2 with the cyclic code over Fq of generator polynomial X − 1. 
Next, we give a necessary condition on the minimum distances of the component codes. Observe that R5 and P5
are of minimum distance 5 and 2, respectively.
Corollary 3.2. If C is a quintic code of minimum distance d with component Ci of minimum distance di then we have
d1 ≥ d/5, d2 ≥ d/2.
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Proof. The bound follows upon choosing x, y to be minimum weight vectors of C1,C2, respectively. 
4. Duality
Duality over Fq4 is understood with respect with the hermitian inner product defined by
∑
i xi yi where u is u
q2 for
u ∈ Fq4 . The following fact is immediate from [11] but very useful.
Proposition 4.1. C is self-dual iff C1 and C2 are. If q = 2 then C is Type II iff C1 is.
Combining Proposition 4.1 and Corollary 3.2 we derive the following consequences. Let q = 2. If there exists a
quintic [120, 20, 24] Type II code then its C1 is the Golay code, and its C2 is an hermitian self-dual [24, 12, 12] code
over F16. Note that a formally self-dual code with these parameters exist [17, p. 315]. If there exists a quintic [80, 40,
16], then there exists an hermitian self-dual [16, 8, 8] code over F16.
See Section 8 for examples in lengths 60 and 70.
5. Coset decoding
We exploit the concatenation interpretation of Section 3 to derive a suboptimal soft decision decoding algorithm.
Write Q(C1,C2) for the quintic product of C1,C2. Let q(x) := [x, x, x, x, x] for x ∈ C1. With these notations we
can write
Q(C1,C2) =
⋃
x∈C1
(q(x)+ Q(0,C2)).
As observed in Section 3 the code Q(0,C2) is a concatenation of C2 with a [5, 4] single parity check code over Fq .
We make two assumptions:
• C1 is of small dimension
• there is a soft decision decoding algorithm for C2.
By the second assumption, and standard decoding techniques for concatenated codes [2], we have a decoding
algorithm for Q(0,C2). Let y be the received vector. The decoding algorithm can be summarized as follows:
1. For all x ∈ C1 decode (y − q(x)) as ̂y − q(x)
2. Compute ŷx := ̂y − q(x)+ q(x)
3. Select x0 := argminx d(ŷx , y)
4. Output ŷx0 .
We mention this algorithm as an alternative to trellis decoding for short codes.
6. Trellis decoding
Under the restricted quintic condition, C2 := {a + bω|a, b ∈ C ′2}, where C ′2 is a linear code over Fq , it is possible
to obtain C with a graphical construction. When C2 := {a + bω|a, b ∈ C ′2}, the words of C are the following:
C = {[x + a1|x + a2 − a1|x + a3 − a2|x + a4 − a3|x − a4], x ∈ C1, ai ∈ C ′2 for i = 1 . . . 4}.
This graphical construction is a generalization of the squaring and cubing constructions of Forney [5]. It is based
on coset decomposition.
Let C = C1 + C ′2 = 〈C1,C ′2〉, the linear code over Fq generated by C1 and C ′2, C′ = C ′2, and C′′ = C1 ∩ C ′2. We
have C′′ ⊂ C′ ⊂ C.
We consider the partitions C/C′ of C by C′, C′/C′′ of C′ by C′′, and C/C′′ of C by C′′.
s denotes the number of cosets in C/C′ and t the number of cosets in C′ by C′′; in C/C′′ there are st cosets.
We have C = ∪i=1...s C′i , with C′1 = C′,
and C′ = ∪ j=1...t C′′j , with C′′1 = C′′.
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Fig. 1. Vertices, states and clusters.
Fig. 2. Edges.
We note [C′i ] = c′i the coset representative of C′i , and [C′′j ] = c′′j the coset representative of C′′j . [C′1] = 0 and
[C′′1 ] = 0 where 0 denotes the zero word.
We have C′ = ∪ j=1...t C′′j ,
C′i = ∪ j=1...t (c′i + C′′j ),
or C′i = ∪ j=1...t (c′i + c′′j + C′′),
or C = ∪i=1...s ∪ j=1...t (c′i + c′′j + C′′).
We construct a “quintic” trellis with these partitions and their cosets.
A trellis is a directed labelled graph, whose paths represent the codewords [5,18].
The vertices of this quintic trellis are partitioned into six states. The first and the sixth state have only one element,
φ, the “root”, which corresponds to C/C, and Φ, the “toor”, which represents C/C .
Other states have exactly st vertices. In each state, each vertex corresponds to a coset in the partition C/C′′, and
these vertices are grouped in clusters, where a cluster is the union of the vertices which belong to the same coset in
C/C′ (see Fig. 1).
There are edges from φ to each vertex of the state 2, from each vertex of the state k and cluster i to each vertex of
the state k + 1 and of the same cluster i , for k = 2 . . . 4, and from each vertex of state 5 to Φ (see Fig. 2).
The labels of the edges are the following:
c′i + c′′j + C′′ between φ and the vertex c′i + c′′j ,
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Fig. 3. Trellis of a [20, 10, 4] code.
c′i − c′′j + c′′k + C′′ between the vertex c′i + c′′j and the vertex c′i + c′′k inside the same cluster i ,
c′i − c′′j + C′′ between the vertex c′i + c′′j of the state 5 and Φ.
To each path between φ and Φ we associate the words composed of the concatenation of the labels of its edges.
The code generated has st4|C′′|5 codewords.
With this construction, we obtain the set {[x + a1|x + a2|x + a3|x + a4|x + a5], x ∈ C1,∑5i=1 ai ∈ C1 ∩ C ′2} for
all the path from φ to Φ. The word x corresponds to the cluster’s choice, the set {ai , i = 1 . . . 5} to the path inside the
cluster, and the condition
∑5
i=1 ai ∈ C1 ∩ C ′2 is the condition on the labels of the edges.
Example. Construction of a [20, 10, 4] self-dual code over F2.
With C1 := 〈[1111], [0011]〉 and with C ′2 := 〈[1111], [0101]〉, we obtain a [20, 10, 4] code over F2 (cf. Fig. 3).
Moreover, this code is self-dual and Magma computations show that it is isomorphic to J20 [15]
The generator matrix is the following:
1 0 0 1 0 0 1 1 0 0 1 1 0 0 1 1 0 1 1 0
0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1
0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

.
7. Cyclic codes
In this section we give sufficient conditions for a quintic code to be cyclic when its two component codes are. When
these conditions are satisfied we give the nonzeros of the quintic code as a function of the nonzeros of the two codes.
Some familiarity with cyclic codes is assumed [13].
7.1. Binary codes
Assume that both C1 and C2 are cyclic codes, then the following lemma gives a trace representation for the code
C:
Lemma 7.1. Let l be an odd integer 6≡ 0(mod 5). Let x ∈ C1, where C1 is a binary cyclic code of length l whose
nonzeros are determined by C−u1 ,C−u2 , . . . ,C−ur , the cyclotomic cosets modulo l (wrt. 2). Let y ∈ C2, where C2 is
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a cyclic code of length l over the field of 24 elements and whose nonzeros are determined by C−v1 ,C−v2 , . . . ,C−vs ,
the cyclotomic cosets modulo l (wrt. 24). Recall that
C = {(x+ Tr(y), x+ Tr(yω4), x+ Tr(yω3), x+ Tr(yω2), x+ Tr(yω)) | ∀x ∈ C1,∀y ∈ C2},
where Tr denotes the trace from F24 down to F2. If c ∈ C, γ a primitive lth root of unity and ω a primitive 5th root of
unity, then the j th component of c is
c j = Tr(2t |2)
(
r∑
k=1
Akδ
j
k
)
+ Tr(24t |2)
(
s∑
k=1
Bkσ
j
k
)
(1)
for some Ak, Bk, t and where δk = γ uk andσk = γ vkω4.
Proof. If x ∈ C1, a binary cyclic code of length l, then we write
x =
r∑
k=1
auk (x)θ
∗
uk (x),
where auk (x) ∈ F2[X ](X l−1) .
Its Mattson–Solomon polynomial is given by
A(z) =
r∑
k=1
Tr(2mk |2)(A′k zuk ),
where mk =| C−uk |, A′k ∈ F2mk . Since l | 2t − 1 for some t , then mk | t ∀k. Thus,
A(z) =
r∑
k=1
Tr(2t |2)(Ak zuk )
= Tr(2t |2)
(
r∑
k=1
Ak z
uk
)
for some Ak . Using the Inversion Formula, the j th component of x is
x j = Tr(2t |2)
(
r∑
k=1
Akγ
j ·uk
)
. (2)
Meanwhile C2 is a cyclic code of the same length as C1 over F24 , i.e., F×24 = 〈ω〉, where ω4+ω3+ω2+ω+1 = 0.
If y ∈ C2 then,
y =
s∑
k=1
avk (x)θ
∗
vk
(x),
where avk (x) ∈ F24 [X ]X l−1 .
Its Mattson–Solomon polynomial is given by
B(z) =
s∑
k=1
Tr(24nk |24)(B
′
k z
vk ),
where nk =| C−vk |, B ′k ∈ F24nk . Since l | 24t − 1, then nk | t ∀k. Thus,
B(z) =
s∑
k=1
Tr(24t |24)(Bk zvk )
= Tr(24t |24)
(
s∑
k=1
Bk z
vk
)
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for some Bk . Again, by the Inversion Formula, the j th component of y is
y j = Tr(24t |24)
(
s∑
k=1
Bkγ
j ·vk
)
. (3)
Thus, using (2) and (3), for every 0 ≤ i < 5 and every 0 ≤ j < l, the component of c ∈ C corresponding to the
(il + j) position is
ci, j := x j + Tr(24|2)(y jω4i )
= Tr(2t |2)
(
r∑
k=1
Akγ
j ·uk
)
+ Tr(24t |2)
(
s∑
k=1
Bkγ
j ·vkω4i
)
.
Letting
I (i, j) ≡

(4l + 1) j + li for l ≡ 1 (mod 5)
(2l + 1) j + 3li for l ≡ 2 (mod 5)
(3l + 1) j + 2li for l ≡ 3 (mod 5)
(l + 1) j + 4li for l ≡ 4 (mod 5)
then
I := I (i, j) ≡
{
j (mod l)
i (mod 5).
Taking δk = γ uk andσk = γ vkω4, we have
cI = Tr(2t |2)
(
r∑
k=1
Akδ
I
k
)
+ Tr(24t |2)
(
s∑
k=1
Bkσ
I
k
)
.  (4)
Theorem 7.2. Let C1 and C2 be cyclic codes of odd length l(l 6≡ 0(mod 5)) over F2 and F24 respectively, and let ω be
a primitive 5th root of unity, γ a primitive lth root of unity. If the nonzeros of C1 are {γ k : k ∈ C−u1 ,C−u2 , . . . ,C−ur }
and the nonzeros of C2 are {γ k : k ∈ C−v1 ,C−v2 , . . . ,C−vs } where C−ui and C−v j , 1 ≤ i ≤ r and 1 ≤ j ≤ s, are
cylotomic cosets modulo l wrt. 2 and 24 respectively and
C = {(x+ Tr(y), x+ Tr(yω4), x+ Tr(yω3), x+ Tr(yω2), x+ Tr(yω)) | ∀x ∈ C1,∀y ∈ C2},
then the nonzeros of C are
{γ k : k ∈ C−u1 ,C−u2 , . . . ,C−ur }
{γ kω : k ∈ C−v1 ,C−v2 , . . . ,C−vs }
{γ 2kω2 : k ∈ C−v1 ,C−v2 , . . . ,C−vs }
{γ 4kω4 : k ∈ C−v1 ,C−v2 , . . . ,C−vs }
{γ 8kω3 : k ∈ C−v1 ,C−v2 , . . . ,C−vs }.
Proof. Let N = 5l and d ∈ C⊥. Then d · c = 0 for all c ∈ C.
d · c =
N−1∑
i=0
di ci
=
N−1∑
i=0
di
(
Tr(2t |2)
(
r∑
k=1
Akδ
i
k
)
+ Tr(24t |2)
(
s∑
k=1
Bkσ
i
k
))
=
N−1∑
i=0
Tr(2t |2)
(
r∑
k=1
Akδ
i
kdi
)
+
N−1∑
i=0
Tr(24t |2)
(
s∑
k=1
Bkσ
i
k di
)
= 0.
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If Bk = 0 for all k and Ak = 0 for k = 2, . . . , r , then
N−1∑
i=0
Tr(2t |2)
(
A1δ
i
1di
)
= Tr(2t |2)
(
N−1∑
i=0
A1δ
i
1di
)
= Tr(2t |2)
(
A1
N−1∑
i=0
δi1di
)
= 0
H⇒
N−1∑
i=0
δi1di = 0.
This means that δ−11 is a nonzero of C. Hence, using similar arguments we have
δ−1k for k = 1, 2, . . . , r and σ−1k for k = 1, 2, . . . , s
are nonzeros of C. Thus the sets
{γ k : k ∈ C−u1 ,C−u2 , . . . ,C−ur },
{γ kω : k ∈ C−v1 ,C−v2 , . . . ,C−vs },
{γ 2kω2 : k ∈ C−v1 ,C−v2 , . . . ,C−vs },
{γ 4kω4 : k ∈ C−v1 ,C−v2 , . . . ,C−vs },
{γ 8kω3 : k ∈ C−v1 ,C−v2 , . . . ,C−vs },
are all nonzeros of C. 
Keeping the same notation, we have:
Corollary 7.3. If Hi (x) is the parity check polynomial of Ci (i = 1, 2), and
H2(x) = h−v1(x)h−v2(x) · · · h−vs (x),
where h−vi (x) is the irreducible polynomial corresponding to the cyclotomic coset C−vi , then the parity check
polynomial of C is
H(x) := H1(x)H2(ω4x)
s∏
k=1
h−2vk (ω3x)h−4vk (ωx)h−8vk (ω2x).
Examples. If C1 = 〈x3 + x + 1〉 and C4 = 〈x3 + x2 + 1〉 then the resulting quintic code of length 35 is
C = 〈x15 + x14 + x11 + x10 + x9 + x7 + x5 + x3 + x2 + x + 1〉
If C1 = 〈x6+ x3+1〉 and, writing F16 = F2(w), we let C4 = 〈x7+
(
w3 + w2 + 1) x6+ x4+(w3 + w2 + 1) x3+
x + w3 + w2 + 1〉 (cyclic codes of length 9) then the resulting cyclic code of length 45 is C = 〈x34 + x31 + x30 +
x19 + x16 + x15 + x4 + x + 1〉.
7.2. Quaternary codes
See [12] for the Galois ring version of the quintic construction. Let g(x) be a basic irreducible factor of x l − 1,
with l odd, over G R(4, 4) := Z4[ω] (where ω4 + ω3 + ω2 + ω + 1 = 0) having a primitive lth root of unity ζ as
one of its roots. If the degree of g(x) is n (≤l) then P := Z4[ω][x]/g(x) is a Galois ring that is an extension of Z4[ω]
of degree n containing ζ (i.e., P = G R(4, 4n) = Z4[ω, ζ ]). P is a local ring with maximal ideal 2P . Therefore the
residue field P/2P can be identified with the finite field F24n with coset representatives given by the Teichmuller set
T2:
T2 = {0, 1, ζ, ζ 2, ζ 3, . . . , ζ 24n−2}.
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Any element c ∈ P can be represented uniquely as
c = a + 2b,
where a, b ∈ T2.
The Frobenius map f : P −→ P is a ring automorphism given by
f (c) = f (a + 2b) = a24 + 2b24 ,
fixing all elements of Z4[ω].
The relative trace from P to G R(4, 4) is defined as
T(P|G R(4,4))(c) = c + f (c)+ f 2(c)+ · · · + f n−1(c), c ∈ P.
So let C2 be a cyclic code of length l over G R(4, 4) = Z4[ω]. Suppose that C−v1 ,C−v2 , . . . ,C−vs are those cyclotomic
cosets modulo l wrt. 24 which correspond to the nonzeros of C2.
Then the following lemma gives a trace representation of the code C:
Lemma 7.4. Let l be an odd integer 6≡ 0 (mod 5). Let x ∈ C1, where C1 is a quaternary cyclic code of length l whose
nonzeros are determined by C−u1 ,C−u2 , . . . ,C−ur , the cyclotomic cosets modulo l wrt. 2. Let y ∈ C2, where C2 is a
cyclic code of length l over the G R(4, 4) := Z4[ω](ω4 + ω3 + ω2 + ω + 1 = 0) whose nonzeros are determined by
C−v1 ,C−v2 , . . . ,C−vs , the cyclotomic cosets modulo l wrt. 24. Let
C = {(x+ Tr(y), x+ Tr(yω4), x+ Tr(yω3), x+ Tr(yω2), x+ Tr(yω)) | ∀x ∈ C1,∀y ∈ C2},
where Tr denotes the trace from Z4[ω] down to Z4. If c ∈ C and ζ a primitive lth root of unity, then the j th component
of c is
c j = T(P|Z4)
(
r∑
k=1
Akδ
j
k
)
+ T(P|Z4)
(
s∑
k=1
Bkσ
j
k
)
, (2)
for some Ak, Bk , and where δk = ζ uk and σk = ζ vkω4.
Proof. If x ∈ C1, then
x =
r∑
k=1
auk (x)θ
∗
uk (x),
where auk (x) ∈ Z4[x](x l−1) .
Its Mattson–Solomon polynomial is
r∑
k=1
∑
i∈Cuk
auk (ζ
−i )zi .
Thus, if x = (x0, x1, . . . , xl−1) then
x j =
r∑
k=1
T(P|Z4)
(
Akζ
j ·uk
)
x j = T(P|Z4)
(
r∑
k=1
Akζ
j ·uk
)
, (0)
where Ak ∈ P .
If y ∈ C2, then
y =
s∑
k=1
avk (x)θ
∗
vk
(x),
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where avk (x) ∈ Z4[ω][x](x l−1) .
Its Mattson–Solomon polynomial is
s∑
k=1
∑
i∈Cvk
avk (ζ
−i )zi .
Thus, if y = (y0, y1, . . . , yl−1) ∈ C2 then
y j =
s∑
k=1
T(P|G R(4,4))
(
Bkζ
j ·vk
)
y j = T(P|G R(4,4))
(
s∑
k=1
Bkζ
j ·vk
)
, (-2)
where Bk ∈ P .
Let N = 5l. Then the (il + j)th component of a codeword c ∈ C can be represented as
ci, j = x j + T(G R(4,4)|Z4)(y jω4i ),
where 0 ≤ i < 5 and 0 ≤ j < l.
Using the results in (6) and (7), we have
ci, j = T(P|Z4)
(
r∑
k=1
Akζ
j ·uk
)
+ T(P|Z4)
(
s∑
k=1
Bkζ
j ·vkω4i
)
.
Letting
I (i, j) ≡

(4l + 1) j + li for l ≡ 1 (mod 5)
(2l + 1) j + 3li for l ≡ 2 (mod 5)
(3l + 1) j + 2li for l ≡ 3 (mod 5)
(l + 1) j + 4li for l ≡ 4 (mod 5)
then
I := I (i, j) ≡
{
j (mod l)
i (mod 5).
Letting
δk = ζ uk and σk = ζ vkω4 H⇒ δ I (i, j)k = ζ j ·uk and σ I (i, j)k = ζ j ·vkω4i .
Therefore,
cI = T(P|Z4)
(
r∑
k=1
Akδ
I
k
)
+ T(P|Z4)
(
s∑
k=1
Bkσ
I
k
)
for 0 ≤ I ≤ N − 1. 
Keeping the same notation, we determine the nonzeros of C.
Theorem 7.5. Let l be an odd integer 6≡ 0 (mod 5). Let C1 and C2 be cyclic codes of length l over Z4 and Z4[ω]
(ω a primitive fifth root of unity) respectively. Let ζ be a primitive lth root of unity. If the nonzeros of C1 are
{ζ k : k ∈ C−u1 ,C−u2 , . . . ,C−ur } and the nonzeros of C2 are {ζ k : k ∈ C−v1 ,C−v2 , . . . ,C−vs } where C−ui and
C−v j , 1 ≤ i ≤ r and 1 ≤ j ≤ s, are cyclotomic cosets modulo l wrt. 2 and 24 respectively, then the nonzeros of C
are
{ζ k : k ∈ C−u1 ,C−u2 , . . . ,C−ur }
{ζ kω : k ∈ C−v1 ,C−v2 , . . . ,C−vs }
{ζ 2kω2 : k ∈ C−v1 ,C−v2 , . . . ,C−vs }
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{ζ 22kω4 : k ∈ C−v1 ,C−v2 , . . . ,C−vs }
{ζ 23kω3 : k ∈ C−v1 ,C−v2 , . . . ,C−vs }.
Proof. Now take d ∈ C⊥. Then d · c = 0 ∀c ∈ C.
d · c =
N−1∑
i=0
di ci
=
N−1∑
i=0
T(P|Z4)
(
r∑
k=1
Akdiδ
i
k
)
+
N−1∑
i=0
T(P|Z4)
(
s∑
k=1
Bkdiσ
i
k
)
= 0 (mod 4).
In particular, let Bk = 0 for k = 1, 2, . . . , s and Ak = 0 for k = 2, 3, . . . , r . Then,
N−1∑
i=0
T(P|Z4)(A1diδ
i
1) = T(P|Z4)
(
A1
N−1∑
i=0
diδ
i
1
)
= 0 ∀A1 ∈ P.
This implies that
N−1∑
i=0
diδ
i
1 = 0 (mod 4).
Therefore, δ−11 is a nonzero of C.
Repeating the same argument, we find that δ−1k is a nonzero of C for k = 1, 2, . . . , r and σ−1k is a nonzero of C for
k = 1, 2, . . . , s.
Now, we observe that
0 = F
(
N−1∑
i=0
diδ
i
k
)
=
N−1∑
i=0
F(diδ
i
k)
=
N−1∑
i=0
F(diζ
uk ·i )
=
N−1∑
i=0
diζ
2uk ·i
=
N−1∑
i=0
diδ
2i
k ,
where F is the Frobenius map on R fixing Z4. This means that whenever δ−1k is a nonzero of C then so is (δ
−1
k )
2. So
{ζ i : i ∈ C−u1 ,C−u2 , . . . ,C−ur }
are all nonzeros of C. Similarly, applying the Frobenius map f (on P fixing Z4[ω]) on ∑N−1i=0 diσ ik implies that
whenever ζ vkω4 is a zero of C⊥ then so is (ζ vk )24ω4. Thus,
{ζ iω : i ∈ C−v1 ,C−v2 , . . . ,C−vs }
are nonzeros of C as well.
A.D. Bracco et al. / Discrete Applied Mathematics 156 (2008) 3362–3375 3373
And finally, let f ′ be the Frobenius map f ′ : P −→ P fixing elements of Z4. Applying f ′ on ∑N−1i=0 diσ ik we see
that whenever ζ vkω4 is a zero of C⊥ then so is (ζ vkω4)2. Thus,
{ζ 2iω2 : i ∈ C−v1 ,C−v2 , . . . ,C−vs }
{ζ 22iω4 : i ∈ C−v1 ,C−v2 , . . . ,C−vs }
{ζ 23iω3 : i ∈ C−v1 ,C−v2 , . . . ,C−vs }
are also nonzeros of C. 
Assuming the same data as above, we have:
Corollary 7.6. If Hi (x) is the parity check polynomial of Ci (i = 1, 2), and
H2(x) = h−v1(x)h−v2(x) · · · h−vs (x),
where h−vi (x) is the irreducible polynomial corresponding to the cyclotomic coset C−vi , then the parity check
polynomial of C is
H(x) := H1(x)H2(ω4x)
s∏
k=1
h−2vk (ω3x)h−4vk (ωx)h−8vk (ω2x).
Examples. If C1 = 〈x2 + x + 1〉 and C4 = 〈x2 + (3w3 + 3w2 + 1)x +w3 +w2 + 2〉 then the resulting quintic code
of length 15 is C = 〈x10 + 2x9 + x8 + 2x7 + 3x5 + 3x4 + 3x2 + x + 1〉.
If C1 = 〈x3 + 2x2 + x − 1〉 and C4 = 〈x6 + x5 + x4 + x3 + x2 + x + 1〉 then the resulting quintic code of length
35 is
C = 〈x27 + x24 + 3x25 + 2x24 + x23 + x22 + x21 + 3x19 + 3x17 + 2x16 + 3x14 + x13 + x11
+ 2x10 + x8 + 2x6 + 3x5 + 3x4 + 3x3 + x2 + 2x + 3〉.
8. Examples of extremal self-dual codes of lengths 60 and 70
In this section we give concrete examples of application of Proposition 4.1. All the self-dual hermitian codes C2 in
this section are constructed according to the philosophy of [14]. Let G0 be a generator matrix of such a code. Let D
be a block diagonal matrix with blocks either an identity matrix I or the DFT matrix K5, where (K5)i, j = wi j , with
w5 = 1, w 6= 1. We take the generator matrix of our codes to be of the shape
G = G0ΦDt ,
with t some integer, and Φ a permutation matrix. It is easy to check that K5 K5
T = 1, and, therefore DDT = 1,
which implies, in turn, by a straightforward extension of [14, Lem 3.2] that G generates an hermitian self-dual
code.
1. ` = 12
Taking C1 = B12 of [15] and C2 an extended quadratic residue code over F4 we obtain four (nonequivalent)
extremal codes in length 60. They all have weight enumerator (notation of [8]) W1 with β = 0. There are many
known self-dual [60, 30, 12] codes [6].
|Aut(C)| φ
120 (1, 12)(3, 9, 4, 8)(6, 10)(7, 11)
120 (1, 11, 4, 12, 7, 5, 9, 3)(2, 8)(6, 10)
120 (1, 9, 6, 8, 5, 2, 10, 7, 4, 3, 11)
60 (1, 6, 8, 10, 4, 12, 5, 7, 3, 2)
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2. ` = 14
Here G0 generates (when the scalars are restricted to F4) the self-dual euclidean [14, 7, 6], constructed (as a
Quadratic Double Circulant code) in [7]. The first self-dual [70, 35, 12] code was constructed in [9]. More such
codes were constructed in [3]. The weight enumerators of the examples we found are all of the form
W = 1+ 2βy12 + (11 730− 2β − 128γ )y14 + · · ·
with γ = 0, and β = 230+ 10x, x = 0, 1, . . . , 31. In [9] the values of these parameters are γ = 1, and β = 416.
In [3] the values of these parameters are γ = 0, and β = 1012, 460, 414, 368, 322, 276, 230, 184, 138. We have
thus constructed at least 32 new self-dual [70, 35, 12] codes, in fact 34, accounting for the size of the automorphism
group. The following table describes 36 nonequivalent such codes.
β |Aut(C)| t φ
230 5 41 (1, 13, 11, 4, 8, 14, 10, 7, 5)(3, 9)(6, 12)
240 5 1 (1, 9, 11, 7, 6, 12, 14, 13, 10, 4, 2, 3)
250 5 29 (1, 13, 3, 7, 6, 8, 4, 14, 5, 10, 2, 12, 9, 11)
260 5 31 (1, 4, 10, 6, 7, 13, 5, 3, 8, 2)(9, 11)(12, 14)
260 10 7 (1, 11, 2, 6, 5, 14, 13, 3, 12, 9)(4, 10, 7, 8)
270 5 39 (2, 3)(4, 14, 5, 12, 9, 11, 7, 6, 13)(8, 10)
280 5 35 (1, 5, 12, 4, 13, 7)(2, 11, 3, 6, 9, 10, 14, 8)
280 10 15 (1, 7, 12, 2, 8, 13, 6, 4)(3, 5)(9, 11)
290 5 39 (1, 3, 8)(2, 6, 5, 9, 10)(4, 7)(11, 14)
300 5 39 (1, 2, 4, 5, 9, 3, 12, 14, 8)(7, 11, 10, 13)
300 10 3 (1, 13, 5, 12, 3, 6)(2, 9, 7, 8, 4, 11, 14, 10)
310 5 39 (1, 10, 14, 8, 3, 12)(2, 7, 5)(4, 11, 9)(6, 13)
310 10 4 (1, 3, 2, 9, 13, 12, 4)(5, 6, 11, 7, 10)(8, 14)
320 5 39 (1, 4, 14, 2, 11, 3, 6, 13, 12, 10, 5, 7, 9)
320 10 50 (1, 14, 3, 2, 13)(4, 9, 11, 12, 5, 6, 7, 10)
330 5 37 (1, 3, 14)(2, 12, 9, 6, 11, 5)(4, 7, 8, 10, 13)
330 10 2 (1, 4, 7)(2, 13, 14, 9, 6, 3, 11, 10)(5, 8)
340 5 3 (1, 8, 5, 12, 14, 7, 10, 3, 6, 11, 2, 4, 13, 9)
340 10 34 (1, 14, 6, 12, 10, 7, 11, 2, 5, 4)(3, 8, 13, 9)
340 20 2 (1, 4, 14, 2)(3, 6, 5, 8, 12, 7, 9, 10, 11)
350 5 1 (1, 7, 3, 11, 10, 14, 9, 8)(2, 12, 5, 6)(4, 13)
350 10 2 (1, 4, 2, 7, 10)(3, 14, 5, 13, 12, 8, 9, 11)
350 20 4 (1, 13, 8, 7, 12, 6, 5, 9, 3)(2, 10, 11)(4, 14)
350 30 14 (1, 9, 8, 12, 5)(2, 7, 4, 14, 6)(3, 13)
350 60 8 (1, 4, 7, 13, 2, 8, 14)(3, 5, 6, 9)(10, 11, 12)
360 5 1 (1, 8, 10, 4, 3, 12, 6, 9, 11, 2, 7, 13)(5, 14)
360 10 2 (1, 5, 14, 4, 13)(3, 7, 12)(6, 8, 11, 9, 10)
360 20 8 (1, 7, 2, 9, 5, 13, 3, 11)(4, 8, 14, 12)(6, 10)
370 5 3 (1, 12, 5, 6, 13, 3, 9, 10, 2, 11, 7, 4)(8, 14)
370 10 2 (1, 8, 7, 2, 4, 6, 9, 14, 12, 5, 13, 3)(10, 11)
380 5 19 (1, 7, 6, 13, 3, 10, 14, 9)(2, 4)(5, 12, 8, 11)
380 10 2 (1, 8, 6, 13, 4)(2, 12, 5, 7, 14, 9, 3, 11)
380 20 18 (1, 10, 14, 9)(2, 8, 3, 7, 5, 11)(4, 12, 6, 13)
380 30 18 (1, 9, 4, 5, 6, 12, 8, 2, 10, 3, 11, 14, 13)
390 5 13 (1, 4, 6)(2, 7, 13, 8, 11, 5, 3)(9, 12)(10, 14)
390 10 2 (1, 4, 2, 7, 13, 3, 11, 14, 12)(5, 9, 10, 8, 6)
390 20 2 (1, 8)(2, 5, 4, 10, 7, 11, 6, 3, 13, 12, 9, 14)
400 5 9 (1, 14, 10, 2, 6, 12, 8, 7, 3, 13, 11, 9, 4)
400 10 18 (1, 4, 11)(2, 5, 9, 3)(6, 12, 7, 10, 14, 13, 8)
400 20 8 (1, 5, 3, 7, 13, 10, 11, 4, 9, 14, 2)
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β |Aut(C)| t φ
410 5 7 (1, 11, 10, 6, 3, 7, 2, 8, 14)(4, 9)
410 10 2 (1, 5, 13, 11, 2, 7, 8, 3, 6, 12, 14)(4, 9)
410 30 4 (1, 4, 9, 10, 12, 11)(2, 6, 13, 5)(3, 7, 14)
420 10 4 (1, 14, 9, 11, 13, 8, 2, 12, 6, 3, 10, 7, 5)
420 20 12 (1, 9, 14, 12, 3, 13, 11, 8, 5, 10, 6, 4, 7, 2)
430 10 4 (1, 4, 5, 9, 8, 10)(2, 11, 14, 13, 12, 7, 6, 3)
430 20 12 (1, 3, 11, 6, 7, 4, 10)(8, 12, 13, 14, 9)
440 10 4 (1, 7, 9, 5, 13, 6, 11, 12, 10, 14)(2, 4)
440 30 2 (1, 7, 2, 13, 6, 14, 11)(3, 4, 9)(8, 10, 12)
450 10 4 (1, 14, 9, 2, 6, 4, 12, 3, 13)(5, 7, 8, 10, 11)
460 10 6 (1, 12, 14, 6, 11)(2, 3, 13, 9, 8, 10)
470 10 6 (1, 6, 3, 10, 7, 13, 11, 4, 8, 5)(2, 14, 12, 9)
470 20 2 (1, 5, 10, 7, 12, 4, 11, 3, 14)
470 30 16 (1, 8, 4, 6, 11, 12)(2, 14, 3, 10, 5, 9, 7, 13)
470 60 16 (1, 8, 4, 6, 11, 12)(2, 14, 3, 10, 5, 9, 7, 13)
480 10 8 (1, 14, 2, 8, 5, 7)(3, 11)(4, 10, 9, 13, 6)
490 10 22 (1, 7, 8, 2, 9, 6, 10, 12, 14, 11, 5, 3, 4, 13)
500 10 16 (1, 3, 8, 12, 6, 4, 14, 2, 11)(5, 9)(7, 10, 13)
510 10 2 (2, 3, 10, 7, 4, 9, 8)(5, 13)(6, 12, 11)
520 5 31 (1, 4, 10, 6, 7, 13, 5, 3, 8, 2)(9, 11)(12, 14)
520 10 40 (1, 7, 10, 9, 14, 13, 8, 4, 11, 12, 2, 3)(5, 6)
530 10 34 (1, 14, 2, 12, 7, 10, 8)(3, 13, 11, 9, 5)(4, 6)
530 30 4 (1, 7, 6, 3)(2, 4)(8, 11, 13, 12, 14, 9, 10)
540 10 32 (1, 10, 9, 4, 14, 13, 7, 12, 11)(2, 6, 3, 8)
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