Abstract Reduced trade barriers and lower costs of transportation and information have meant that a growing part of the economy has been exposed to international trade. In particular, this is the case in the service sector. We divide the service sector into a tradable and a non-tradable part using an approach to identify tradable industries utilizing a measure of regional concentration of production. We examine whether the probability of displacement is higher and income losses after displacement greater for workers in tradable services and manufacturing (tradable) than in non-tradable services. We also analyze whether the probability of re-employment is higher for workers displaced from tradable services and manufacturing than from non-tradable services. We find that in the 2000s the probability of displacement is relatively high in tradable services in comparison to non-tradable services and manufacturing. On the other hand, the probability of re-employment is higher for those displaced from tradable services. The largest income losses are found for those who had been displaced from manufacturing. Interestingly, the income losses of those displaced from manufacturing seems mainly to be due to
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tradable and non-tradable we make use of an approach developed by Jensen and Kletzer (2006) . The basic idea here is that the degree of geographical concentration of industries tells us whether the activities within an industry can be expected to be traded domestically and at least potentially to be traded internationally. Regionally concentrated industries are presumed to be tradable because the production in an industry is then localized to particular regions, whereas the consumption of the industry's output is spread out along with the distribution of incomes over the country. In our analysis we measure regional concentration of all industries in the Swedish economy by calculating locational Ginis. We assume that all industries in manufacturing are tradable and the size of the locational Ginis in manufacturing is used as a benchmark to determine whether industries in the service sector are tradable or not.
When we divide the industries in the Swedish economy into tradable and nontradable services and manufacturing we observe that over the past 20 years the employment share of non-tradable services has been close to constant, whereas the share of tradable services has grown and the share of manufacturing has declined. Actually, the way we measure tradable service the employment there has increased from being less than in manufacturing in the beginning of the studied period to being larger than in manufacturing in the end of the studied period. These shifts within the tradable sector are consistent with that service export in recent years has become more important in Sweden. 3 A notable difference between tradable service and manufacturing, shown in the paper, is that tradable service is considerably more skill intensive and the heavy reduction in employment in manufacturing is driven by fewer less-skilled workers employed.
We use administrative data to identify job displacements. Job displacements are defined as job separations from an establishment that from one year to the next ceased to operate or experienced a large reduction in employment. We estimate the probability of displacement and the probability of re-employment following displacement in Sweden over the period from 2000 to 2009 and compare the probabilities in tradable services, manufacturing and non-tradable services controlling for other factors (individual, establishment and regional) that might affect displacement and re-employment.
By using administrative data we have the opportunity to follow displaced individuals before and after displacement and then contrast their development with non-displaced individuals. The most common approach to estimate earnings losses of displacement in this setting was until recently to follow Jacobson et al. (1993) and use some type of fixed-effects model. In this paper, we instead draw on Couch and Placzek (2010) and use conditional difference-in-differences matching as our main estimation strategy and compare the results from matching with those obtained using a standard fixed-effects model.
The main contribution of our paper is that we examine in which of the sectors tradable services, manufacturing or non-tradable services the earnings losses after displacement are largest. We also make an attempt to determine whether observed earnings losses mainly are due to lower wages in post-displacement jobs or primarily the result of periods of non-employment following displacement.
Previous closely related studies, Jensen and Kletzer (2006, 2008) , are based on the Displaced Worker Survey (DWS). The DWS is a survey of a cross-section of individuals who have been involuntary displaced during a preceding three-year period and that is nationally representative of the United States. Jensen and Kletzer (2006) report the incidence, scope and characteristics of job displacement in manufacturing, tradable non-manufacturing and not tradable non-manufacturing from 2001 to 2003, while their 2008 paper is an update for [2003] [2004] [2005] . Jensen and Kletzer present their results as summary statistics for the different sectors, i.e. their analysis is not carried out, as in the present study, within a regression framework. This is important because, as will stand out clearly in the paper, there are considerable variations among the studied sectors in the characteristics of workers, establishments and locations. Another advantage with our study is that we can follow displaced workers for several years before and after displacement as well as compare their development with non-displaced individuals. In the paper we relate our findings for Sweden to Jensen and Kletzer's results for the United States.
Two recent related studies, Autor et al. (2014) and Hummels et al. (2014) , use detailed data on individual level to analyze the effect of increased goods import on earnings and employment in manufacturing industries. Autor et al. (2014) examine how exposure of import competition from China has affected the earnings and employment of US workers in manufacturing from 1992 to 2007. They find that there are significant worker-level adjustments to import shocks, e.g. in terms of lower cumulative earnings, and that the shocks had hit workers unevenly; for instance, individuals with low initial wage levels are more severely affected. The other study by Hummels et al. (2014) is based on matched Danish worker-firm data between 1995 and 2006 and they examine the effects on wages of offshoring, i.e. increased imports on firm level of products similar to the goods sold by the firm. Hummels et al. (2014) obtain comparable results from offshoring to that Autor et al. (2014) get from the surge of imports from China, i.e. low-skilled (low-wage) workers are harder hit.
A similarity between the two studies is that they carry out analyses on cohorts of workers employed in firms (industries) prior to an offshoring shock (China's emergence on the world market) and track cohort members over time. The cohort approach includes all individuals in a firm (industry) that are affected by a globalization shock and not just the displaced and consequently does not condition on job separation. By that it is possible to avoid selection problems due to that displaced individuals most likely are not randomly selected. 4 An advantage is thus that it captures not just earnings losses associated with job loss but also other types of adjustment costs. That could be changes in earnings at the initial employer or changes in earnings associated with moving between employers or industries.
Another advantage with the studies by Hummels et al. (2014) and Autor et al. (2014) is that they take into account heterogeneities between firms within industries or between industries within sectors; shocks from the increased globalization, in terms of increased offshoring, import competition and exports, hit firms within an industry (in various industries) differently. However, for our purposes a cohort approach is not useful because it has to be connected with a trade shock that can be measured using trade data.
In contrast to the two studies above focusing on manufacturing and the effects of international trade in goods our aim is to analyze the impact of exposure to international trade in services, as well as to international trade in goods. Estimating how changes in import intensities on industry-or firm-level affects earnings and employment, as in the studies above, is due to lack of data on international trade in services on disaggregated level not a worthwhile strategy. Notice also that instead of a cohort-based analysis we examine displacement costs and not only in manufacturing but also in tradable and non-tradable services. Accordingly, a contribution of our study is that we are able to say something about displacement costs in a sector of growing importance that most other similar studies are silent about, namely tradable services. The division into three sectors is admittedly crude, yet we find significant differences in displacement costs among them, and moreover, the reasons behind the displacement costs appear to vary between the sectors.
Reasonably, trade exposure increases job churning and the cost of displacement (unemployment and lower wages) is higher in a contracting sector (manufacturing) than in an expanding (tradable services). To preview the results in the paper, our findings are that the probability of displacement is higher in sectors exposed to international trade. However, the prospects for re-employment seem to be brighter for displaced workers in tradable services than in manufacturing. In line with this we also find that the income losses are largest for displaced workers in manufacturing. However, it seems that while the main reason behind the earnings losses of those displaced in manufacturing is difficulties to find new jobs after displacement, lower wages in the new positions than in pre-displacement positions is a factor of greater importance for the earnings losses of those displaced in tradable services.
The plan of the paper is as follows. Section 2 defines important concepts, describes the data sample, and provides some descriptive statistics. In Sect. 3, we study displacement risks and re-employment opportunities. Section 4 contains the econometric analysis of the effects of displacement on earnings. Finally, Sect. 5 summarizes and concludes.
2 Sectors, trade in services and displacement 2.1 Manufacturing, tradable and non-tradable services First we have to identify the industries in the tradable service sector. To this end we utilize an approach suggested by Jensen and Kletzer (2006) . By measuring the regional concentration of different industries we determine which industries are tradable and non-tradable. We measure regional concentration by calculating locational Ginis for various industries in the Swedish economy in 2005. 5 Figure 1 presents box plots of the Gini coefficients.
Based on these locational Ginis we classify industries according to where trade seems to occur regionally and where no regional trade appears to exist. It is well known that the industries in manufacturing industries are more or less exposed to international competition and that international trade in goods takes place on a large scale. Therefore, we use the size of the locational Ginis in manufacturing industries as a benchmark to identify industries in the service sector where international trade might exist. We establish the cut-off point between tradable and non-tradable industries, admittedly somewhat arbitrarily, as Ginis at 0.20. 6 Thus this implies that all 'Manufacturing' and 'Mining' industries are categorized as tradable but also many industries in 'Financial intermediation', 'Transport and Communication' and 'Business Services', whereas the majority of industries within the sectors 'Construction', 'Education' (except higher education) and 'Wholesale and Retail Trade' 7 are defined as non-tradables. One outstanding feature is that many of the dominating industries in tradable services are business, professional and technical service activities of different kinds.
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Another check whether regional concentration is a reasonable indicator on international tradability is to examine the relationship between locational Ginis and trade intensities ([export ? import]/production value) on industry level in manufacturing. There is a positive relation between Ginis and trade intensities in Swedish manufacturing industries, which is significant at the 10 % level. 9 The positive relationship might have been even stronger if there are no trade barriers in manufacturing industries. 5 Industries are primarily defined on three-digit NACE (Classification of Economic Activities in the European Community) level (172 industries), and as our geographic entity, we use a definition of functional labor market (FA) regions (72 regions).The FA regions are preferred to traditional administrative units such as municipalities or counties. The FA regions constitute integrated housing and labor market areas where most people can find both a place to live and a place to work. By their construction, they are defined to maximize internal commuting possibilities and minimize commuting flows across the regional borders. A complete list of the locational Ginis and employment in industries on three-digit level in 2005 is given in Appendix Table 6 . 6 There is one exception. The industry 752 'Provision of services to the community as a whole' with a Gini at 0.235, which consists of 'Foreign affairs', 'Defense', 'Justice and judicial activities', 'Public security' and 'Fire service' and large employment (78,097 in 2010) , has been moved from tradable services to non-tradable services. In Eliasson et al. (2012a) we present (in Tables 2, 3 , 4), as form of sensitivity analysis, some result on how the tradable and non-tradable sectors are affected when we increase the cut-off from 0.2 to 0.3. Obviously, the size of the tradable sectors decreases but otherwise more or less the same patterns remain, e.g. for the share of skilled labor and average earnings within sectors. 7 Since retailing in most cases require presence (shops) close to the consumers it is plausible to classify retail trade as nontradable service and by using our definition these industries are in most cases nontradable (see Table 6 in Appendix). Interestingly, an exception is the industry 526 'Retail sale not in stores', where the Gini is 0.45, and accordingly classified as tradable. 8 The three largest industries in tradable services in terms of employment in 2010 are: 741 'Legal and financial consulting ' (94, 665), 722 'Software consultancy' (90, 546) and 742 'Architectural, engineering and technical consulting ' (77,553) .
In our analysis we divide the economy into three broad sectors, manufacturing, tradable and non-tradable services, and Fig. 2 shows how employment in those sectors has developed from 1990 to 2010.
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It can be seen that, while the non-tradable service sector has remained almost constant between 1990 and 2010, the tradable service sector, from having a smaller share than manufacturing in 1990, has grown and the manufacturing sector has contracted. This shift within the tradable part of the Swedish economy from manufacturing to tradable services is an indication of the increased importance of the tradable service sector in recent years.
In Table 1 , we separate the employment into skilled and less-skilled labor, where skilled labor is employees with some post-secondary education. The pattern of the employment changes differs very much between the sectors. In manufacturing the employment of skilled labor has increased considerably, whereas the employment of less-skilled labor has decreased substantially. In tradable services the employment of skilled labor has grown considerably, whereas the employment of less-skilled labor has been more or less unchanged. Finally, in non-tradable services the employment of skilled labor has increased (in percentage points not as much as in tradable services) and the employment of lessskilled labor has fallen (in percentage points less than in manufacturing).
Another striking feature is that the three studied sectors also differ regarding the share of skilled labor in the sector. considerably higher in tradable services than in manufacturing and in non-tradable services. In 2010, around half of the people employed in tradable services had some form of post-secondary education. Moreover, the largest increase in skill intensity is in tradable services (19 % points), whereas the smallest rate of increase can be found in non-tradable services (13 % points). 11 In other words, it seems that the share of skilled labor has grown faster in sectors exposed to international trade. Yet the slowest rate of increase in skilled labor is in manufacturing, but since the reduction in lessskilled is larger in manufacturing than in non-tradable services, the increase in skill intensity is larger in manufacturing (15 % points) than in non-tradable services. 12 The proportion of skilled labor in the tradable service sector has increased by 19 % points, in the manufacturing industry by 15 % points and in the non-tradable service sector by 13 % points.
plausible interpretation of this is that it is first and foremost in this part of the economy that the trend towards less-skilled jobs disappearing (manufacturing) at the same time as more skilled jobs are created (tradable services) has been particularly strong.
Swedish trade in services
Before we begin to analyze displacement risks and re-employment opportunities in different sectors we provide some facts about services trade in Sweden. 13 At first we notice that, although the goods production is substantially lower than the service production, the trade in goods is larger than the trade in services. The latter is evident from Fig. 3 , which shows exports and imports of goods and services in Sweden from 1993 to 2014, and where the graphs of the goods trade lie clearly above the graphs of the services trade. The Swedish trade in services has grown continuously over the period, whereas the trade in goods in the last years has leveled off. During the period Sweden is a net exporter of goods and in the mid-2000s Sweden become net exporter of services too. In 2014, the export of services is 28 % of the total exports of goods and services. This is an increase over the period, since the corresponding share in 1993 is 25 %, and indicates that the services exports in Sweden has grown faster than the goods exports. For the imports the increase is smaller; the import share of services of total imports rose from 28 % 1993 to 29 % 2014. Finally, we observe in Fig. 3 that the economic crisis in 2009 affected the Swedish trade in services much less than the trade in goods.
One explanation why there is less international trade in services than in goods is that physical presence, often due to non-storability, is required for service delivery, and producers and consumers are then likely to be located in the same place at the same time. Another is that remaining barriers to trade are larger and regulations more extensive for services than for goods. Also, there are reasons to believe that the importance of services exports relative to goods exports is underestimated. The input of imported intermediates is larger in the exports of goods than in the exports of services. Moreover, the service content in the exports of goods is much larger than the goods content in the services exports.
14 In Sweden and in other OECD countries the trade statistics on services is divided into 11 categories. To give an idea about these categories relative importance and how services exports has developed in those groups in Sweden, Table 2 presents exports shares of total services exports in Sweden and OECD in 2010 and average annual export growth in Sweden compared to in OECD as a whole between 2000 and 2010 in various service categories.
In Table 2 we can see that the services export has grown faster in Sweden than in OECD; the annual average export growth in the 2000s has been 19 % and in OECD 13 %. The service categories with the largest export shares in Sweden, as well as in OECD, are 'Other business services', 'Travel' and 'Transportation'. While the export growth in Sweden in the latter two categories has been relatively modest, it has been high in 'Other business services'. Other categories with high export growth in Sweden are 'Computer and information' and Royalties and license'. High export growth in 'Computer and information' and 'Other business services' is consistent 
Definitions of displacement and sample restrictions
By job displacement we have in mind here involuntary job separations due to exogenous shocks such as results from structural changes. This means that we would wish that we could distinguish such job separation from other forms of job separation like voluntary quits. However, in practice that might be difficult.
To identify job displacement we use linked employer-employee data based on administrative registers kept by Statistics Sweden. The definition of displacement is based on the unit of establishments 15 and we use a procedure common in the recent literature.
16 Displaced workers are defined as workers separated from an establishment between year t -1 and year t and the establishment in question has: (i) experienced an absolute reduction in employment of 5 employees or more and a relative reduction in employment of at least 30 % between t -1 and t (mass dismissal), 17 or (ii) closed down between t -1 and t (establishment closure). 18 In the analyses to follow, the two events are combined into a single category of displacement and attributed to year t.
With such a definition of displacement there are potential selection problems. Workers who remain until year t -1 are not necessarily a random sample of all workers affected by a mass dismissal or establishment closure. It might be the case that workers with relatively better outside opportunities realize that the establishment in which they are employed has run into problems and decide to leave before year t -1, so called early-leavers. But early-leavers might also be workers who are less valuable to a downsizing establishment and whom the employer therefore chose to lay off first. In the former case early-leavers are a positively selected sample of all workers affected by the displacement event and in the latter case a negatively selected sample. There are a few papers in the displacement literature that employ a time window around the displacement event that include both early-leavers and 15 The reason for carrying out the analysis of displacement on the unit of establishments instead of firms is that the identity number of the firm is less stable, i.e. more of a variable than a time consistent identifier. The firm is more or less free to change identity number over time and this is commonly done in connection with changes in ownership or restructuring events such as acquisitions, splits or mergers. Statistics Sweden makes no real effort to construct time consistent identity numbers for firms. For establishments, on the other hand, they do invest considerable resources in constructing time consistent identity numbers, in particular for establishments with 10 or more employees. This means that using the firm's identity number will most likely lead to considerable overestimation of true displacement rates due to false firm deaths. 16 E.g. Hijzen et al. (2010) and Huttunen et al. (2011) . 17 To some degree this is an arbitrary definition, but has often been justified as being consistent with the definition in the seminal article by Jacobson et al. (1993) . 18 If a worker is separated from an establishment according to the stated criteria but in year t is found to be employed in another establishment within the same firm, he/she will not be classified as displaced. This type of within-firm mobility of workers is most likely to be associated with organizational restructuring and not a consequence of real displacements. Not imposing this restriction would therefore risk introducing an upward bias in the number of true displacements. stayers and compare the effect of displacement for the two groups. The empirical results are ambiguous. 19 We have placed several restrictions on the samples used in the analysis. To avoid quick job separations, for instance, owing to poor job matching or short temporary contracts we include only workers with at least one year of tenure with the same employer. 20 We exclude those who work in the primary sector (agriculture, forestry and mining) as well as in public administration, defense, for private households or international organizations. Those who hold more than one job prior to displacement are also omitted. We also leave out employers, self-employed and unpaid family workers. The analysis covers workers from establishments with 10 employees or more in the year before displacement. Finally, we examine only workers aged 20-64 years the year prior to displacement. We eliminate young workers for the same reason as workers with short tenure. Older workers are omitted because for them it may be difficult to differentiate between displacement and retirement.
Displacement rates and characteristics of displaced workers
To give a long-term view of displacement in Sweden, in With the exception of the crisis years of 1992/93 displacement rates have varied between 1.8 and 3.1 %. The average for the 1994-2009 period is 2.4 % and the highest rates for that period appear in the years around the turn of the millennium. We observe an increase in the displacement rate during the 2008/2009 crises that nevertheless is not exceptionally high.
In Fig. 5 we look at the displacement rates in manufacturing, tradable and nontradable services between 2000 and 2009 and we can see that the rates were higher in the tradable sector, particularly in tradable services. The gap in displacement rates between tradable services and manufacturing is largest at the beginning of the period (when the dot.com bubble burst), while they are practically the same during the 2008/2009 crisis. This indicates that manufacturing was harder hit by that crisis than tradable services. A major contributory factor is most likely, as can be seen in To examine whether there are any differences between displaced workers in manufacturing, tradable and non-tradable services, in Table 3 we present characteristics of displaced workers in these sectors in 2009. One of the most striking features is that the displaced workers in tradable services have a much higher level of education than in manufacturing; 48 % of the displaced in tradable services have a post-secondary education while the corresponding share for manufacturing is 18 %. Other interesting facts are that in tradable services, in comparison to manufacturing, the displaced have to a larger extent been working in smaller establishments, and regionally the displaced in tradable services are more concentrated to larger cities than manufacturing. Finally, the proportion of male workers is larger among the displaced, both in tradable service and in manufacturing, but less likely to be male in tradable services.
Displacement risks and re-employment opportunities
Not surprisingly, we found in the previous section that the displacement rates seem to be higher in the tradable sectors, and in particular in tradable services. Given that the employment in tradable services has increased, whereas the employment in manufacturing has decreased, we would expect the chances for those displaced from tradable service to be better to find a new job than for those displaced from manufacturing. The descriptive statistics in Table 3 also indicated some interesting differences in pre-displacement characteristics for workers displaced from the various sectors.
In this section we continue with an econometric analysis of displacement risks as well as re-employment probabilities. By using a regression framework to condition on a number of individual, establishment and regional variables, we will be able to more carefully study whether there are any differences in displacement risks and reemployment prospects for workers employed in the sectors in question.
The analysis of displacement and re-employment is based on data for 2000-2009. For each year t, we have a population of about 1.9-2.2 million workers fulfilling the basic sample restrictions described in Sect. 2.2. From each of these years we have drawn a 10 % random sample of individuals and then stacked these observations together, giving us a pooled sample with approximately 2.1 million individuals. This is the data set used for the probability of displacement analysis. Following the previously described definition of displacement, the sample includes roughly 49,000 individuals (2.3 %) that between year t -1 and year t were displaced, either through establishment closure or mass dismissal. The sample of 49,000 displaced workers is then used in the likelihood of re-employment analysis. Approximately 43,000 (88 %) of the individuals displaced between year t -1 and year t were reemployed by another establishment in year t.
Both the displacement and the re-employment analyses are based on probit regression models. In the former case, the dependent variable is coded as 1 if an individual was displaced between year t -1 and year t, and 0 otherwise. In the latter case, the dependent variable is coded as 1 if a worker displaced between year t -1 and year t was re-employed by another establishment in year t, and 0 otherwise. The specification of the probit models includes a number of individual, establishment and regional characteristics as explanatory variables. 22 All explanatory variables refer to year t -1. Table 4 presents estimates of the displacement and re-employment probit models. The first two rows report the effect of being employed in the manufacturing or tradable service sector compared to the reference category, which is the nontradable service sector. Workers employed in tradable services clearly face the highest risk of job loss but, on the other hand, are most likely to be re-employed after displacement. 23 Workers employed in manufacturing confront the unfortunate combination of a comparatively high risk of displacement and the lowest chance of re-employment. This suggests relatively high costs of displacement for workers employed in manufacturing.
Turning to the individual characteristics of workers, 24 we see a non-linear effect of age on displacement and re-employment. The probability of displacement decreases with age at an increasing rate, whereas the likelihood of re-employment rises with age at a decreasing rate. The results indicate clear differences between men and women. Men are more likely to be displaced but, on the other hand, are more likely to be reemployed after job loss. We further find familiar educational attainment differences.
25
Workers with less than secondary or secondary education experience a higher risk of job loss than workers with post-secondary education (reference category). In terms of re-employment, the results clearly show that the likelihood of finding a new job after displacement is smaller the lower the level of education. This indicates relatively high costs of displacement for less educated workers.
Turning to the establishment characteristics, we find that workers employed in the private sector face a higher risk of job loss than workers employed in the public sector but, on the other hand, private sector workers are more likely to be reemployed after displacement. We also find that the probability of displacement decreases with the size of the establishment in terms of employment and, further, that the likelihood of re-employment in the event of job loss increases with establishment size (10-49 employees serves as reference category). This suggests relatively high displacement costs for workers employed at small establishment.
Finally, the results indicate some differences depending on region of residence, where we have used the Swedish NUTS 2 level as regional classification. The risk of displacement is higher for workers residing in the Stockholm region (reference category) than in any of the other seven included regions. The geographical pattern 22 The included variables are standard covariates commonly appearing in previous empirical literature on job displacement. One important characteristic that we unfortunately lack information about is job tenure. It is a stylized fact in the job displacement literature that workers with short tenure face a higher risk of job loss. 23 Also in the United States in the beginning of the 2000s the re-employment rate is higher in tradable services than in manufacturing and non-tradable services (Jensen and Kletzer 2006, 2008) . 24 For the individual and establishment characteristics discussed below we get similar results as in many other OECD countries (OECD 2013 pp. 197-202) . 25 See e.g. Borland et al. (2002) .
is less pronounced when it comes to re-employment, but in general the chance of finding a new job after displacement seems to be higher for workers residing in the Stockholm region.
To summarize, the probit regression analyses show that workers employed in the two tradable sectors are most likely to be affected by job loss. But whereas workers employed in tradable services have relatively promising re-employment prospects in the event of displacement, this is not the case for workers employed in manufacturing. If we were to distinguish any specific group particularly hard hit in terms of high displacement risks and low re-employment probabilities that would be young workers, with a low level of education, employed at small manufacturing establishments. Are workers more vulnerable in tradable industries?
Econometric analysis of the effects of displacement on earnings
Previous literature on the effects of job displacement indicates that displaced workers not only suffer in terms of unemployment and wage losses during a shortterm transition period but also face more long-term costs of job loss. Even though most displaced workers get back into new jobs relatively quickly there are several reasons why job loss can lead to long lasting negative effects. Loss of firm-and industry-specific human capital, loss of seniority, high turnover in subsequent shorttenured jobs and multiple job losses are examples of suggested explanations of why displacement may cause negative effects also in the longer run. In this section, we continue by examining the effect of job loss on labor earnings for workers displaced from the different sectors.
Data and econometric strategy
The analysis focuses on displacements that occur in the years between 2000 and 2005. For each year t, we have a population of about 1.5 million individuals fulfilling the basic sample restrictions described in Sect. 2.2. 26 From each of these years we have drawn a 10 % random sample of individuals, giving us a sample with six cohorts including roughly 885,000 individuals. Each individual is followed over a ten-year period t -5 to t ? 4. The sample is divided into a treatment group and a comparison group. The treatment group consists of workers who between year t -1 and year t were displaced, either through establishment closure or mass dismissal, according to the previously described definition of displacement. The comparison group consists of workers who were not displaced between year t -1 and year t (but who may have been displaced later). The sample includes roughly 25,000 displaced workers (2.8 %) in the treatment group and about 860,000 non-displaced workers in the comparison group.
The most common approach to estimate earnings losses from displacement have until recently been to follow Jacobson et al. (1993) and use some type of fixedeffects model. An alternative that has gained in popularity in the programme evaluation literature is various types of matching methods. The basic idea behind matching is to choose a comparable untreated (non-displaced) worker for each treated (displaced) worker and use these pairs to calculate the effect of the treatment (displacement) on the outcome of interest (earnings). We will use matching as our main estimation strategy and compare the results with those obtained with a fixedeffects specification. A similar approach can be found in a recent paper by Couch and Placzek (2010) . Two advantages with matching over conventional parametric estimation techniques is that matching is more explicit in assessing whether or not comparable untreated observations are available for each treated observation and, further, that matching does not rely on the same type of functional form assumptions that traditional parametric approaches typically do. There are numerous papers suggesting that avoiding (potentially incorrect) functional form assumptions and imposing a common support condition can be important for reducing selection bias in studies based on observational data.
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More specifically, we will estimate the earnings losses from displacement using a conditional difference-in-differences-matching approach suggested by Heckman et al. (1997 Heckman et al. ( , 1998 . The main parameter we are interested in estimating is the average treatment effect on the treated, ATT, which in our case corresponds to the average effect of displacement for those workers being displaced. The following set of equations gives the basic intuition behind the estimation strategy:
where t À and t þ denote time periods before and after potential displacement occurring at time t, D t ¼ 1 indicate that a worker is displaced at t and D t ¼ 0 indicates that a worker is not displaced at t, Y 1 represents earnings in the case of displacement and Y 0 represents earnings if not displaced, X denotes a set of observed pre-displacement covariates affecting both displacement probability and earnings, and finally B represents possible selection bias in the estimation of ATT. Equation (1) represents a conventional cross-sectional matching estimator. This equation rests on an assumption of mean conditional independence, i.e. EðY 0tþ jX tÀ ; D t ¼ 1Þ ¼ EðY 0tþ jX tÀ ; D t ¼ 0Þ. This assumption states that if we condition on a sufficiently rich set of pre-treatment covariates, we can use the earnings of non-displaced workers as an approximation of the earnings displaced workers would have received had they not been displaced (the counterfactual outcome). In most empirical settings this is not a realistic assumption since it requires access to very rich data. If there are unobservable characteristics affecting both displacement and earnings, the assumption no longer holds and Eq. (1) will give a biased estimate of ATT. Equation (2) simply states that if we construct a matching estimate for pre-treatment outcomes we would expect to find bias only due to unobserved differences between displaced and non-displaced workers (i.e. the effect of a treatment cannot precede the treatment itself). Equation (3) show that if we take the difference between the post-and pre-treatment matching estimates we can remove the time-invariant portion of the bias.
From the outline above it follows that the conditional difference-in-differences approach do not rely on the likely implausible assumption that we can observe all factors affecting both displacement and earnings. The conditional difference-indifferences-matching strategy extends conventional cross-sectional matching methods because it not only takes care of potential selection bias due to observable differences between displaced and non-displaced workers but also eliminates bias due to time-invariant unobservable differences between the two. But this does not suggest that estimates based on this identification strategy are immune to potential bias. If there are unobservable differences between displaced and non-displaced workers that vary over time (i.e. are different in the pre-and post-displacement periods) this is a potential source of remaining bias with our identification strategy.
In the differencing, we let the average earnings during years t -3 to t -1 represent the pre-treatment outcome. We follow the typical procedure in the literature and base the matching on the predicted probability of displacement, the propensity score (Rosenbaum and Rubin 1983) , rather than on the pre-treatment covariates themselves. We use single nearest neighbor matching (with replacement) as our matching algorithm and match each displaced worker to the most comparable non-displaced worker with respect to the propensity score.
28
The following covariates are included in the propensity score: age, age square, male, level of education (three categories), establishment characteristics (five categories of employment size), region of residence (eight categories), and year of possible displacement. The estimates focusing on all sectors also include sector of employment (three categories). All variables refer to year t -1. In addition, the propensity score includes pre-treatment annual earnings for years t -5 to t -1. The covariates included in the propensity score are standard variables appearing in previous studies based on similar data.
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The dependent variable in the analysis is real gross annual earnings (deflated by the 2009 consumer price index). As in most other similar studies the earnings is labor earnings and include no income transfers such as unemployment benefits.
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Annual earnings can be considered a function of wage per hour, number of hours worked per week and the number of weeks worked per year. Annual earnings therefore capture the full costs of displacement in terms of lower wages as well as shorter hours and periods of non-employment. In some cases it can be interesting to distinguish between the effects of displacement on these various components. We will return to this issue below.
Descriptive statistics for displaced and non-displaced workers in different sectors are presented in Table 7 in the Appendix.
Displacement effects on earnings: econometric results
We begin by estimating the conditional difference-in-differences-matching estimates of the effect of displacement for workers in all sectors (save for the excluded sectors according to the base sample restrictions in Sect. 2.2).
31 Figure 6 provides a graphical presentation of the results. The estimated effects in SEK have been converted into percentage losses using the average annual earnings of displaced 28 This algorithm trades reduced bias for increased variance (using additional neighbors would raise bias due to increasingly poorer matches but decrease variance because more information would be used to construct the counterfactual for each treated observation). Given the large relative number of nondisplaced workers it might have been preferable to use additional neighbors and a kernel algorithm. The choice of single nearest neighbor is primarily motivated by ease of computability. 29 See e.g. Eliason and Storrie (2006) , Carneiro and Portugal (2006) , and Huttunen et al. (2011) . 30 An exception is Huttunen et al. (2011) . 31 The specification of the propensity score on which the matching estimates are based is similar to the probit model for displacement in Table 4 . The exception is that the propensity score specification also includes pre-treatment annual earnings for years t -5 to t -1.
workers during year t -3 to t -1. Table 8 in the Appendix present parameter estimates and associated standard errors together with some additional details. In the year of displacement, there is a sharp drop in annual earnings. The earnings for displaced workers are about SEK 15,000 lower than would otherwise have been the case. This initial drop corresponds to a reduction in annual earnings with 5 % compared to the pre-displacement level. The earnings decline continues during the first post-displacement year. The estimated effect corresponds to a reduction in annual earnings with 8 % compared to the pre-displacement level. We find no signs of any substantial earnings recovery. In the fourth post-displacement year, annual earnings are still 7 % below the pre-displacement level. The balancing indicators (see Table 8 in the Appendix) suggest that the matching has been fairly successful in balancing differences in observable attributes between the treatment and the comparison group. The mean standardized bias is reduced by roughly a factor of ten and the pseudo R 2 value drops practically to zero after matching. When we compare the matching estimates with those obtained using a Jacobson et al. (1993) type of fixed-effects model, we find relatively small differences in the estimated effects (see Table 9 in the Appendix for the latter). This was also the case in Couch and Placzek (2010) , who made comparisons between similar estimators.
Our estimates of the effect of displacement for workers in all sectors are fairly similar to those reported by Eliason and Storrie (2006) . They focus on displacements in Sweden in 1987 and find an initial earnings reduction corresponding to around 10 % of annual pre-displacement earnings. 32 The earnings losses following displacement stands out as being rather low in Sweden, and also in some of the other Nordic countries, compared to the effects reported for the United States but also for some other European countries. t-4 t-3 t-2 t-1 t+2 t+1 t t+3 t+4 Fig. 6 Matching estimates of the effect of displacement on annual earnings, all sectors (%). Note Based on the estimates reported in Table 8 in the Appendix, where more detailed information is available 32 Our own calculations based on reported effects in SEK in relation to displaced workers reported average annual earnings in SEK two years prior to displacement. 33 See e.g. Jacobson et al. (1993) and Couch and Placzek (2010) for results for the United States and the OECD (2013) for a broader review of findings.
Figure 7 provides a graphical presentation of the estimated effects of displacement for workers in manufacturing, tradable and non-tradable services (details are presented in Table 10 in the Appendix). The results are based on separate conditional difference-in-differences-matching estimates for the three sectors in question. For all sectors, we observe a significant drop in annual earnings in the year of displacement. The earnings drop continues during the first post-displacement year. Workers displaced from manufacturing experience the largest earnings losses (10 %), followed by workers displaced from tradable services (7 %) and workers displaced from non-tradable services (5 %). 34 After the first or second postdisplacement year we see indications of a very modest recovery, but in the fourth post-displacement year earnings are still well below the pre-displacement level. In order to check whether there are any statistical differences between the point estimates for the three sectors, we have calculated 95 % confidence intervals for each point estimate. It turns out that the estimated effect for manufacturing is significantly lower than the estimated effect for non-tradable services in the years t ? 1 to t ? 4 and also significantly lower than the estimated effect for tradable services in year t ? 1. Apart from that, there are no statistical differences between the point estimates.
In Table 1 we have seen that the share of skilled labor is higher in tradable services (51 %) than in non-tradable services (37 %) and manufacturing (27 %) and we know that earnings losses of displaced workers are usually higher among lessskilled workers.
35 Does the fact that manufacturing has a higher proportion of less- 
Manufacturing
Tradable services Non-tradable services t-5 t-4 t-3 t-2 t-1 t+2 t+1 t t + 3 t + 4 Fig. 7 Matching estimates of the effect of displacement on annual earnings, by sector (%). Note Based on the estimates reported in Table 10 , where more detailed information is available 34 Even though the data in Jensen and Kletzer (2006, 2008) Some interesting patterns appear in Fig. 8 . Firstly, the earnings losses among displaced less-skilled workers in panel (a) are significant in all groups and significantly higher for less skilled workers displaced from manufacturing than displaced less-skilled workers from tradable and non-tradable services.
37 This is not surprising given the sharply declining employment of less-skilled workers we observe in manufacturing during the studied period (Table 1) . Secondly, the earnings losses among displaced skilled workers in panel (b) are different. Here, the earnings losses are significant both for skilled workers displaced from manufacturing 38 and from tradable services, whereas this is not the case for skilled workers displaced from non-tradable services. However, the earnings losses are not significantly different from each other owing to from which sector the skilled workers are displaced. 39 In other words, it seems that the large earnings losses we observe in manufacturing are mainly driven by the many displaced less-skilled workers. Nevertheless, we find quite large earnings losses also for displaced skilled workers in manufacturing. Accordingly, the differences in earnings losses depending on displacement sector are not only a result of variations in compositions of labor skills between sectors.
Since earnings losses after displacement can be attributed to the loss of sectorspecific human capital, an explanation to why workers displaced from Non-tradable services Fig. 8 Matching estimates of the effect of displacement on annual earnings, by sector and level of education (%). Note low skilled is defined as less than secondary or secondary education (ISCED 0-3) and high skilled as post-secondary education (ISCED 4-6). Percentage effects are calculated as estimate divided by average annual earnings of displaced workers t -3 to t -1 36 This thought-provoking extension is suggested by one of the anonymous referees. 37 For the sake of brevity we have not included tables in the Appendix showing the results in Fig. 8 including estimates and confidence intervals. However, we would be more than happy to send them upon request. 38 An exception is displaced skilled workers from manufacturing in period t ? 1. 39 Large standard errors of the point estimates explains why the earnings losses for displaced skilled workers from manufacturing and from tradable services are not significantly higher than for displaced skilled workers from non-tradable service.
manufacturing suffer the largest earnings losses might be that they to a larger extent have to switch sector (leave manufacturing). Ebenstein et al. (2014) find that the negative wage consequences are larger for those who leave manufacturing compared to those that switch industries within manufacturing. In Table 5 we can see that the share of the displaced who find a new job in the same sector at time t is smallest for those that are displaced from manufacturing. In other words, great losses of sector-specific human capital for workers displaced from manufacturing are consistent with the pattern shown in Table 5 and the estimated earnings losses in Fig. 7 .
Long periods of non-employment or lower wages?
When comparing the estimated effects of job loss on earnings for workers displaced from the different sectors with the previous results on re-employment opportunities, we find some similarities but also some interesting discrepancies. The relatively low probability of re-employment for workers displaced from manufacturing translates into the highest earnings losses during and following displacement for these workers. This result is perhaps not so surprising since the dependent variable in the earnings analysis is real annual earnings, which among other things capture the costs of job loss in terms of periods of non-employment. The fairly high earnings losses for employees displaced from tradable services are more surprising in this sense. These workers on the one hand face the most promising re-employment opportunities in the event of job loss, but on the other hand suffer relatively high earnings losses from displacement. There are several possible explanations for this seemingly inconsistent story. Workers displaced from tradable services might, for instance, suffer particularly hard from loss of firm-and industry-specific human capital and seniority. One approach to analyze whether observed earnings losses primarily are due to lower wages in subsequent jobs or mainly a result of periods of non-employment after displacement is to focus on earnings effects for workers who have found new jobs after displacement. If we condition on the workers being employed after displacement, the effect of displacement on annual earnings must predominantly (or at least to a larger extent) be due to lower wages in the new job. It is important to note that this type of conditioning on the future implies that we are no longer estimating the full costs of displacement on annual earnings. The effect that operates through spells of non-employment has (partly) been ruled out by definition. Share of all the displaced in the sector (%) K. Eliasson, P. Hansson Figure 9 provides a graphical presentation of the estimated effects of displacement when we condition on the displaced workers being employed in new jobs during the years t to t ? 4 (details are presented in Table 11 in the Appendix).
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Note that we follow the official definition of employment status in Sweden and focus on the workers being employed in November each year. The workers are therefore not necessarily employed full-time during the whole year but may have experienced spells of non-employment during some parts of the year. If we compare with the previous figure, there are some striking changes in the results. One is that workers displaced from tradable services now experience the largest earnings losses (around 6 %), followed by workers displaced from manufacturing (around 4 %). The other is that the effect of displacement for workers in non-tradable services no longer is statistically significant (except for year t ? 1).
We interpret the relatively large reduction in estimated effects for workers displaced from manufacturing and non-tradable services as an indication that these workers find new jobs that pay wages that are fairly comparable with the wages in the pre-displacement jobs. This is particularly the case for workers displaced from non-tradable services. The fact that we find almost no reduction in the estimated effect for workers displaced from tradable services when conditioning on future employment indicate that these workers to a greater extent accept new jobs that pay lower wages than the pre-displacement jobs. Tradable services Non-tradable services t-5 t-4 t-3 t-2 t-1 t+2 t+ t 1 t+3 t+4 Fig. 9 Matching estimates of the effect of displacement on annual earnings, by sector (%). Conditional on being employed during the years t to t ? 4. Note Based on the estimates reported in Table 11 where more detailed information is available
Concluding remarks
We have examined the costs of displacement in tradable and non-tradable sectors in Sweden in the 2000s. To this end we divided the economy into three sectors, manufacturing, tradable and non-tradable services, where the former two are expected to be tradable (at least potentially). Our results indicate that the probability of displacement, controlling for factors that might impact on displacement, is higher in the tradable sectors, particularly in tradable services. However, when it comes to re-employment in the event of displacement the prospects for workers previously employed in tradable services are more promising than for workers earlier employed in manufacturing. Relatively low re-employment probabilities for workers displaced from manufacturing, and that such workers often are forced to find a new job outside of manufacturing, are also reflected in the relatively high income losses that this group of workers have after displacement. In other words, our results indicate that those displaced from tradable service fare better than those displaced from manufacturing. Characteristic traits of the tradable service sector are that it is highly skillintensive and that the skill intensity grows faster there than in the other sectors. Over the last 20 years employment in tradable services has expanded, while the employment in manufacturing has contracted. Furthermore, in contrast to manufacturing that is more evenly spread out over Sweden, 41 tradable services are concentrated to the larger local labor market regions (big cities). 42 In sum, tradable services appear to be an expanding, dynamic and human capital intensive sector.
The workers displaced from tradable services nonetheless seem to suffer from relatively high income losses. Unlike those displaced in manufacturing, whose earnings losses appear to be due to longer spells of non-employment, the earnings losses of those displaced in tradable services seem to emanate from lower wages in the new jobs compared to the wages in the pre-displacement jobs. Such wage decreases might indicate depreciations of firm-and industry-specific human capital and loss of seniority among those displaced from tradable services. However, to draw more definite conclusion on that issue calls for a more careful analysis and is an interesting question for further research. Are workers more vulnerable in tradable industries? Are workers more vulnerable in tradable industries? Are workers more vulnerable in tradable industries? Table 7 Sample means for displaced and non-displaced workers in different sectors All variables refer to year t -1 if not otherwise noted
Are workers more vulnerable in tradable industries? The estimated parameters are based on conditional difference-in-differences (DID) propensity score matching using single nearest neighbor. For details on the specification of the propensity score, see Sect. 4.1. Approximate standard errors in parentheses. **, * Significance at the 1 and 5 % levels respectively. Percentage effects are calculated as estimate divided by average annual earnings of displaced workers t -3 to t -1. The balancing indicators compare the distribution of covariates in the propensity score before and after matching to assess if the matching has been successful (enough) in balancing differences between the treatment and the comparison group. The standardized bias of a covariate is defined as the difference of the sample means in the treatment and the comparison group as a percentage of the square root of the average of the sample variance in the two groups (see Rosenbaum and Rubin 1985) . The table reports the mean value (over all covariates) of this bias and the value should drop considerably after matching due to a more similar distribution of covariates in the treatment and comparison group. The pseudo R 2 indicates how well the covariates in the propensity score explain the probability of displacement. After matching, the value should be fairly low because there should be no systematic differences in the distribution of covariates between the treatment and the comparison group The estimated parameters are based on a fixed-effects regression model with the following specification:
where y it is real gross annual earnings, a i is the individual fixed effect, c t is a set of time dummies that control for year-specific effects, D k it is a set of dummy variables capturing the event of displacement, C k it is at set of dummy variables for each year in the cohort, and finally it is an error term assumed to have constant variance and to be uncorrelated across cohortindividuals and time, but may be correlated between individuals who appear in multiple cohorts. D k it ¼ 1 if at time t worker i is k years after displacement or -k years before displacement. The parameters d k capture the difference in earnings before, during and after the year of displacement between displaced workers in the treatment group and non-displaced workers in the comparison group. We have estimated the model both with and without controls for time-varying individual characteristics. Since the results are very similar we restrict the presentation above to a specification without individual controls. Percentage effects are calculated as estimate divided by average annual earnings of displaced workers t -3 to t -1 The estimated parameters are based on conditional difference-in-differences (DID) propensity score matching using single nearest neighbor. For details on the specification of the propensity scores, see Sect. 4.1. Approximate standard errors in parentheses. **, * Significance at the 1 and 5 % levels. Percentage effects are calculated as estimate divided by average annual earnings of displaced workers t -3 to t -1. See Table 8 for an explanation of the balancing indicators The estimated parameters are based on conditional difference-in-differences (DID) propensity score matching using single nearest neighbor. For details on the specification of the propensity scores, see Sect. 4.1. Approximate standard errors in parentheses. **, * Significance at the 1 and 5 % levels. Percentage effects are calculated as estimate divided by average annual earnings of displaced workers t -3 to t -1. See Table 8 for an explanation of the balancing indicators
