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Zusammenfassung
Man sagt, da zwei meromorphe Funktionen einen Wert der Riemannschen Zahlenkugel teilen,
wenn die Urbilder dieses Wertes unter beiden Funktionen als Mengen gleich sind.
Man sagt, da sie ihn mit Vielfachheit (CM) teilen, wenn die Vielfachheiten in jedem Punkt
dieser Mengen

ubereinstimmen.
Betrachtet man langsam wachsende Funktionen im Einheitskreis, so ist es nicht mehr m

oglich,
die genaue Anzahl der geteilten Werte zweier meromorpher Funktionen zu bestimmen, die
deren Gleichheit impliziert (Im klassischen Fall der komplexen Zahlenebene ist 5 diese Zahl, wie
der sogenannte F

unf-Werte-Satz zeigt.). Dies ist eine Konsequenz der Tatsache, da der sonst
unerhebliche logarithmische Anteil des Restgliedes im zweiten Hauptsatz von Nevanlinna (aus
dem Eindeutigkeitsaussagen

ublicherweise hergeleitet werden) von der gleichen Gr

oenordnung
wie die Charakteristik der langsam wachsenden Funktion ist.
Diese Arbeit f

uhrt Verbindungen zwischen dem logarithmischen Anteil des Restgliedes und der
m

oglichen Anzahl geteilter Werte ein. Man kann diese Verbindungen als Analoga zum F

unf-
Werte-Satz auassen.
Danach wird der sogenannte Vier-Werte-Satz in der komplexen Zahlenebene, der
Teilen zwei nichtkonstante meromorphe Funktionen vier Werte CM, so sind sie M

obius-Trans-
formationen voneinander, zwei der geteilten Werte sind Picardsche Ausnahmewerte beider
Funktionen und die zwei Werte, die wirklich angenommen werden, sind die Fixpunkte der
M

obius-Transformation.
lautet, auf die folgende Aussage f

ur Funktionen aus einer gewissen Teilklasse der Klasse der
langsam wachsenden Funktionen

ubertragen:
Teilen zwei meromorphe Funktionen aus dieser speziellen Teilklasse q  5 Werte CM, so sind
sie M

obius-Transformationen voneinander, q   2 der geteilten Werte sind Picardsche Ausnah-
mewerte beider Funktionen und die zwei Werte, die wirklich angenommen werden, sind die
Fixpunkte der M

obius-Transformation.
Da es diverse Verfeinerungen des Vier-Werte-Satzes gibt, in denen die Voraussetzungen dahin-
gehend abgeschw

acht werden, da die Anzahl derjenigen als CM geteilt vorausgesetzten Werte
reduziert wird, k

onnen auch diese Verfeinerungen auf die betrachtete Teilklasse der Klasse der
langsam wachsenden Funktionen

ubertragen werden.
Schlagworte: Nevanlinna-Theorie, Eindeutigkeit meromorpher Funktionen, langsam wachsen-
de Funktionen im Einheitskreis
Abstract
Two meromorphic functions are said to share a value of the Riemann sphere if the preimages
of this value under both functions are equal as sets.
They are said to share it counting multiplicities (CM) if the multiplicities coincide in each point
of these sets.
If one is dealing with slowly growing functions in the unit disk it is not possible any more to
deduce the exact number of shared values of two meromorphic functions inducing their equality
(This number is ve in the classical case of the complex plane as shown by the so-called Five-
point-theorem.). This is a consequence of the fact that the otherwise insignicant logarithmic
part of the error term in Nevanlinna's second main theorem (from which uniqueness properties
are usually deduced) is of the same order of growth as the characteristic function of the slowly
growing function.
This thesis introduces connections between the logarithmic part of the error term and the
possible number of shared values. One can consider these connections as analogies to the Five-
point-theorem.
Next the so-called Four-point-theorem in the complex plane reading
If two non-constant meromorphic functions share four values CM they are M

obius transforma-
tions of each other, two of the shared values are Picard exceptional values of both of them, and
the two actually taken values are the x-points of the M

obius transformation.
is transferred to the following theorem for functions contained in a special subclass of the class
of slowly growing functions reading
If two meromorphic functions from this special subclass share q  5 values CM they are M

obius
transformations of each other, q   2 of the shared values are Picard exceptional values of both
of them, and the two actually taken values are the x-points of the M

obius transformation.
As there are several renements of the Four-point-theorem reducing the number of values
shared CM in their assumptions, these renements may be transferred to analogous results for
the considered subclass of the class of slowly growing functions too.
keywords: Nevanlinna theory, uniqueness of meromorphic functions, slowly growing functions
in the unit disk
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Einleitung
Diejenige Gr

oe, die f

ur die Beschreibung der Wertverteilung einer in einem endlichen Kreis
( o.B.d.A. der Einheitskreis D ) meromorphen Funktion f wesentlich ist, ist der Grenzwert
(f) = lim
r!1 
T (r; f)
log
1
1 r
:
Da ( z.B. mit Hilfe einer Absch

atzung von Gol'dberg und Grinstein aus [3], die in dieser
Abhandlung leicht verbessert werden konnte ) f

ur die Schmiegungsfunktion der logarithmischen
Ableitung einer Funktion f in D immer
m

r;
f
0
f

= O

logT (r; f) + log
1
1  r

(r ! 1 )
evtl. auerhalb einer Ausnahmemenge E endlichen Maes gilt, impliziert (f) =1, da
m

r;
f
0
f

= o (T (r; f)) (r! 1  ; r =2 E) (1)
gilt. Im Gegensatz zu D gilt die Eigenschaft (1) in C f

ur jede meromorphe Funktion und ist
dort eine entscheidende Zutat im Beweis des zweiten Hauptsatzes und seiner Folgerungen.
Somit gelten in D f

ur alle Funktionen f mit (f) = 1, die man zul

assige Funktionen nennt,
bis auf die

Anderung des Grenz

uberganges und der Vergleichsfunktion analoge Aussagen zur
Ebene.
Funktionen mit (f) <1 haben oensichtlich die Eigenschaft, da ihre Charakteristik
h

ochstens so stark w

achst wie ein konstantes Vielfaches der Funktion log
1
1 r
, was den Begri
der "langsam wachsenden Funktion" aus dem Titel dieser Abhandlung rechtfertigt.
Mit den "Eindeutigkeitss

atzen" aus dem Titel dieser Abhandlung sind Eindeutigkeitss

atze im
folgenden Sinne gemeint:
Ist ein Wert a 2
b
C vorgegeben und betrachtet man f

ur zwei meromorphe Funktionen f und g
die Urbildmengen des Wertes a unter f bzw. unter g, so "teilen" f und g den Wert a, wenn die
Urbildmengen gleich sind.
Stimmen auch in jedem Punkt, wo f und g den Wert a annehmen, die Vielfachheiten des Wer-
tes

uberein, so sagt man, da der Wert a CM (counting multiplicities) geteilt wird. Gilt diese
Aussage in einem gewissen Sinne nur fast

uberall, so sagt man, da der Wert a "CM" geteilt
wird.
f und g teilen den Wert a DM (dierent multiplicities), wenn f und g den Wert a in jedem
Punkt mit verschiedenen Vielfachheiten annehmen.
Statt "Teilen" sagt man auch "Teilen IM" (ignoring multiplicities).
Die klassischen Eindeutigkeitss

atze f

ur meromorphe Funktionen in der Ebene sind der F

unf-
Werte-Satz von Nevanlinna:
v
Teilen zwei nichtkonstante meromorphe Funktionen f und g f

unf paarweise verschiedene Wer-
te, so ist f  g.
und der Vier-Werte-Satz von Nevanlinna:
Teilen zwei verschiedene nichtkonstante meromorphe Funktionen f und g vier paarweise ver-
schiedene Werte CM, so ist f  M Æ g mit einer M

obius-Transformation M , f

ur die zwei der
geteilten Werte Fixpunkte sind, w

ahrend die beiden anderen Picardsche Ausnahmewerte von f
und g sind.
Ziel dieser Abhandlung ist es, Eindeutigkeitss

atze dieser Form auch f

ur langsam wachsende
Funktionen im Einheitskreis zu nden. Dabei darf man aufgrund bekannter Eigenschaften lang-
sam wachsender Funktionen erwarten, da die m

ogliche Anzahl der geteilten Werte h

oher ist
als f

ur Funktionen in der Ebene.
Schon R. Nevanlinna hat ein Beispiel f

ur zwei verschiedene Funktionen f und g angegeben, die
in D f

unf Werte teilen und f

ur die (f) = (g) = 1 gilt ( [15], S. 159 ).
In dieser Abhandlung wird zun

achst gezeigt, da dieses Beispiel maximal ist, denn aus der f

ur
unzul

assige Funktionen f ( also f mit (f) <1 ) bestm

oglichen Form ( der N -Version ) des
zweiten Hauptsatzes ( [18], Ungleichung (9) auf S. 251 )
(q   2)  T (r; f) 
q
X
j=1
N

r;
1
f   a
j

+ log
1
1  r
+ S(r; f)
folgt lediglich unter Ausnutzung der Denition des Limes superior
(f) 
1
q   4
und (g) 
1
q   4
; (2)
wenn man verlangt, da f und g Funktionen sind, die q Werte teilen.
Allerdings mu man aus technischen Gr

unden mit
`(f) = lim
r!1 
T (r; f)
log
1
1 r
zus

atzlich voraussetzen, da
(f) = `(f) (3)
und die analoge Aussage in g gilt, was man in Analogie zum Begri des regul

aren Wachstums
einer meromorphen Funktion hier "regul

are Unzul

assigkeit" nennen kann. Die Bedingung (3)
scheint eher unwesentlich zu sein, da in der vorliegenden Literatur kein Beispiel einer Funktion
zu nden ist, f

ur die (3) nicht gilt.
Die Bedingung (2) schliet nicht aus, da auch (f) 6= (g) gelten k

onnte ( wof

ur man sogar
zahlreiche Beispiele konstruieren kann ). Mit einer etwas anderen Beweisf

uhrung als derjenigen,
die zu (2) f

uhrt, erh

alt man das genauere
q   3 
1
(f)

1
q   3 
1
(g)
; (4)
falls man verlangt, da f und g, f

ur die (3) bzw. dessen Analogon in g gilt, q Werte teilen, und
f

ur ein nach (2) erlaubtes (f) oder (g) die Werte so einsetzt, da die rechte Seite von (4)
vi
positiv ist.
Setzt man q = 5 in (2) ein, so erh

alt man das o.g. Beispiel von Nevanlinna, so da sich der
F

unf-Werte-Satz auf alle in D meromorphen Funktionen f mit (f) > 1 ausdehnt. Mit (2) und
(4) wird er zum q-Werte-Satz in Abh

angigkeit von (f) und (g).
Da nun ein Analogon zum F

unf-Werte-Satz vorliegt, liegt es nahe, auch die Herleitung eines
Analogons zum Vier-Werte-Satz zu versuchen. Die zwei zus

atzlichen Hauptzutaten f

ur den
Beweis des Vier-Werte-Satzes in der Ebene sind
T (r; f) = T (r; g) + S(r) ; (5)
was man direkt aus dem zweiten Hauptsatz f

ur q = 4 erh

alt, und die Bedingung (1), die alle
Hilfsfunktionen "klein" macht.
Fordert man nun, da eine zu (5) analoge Bedingung ( die automatisch daf

ur sorgt, da (3)
gilt und in (2) jeweils das Gleichheitszeichen steht ) gilt und da die betrachteten Funktionen
"relativ zul

assig" sind, d.h. da f

ur f zwar (f) < 1, aber trotzdem die Bedingung (1) gilt,
so erh

alt man das folgende Analogon zum Vier-Werte-Satz:
Teilen zwei Funktionen aus der erw

ahnten Klasse, in der die einschr

ankenden Bedingungen gel-
ten, q Werte "CM", so geht die eine aus der anderen durch eine M

obius-Transformation hervor,
deren Fixpunkte von beiden Funktionen in denselben Stellen angenommen werden, w

ahrend
die restlichen q 2 Werte Picardsche Ausnahmewerte sind, die von der M

obius-Transformation
permutiert werden ( Bei der Wahl der Fixpunkte 0 und 1 stellen sie sich im Beweisverlauf
als die (q   2)-ten Einheitswurzeln heraus, die um eine nichttriviale (q   2)-te Einheitswurzel
gedreht werden. ). Die Anzahl der Picardschen Ausnahmewerte ist maximal, da nach
R. Nevanlinna f

ur eine Funktion f mit (f) <1, die p Ausnahmewerte hat, (f) =
1
p 2
gelten
mu ( vgl. [15], S. 152/3 ).
Im Fall q = 5 haben wir also das o.g. Beispiel von Nevanlinna rekonstruiert.
Wie in der Ebene f

ur vier Werte kann man nun versuchen, dasselbe Ergebnis unter der Vor-
aussetzung herzuleiten, da man von so wenigen Werten wie m

oglich verlangt, da sie "CM"
geteilt werden. Dies funktioniert auch hier.
Seien also zwei Funktionen gegeben, die q Werte teilen. Dann lautet die Liste der Aussagen,
die unter Abschw

achungen der Voraussetzungen hergeleitet werden k

onnen:
Teilen zwei Funktionen aus der erw

ahnten Klasse q   1 Werte "CM" und einen Wert IM,
so teilen sie alle q Werte CM.
Dies entspricht dem Satz
Teilen zwei Funktionen drei Werte "CM" und einen Wert IM, so teilen sie alle vier Werte CM.
in der Ebene ( vgl. [9], S. 85/6 ).
Teilen zwei Funktionen aus der erw

ahnten Klasse zwei Werte "CM" und q   2 Werte IM,
so teilen sie alle q Werte CM.
Dies entspricht dem Satz
Teilen zwei Funktionen zwei Werte "CM" und zwei Werte IM, so teilen sie alle vier Werte
CM.
in der Ebene ( vgl. [6] ).
Teilen zwei Funktionen aus der erw

ahnten Klasse einen Wert a "CM" und einen weiteren Wert
vii
b mit (b) >
2
3
, wobei die Gr

oe  wie in [13] deniert sei, so teilen sie alle q Werte CM.
Dies entspricht dem Satz
Teilen zwei Funktionen einen Wert a "CM" und einen weiteren Wert b mit (b) >
2
3
, so teilen
sie alle vier Werte CM.
in der Ebene ( vgl. [13] ).
Teilen zwei Funktionen aus der erw

ahnten Klasse einen Wert a mit (a) >
4
5
und einen weiteren
Wert b mit (b) >
4
5
, so teilen sie alle q Werte CM.
Dies entspricht dem Satz
Teilen zwei Funktionen einen Wert a mit (a) >
4
5
und einen weiteren Wert b mit (b) >
4
5
,
so teilen sie alle vier Werte CM.
in der Ebene ( vgl. [21] ).
Teilen zwei Funktionen aus der erw

ahnten Klasse einen Wert a mit (a) >
2
3
und einen weiteren
Wert b mit (b) >
2(a)
5(a) 2
, so teilen sie alle q Werte CM.
Dies entspricht dem Satz
Teilen zwei Funktionen einen Wert a mit (a) >
2
3
und einen weiteren Wert b mit
(b) >
2(a)
5(a) 2
, so teilen sie alle vier Werte CM.
in der Ebene ( vgl. [22] ).
Teilen zwei Funktionen aus der erw

ahnten Klasse einen Wert a "CM", f

ur den zus

atzlich
(a) <
q 3
q+1
mit dem Valiron-Defekt  gilt, so teilen sie alle q Werte CM.
Dies entspricht dem Satz
Teilen zwei Funktionen einen Wert a CM, f

ur den zus

atzlich (a) <
1
5
gilt, so teilen sie alle
vier Werte CM.
in der Ebene ( vgl. [7] ).
Es gibt kein Paar holomorpher Funktionen in der erw

ahnten Klasse, das einen Wert "CM" und
alle anderen q   1 Werte DM teilt.
Dies entspricht dem Satz
Es gibt kein Paar ganzer Funktionen, das einen Wert CM und drei Werte DM teilt.
in der Ebene ( vgl. [12] ).
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Kapitel 1
Wertverteilungslehre im Einheitskreis
In dieser Abhandlung werden wir meromorphe Funktionen betrachten, deren Denitionsbereich
der Einheitskreis D := fz 2 C : jzj < 1g ist. Die dazu geh

orende Wertverteilungslehre hat viele
Gemeinsamkeiten, aber auch wesentliche Unterschiede zu derjenigen f

ur Funktionen in C , die
traditionell wesentlich bekannter ist.
In diesem Kapitel werden die grundlegenden Begrie und S

atze der Wertverteilungslehre im
Einheitskreis zusammengestellt, soweit sie in dieser Abhandlung ben

otigt werden. Dabei bewei-
sen wir insbesondere diejenigen Aussagen, die f

ur die zu betrachtenden "langsam wachsenden"
Funktionen vom sogenannten "zul

assigen" Fall abweichen. Eine ausf

uhrliche Darstellung der
Theorie im zul

assigen Fall ndet man insbesondere in [16], [20] und [8].
1.1 Wertverteilungsgr

oen und der erste Hauptsatz
In diesem Abschnitt werden zun

achst diejenigen Aussagen gesammelt, die f

ur Ebene und Ein-
heitskreis (bis auf den Grenz

ubergang r ! 1  statt r ! 1 und die Variablentransformation
r !
1
1 r
f

ur die Vergleichsfunktionen) gleich sind.
Denition 1.1 (Anzahlfunktion einer Folge)
(z
k
) sei eine (evtl. endliche) Folge in D , die keinen H

aufungspunkt in D hat.
F

ur t 2 [0; 1) sei n(t) die Anzahl derjenigen z
k
mit jz
k
j  t.
F

ur r 2 (0; 1) heit dann
N(r) :=
r
Z
0
n(t)  n(0)
t
dt+ n(0) log r (1.1)
Anzahlfunktion der Folge (z
k
).
Denition 1.2
Die Funktion log
+
: [0;1)! R sei deniert durch
log
+
x :=

0 f

ur x 2 [0; 1] ;
logx f

ur x 2 (1;1) :
Sie heit Pluslogarithmus.
1
Denition 1.3 (Wertverteilungsgr

oen einer meromorphen Funktion)
f sei meromorph in D .
a) N(r; f) sei die Anzahlfunktion der Folge der Polstellen von f , wobei jede Polstelle so oft
gez

ahlt wird, wie ihre Vielfachheit angibt.
N(r; f) heit die Anzahlfunktion (der Polstellen) von f .
Oensichtlich ist f

ur a 2 C dann N

r;
1
f a

die Anzahlfunktion der a-Stellen von f .
b) F

ur r 2 (0; 1) ist
m(r; f) :=
1
2
2
Z
0
log
+
jf(r e
i'
)j d'
die Schmiegungsfunktion von f .
c) Die Funktion
T (r; f) := m(r; f) +N(r; f)
heit Charakteristik von f .
Bemerkung:
N(r; f) und T (r; f) sind monoton wachsend in r und konvex in log r.
m(r; f) ist f

ur alle r 2 (0; 1) nichtnegativ.
Da T (r; f) wachsend ist, existiert lim
r!1 
T (r; f) und ist entweder endlich oder unendlich.
Wir interessieren uns in dieser Abhandlung nur f

ur den unendlichen Fall und verwenden die
folgende
Denition 1.4
Eine in D meromorphe Funktion heit beschr

anktartig, wenn
lim
r!1 
T (r; f) <1
gilt. Die Menge der beschr

anktartigen Funktionen
N :=

f meromorph in D : lim
r!1 
T (r; f) <1

wird auch Nevanlinna-Klasse genannt.
Ab jetzt betrachten wir also Funktionen f , die nicht aus der Nevanlinna-Klasse sind, d.h.
f =2 N .
Jede Einschr

ankung einer in ganz C meromorphen Funktion auf D ist wegen des Wachsens der
Charakteristik in der Nevanlinna-Klasse. Damit sind insbesondere alle rationalen Funktionen
in der Nevanlinna-Klasse, und durch die Voraussetzung f =2 N schlieen wir ab jetzt die in der
Ebene h

aug n

otige Voraussetzung aus, da f nichtkonstant sein mu.
2
Satz 1.5 (Rechenregeln)
F

ur n 2 N seien n Funktionen f
k
=2 N (k 2 f1; : : : ; ng) gegeben. Dann gelten f

ur r ! 1  die
Absch

atzungen
N
 
r;
n
Y
k=1
f
k
!

n
X
k=1
N(r; f
k
) +O(1) ;
N
 
r;
n
X
k=1
f
k
!

n
X
k=1
N(r; f
k
) +O(1) ;
m
 
r;
n
Y
k=1
f
k
!

n
X
k=1
m(r; f
k
) ;
m
 
r;
n
X
k=1
f
k
!

n
X
k=1
m(r; f
k
) + logn ;
T
 
r;
n
Y
k=1
f
k
!

n
X
k=1
T (r; f
k
) +O(1) ;
T
 
r;
n
X
k=1
f
k
!

n
X
k=1
T (r; f
k
) +O(1) :
Bemerkung:
Nach Denition 1.1 sind die Anzahlfunktionen aus Satz 1.5 in D nicht notwendig nichtnegativ,
falls es ein k 2 f1; : : : ; ng mit f
k
(0) = 1 gibt. Der additive Term in (1.1), der sich auf die
m

ogliche Polstelle in 0 bezieht, ist f

ur r ! 1  jedoch beschr

ankt, so da die Absch

atzungen
f

ur die Anzahlfunktionen in der angegebenen modizierten Form gelten.
Satz 1.6 (Erster Hauptsatz)
Sei r 2 (0; 1). Ist f =2 N , so gilt f

ur jedes a 2 C die Absch

atzung
T

r;
1
f   a

= T (r; f) +O(1) f

ur r! 1  :
Gilt f

ur die Funktion f insbesondere jf(0)j = 1, so haben wir sogar
T

r;
1
f   a

= T (r; f) f

ur r ! 1  : (1.2)
Bemerkung:
Das Wegfallen des Restgliedes in (1.2) ist bei der Absch

atzung von m

r;
f
0
f

oft von entschei-
dender Bedeutung (vgl. [17], [4]).
Satz 1.7
Ist f =2 N und M eine M

obius-Transformation, so gilt
T (r;M Æ f) = T (r; f) +O(1) f

ur r ! 1  :
Satz 1.8
Es sei f =2 N und P ein Polynom vom Grad d. Dann ist
T (r; P Æ f) = d  T (r; f) +O(1) f

ur r! 1  :
3
Denition 1.9
Es sei f =2 N . Dann heit
(f) := lim
r!1 
log
+
T (r; f)
log
1
1 r
die Wachstumsordnung (Ordnung) von f .
(f) := lim
r!1 
log
+
T (r; f)
log
1
1 r
heit die untere Wachstumsordnung (untere Ordnung) von f .
Gilt (f) = (f), so heit f Funktion von regul

arem Wachstum.
Gilt (f) > (f), so heit f Funktion von irregul

arem Wachstum.
1.2 Eine Absch

atzung von Gol'dberg und Grinstein
Die klassische Methode zur Herleitung des zweiten Hauptsatzes ben

otigt eine Absch

atzung
der Schmiegungsfunktion der logarithmischen Ableitung einer Funktion (vgl. [16]). In einem
gewissen Sinne, der an sp

aterer Stelle dargelegt werden wird, ist eine Absch

atzung bestm

oglich,
die auf Gol'dberg und Grinstein (vgl. [3]) zur

uckgeht und zu deren Beweis hier zun

achst die
n

otigen Hilfss

atze bereitgestellt werden sollen.
Der erste der Hilfss

atze ist eine zuerst von Ngoan und Ostrowski verwendete Absch

atzung
f

ur Summen nichtnegativer Zahlen, sofern man ihre Potenzen mit Exponenten betrachtet, die
kleiner als Eins sind (vgl. [17]).
Lemma 1.10
Gegeben seien endlich viele Zahlen x
1
; : : : ; x
p
2 [0;1) und ein  2 (0; 1). Dann gilt
 
p
X
=1
x

!


p
X
=1
(x

)

:
Beweis:
Setze
S :=
p
X
=1
x

:
F

ur S = 0 ist die Aussage trivialerweise wahr, so da wir S > 0 annehmen d

urfen. Es gilt
x

S
 1
f

ur jedes  2 f1; : : : ; pg, also

x

S



x

S
wegen  < 1. Daraus folgt
1
S

p
X
=1
(x

)


p
X
=1
x

S
= 1 ;
4
also
p
X
=1
(x

)

 S

=
 
p
X
=1
x

!

:
Wir ben

otigen ferner einen Spezialfall von (vgl. [11], S.54)
Lemma 1.11 (H

oldersche Ungleichung f

ur Integrale)
Sei p 2 (1;1) und q 2 R mit
1
p
+
1
q
= 1. Sind f

ur f; g : [a; b]! R die Funktionen jf j
p
und jgj
p
auf [a; b] integrierbar, so gilt
b
Z
a
jf(x)g(x)j dx 
0
@
b
Z
a
jf(x)j
p
dx
1
A
1
p
0
@
b
Z
a
jg(x)j
q
dx
1
A
1
q
:
Dieser lautet
Korollar 1.12
Ist jF j auf [0; 2] integrierbar und  2 (0; 1), so gilt
1
2
2
Z
0
jF (x)j

dx 
0
@
1
2
2
Z
0
jF (x)j dx
1
A

:
Beweis:
W

ahle a = 0, b = 2, f(x) = (F (x))
1
p
und g(x)  1 in Lemma 1.11. Dann gilt
2
Z
0
jF (x)j
1
p
dx 
0
@
2
Z
0
jF (x)j dx
1
A
1
p
 (2)
1 
1
p
:
Wegen p > 1 darf man  :=
1
p
setzen, und die richtige Verteilung der 2-Faktoren ergibt die
Behauptung.
Ferner ben

otigen wir die Absch

atzung des Integrals

uber den Pluslogarithmus einer Funktion
gegen den Pluslogarithmus des Integrals dieser Funktion (vgl. [4]). ( Normalerweise wird nur
das Integral

uber den Logarithmus einer Funktion gegen den Logarithmus des Integrals dieser
Funktion abgesch

atzt. )
Lemma 1.13
Seien f und g auf dem Intervall [a; b] nichtnegative und mebare Funktionen und
A =
b
Z
a
g(x)dx > 0 :
Dann gilt die Ungleichung
1
A
b
Z
a

log
+
f(x)
	
g(x)dx  log
+
8
<
:
1
A
b
Z
a
f(x)g(x)dx
9
=
;
+ log 2 :
5
Setzt man insbesondere g  1, so folgt
1
b  a
b
Z
a
log
+
f(x)dx  log
+
8
<
:
1
b  a
b
Z
a
f(x)dx
9
=
;
+ log 2 :
Beweis:
Setze
 :=
1
A
b
Z
a
max ff(x); 1g g(x)dx (1.3)
und
'(x) := max ff(x); 1g    :
Beachte, da wegen der Monotonie der Integrale   1 gilt. Oensichtlich ist
b
Z
a
'(x)g(x)dx = 0 :
Es gilt
1
A
b
Z
a

log
+
f(x)
	
g(x)dx =
1
A
b
Z
a
log fmax ff(x); 1gg g(x)dx
=
1
A
b
Z
a
log f+ '(x)g g(x)dx
=
1
A
b
Z
a
log



1 +
'(x)


g(x)dx
= log+
1
A
b
Z
a
log

1 +
'(x)


g(x)dx
 log+
1
A
b
Z
a
'(x)

g(x)dx
= log
+

6
wegen log (1 + x)  x f

ur x 2 [0;1). Nach (1.3) folgt
1
A
b
Z
a
log fmax ff(x); 1gg g(x)dx  log
+
8
<
:
1
A
b
Z
a
max ff(x); 1g g(x)dx
9
=
;
 log
+
8
<
:
1
A
b
Z
a
[f(x) + 1] g(x)dx
9
=
;
= log
+
8
<
:
1
A
b
Z
a
f(x)g(x)dx+ 1
9
=
;
 log
+
8
<
:
1
A
b
Z
a
f(x)g(x)dx
9
=
;
+ log 2 :
Das n

achste Resultat ist eine (ebenfalls in [4] mehrfach verwendete) M

oglichkeit, das Integral

uber eine Funktion, die mit einem Exponenten potenziert wird, der kleiner als Eins ist, unter
einer geeigneten Bedingung gegen eine Konstante abzusch

atzen.
Lemma 1.14 (Smirnovsche Ungleichung)
Hat der Realteil oder der Imagin

arteil der in fjzj < Rg holomorphen Funktion f(z) konstantes
Vorzeichen, und setzen wir
u(') := lim
z!Re
i'
jzj<R
jf(z)j ; (1.4)
so gilt f

ur jedes  2 (0; 1) die Ungleichung
1
2
2
Z
0
fu(')g

d' 
jf(0)j

cos

2
:
Beweis:
O.B.d.A. nehmen wir an, da Re f(z) > 0 in fjzj < Rg gilt. Da die Funktion f(z) dann
in fjzj < Rg keine Nullstelle hat, k

onnen wir einen Zweig von arg f(z) so w

ahlen, da dort
j arg f(z)j <

2
gilt. Die Funktion
ff(z)g

= jf(z)j

exp fi arg f(z)g
ist in fjzj < Rg holomorph, und folglich ist Re ff(z)g

dort harmonisch. Wegen j arg f(z)j <

2
ist j arg f(z)j <

2
, also cos ( arg f(z))  cos

2
, und damit
Re ff(z)g

= jf(z)j

cos ( arg f(z))  jf(z)j

cos

2
:
Somit gilt auch
2
Z
0


f(re
i'
)



d' 
1
cos

2
2
Z
0
Re

f(re
i'
)
	

d' =
2
cos

2
Re ff(0)g

7
mit der Mittelwerteigenschaft harmonischer Funktionen f

ur r < R. Damit haben wir sogar
1
2
2
Z
0


f(re
i'
)



d' 
jf(0)j

cos

2
:
Mit dem Grenz

ubergang r! R und (1.4) folgt dann die Behauptung.
Nun sind wir in der Lage, die angek

undigte Absch

atzung von Gol'dberg und Grinstein zu
beweisen.
Satz 1.15
Sei f(z) eine in fz 2 C : jzj < Rg (0 < R  1) meromorphe Funktion mit f(0) = 1. Dann
gilt
m

r;
f
0
f

< log
+

T (%; f)
r

%
%  r

+ 5:614227532 (1.5)
f

ur alle r; % 2 (0; R) mit r < %.
Beweis:
Setze s =
r+%
2
. Dann gilt s  r = %  s =
% r
2
.
Sei c
k
die Folge der Null- und Polstellen von f(z), wobei jede Stelle gem

a ihrer Vielfachheit
gez

ahlt wird. Setze Æ
k
= 1, wenn c
k
eine Nullstelle von f(z) ist, und Æ
k
=  1, wenn c
k
eine
Polstelle von f(z) ist.
Dann gilt f

ur z = re
i'
die Formel
f
0
(z)
f(z)
=
1
2
2
Z
0
log jf(se
i#
)j
2se
i#
(se
i#
  z)
2
d# +
X
jc
k
j<s
Æ
k

c
k
s
2
  c
k
z
+
1
z   c
k

:
Nach der Dreiecksungleichung folgt also




f
0
(z)
f(z)





1
2
2
Z
0


log jf(se
i#
)j


2s
jse
i#
  zj
2
d# +






X
jc
k
j<s
Æ
k
c
k
s
2
  c
k
z






+






X
jc
k
j<s
Æ
k
z   c
k






: (1.6)
Das Potenzieren von (1.6) mit  2 (0; 1) liefert unter Anwendung von Lemma 1.10 die
Absch

atzung




f
0
(z)
f(z)






8
<
:
1
2
2
Z
0


log jf(se
i#
)j


2s
jse
i#
  zj
2
d#
9
=
;

+






X
jc
k
j<s
Æ
k
c
k
s
2
  c
k
z







+






X
jc
k
j<s
Æ
k
z   c
k







: (1.7)
Wir integrieren (1.7) bez

uglich ' von 0 bis 2 und erhalten
1
2
2
Z
0




f
0
(re
i'
)
f(re
i'
)





d' 
1
2
2
Z
0
8
<
:
1
2
2
Z
0


log jf(se
i#
)j


2s
jse
i#
  re
i'
j
2
d#
9
=
;

d'
+
1
2
2
Z
0






X
jc
k
j<s
Æ
k
c
k
s
2
  c
k
re
i'







d'+
1
2
2
Z
0






X
jc
k
j<s
Æ
k
re
i'
  c
k







d'
=: I
1
+ I
2
+ I
3
: (1.8)
8
Zun

achst wird I
1
abgesch

atzt: Nach Korollar 1.12 gilt
I
1

8
<
:
1
2
2
Z
0
0
@
1
2
2
Z
0


log jf(se
i#
)j


2s
jse
i#
  re
i'
j
2
d#
1
A
d'
9
=
;

:
Nun vertauschen wir die Integrationsreihenfolge und wenden die Poisson-Formel an. Dadurch
erhalten wir
I
1

8
<
:
1
2
2
Z
0


log jf(se
i#
)j


0
@
1
2
2
Z
0
2s
jse
i#
  re
i'
j
2
d'
1
A
d#
9
=
;

=
8
<
:
1
2
2
Z
0


log jf(se
i#
)j


d# 
2s
s
2
  r
2
9
=
;

:
Dieses Integral kann durch 2  T (s; f) abgesch

atzt werden, da wegen f(0) = 1 der Fehlerterm
im ersten Hauptsatz verschwindet (vgl. (1.2) in Satz 1.6). Wir haben also
I
1


4s
s
2
  r
2
 T (s; f)


:
Ersetzen wir nun noch s durch
%+r
2
und ber

ucksichtigen wir die wegen r < % g

ultige Absch

atzung
2(%+ r)
% + 3r

%
r
;
so erhalten wir wegen des Wachsens der Charakteristik
I
1


8(%+ r)
(%  r)(%+ 3r)
 T (s; f)




4
%  r

%
r
 T (%; f)


= 2
2

%
%  r



T (%; f)
r


:
(1.9)
Zur Absch

atzung von I
2
setze
X
jc
k
j<s
Æ
k
c
k
s
2
  c
k
z
=
X
jc
k
j<s
fRe(Æ
k
c
k
)g
+
s
2
  c
k
z
 
X
jc
k
j<s
f Re(Æ
k
c
k
)g
+
s
2
  c
k
z
+i
X
jc
k
j<s
fIm(Æ
k
c
k
)g
+
s
2
  c
k
z
  i
X
jc
k
j<s
f  Im(Æ
k
c
k
)g
+
s
2
  c
k
z
=: 
1
(z)  
2
(z) + i
3
(z)  i
4
(z) : (1.10)
Dann gilt
I
2

4
X
j=1
1
2
2
Z
0



j
(re
i'
)



d' : (1.11)
Wegen
Re(c
k
z)  jc
k
zj = rjc
k
j < s
2
9
f
ur r < s und jc
k
j < s ist
Re

1
s
2
  c
k
z

=
Re(s
2
  c
k
z)
js
2
  c
k
zj
2
> 0 ; (1.12)
also auch Re
j
(re
i'
) > 0 f

ur j = 1; 2; 3; 4. Damit d

urfen wir zur Absch

atzung der Integrale
auf der rechten Seite von (1.11) die Smirnovsche Ungleichung (Lemma 1.14) anwenden und
erhalten
I
2

4
X
j=1
j
j
(0)j

cos

2
: (1.13)
Setzt man nun den Wert z = 0 in (1.10) und dies dann auf der rechten Seite von (1.13) ein, so
ergibt sich
I
2

8
>
<
>
:
0
B
@
P
jc
k
j<s
Re(Æ
k
c
k
)>0
jc
k
j
1
C
A

+
0
B
@
P
jc
k
j<s
Re(Æ
k
c
k
)0
jc
k
j
1
C
A

+
0
B
@
P
jc
k
j<s
Im(Æ
k
c
k
)>0
jc
k
j
1
C
A

+
0
B
@
P
jc
k
j<s
Im(Æ
k
c
k
)0
jc
k
j
1
C
A

9
>
=
>
;
s
2
 cos

2

f(
1
n(s; 0;1))

+ ((1  
1
)n(s; 0;1))

+ (
2
n(s; 0;1))

+ ((1  
2
)n(s; 0;1))

g
s

 cos

2
=

n(s; 0;1)
s


f

1
+ (1  
1
)

+ 

2
+ (1  
2
)

g
cos

2
:
Dabei bezeichnet n(s; 0;1) erwartungsgem

a die Anzahl der Null- und Polstellen von f(z) im
Kreis fjzj < sg, w

ahrend 0  
j
= 
j
(s)  1 f

ur j = 1; 2 den Anteil derjenigen Null- und
Polstellen mit positivem bzw. negativem Real- bzw. Imagin

arteil angibt. Wegen


j
+ (1  
j
)



1
2


+

1
2


= 2  2
 
= 2
1 
(1.14)
und
n(s; 0;1) 
%
%  s
N(%; 0;1) 
4%
%  r
 T (%; f)
haben wir
I
2

2
2 

n(s;0;1)
s


cos

2

2
2+

%
% r


(T (%; f))

r

 cos

2
=
2
2+
cos

2

%
%  r



T (%; f)
r


: (1.15)
Zur Absch

atzung von I
3
setze #
k
= arg c
k
und stelle die Z

ahler der Summanden in I
3
in der Form
Æ
k
= e
i#
k
Æ
k
e
 i#
k
dar. Um sp

ater die Smirnovsche Ungleichung erfolgreich anwenden zu k

onnen,
mu f

ur Æ
k
e
 i#
k
= Æ
k
(cos#
k
  i sin#
k
) unterschieden werden, wo die Terme e
i#
k
 Æ
k
cos#
k
bzw.
e
i#
k
 Æ
k
sin#
k
positiv bzw. negativ sind. F

ur 0 < r < s setze also
X
jc
k
j<s
Æ
k
z   c
k
=
X
jc
k
j>r
fe
i#
k
Æ
k
cos#
k
g
+
z   c
k
 
X
jc
k
j>r
f e
i#
k
Æ
k
cos#
k
g
+
z   c
k
+i
X
jc
k
j>r
f e
i#
k
Æ
k
sin#
k
g
+
z   c
k
  i
X
jc
k
j>r
fe
i#
k
Æ
k
sin#
k
g
+
z   c
k
+
X
jc
k
jr
fÆ
k
g
+
z   c
k
 
X
jc
k
jr
f Æ
k
g
+
z   c
k
=: F
1
(z) + F
2
(z) + F
3
(z) + F
4
(z) + F
5
(z) + F
6
(z) : (1.16)
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F
ur jc
k
j > r und jzj < r haben wir
Re

e
i#
k
z   c
k

< 0
wegen
Re

e
i#
k
z   jc
k
je
i#
k

=
Re(e
i#
k
 (z   jc
k
je
 i#
k
))
jz   jc
k
je
i#
k
j
2
und
e
i#
k

 
z   jc
k
je
 i#
k

= z  e
i#
k
  jc
k
j
=) Re
 
ze
i#
k
  jc
k
j

< Re
 
ze
i#
k

  r



ze
i#
k


  r
< r   r
= 0 :
Damit gen

ugen die Funktionen F
j
(z) f

ur j = 1; 2; 3; 4 den Voraussetzungen der Smirnovschen
Ungleichung (Lemma 1.14), und wir haben
1
2
2
Z
0


F
j
 
re
i'




d' 
jF
j
(0)j

cos

2
f

ur j = 1; 2; 3; 4. Setzen wir nun z = 0 in (1.16) f

ur j = 1; 2; 3; 4, so folgt
4
X
j=1
1
2
2
Z
0


F
j
 
re
i'




d' 
1
cos

2
8
>
>
<
>
>
:
0
B
B
@
X
jc
k
j>r
Re(Æ
k
e
 i#
k
)>0
1
jc
k
j
1
C
C
A

+
0
B
B
@
X
jc
k
j>r
Re(Æ
k
e
 i#
k
)<0
1
jc
k
j
1
C
C
A

+
0
B
B
@
X
jc
k
j>r
Im(Æ
k
e
 i#
k
)>0
1
jc
k
j
1
C
C
A

+
0
B
B
@
X
jc
k
j>r
Im(Æ
k
e
 i#
k
)<0
1
jc
k
j
1
C
C
A

9
>
>
=
>
>
;

f(
1
[n(s; 0;1)  n(r; 0;1)])

+ ((1  
1
)[n(s; 0;1)  n(r; 0;1)])

r

 cos

2
+
(
2
[n(s; 0;1)  n(r; 0;1)])

+ ((1  
2
)[n(s; 0;1)  n(r; 0;1)])

g
r

 cos

2
=

n(s; 0;1)  n(r; 0;1)
r


f

1
+ (1  
1
)

+ 

2
+ (1  
2
)

g
cos

2
:
W

ahrend wie bei der Absch

atzung von I
2
auch hier


j
+ (1  
j
)

 2
1 
und
n(s; 0;1) 
4%
%  r
 T (%; f)
11
gilt, erhalten wir f

ur n(r; 0;1) die Absch

atzung
n(r; 0;1) 
%
%  r
N(%; 0;1) 
2%
%  r
 T (%; f) :
Damit folgt f

ur die ersten vier Summanden
4
X
j=1
1
2
2
Z
0


F
j
 
re
i'




d' 
2
2 

n(s;0;1) n(r;0;1)
r


cos

2

4
cos

2

%
%  r



T (%; f)
r


:
Die Summanden F
5
und F
6
erf

ullen nicht unmittelbar die Voraussetzungen der Smirnovschen
Ungleichung. Betrachten wir aber stattdessen die Funktionen
F
(1)
5
(z) =
X
jc
k
jr
f(c
k
)=0
r
r
2
  c
k
z
und
F
(1)
6
(z) =
X
jc
k
jr
f(c
k
)=1
r
r
2
  c
k
z
;
so ist einerseits
Re

r
r
2
  c
k
z

> 0
f

ur jc
k
j  r und jzj < r in v

olliger Analogie zu (1.12). Andererseits haben wir






X
jc
k
jr
1
z   c
k






=






X
jc
k
jr
r
r
2
  c
k
z






f

ur jzj = r, womit



F
(1)
j
 
re
i'




=


F
j
 
re
i'



f

ur alle ' 2 [0; 2) folgt. Da der Betrag der Randwerte der Funktionen gleich ist, gilt f

ur die
restlichen zwei Summanden also doch die Smirnovsche Ungleichung, und es folgt
6
X
j=5
1
2
2
Z
0


F
j
 
re
i'




d' =
6
X
j=5
1
2
2
Z
0



F
(1)
j
 
re
i'





d'

6
X
j=5



F
(1)
j
(0)




cos

2
=
(n(r; 0;1))

+ ((1  )n(r; 0;1))

r

cos

2


n(r; 0;1)
r


2
1 
cos

2

2
cos

2

%
%  r



T (%; f)
r


:
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Insgesamt haben wir
I
3

6
X
j=1
1
2
2
Z
0


F
j
(re
i'
)



d' 
6

%
% r


(T (%; f))

r

cos

2
: (1.17)
Aus (1.8), (1.9), (1.15) und (1.17) erhalten wir
1
2
2
Z
0




f
0
(re
i'
)
f(re
i'
)





d'  K() 

%
%  r




T (%; f)
r


(1.18)
mit K() := 2
2
+
2
2+
+6
cos

2
.
Mit Lemma 1.13 folgt aus (1.18) f

ur die Schmiegungsfunktion der logarithmischen Ableitung
m

r;
f
0
f


1

8
<
:
log
+
2
4
1
2
2
Z
0




f
0
(re
i'
)
f(re
i'
)





d'
3
5
+ log 2
9
=
;
 log
+

T (%; f)
r

%
%  r

+
log(2K())

:
F

ur  2 (0; 1) hat die Funktion
log(2K())

bei  = 0; 8233939678 : : : das Minimum
5; 614227532 : : : . Daraus folgt (1.5).
Bemerkung:
Satz 1.15 ist nicht die Originalabsch

atzung von Gol'dberg und Grinstein in [3]. Denn um I
3
abzusch

atzen, verwenden sie die Ungleichung
I
3

2 + 2
2+
r



%
% r


(T (%; f))

cos

2
; (1.19)
die sie Kolokol'nikov [10] zuschreiben, obwohl dieser sie aufgrund der groberen Absch

atzung


j
+ (1  
j
)

 1 + 1 = 2
statt (1.14) nur mit einem zus

atzlichen Faktor 2

auf der rechten Seite herleiten konnte. Da
sie eine weitere zu grobe Absch

atzung in der Kolokol'nikovschen Beweisf

uhrung

ubernommen
haben, erhalten sie (1.19) statt (1.17) und damit auch einen etwas gr

oeren konstanten Term
in (1.5).
1.3 Der Satz

uber die Schmiegungsfunktion
der logarithmischen Ableitung
Als einfache Anwendung von Satz 1.15 beweisen wir nun den Satz

uber die Schmiegungsfunktion
der logarithmischen Ableitung.
Lemma 1.16
Die Funktion h : [r
0
; 1)! R sei stetig und wachsend (). Weiter sei h(r
0
)  1.
Dann gibt es eine Menge E  [r
0
; 1) mit folgender Eigenschaft:
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Es ist
Z
E
dr
1  r
 2
und
h

r +
1  r
e  h(r)

< 2  h(r) f

ur alle r =2 E: (1.20)
Satz 1.17 (Satz

uber die Schmiegungsfunktion der logarithmischen Ableitung)
a) Es sei f =2 N .
Dann gibt es eine Menge E  (0; 1) mit
R
E
dr
1 r
 2, so da
m

r;
f
0
f

= O

logT (r; f) + log
1
1  r

f

ur r ! 1 , r =2 E gilt.
b) Es sei f =2 N von der endlichen Ordnung  (vgl. Denition 1.9). Dann ist
lim
r!1 
m

r;
f
0
f

log
1
1 r
 + 1 : (1.21)
Insbesondere ist also in diesem Fall
m

r;
f
0
f

= O

log
1
1  r

f

ur r! 1  :
(Es tritt keine Ausnahmemenge auf!)
c) Es sei f =2 N von der endlichen unteren Ordnung  (vgl. Denition 1.9). Dann ist
lim
r!1 
m

r;
f
0
f

log
1
1 r
 + 1 :
Beweis:
Im Gegensatz zur sonst

ublichen Vorgehensweise leiten wir alle drei Aussagen aus der
Absch

atzung von Gol'dberg und Grinstein in der Formulierung von Satz 1.15 her.
a) Wenn f(0) 6= 1 ist, dann gibt es ein c 2 C

und ein k 2 Z, so da f

ur die durch
F (z) = c  z
k
 f(z) denierte Funktion F (0) = 1 gilt. Wegen
f
0
(z)
f(z)
=
F
0
(z)
F (z)
 
k
z
folgt
m

r;
f
0
f

 m

r;
F
0
F

+ log
+
jkj
r
+ log 2 = m

r;
F
0
F

+O(1) (1.22)
f

ur r ! 1 . Ferner ist
T (r; F )  T (r; f) + jkj log
+
r +O(1) = T (r; f) +O(1) (1.23)
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f
ur r ! 1 . Da F (0) = 1 ist, gilt nach Satz 1.15 die Absch

atzung
m

r;
F
0
F

 log
+

T (%; F )
r

%
%  r

+O(1) ;
woraus mit
% = r +
1  r
e  T (r; F )
;
also
%  r =
1  r
e  T (r; F )
und
%
%  r
= 1 +
e  r  T (r; F )
1  r
nach (1.20) in Lemma 1.16 die Absch

atzung
T (%; F ) < 2  T (r; F )
auerhalb einer Ausnahmemenge E  (0; 1) mit
R
E
dr
1 r
 2 folgt. Auerhalb dieser Menge
E gilt damit
m

r;
F
0
F

= O

logT (r; F ) + log
1
1  r

;
nach (1.22) und (1.23) also auch
m

r;
f
0
f

= O

logT (r; f) + log
1
1  r

:
b) Nach Denition der Ordnung  (Denition 1.9) gilt:
F

ur jedes " > 0 gibt es ein r
0
("), so da f

ur alle r 2 (0; 1) mit r  r
0
die Ungleichung
T (r; f) <

1
1  r

+"
gilt. W

ahlt man % =
r+1
2
in Satz 1.15, so folgt mit
%  r =
1  r
2
;
also
%
%  r
=
r + 1
1  r
und
1
1  %
=
2
1  r
15
die Absch

atzung
m

r;
f
0
f

 log
+
(
2
+"

r + 1
r


1
1  r

+"+1
)
:
Damit gilt ohne Ausnahmemenge
m

r;
f
0
f

= O

log
1
1  r

und genauer
lim
r!1 
m

r;
f
0
f

log
1
1 r
 + "+ 1 :
F

ur "! 0 folgt
lim
r!1 
m

r;
f
0
f

log
1
1 r
 + 1 :
c) Nach Denition der unteren Ordnung  (Denition 1.9) gilt:
F

ur jedes " > 0 gibt es eine Folge (r
n
), so da die Ungleichung
T (r
n
; f) <

1
1  r
n

+"
f

ur unendlich viele r
n
gilt. Eine analoge

Uberlegung wie in b) liefert die Absch

atzung
m

r
n
;
f
0
f

 log
+
(
2
+"

r
n
+ 1
r
n


1
1  r
n

+"+1
)
auf diesen unendlich vielen Folgengliedern. L

at man diese gegen 1 streben, so ergibt sich
lim
r
n
!1 
m

r
n
;
f
0
f

log
1
1 r
n
 + "+ 1 :
F

ur "! 0 folgt
lim
r
n
!1 
m

r
n
;
f
0
f

log
1
1 r
n
 + 1 :
Bemerkung:
Ein Beispiel von Shea und Sons in [18] zeigt, da f

ur  = 0 in (1.21) tats

achlich Gleichheit
auftreten kann.
Insbesondere zeigt dieses Beispiel, da es im Einheitskreis Funktionen mit T (r; f) = O
 
log
1
1 r

und m

r;
f
0
f

= O
 
log
1
1 r

, d.h. m

r;
f
0
f

6= o(T (r; f)) gibt.
16
1.4 Kleine Funktionen
In Analogie zum ebenen Fall soll nun deniert werden, wann eine Funktion in dem in der
Wertverteilungslehre

ublichen Sinne "klein" ist.
Denition 1.18
Es sei f =2 N . Mit S(r; f) wird jede Funktion ' : (0; 1)! R bezeichnet, f

ur die es eine Menge
E  (0; 1) mit
R
E
dr
1 r
 2 gibt, so da
'(r) = o (T (r; f)) f

ur r ! 1  ; r =2 E
gilt. Man spricht dann im Einklang mit dem Titel dieses Abschnitts davon, da die Funktion
S(r; f) klein (gegen

uber der Charakteristik von f) ist.
Es folgt ein einfaches Kriterium daf

ur, wann eine Funktion gegen

uber der Charakteristik zweier
verschiedener Funktionen klein sein kann.
Lemma 1.19
Es seien f; g =2 N . Wenn es ein K 2 (0;1) mit
T (r; f)  K  T (r; g) + S(r; f) + S(r; g) (1.24)
gibt, dann ist jedes S(r; f) auch ein S(r; g).
Beweis:
Nach (1.24) gilt
S(r; f)
T (r; g)
=
S(r; f)
T (r; f)

T (r; f)
T (r; g)

S(r; f)
T (r; f)

K +
S(r; f)
T (r; g)
+
S(r; g)
T (r; g)

:
Dies ist

aquivalent zu

1 
S(r; f)
T (r; f)


S(r; f)
T (r; g)


K +
S(r; g)
T (r; g)


S(r; f)
T (r; f)
: (1.25)
Nach Denition 1.18 gilt einerseits
S(r; f)
T (r; f)
! 0 f

ur r! 1  ; r =2 E
1
mit einer Ausnahmemenge E
1
und andererseits
S(r; g)
T (r; g)
! 0 f

ur r ! 1  ; r =2 E
2
mit einer Ausnahmemenge E
2
, so da aus (1.25) die Absch

atzung
(1  o(1)) 
S(r; f)
T (r; g)
 (K + o(1))  o(1) f

ur r! 1  ; r =2 E
1
[ E
2
;
also
S(r; f)
T (r; g)
! 0 f

ur r! 1  ; r =2 E
1
[ E
2
folgt. Damit ist jedes S(r; f) auch ein S(r; g).
Denition 1.20
In F

allen, wo jedes S(r; f) ein S(r; g) und umgekehrt auch jedes S(r; g) ein S(r; f) ist, setzen
wir
S(r) := S(r; f) = S(r; g) :
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1.5 Eigenschaften logarithmischer Ableitungen
Wir sammeln nun die Eigenschaften der logarithmischen Ableitung
f
0
f
einer meromorphen Funk-
tion f , die im Laufe dieser Abhandlung wiederholt ben

otigt werden, insbesondere das Aussehen
ihrer Laurent-KoeÆzienten in vorgegebenen Stellen von f .
Lemma 1.21
Sei f eine meromorphe Funktion.
a) Hat f im Punkt z
0
eine Nullstelle der Ordnung k, so hat die logarithmische Ableitung
f
0
f
von f im Punkt z
0
die Laurent-Entwicklung
f
0
(z)
f(z)
=
k
z   z
0
+
1
X
n=0
a
n
(z   z
0
)
n
mit
a
0
=
1
k + 1

f
(k+1)
(z
0
)
f
(k)
(z
0
)
:
F

ur k = 1 gilt ferner
a
1
=
f
000
(z
0
)
3  f
0
(z
0
)
 

f
00
(z
0
)
2  f
0
(z
0
)

2
:
b) Hat f im Punkt z
1
eine einfache Polstelle mit dem Residuum , ist
f
0
(z)
f(z)
=
 1
z   z
1
+
1
X
n=0
a
n
(z   z
1
)
n
die Laurent-Entwicklung ihrer logarithmischen Ableitung und ist  2 C eine fest vorgege-
bene Konstante, so haben wir um z
1
die Laurent-Entwicklungen
f
0
(z)
f(z)  
=
 1
z   z
1
+ a
0
 


+
1
X
n=1
b
n
(z   z
1
)
n
und
f
00
(z)
f
0
(z)
=
 2
z   z
1
+
1
X
n=1
c
n
(z   z
1
)
n
:
Beweis:
Wir beweisen exemplarisch die Aussage a).
Die Aussage b) folgt analog, wenn man mit Laurent-Reihen statt Taylor-Reihen ansetzt.
Mit der Voraussetzung
f(z
0
) = : : : = f
(k 1)
(z
0
) = 0 ; f
(k)
(z
0
) 6= 0
haben wir die Taylor-Entwicklungen
f(z) =
f
(k)
(z
0
)
k!
(z   z
0
)
k
+
f
(k+1)
(z
0
)
(k + 1)!
(z   z
0
)
k+1
+ : : :
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und
f
0
(z) =
f
(k)
(z
0
)
(k   1)!
(z   z
0
)
k 1
+
f
(k+1)
(z
0
)
k!
(z   z
0
)
k
+ : : : :
Damit bilden wir
(z   z
0
)
f
0
(z)
f(z)
=
f
(k)
(z
0
)
(k 1)!
(z   z
0
)
k
+
f
(k+1)
(z
0
)
k!
(z   z
0
)
k+1
+ : : :
f
(k)
(z
0
)
k!
(z   z
0
)
k
+
f
(k+1)
(z
0
)
(k+1)!
(z   z
0
)
k+1
+ : : :
=
(z   z
0
)
k
(z   z
0
)
k

f
(k)
(z
0
)
(k 1)!
+
f
(k+1)
(z
0
)
k!
(z   z
0
) + : : :
f
(k)
(z
0
)
k!
+
f
(k+1)
(z
0
)
(k+1)!
(z   z
0
) + : : :
=
1
X
n=0
b
n
(z   z
0
)
n
;
denn der Quotient der Potenzreihen ist wieder eine Potenzreihe, da die konstanten Terme nach
Voraussetzung nicht verschwinden. Nach dem Identit

atssatz f

ur Potenzreihen erhalten wir die
unbekannten KoeÆzienten b
n
(n 2 N) durch KoeÆzientenvergleich in
f
(k)
(z
0
)
(k   1)!
+
f
(k+1)
(z
0
)
k!
(z   z
0
) + : : :
=

f
(k)
(z
0
)
k!
+
f
(k+1)
(z
0
)
(k + 1)!
(z   z
0
) + : : :

 
b
0
+ b
1
(z   z
0
) + b
2
(z   z
0
)
2
+ : : :

:
Es ergeben sich also
f
(k)
(z
0
)
(k   1)!
=
f
(k)
(z
0
)
k!
 b
0
() b
0
= k ;
f
(k+1)
(z
0
)
k!
=
f
(k)
(z
0
)
k!
 b
1
+
f
(k+1)
(z
0
)
(k + 1)!
 b
0
=
f
(k)
(z
0
)
k!
 b
1
+
k  f
(k+1)
(z
0
)
(k + 1)!
()
f
(k)
(z
0
)
k!
 b
1
=
f
(k+1)
(z
0
)
k!
 
k  f
(k+1)
(z
0
)
(k + 1)!
=
(k + 1)  f
(k+1)
(z
0
)  k  f
(k+1)
(z
0
)
(k + 1)!
=
f
(k+1)
(z
0
)
(k + 1)!
() b
1
=
1
k + 1

f
(k+1)
(z
0
)
f
(k)
(z
0
)
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f(k+2)
(z
0
)
(k + 1)!
=
f
(k)
(z
0
)
k!
 b
2
+
f
(k+1)
(z
0
)
(k + 1)!
 b
1
+
f
(k+2)
(z
0
)
(k + 2)!
 b
0
=
f
(k)
(z
0
)
k!
 b
2
+
 
f
(k+1)
(z
0
)

2
(k + 1)  (k + 1)!  f
(k)
(z
0
)
+
k  f
(k+2)
(z
0
)
(k + 2)!
()
f
(k)
(z
0
)
k!
 b
2
=
f
(k+2)
(z
0
)
(k + 1)!
 
 
f
(k+1)
(z
0
)

2
(k + 1)  (k + 1)!  f
(k)
(z
0
)
 
k  f
(k+2)
(z
0
)
(k + 2)!
=
(k + 2)  f
(k+2)
(z
0
)  k  f
(k+2)
(z
0
)
(k + 2)!
 
 
f
(k+1)
(z
0
)

2
(k + 1)  (k + 1)!  f
(k)
(z
0
)
=
2  f
(k+2)
(z
0
)
(k + 2)!
 
 
f
(k+1)
(z
0
)

2
(k + 1)  (k + 1)!  f
(k)
(z
0
)
() b
2
=
2
(k + 1)(k + 2)
f
(k+2)
(z
0
)
f
(k)
(z
0
)
 

1
k + 1
f
(k+1)
(z
0
)
f
(k)
(z
0
)

2
:
Oensichtlich gilt a
n 1
= b
n
(n 2 N
0
), woraus die Behauptungen folgen.
F

ur weitere Aussagen f

uhren wir eine neue Anzahlfunktion ein.
Denition 1.22
Es sei f =2 N . F

ur t 2 (0; 1) bezeichne n(t; f) die Anzahl der Polstellen von f in fz : jzj  tg,
wobei aber jede Stelle ohne Ber

ucksichtigung ihrer Vielfachheit nur einfach gez

ahlt wird.
Mit dieser gequerten "kleinen" Anzahlfunktion sei dann
N(r; f) =
r
Z
0
n(t; f)  n(0; f)
t
dt+ n(0; f) log r
f

ur r 2 (0; 1). Analog sei N

r;
1
f a

f

ur a 2 C deniert.
Die wichtigsten Eigenschaften der logarithmischen Ableitung einer meromorphen Funktion f
sind:
a) Alle Polstellen von
f
0
f
sind einfach und liegen entweder in Pol- oder in Nullstellen von f .
b) Alle Nullstellen von
f
0
f
liegen in Nullstellen von f
0
, die keine Nullstellen von f sind.
Mit der Anzahlfunktion N aus Denition 1.22 lauten diese Eigenschaften
Lemma 1.23
a) Es ist N

r;
f
0
f

= N(r; f) +N

r;
1
f

.
b) Es ist N

r;
f
f
0

= N

r;
1
f
0

 N

r;
1
f

.
1.6 Der zweite Hauptsatz
Zur Formulierung des zweiten Hauptsatzes ben

otigen wir noch eine weitere Anzahlfunktion.
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Denition 1.24
Es sei f =2 N . Dann sei
N
1
(r; f) := N(r; f) N(r; f)
und analog
N
1

r;
1
f   a

:= N

r;
1
f   a

 N

r;
1
f   a

:
f

ur a 2 C .
Beachte:
a) N
1
(r; f) (bzw. N
1

r;
1
f a

) z

ahlt die mehrfachen Polstellen (bzw. a-Stellen) von f ,
und zwar mit einer um Eins verminderten Vielfachheit.
b) Sind f

ur ein q 2 N die Zahlen a
1
; : : : ; a
q
2 C paarweise verschieden, dann ist stets
q
X
j=1
N
1

r;
1
f   a
j

 N

r;
1
f
0

;
denn jede mehrfache Stelle erzeugt eine Nullstelle der Ableitung, die entsprechend oft
gez

ahlt wird.
c) N
1
(r; f) (bzw. N
1

r;
1
f a

) z

ahlt in

Ubereinstimmung mit den Denitionen 1.22 und 1.24
die mehrfachen Polstellen (bzw. a-Stellen) von f , und zwar jeweils nur einfach.
Satz 1.25 (Zweiter Hauptsatz)
Es sei f =2 N . F

ur ein q 2 N seien a
1
; a
2
; : : : ; a
q
2 C paarweise verschieden. Dann ist
N
1
(r; f) +N

r;
1
f
0

+
q
X
j=1
m

r;
1
f   a
j

+m(r; f)  2  T (r; f) + log
1
1  r
+ S(r; f)
(1.26)
f

ur r ! 1 ; r =2 E, wobei E  (0; 1) eine evtl. auftretende Ausnahmemenge mit
Z
E
dr
1  r
<1
ist. Das Restglied h

angt von den a
j
und von q ab.
Dagegen h

angt die Ausnahmemenge nur von f , aber nicht von den a
j
oder von q ab.
Hat f endliche Ordnung, dann ist das Restglied ein O
 
log
1
1 r

ohne Ausnahmemenge.

Aquivalente Fassungen von (1.26) sind
N
1
(r; f) +N

r;
1
f
0

+ (q   1)  T (r; f)  N(r; f) +
q
X
j=1
N

r;
1
f   a
j

+ log
1
1  r
+ S(r; f) ;
(1.27)
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(q   1)  T (r; f)  N(r; f) +
q
X
j=1
N

r;
1
f   a
j

+ log
1
1  r
+ S(r; f) ;
und
(q   2)  T (r; f) 
q
X
j=1
N

r;
1
f   a
j

+ log
1
1  r
+ S(r; f) : (1.28)
f

ur q  2.
Beweis:
Die Absch

atzung (1.26) l

at sich mit einer durch Shea und Sons in [18] verfeinerten Methode von
Ahlfors aus [1] beweisen. Die anderen Absch

atzungen kann man leicht aus (1.26) herleiten.
Bemerkung:
Die Methode von Shea und Sons ist die einzige dem Autor bekannte Methode, die in (1.26)
den kleinstm

oglichen Faktor Eins beim log
1
1 r
-Term erzeugt. Dieselbe Methode liefert f

ur die
Schmiegungsfunktion der logarithmischen Ableitung einer in D meromorphen Funktion f mit
T (r; f) = O
 
log
1
1 r

die Absch

atzung
m

r;
f
0
f

 log
1
1  r
+ 2  log log
1
1  r
+ o

log log
1
1  r

;
w

ahrend Satz 1.15 f

ur eine solche Funktion
m

r;
f
0
f

 log
1
1  r
+ log log
1
1  r
+O(1)
ergibt. Wie schon in Abschnitt 1.2 angedeutet wurde, ist Satz 1.15 in diesem Sinne bestm

oglich,
da Shea und Sons in [18] eine Funktion mit
m

r;
f
0
f

> log
1
1  r
+ log log
1
1  r
konstruieren.
1.7 Zul

assigkeit
Schon in Abschnitt 1.3 wurde angedeutet, da es im Einheitskreis Funktionen f gibt, so da
T (r; f) = O

log
1
1  r

und
m

r;
f
0
f

= O

log
1
1  r

gilt. F

ur solche Funktionen ist die sonst kleine logarithmische Ableitung oensichtlich kein
S(r; f), da sie auch von der Gr

oenordnung der Vergleichsfunktion log
1
1 r
ist. Weil diese Ver-
gleichsfunktion jedoch ein nat

urlicher Bestandteil des Satzes

uber die Schmiegungsfunktion der
logarithmischen Ableitung ist, liegt es nahe, Funktionen im Einheitskreis nach ihrem Verh

altnis
zu dieser Vergleichsfunktion zu unterscheiden.
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Denition 1.26
Es sei f =2 N . Dann heit
(f) := lim
r!1 
T (r; f)
log
1
1 r
(oberer) Unzul

assigkeitsindex von f .
Gilt (f) =1, so nennen wir f zul

assig.
Gilt (f) <1, so nennen wir f unzul

assig.
Gilt (f) 2 (0;1), so heit f positiv unzul

assig.
Gilt (f) = 0, so heit f nullunzul

assig.
Ferner heit die Zahl
`(f) := lim
r!1 
T (r; f)
log
1
1 r
unterer Unzul

assigkeitsindex von f .
Gilt (f) = `(f), so heit f Funktion von regul

arer Unzul

assigkeit.
Gilt (f) > `(f), so heit f Funktion von irregul

arer Unzul

assigkeit.
Der Begri der Zul

assigkeit sorgt daf

ur, da in allen Aussagen, in denen Restglieder der Form
S(r; f) vorkommen, nun auch die log
1
1 r
-Terme in diese Restglieder einieen.
Somit lautet der Satz

uber die Schmiegungsfunktion der logarithmischen Ableitung jetzt
Satz 1.27
Es sei f =2 N zul

assig. Dann ist
m

r;
f
0
f

= S(r; f) :
Seine Verallgemeinerungen sind
Satz 1.28
Es sei f =2 N zul

assig. Dann gilt
a) m

r;
f
(k)
f

= S(r; f) f

ur jedes k 2 N
0
.
b) T
 
r; f
(k)

 T
 
r; f
(j)

+ (k   j) N(r; f) + S
 
r; f
(j)

f

ur alle j; k 2 N
0
mit j  k.
c) m

r;
f
(k+1)
f
(k)

= S
 
r; f
(j)

f

ur alle j; k 2 N
0
mit j  k. Dabei ist f
(0)
:= f .
Korollar 1.29
Es sei f =2 N zul

assig. Es seien p; k 2 N
0
mit p < k. Dann ist
m

r;
f
(k)
f
(p)

= S
 
r; f
(j)

f

ur 0  j  p:
Der zweite Hauptsatz f

ur zul

assige Funktionen lautet
23
Satz 1.30 (Zweiter Hauptsatz f

ur zul

assige Funktionen)
Es sei f =2 N zul

assig. F

ur q 2 N seien a
1
; a
2
; : : : ; a
q
2 C paarweise verschieden. Dann ist
N
1
(r; f) +N

r;
1
f
0

+
q
X
j=1
m

r;
1
f   a
j

+m(r; f)  2  T (r; f) + S(r; f) (1.29)
f

ur r ! 1 ; r =2 E, wobei E  (0; 1) eine evtl. auftretende Ausnahmemenge mit
Z
E
dr
1  r
<1
ist. Das Restglied h

angt von den a
j
und von q ab.
Dagegen h

angt die Ausnahmemenge nur von f , aber nicht von den a
j
oder von q ab.
Hat f endliche Ordnung, dann ist das Restglied S(r; f) ein O
 
log
1
1 r

ohne Ausnahmemenge.

Aquivalente Fassungen von (1.29) sind
N
1
(r; f) +N

r;
1
f
0

+ (q   1)  T (r; f)  N(r; f) +
q
X
j=1
N

r;
1
f   a
j

+ S(r; f) ;
(q   1)  T (r; f)  N(r; f) +
q
X
j=1
N

r;
1
f   a
j

+ S(r; f) ;
und
(q   2)  T (r; f) 
q
X
j=1
N

r;
1
f   a
j

+ S(r; f) (1.30)
f

ur q  2.
Oensichtlich erben zul

assige Funktionen alle Eigenschaften, die Funktionen in der Ebene ha-
ben. Deswegen konzentrieren wir uns ab jetzt auf unzul

assige Funktionen. Dazu noch folgende
Denition 1.31
Es bezeichne
F := ff =2 N : (f) <1g
die Klasse der unzul

assigen Funktionen und
F
+
:= ff =2 N : 0 < (f) <1g
die Klasse der positiv unzul

assigen Funktionen.
Bemerkung:
a) Unzul

assige Funktionen werden auch h

aug "langsam wachsende" Funktionen genannt,
was den Titel dieser Abhandlung rechtfertigt.
b) Im Gegensatz zur sonst

ublichen Denition der Klasse F (vgl. [18]) enth

alt diese bei uns
nicht die beschr

anktartigen Funktionen.
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c) Oensichtlich gibt es nullunzul

assige Funktionen f =2 N , so da F
+
$ F gilt.
In F n F
+
liegen z.B. die Bloch-Funktionen, die nach [2] der Bedingung
T (r; f) = O

log log
1
1  r

gen

ugen.
d) Wir werden uns in dieser Abhandlung ausschlielich mit Funktionen von regul

arer
Unzul

assigkeit besch

aftigen.
In der Tat ist dem Autor kein Beispiel einer Funktion von irregul

arer Unzul

assigkeit
bekannt.
1.8 Defekt- und Verzweigungsrelationen
Als erstes neuartiges Ergebnis f

ur unzul

assige Funktionen stellt sich heraus, da sie mehr als
zwei Picardsche Ausnahmewerte haben k

onnen, da der Unzul

assigkeitsindex auf nat

urliche
Weise in die Verzweigungsrelation eingeht.
Denition 1.32
Es sei f 2 F . F

ur a 2
b
C heit
Æ(a; f) = lim
r!1 
m

r;
1
f a

T (r; f)
= 1  lim
r!1 
N

r;
1
f a

T (r; f)
Defekt des Wertes a,
(a; f) = lim
r!1 
m

r;
1
f a

T (r; f)
= 1  lim
r!1 
N

r;
1
f a

T (r; f)
Valiron-Defekt des Wertes a,
(a; f) = lim
r!1 
N
1

r;
1
f a

T (r; f)
Verzweigungsindex des Wertes a,
(a; f) = 1  lim
r!1 
N

r;
1
f a

T (r; f)
Verzweigtheit von a,
T(f) =
X
a2
b
C
Æ(a; f)
totaler Defekt der Funktion f .
Satz 1.33
Ist f 2 F
+
, dann ist die Menge
n
a 2
b
C : (a; f) > 0
o
h

ochstens abz

ahlbar, und es gilt
X
a2
b
C
(a; f)  2 +
1
(f)
(Verzweigungsrelation) (1.31)
25
mit dem Unzul

assigkeitsindex (f).
Insbesondere ist also auch
P
a2
b
C
(a; f) +
P
a2
b
C
Æ(a; f)  2 +
1
(f)
und daher auch
X
a2
b
C
(a; f)  2 +
1
(f)
;
X
a2
b
C
Æ(a; f)  2 +
1
(f)
(Defektrelation).
Beweis:
Die Verzweigungsrelation (1.31) mit `(f) statt (f) folgt leicht, wenn man (1.28) durch T (r; f)
dividiert. In [18] wird ohne Beweis behauptet, da sogar die bessere Absch

atzung mit (f) gilt.
Da wir uns in dieser Abhandlung ausschlielich mit Funktionen von regul

arer Unzul

assigkeit
besch

aftigen werden, ist dieser Unterschied f

ur uns unerheblich.
Ist (f) > 0, so enth

alt die Menge

a 2
b
C : (a; f) >
1
n

f

ur n 2 N h

ochstens

2 +
1
(f)

n Elemente. Damit ist die Menge
n
a 2
b
C : (a; f) > 0
o
=
[
n2N

1
n
> (a; f) >
1
n+ 1

h

ochstens abz

ahlbar.
Mit diesem Satz stehen der Unzul

assigkeitsindex und die m

ogliche Anzahl der Picardschen
Ausnahmewerte einer Funktion nach [15] in folgender Korrespondenz.
Satz 1.34
Gilt T(f) = p > 2 f

ur eine Funktion f 2 F , so folgt
(f) 
1
p  2
:
Insbesondere steht das Gleichheitszeichen, wenn p Picardsche Ausnahmewerte vorliegen.
Beweis:
vgl. [15], S.151-153.
Bemerkung:
a) Gilt T(f) =1 f

ur eine Funktion f 2 F , so mu f nach [15], S.152 nullunzul

assig sein.
Insbesondere ist f nullunzul

assig, wenn f unendlich viele Picardsche Ausnahmewerte hat.
b) In [15], S.154 sind Bedingungen daf

ur angegeben, die f

ur eine Funktion f 2 F mit
unendlich vielen Picardschen Ausnahmewerten implizieren, da
T (r; f) = O

log log
1
1  r

gilt.
c) Nach [15], S.155 mu eine Funktion f mit

uberabz

ahlbar vielen Picardschen Ausnahme-
werten von beschr

ankter Charakteristik sein.
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Kapitel 2
Eindeutigkeit meromorpher Funktionen
Diese Abhandlung besch

aftigt sich mit Paaren meromorpher Funktionen, deren Eigenschaft,
gewisse Werte an den gleichen Stellen anzunehmen, daf

ur sorgt, da sie bereits identisch sind
oder durch eine M

obius-Transformation auseinander hervorgehen.
Solche Eindeutigkeitseigenschaften lassen sich f

ur zul

assige Funktionen (analog zu Funktionen
in C ) insbesondere aus zwei Eigenschaften herleiten, die f

ur zul

assige Funktionen automatisch
erf

ullt sind. Die eine davon ist, da f

ur solche Funktionen Gleichheit in der N -Version (1.30) des
zweiten Hauptsatzes gilt, und die andere, da die Schmiegungsfunktion ihrer logarithmischen
Ableitung klein gegen

uber ihrer Charakteristik ist (Dies ist Satz 1.27.).
F

ur Funktionen der KlasseF sind beide Eigenschaften nicht notwendig gegeben. Betrachtet man
jedoch eine geeignete Teilklasse, in der die obigen Eigenschaften gelten, so kann man analoge
Ergebnisse zum ebenen bzw. zul

assigen Fall herleiten, wobei allerdings der f

ur unzul

assige
Funktionen charakteristische Eekt auftritt, da eine beliebig groe endliche Anzahl von Werten
geteilt werden kann, sobald der Unzul

assigkeitsindex hinreichend klein ist.
Zun

achst soll jedoch der Begri des "Werteteilens" pr

azisiert werden.
2.1 Zum Begri des Werteteilens
Denition 2.1
Seien f und g zwei nichtkonstante meromorphe Funktionen und a 2
b
C .
Bekanntlich heit jedes z
a
2 C mit f(z
a
) = a eine a-Stelle der Funktion f .
Gilt f

ur ein k 2 N zus

atzlich f
0
(z
a
) = : : : = f
(k 1)
(z
a
) = 0 und f
(k)
(z
a
) 6= 0, so heit z
a
eine
a-Stelle der Vielfachheit k.
a) Ist jede a-Stelle von f eine a-Stelle von g und jede a-Stelle von g eine a-Stelle von f , so
sagen wir, da f und g den Wert a teilen.
Soll ausdr

ucklich betont werden, da der Wert a ohne Ber

ucksichtigung der Vielfachheit
geteilt wird, so sagen wir auch, da er IM (f

ur "ignoring multiplicities") geteilt wird.
b) Teilen f und g den Wert a 2
b
C und haben alle a-Stellen von f und g die gleiche (von
z
a
abh

angige) Vielfachheit, so sagen wir, da f und g den Wert a CM (f

ur "counting
multiplicities") teilen.
c) Teilen f und g den Wert a 2
b
C und haben alle a-Stellen von f und g verschiedene (von
z
a
abh

angige) Vielfachheiten, so sagen wir, da f und g den Wert a DM (f

ur "dierent
multiplicities") teilen.
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Beachte:
"Teilen DM" bedeutet in dieser Abhandlung, da in jedem Punkt die Vielfachheiten, mit
denen f und g den geteilten Wert in diesem Punkt annehmen, voneinander verschieden sind.
Bei manchen Autoren heit "Teilen DM" nur, da in mindestens einem Punkt die Vielfachheiten
voneinander verschieden sind, also "Teilen IM, aber nicht CM".
Elementare Eigenschaften von M

obius-Transformationen ergeben leicht
Lemma 2.2
Ist M eine M

obius-Transformation, so teilen f und g den Wert a (IM, CM, DM) genau dann,
wenn M Æ f und M Æ g den Wert M(a) (IM, CM, DM) teilen.
Es besteht die theoretische M

oglichkeit, da zwei Funktionen einen Wert teilen, indem sie ihn
in einem gewissen Anteil von Punkten CM und im Komplement

aranteil nicht CM teilen. Das
bisher einzige bekannte Paar solcher Funktionen in C ist aus einem Satz in [19]

uber drei
Funktionen, die vier Werte teilen, herleitbar. In diesem Sinne sind "Teilen CM" und "Teilen
DM" zwei Extreme f

ur den "Grad", mit dem zwei Funktionen einen Wert CM teilen. Um dieses
Konzept zu pr

azisieren, m

ussen geeignete neue Anzahlfunktionen eingef

uhrt werden.
Denition 2.3
Seien f und g zwei meromorphe Funktionen, die den Wert a 2
b
C IM teilen. Ist dabei z
a
2 C
eine a-Stelle von f und g, so sei p 2 N die Vielfachheit der a-Stelle z
a
von f und q 2 N die
Vielfachheit der a-Stelle z
a
von g.
a) Die Anzahlfunktion n
S

r;
1
f a

z

ahle diejenigen a-Stellen von f in fjzj  rg mit p < q.
Dabei steht der Index S daf

ur, da nur diejenigen a-Stellen von f und g gez

ahlt werden,
wo diejenigen von f eine kleinere Vielfachheit ("smaller multiplicity") als diejenigen von
g haben.
Wie in Denition 1.1 wird damit die groe Anzahlfunktion N
S

r;
1
f a

deniert.
b) In Analogie zu a) bezieht sich die Anzahlfunktion N
E

r;
1
f a

auf diejenigen a-Stellen
von f mit p = q.
Dabei steht der Index E daf

ur, da nur diejenigen a-Stellen von f und g gez

ahlt werden,
die die gleiche Vielfachheit ("equal multiplicities") haben.
c) Die Anzahlfunktion N
L

r;
1
f a

"z

ahlt" diejenigen a-Stellen von f mit p > q.
Dabei steht der Index L daf

ur, da nur diejenigen a-Stellen von f und g gez

ahlt werden,
wo diejenigen von f eine gr

oere Vielfachheit ("larger multiplicity") als diejenigen von g
haben.
d) Die Anzahlfunktion N
Sm

r;
1
f a

"z

ahlt" f

ur ein fest vorgegebenes m 2 N diejenigen
a-Stellen in N
S

r;
1
f a

mit p  m, also nur diejenigen a-Stellen von f mit m  p < q.
e) Die Anzahlfunktion N
Sm

r;
1
f a

"z

ahlt" f

ur ein fest vorgegebenes m 2 N diejenigen
a-Stellen in N
S

r;
1
f a

mit p  m, also nur diejenigen a-Stellen von f , wo gleichzeitig
p < q und p  m gilt.
Nat

urlich gelten auch f

ur die Funktionen aus b) und c) Aussagen, die zu d) und e) analog sind.
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Sch

opft man alle M

oglichkeiten von Beziehungen aus, die zwischen den Vielfachheiten der
a-Stellen der Funktionen f und g bestehen k

onnen, so erh

alt man leicht
Lemma 2.4
Die Anzahlfunktionen aus Denition 2.3 erf

ullen die folgenden Beziehungen:
N
S

r;
1
f   a

= N
L

r;
1
g   a

N
E

r;
1
f   a

= N
E

r;
1
g   a

N
L

r;
1
f   a

= N
S

r;
1
g   a

N

r;
1
f   a

= N
S

r;
1
f   a

+N
E

r;
1
f   a

+N
L

r;
1
f   a

= N
L

r;
1
g   a

+N
E

r;
1
g   a

+N
S

r;
1
g   a

= N

r;
1
g   a

N
E

r;
1
f   a

= N
Em 1

r;
1
f   a

+N
Em

r;
1
f   a

Insbesondere gilt
N

r;
1
f   a

= N

r;
1
g   a

= N
E

r;
1
f   a

;
wenn der Wert a CM geteilt wird. Ferner haben wir
N
1

r;
1
f   a

= N
S2

r;
1
f   a

+N
E2

r;
1
f   a

+N
L2

r;
1
f   a

f

ur die im Anschlu an Denition 1.24 erkl

arte Anzahlfunktion.
Beweis:
Unmittelbare Folgerungen aus Denition 2.3
Mit der Anzahlfunktion aus Denition 2.3 b) liegt es nun nahe, den Begri des CM-Teilens wie
folgt zu verallgemeinern.
Denition 2.5
Teilen die Funktionen f; g =2 N den Wert a 2
b
C und gilt zus

atzlich
N

r;
1
f   a

 N
E

r;
1
f   a

= S(r; f) (2.1)
und
N

r;
1
g   a

 N
E

r;
1
g   a

= S(r; g) ; (2.2)
so sagen wir, da f und g diesen Wert "CM" teilen.
29
CM geteilte Werte werden auch "CM" geteilt, da die Anzahlfunktionen auf der linken Seite von
(2.1) und (2.2) nach Lemma 2.4 genau dieselben Stellen z

ahlen, sich also annullieren, so da
die rechte Seite von (2.1) und (2.2) als Nullfunktion trivialerweise klein ist.
Oenbar ist "CM"-Teilen eine Verallgemeinerung von CM-Teilen, da man in demjenigen Sinne
wenige Ausnahmen zul

at, da die Anzahlfunktion derjenigen Punkte, in denen der Wert nicht
CM geteilt wird, klein ist, solche Punkte also fast nie auftreten.
Nun kommen wir zu der M

oglichkeit, den "Grad" des Teilens zu messen.
Denition 2.6
Teilen die Funktionen f; g =2 N den Wert a 2
b
C IM, so setzen wir
(a) = (a; f) = (a; g) = lim
r!1 
N
E

r;
1
f a

N

r;
1
f a

; (2.3)
falls N

r;
1
f a

6 0 gilt, und
(a) = 1 ; (2.4)
falls N

r;
1
f a

 0 gilt, und nennen (a) den Teilungsindex von a.
Man sieht leicht, da "CM" (und damit auch CM) geteilte Werte den Teilungsindex 1 und DM
geteilte Werte den Teilungsindex 0 haben.
Falls Picardsche Ausnahmewerte geteilt werden, werden sie immer CM und damit auch "CM"
geteilt, womit sie den Teilungsindex 1 haben.
Der Fall, da ein Wert a 2
b
C gar nicht angenommen wird, so da die Anzahlfunktion im Nenner
des Grenzwertes in (2.3) verschwinden w

urde, dieser also nicht deniert w

are, wird damit durch
(2.4) auf nat

urliche Weise erfat.
Oenbar ist der Teilungsindex ein Ma daf

ur, wie gro der Anteil der mit gleicher Vielfachheit
geteilten Werte in der Menge der

uberhaupt geteilten Werte der Funktionen f und g ist. Er
mit also wie gew

unscht den "Grad" des Teilens.
Das bereits erw

ahnte Beispiel aus [19] ist (f

ur C ) das einzig bekannte, wo
(a
j
) 2 (0; 1) f

ur j = 1; 2; 3; 4
gilt, wobei der genaue Wert jedes einzelnen (a
j
) nicht bekannt ist, man jedoch wei, da
4
X
j=1
(a
j
) =
1
3
gilt.
2.2 Werteteilen bei zul

assigen Funktionen
Da sich in D zul

assige Funktionen wie Funktionen in C verhalten, gilt f

ur sie auch der aus der
Ebene wohlbekannte F

unf-Werte-Satz.
Satz 2.7
Sind die Funktionen f; g =2 N zul

assig und teilen sie f

unf paarweise verschiedene Werte, dann
ist f  g.
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Beweis:
Dies ist der Anfang eines simultanen Beweises f

ur den F

unf- und den Vier-Werte-Satz,
weswegen wir annehmen, da q  4 f

ur die Zahl q 2 N gelte.
Die q  4 Werte a
1
; : : : ; a
q
2 C seien paarweise verschiedene von f und g geteilte Werte, die
o.B.d.A. alle endlich sein d

urfen, da wir sonst die Funktionen
1
f b
und
1
g b
mit b =2 fa
1
; : : : ; a
q
g
betrachten. Wir nehmen an, da f   g 6 0 gilt.
Da obige Werte Nullstellen der Funktion f   g sind, gilt mit (1.30) die Ungleichungskette
(q   2)  T (r; f) 
q
X
j=1
N

r;
1
f   a
j

+ S(r; f)
 N

r;
1
f   g

+ S(r; f)
 T (r; f   g) + S(r; f)
 T (r; f) + T (r; g) + S(r; f) (2.5)
auerhalb einer Ausnahmemenge E
1
. Also haben wir
(q   3)  T (r; f)  T (r; g) + S(r; f) (2.6)
auerhalb von E
1
. Vertauschen wir in der obigen Argumentation die Rollen von f und g, so
erhalten wir analog
(q   3)  T (r; g)  T (r; f) + S(r; g) (2.7)
auerhalb einer Ausnahmemenge E
2
. Mit (2.6) liefert Lemma 1.19, da jedes S(r; f) ein S(r; g)
ist, und mit (2.7), da jedes S(r; g) ein S(r; f) ist, und nach Denition 1.20 schreiben wir
(q   3)  T (r; f)  T (r; g) + S(r) (2.8)
und
(q   3)  T (r; g)  T (r; f) + S(r) : (2.9)
Mit Division durch T (r; f) folgt aus (2.8) die Absch

atzung
q   3 
T (r; g)
T (r; f)
+
S(r)
T (r; f)
(2.10)
auerhalb von E
1
. St

urzen von (2.9) liefert
1
T (r; f)

1
(q   3)  T (r; g) + S(r)
:
Multiplizieren wir dies mit T (r; g), so erhalten wir
T (r; g)
T (r; f)

1
q   3 +
S(r)
T (r;g)
(2.11)
auerhalb von E
2
. Setzt man (2.11) in (2.10) ein, so folgt
q   3 
1
q   3 +
S(r)
T (r;g)
+
S(r)
T (r; f)
;
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also
q   3 
1
q   3
(2.12)
f

ur r ! 1  auerhalb der Ausnahmemenge E
1
[ E
2
. Die Ungleichung (2.12) ist f

ur q  5
unm

oglich, so da der F

unf-Werte-Satz gilt.
Der Fall q = 4 wurde in diesem Beweis nicht n

aher untersucht. Analysiert man ihn wie in [14]
genauer, so erh

alt man den sogenannten Vier-Werte-Satz.
Satz 2.8
Sind die Funktionen f; g =2 N zul

assig und teilen sie die vier Werte a
1
; a
2
; a
3
; a
4
"CM", so ist
entweder f  g oder es liegt der folgende Fall vor:
9 eine M

obius-Transformation M mit g =M Æ f ,
M(a
1
) = a
1
; M(a
2
) = a
2
; M(a
3
) = a
4
; M(a
4
) = a
3
.
Hieraus folgt dann, da a
3
und a
4
Picardsche Ausnahmewerte von f und g sind.
Weiter ist DV(a
1
; a
2
; a
3
; a
4
) =  1.
2.3 Werteteilen zwischen einer zul

assigen und einer
unzul

assigen Funktion
Da zwei zul

assige Funktionen, die hinreichend viele Werte teilen, Ungleichungen der Form (2.8)
und (2.9) erf

ullen, folgt aus Lemma 1.19, da sie von der gleichen Wachstumsordnung im Sinne
von Denition 1.9 sein m

ussen.
Unzul

assige Funktion sind denitionsgem

a von der Ordnung Null. Es gibt aber auch zul

assige
Funktionen der Ordnung Null.
Der folgende Satz sagt jedoch aus, da eine unzul

assige Funktion nur mit einer zweiten
unzul

assigen Funktion hinreichend viele Werte teilen kann.
Satz 2.9
Ist f =2 N zul

assig und g =2 N unzul

assig, so k

onnen f und g h

ochstens drei Werte teilen.
Beweis:
Wir nehmen an, da f und g die q  4 Werte a
1
; : : : ; a
q
2 C teilen. Nach (1.30) gilt
(q   2)  T (r; f) 
q
X
j=1
N

r;
1
f   a
j

+ S(r; f)
 N

r;
1
f   g

+ S(r; f)
 T (r; f   g) + S(r; f)
 T (r; f) + T (r; g) + S(r; f) ;
also
T (r; f) 
1
q   3
 T (r; g) + S(r; f) :
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F
ur q  4 ist dies ist eine Ungleichung der Form (1.24) mit K =
1
q 3
.
Deswegen ist nach Lemma 1.19 jedes S(r; f) auch ein S(r; g).
Nach Denition der Zul

assigkeit (Denition 1.26) ist jedoch
T (r; g) = S(r; f)
und damit
T (r; g) = S(r; g) = o(T (r; g)) ;
was f

ur g =2 N ein Widerspruch ist.
2.4 Die Funktionenklasse G
Der in Abschnitt 2.2 zitierte simultane Beweis des F

unf- und des Vier-Werte-Satzes, den wir
dort beendet hatten, als die Aussage des F

unf-Werte-Satzes gezeigt war, geht zur Herleitung
des Vier-Werte-Satzes wie folgt weiter:
F

ur zul

assige Funktionen f; g =2 N mit f 6 g, die vier Werte IM teilen, folgt durch Einsetzen
der Zahl q = 4 aus (2.8) die Absch

atzung
T (r; f)  T (r; g) + S(r) (2.13)
auerhalb von E
1
und aus (2.9) die Absch

atzung
T (r; g)  T (r; f) + S(r) (2.14)
auerhalb von E
2
, womit wir durch Einsetzen von (2.14) in (2.13) die Gleichheit
T (r; f) = T (r; g) + S(r) (2.15)
auerhalb von E
1
[ E
2
erhalten.
Die Gleichheit in (2.15) bedeutet insbesondere, da

uberall in der Ungleichungskette (2.5) das
Gleichheitszeichen steht, also auch in (1.30), d.h. es gilt
4
X
j=1
N

r;
1
f   a
j

= 2  T (r; f) + S(r) :
Daraus erh

alt man diverse Folgerungen, die f

ur den weiteren Beweis des Vier-Werte-Satzes
wesentlich sind.
Wir interessieren uns jedoch f

ur Funktionen der Klasse F
+
.
Gilt f; g 2 F
+
, also insbesondere
T (r; f) = O

log
1
1  r

und T (r; g) = O

log
1
1  r

;
so erf

ullen beide Funktionen eine Absch

atzung der Form (1.24), so da jedes S(r; f) ein S(r; g)
ist und umgekehrt und wir f

ur Funktionenpaare aus F
+
nach Denition 1.20 ab jetzt S(r)
schreiben d

urfen.
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Insbesondere ben

otigt man f

ur dieses S(r) keine Ausnahmemengen mehr, da Funktionen aus
F
+
denitionsgem

a von der Ordnung Null sind.
Teilen f; g 2 F
+
die q  5 Werte a
1
; : : : ; a
q
2 C (Sie d

urfen mit derselben Begr

undung wie im
Beweis von Satz 2.7 alle endlich sein.), so gilt
(q   2)  T (r; f) 
q
X
j=1
N

r;
1
f   a
j

+ log
1
1  r
+ S(r)
 N

r;
1
f   g

+ log
1
1  r
+ S(r)
 T (r; f   g) + log
1
1  r
+ S(r)
 T (r; f) + T (r; g) + log
1
1  r
+ S(r) (2.16)
nach (1.28). Also haben wir
(q   3)  T (r; f)  T (r; g) + log
1
1  r
+ S(r) (2.17)
und
(q   3)  T (r; g)  T (r; f) + log
1
1  r
+ S(r) (2.18)
durch Vertauschen der Rollen von f und g.
Um in der Ungleichungskette (2.16)

uberall das Gleichheitszeichen zu erzeugen, m

ussen wir also
voraussetzen, da in (2.17) und (2.18) das Gleichheitszeichen steht.
Dies f

uhrt uns zu folgender Denition.
Denition 2.10
Seien f; g 2 F
+
zwei Funktionen, die q  5 Werte teilen, so da
(q   3)  T (r; f) = T (r; g) + log
1
1  r
+ S(r) (2.19)
und
(q   3)  T (r; g) = T (r; f) + log
1
1  r
+ S(r) (2.20)
gilt. Dann setzen wir
G := ff 2 F
+
: 9 g 2 F
+
, so da (2.19) und (2.20) gelteng :
Man erh

alt leicht die folgenden zus

atzlichen Eigenschaften von Funktionen aus der Klasse G.
Lemma 2.11
Eine Funktion f 2 G ist von regul

arer Unzul

assigkeit mit (f) = `(f) =
1
q 4
. Insbesondere gilt
f

ur sie
q
X
j=1
N

r;
1
f   a
j

= 2  T (r; f) + S(r) :
34
Beweis:
Dividieren wir (2.20) durch q   3 und setzen dies in (2.19) ein, so ergibt sich
(q   3)  T (r; f) =
1
q   3
 T (r; f) +

1 +
1
q   3

log
1
1  r
+ S(r) ;
also
(q   3)
2
  1
q   3
 T (r; f) =
q   2
q   3
log
1
1  r
+ S(r) :
Elementares Umformen ergibt
(q   2)(q   4)
q   3
 T (r; f) =
q   2
q   3
log
1
1  r
+ S(r) ;
also
T (r; f) =
1
q   4
log
1
1  r
+ S(r) ;
d.h.
lim
r!1 
T (r; f)
log
1
1 r
=
1
q   4
:
Damit gilt
(f) = `(f) =
1
q   4
:
Da in (2.16) das Gleichheitszeichen steht, gilt insbesondere
(q   2)  T (r; f) =
q
X
j=1
N

r;
1
f   a
j

+ log
1
1  r
+ S(r) :
Wegen T (r; f) =
1
q 4
log
1
1 r
+ S(r) bedeutet dies

q   2
q   4
  1

log
1
1  r
=
q
X
j=1
N

r;
1
f   a
j

+ S(r) ;
also
q
X
j=1
N

r;
1
f   a
j

=
2
q   4
log
1
1  r
+ S(r) = 2  T (r; f) + S(r) :
Im n

achsten Kapitel wird sich erweisen, da alle Funktionen, die q Werte teilen, zu den
Funktionen aus der Klasse G "subordiniert" sind.
F

ur Funktionen aus der Klasse G gelten folgende Aussagen, die den Aussagen f

ur zul

assige
Funktionen, die vier Werte teilen, entsprechen.
Zun

achst gibt es auer den vorgeschriebenen q Werten keine weiteren Werte, die von den
Funktionen geteilt werden.
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Lemma 2.12
Sind f; g 2 G zwei verschiedene Funktionen, die die q Werte a
1
; : : : ; a
q
2
b
C IM teilen, so gilt
N
2

r;
1
f   g

=
X
a2
b
C
N

r;
1
f   a

 
q
X
j=1
N

r;
1
f   a
j

= S(r) ; (2.21)
falls N
2
nur diejenigen gemeinsamen Stellen von f und g z

ahlt, die von a
1
; : : : ; a
q
verschieden
sind.
Beweis:
Da in (2.16)

uberall das Gleichheitszeichen steht, gilt insbesondere
q
X
j=1
N

r;
1
f   a
j

= N

r;
1
f   g

+ S(r) ;
so da keine anderen Stellen Nullstellen von f   g hervorrufen und (2.21) gilt.
Weiterhin k

onnen h

ochstens diejenigen Werte, die von den Funktionen geteilt werden, f

ur eine
der Funktionen mehrfach sein.
Lemma 2.13
Seien f; g 2 G zwei verschiedene Funktionen, die die q Werte a
1
; : : : ; a
q
2
b
C IM teilen. Sei
N
0

r;
1
f
0

die Anzahlfunktion, die diejenigen Nullstellen von f
0
z

ahlt, wo f die Werte a
1
; : : : ; a
q
nicht annimmt, d.h.
N
0

r;
1
f
0

=
X
a2
b
C

N
S2

r;
1
f   a

+N
E2

r;
1
f   a

+N
L2

r;
1
f   a

 
q
X
j=1

N
S2

r;
1
f   a
j

+N
E2

r;
1
f   a
j

+N
L2

r;
1
f   a
j

:
Dann gilt
N
0

r;
1
f
0

= S(r)
und
N
0

r;
1
g
0

= S(r) :
Beweis:
Aus (1.27) leitet man leicht
(q   2)  T (r; f) 
q
X
j=1
N

r;
1
f   a
j

 N
0

r;
1
f
0

+ log
1
1  r
+ S(r)
her. Mit der Gleichheit in (2.16) folgt
q
X
j=1
N

r;
1
f   a
j

+ log
1
1  r
+ S(r) 
q
X
j=1
N

r;
1
f   a
j

 N
0

r;
1
f
0

+ log
1
1  r
+ S(r) ;
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also
N
0

r;
1
f
0

= S(r) :
Das Vertauschen der Rollen von f und g liefert die analoge Aussage f

ur g.
Ferner sind alle Nullstellen der Dierenzfunktion einfach.
Lemma 2.14
Sind f; g 2 G zwei verschiedene Funktionen, die die q Werte a
1
; : : : ; a
q
2
b
C teilen, so gilt
N

r;
1
f   g

= N

r;
1
f   g

+ S(r) : (2.22)
Beweis:
Da in (2.16) das Gleichheitszeichen steht, gilt
N

r;
1
f   g

= N

r;
1
f   g

+ S(r) :
Die Eigenschaft (2.22) kann man auch wie folgt ausdr

ucken:
Betrachtet man einen geteilten Wert, so nimmt ihn mindestens eine der beiden Funktionen nur
einfach an.
Lemma 2.15
Seien f; g 2 G zwei verschiedene Funktionen, die die q Werte a
1
; : : : ; a
q
2
b
C IM teilen. F

ur ein
festes k 2 f1; : : : ; qg setze
N
3

r;
1
f   a
k

= N
E2

r;
1
f   a
k

+N
S2

r;
1
f   a
k

+N
S2

r;
1
g   a
k

:
Die Anzahlfunktion N
3
z

ahlt also diejenigen Stellen, wo beide Funktionen einen der geteilten
Werte mehrfach annehmen. Sei N
3
die entsprechende Anzahlfunktion, die diesen geteilten Wert
mit der kleineren der beiden Vielfachheiten z

ahlt. Dann gilt
q
X
j=1
N
3

r;
1
f   a
j

= S(r) : (2.23)
Beweis:
Sei z
a
k
eine a
k
-Stelle der Vielfachheit `  2 f

ur f und der Vielfachheit m  2 f

ur g. Setze
n = min(`;m). Dann ist z
a
k
eine mindestens n-fache Nullstelle von f   g. Da z
a
k
in N
3
genau
n-mal gez

ahlt wird, gilt
q
X
j=1

N
3

r;
1
f   a
j

 N
3

r;
1
f   a
j

+
q
X
j=1
N

r;
1
f   a
j

 N

r;
1
f   g

:
Nach (2.22) gilt
N

r;
1
f   g

=
q
X
j=1
N

r;
1
f   a
j

+ S(r) ;
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woraus
q
X
j=1

N
3

r;
1
f   a
j

 N
3

r;
1
f   a
j

 S(r)
also wegen
N
3

r;
1
f   a
j

 2 N
3

r;
1
f   a
j

f

ur die geteilten Werte auch
q
X
j=1
N
3

r;
1
f   a
j

= S(r)
folgt.
Jeder nicht geteilte Wert ist von voller Charakteristik, also kein Borelscher Ausnahmewert.
Lemma 2.16
Sind f; g 2 G zwei verschiedene Funktionen, die die q Werte a
1
; : : : ; a
q
2
b
C teilen, so gelten
f

ur jeden Wert c =2 fa
j
: j = 1; : : : ; qg die Bedingungen
N

r;
1
f   c

+ S(r) = T (r; f) und N

r;
1
g   c

+ S(r) = T (r; g) :
Beweis:
Wir betrachten q + 1 Werte, und zwar die q geteilten und c. Nach (1.28) f

ur diese q + 1 Werte
gilt
(q   1)  T (r; f) 
q
X
j=1
N

r;
1
f   a
j

+N

r;
1
f   c

+ log
1
1  r
+ S(r; f) ;
wegen der Gleichheit in (2.16) also
(q   1)  T (r; f)  N

r;
1
f   c

+ (q   2)  T (r; f) + S(r; f) :
Daraus folgt
N

r;
1
f   c

 T (r; f) + S(r; f) ;
was nach Denition der Charakteristik und dem ersten Hauptsatz
N

r;
1
f   c

= T (r; f) + S(r; f)
impliziert.
Ein mit gleicher Vielfachheit geteilter Wert mu von beiden Funktionen einfach angenommen
werden, was (2.22) und (2.23) entspricht.
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Lemma 2.17
Sind f; g 2 G zwei verschiedene Funktionen, die die q Werte a
1
; : : : ; a
q
2
b
C teilen, und wird
von diesen q Werten der Wert a
k
"CM" geteilt, so gilt
N

r;
1
f   a
k

= N

r;
1
g   a
k

= N

r;
1
f   a
k

+ S(r) : (2.24)
Beweis:
Wird der Wert a
k
mit der Vielfachheit m "CM" geteilt, so hat f   g eine mindestens m-fache
Nullstelle, woraus
N
1

r;
1
f   a
k

+
q
X
j=1
N

r;
1
f   a
j

 N

r;
1
f   g

folgt, da N
1
nach den Denitionen 1.24 und 2.5 alle "CM" geteilten Werte mit einer um Eins
verringerten Vielfachheit z

ahlt. Nach (2.22) ist
N

r;
1
f   g

=
q
X
j=1
N

r;
1
f   a
j

+ S(r) ;
also
N
1

r;
1
f   a
k

 S(r) :
Daraus folgt (2.24).
Auch diverse Schmiegungsfunktionen sind f

ur Funktionen aus der Klasse G klein.
Lemma 2.18
Sind f; g 2 G zwei verschiedene Funktionen, die die q Werte a
1
; : : : ; a
q
2
b
C teilen, so gilt
m

r;
1
f   g

= m

r;
f
f   g

= m

r;
g
f   g

= m

r;
fg
f   g

= S(r) : (2.25)
Beweis:
Wegen der Gleichheit in (2.16) gilt
N

r;
1
f   g

= T

r;
1
f   g

+ S(r) ;
nach Denition der Charakteristik also
m

r;
1
f   g

= S(r) : (2.26)
Sind f und g zwei Funktionen, die q Werte teilen, so sind nach Lemma 2.2 auch F =
1
f
und
G =
1
g
zwei Funktionen, die q Werte teilen. Es ist
fg
f   g
=
1
G  F
;
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so da
m

r;
fg
f   g

= S(r)
durch Anwendung von (2.26) auf G und F folgt. Nun ist

f
f   g

2
=
f
f   g
+
fg
(f   g)
2
;
so da mit den Rechenregeln f

ur die Schmiegungsfunktion
2 m

r;
f
f   g

 m

r;
f
f   g

+m

r;
fg
f   g

+m

r;
1
f   g

+O(1)
folgt. Damit ist auch
m

r;
f
f   g

= S(r) ;
und das Vertauschen der Rollen von f und g liefert analog
m

r;
g
f   g

= S(r) :
2.5 Die Funktionenklasse L
F

ur den Beweis des Vier-Werte-Satzes ist es weiterhin wesentlich, da f

ur in D zul

assige mero-
morphe Funktionen immer
m

r;
f
0
f

= o(T (r; f)) (2.27)
gilt. Dies ist f

ur unzul

assige Funktionen nat

urlich nicht mehr uneingeschr

ankt der Fall, wie
das bereits zitierte Beispiel von Shea und Sons aus [18] zeigt. Erf

ullt eine Funktion f 2 F
+
jedoch die Bedingung (2.27), so sind die darauf beruhenden Methoden aus dem Beweis des Vier-
Werte-Satzes auch auf diese Klasse unzul

assiger Funktionen anwendbar. Zur Vereinfachung der
Terminologie bekommt diese Funktionenklasse den folgenden Namen.
Denition 2.19
Es bezeichne
L :=

f 2 F
+
: m

r;
f
0
f

= o (T (r; f))

die Klasse der relativ zul

assigen unzul

assigen Funktionen, d.h. derjenigen unzul

assigen Funk-
tionen, die die Eigenschaft besitzen, da die Schmiegungsfunktion ihrer logarithmischen Ablei-
tung von geringerem Wachstum als ihre Charakteristik ist.
F

ur relativ zul

assige Funktionen gelten insbesondere Satz 1.28 und Korollar 1.29. Weiterhin
haben sie die folgende Eigenschaft, sofern sie gleichzeitig zur Klasse G geh

oren.
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Lemma 2.20
Sind f; g 2 G \ L zwei verschiedene Funktionen, die die q Werte a
1
; : : : ; a
q
2
b
C teilen, so gilt
m

r;
f
0
f   g

= m

r;
g
0
f   g

= m

r;
f
0
g
0
f   g

= S(r) :
Beweis:
Wegen f 2 L und nach (2.25) gilt
m

r;
f
0
f   g

 m

r;
f
0
f

+m

r;
f
f   g

= S(r) ;
und das Vertauschen der Rollen von f und g liefert analog
m

r;
g
0
f   g

= S(r) ;
falls g 2 L ist. Schlielich ist dank der Rechenregeln f

ur die Schmiegungsfunktion
m

r;
f
0
g
0
f   g

 m

r;
f
0
f

+m

r;
g
0
g

+m

r;
fg
f   g

= S(r)
wegen f; g 2 L und nach (2.25).
Ferner gelten f

ur Funktionen aus L, die vier Werte teilen, noch folgende Aussagen.
Lemma 2.21
Teilen die Funktionen f; g 2 L die vier Werte 0; 1;1 und c 2 C

n f1g, so erf

ullt die
Hilfsfunktion
 =
f
0
g
0
(f   g)
2
f(f   1)(f   c)g(g   1)(g   c)
die Absch

atzung
T (r;  ) = S(r) :
Beweis:
Mit Hilfe einer Partialbruchzerlegung sieht man, da  ein Produkt von Linearkombinationen
logarithmischer Ableitungen ist. Wegen f; g 2 L haben wir somit
m(r;  ) = S(r) :
Ist z

eine k-fache Null-, Eins-, Pol- oder c-Stelle von f und eine m-fache Null-, Eins-, Pol- oder
c-Stelle von g, so gilt
 (z) = O
 
(z   z

)
2min(k;m) 2

:
Da Null-, Eins-, Pol- oder c-Stellen mit verschiedener Vielfachheit f

ur f und g die einzigen
Stellen sind, wo  Polstellen haben k

onnte, sieht man, da  eine holomorphe Funktion ist.
Es gilt also N(r;  ) = S(r), woraus T (r;  ) = S(r) folgt.
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Lemma 2.22
Seien f; g 2 L zwei Funktionen, die die vier Werte 0; 1;1 und c 2 C

n f1g teilen.
Betrachte die Menge derjenigen Punkte, wo f oder g einen Wert mehrfach annehmen, den sie
nicht teilen, und die Menge derjenigen Punkte, wo f und g einen der geteilten Werte beide
mehrfach annehmen.
Bezeichne mit N

(r) die Anzahlfunktion der Punkte in der Vereinigung dieser beiden Mengen,
wobei jeder Punkt in der ersten Menge mit der Vielfachheit k   1 gez

ahlt wird, wenn k die
Vielfachheit des entsprechenden Wertes ist, und jeder Punkt in der zweiten Menge mit der
Vielfachheit min(`;m)   1 gez

ahlt wird, wenn ` und m die Vielfachheiten des entsprechenden
Wertes sind.
Dann gilt
N

(r) = S(r) : (2.28)
Beweis:
Die Punkte, die N

(r) z

ahlt, sind Nullstellen der Hilfsfunktion  aus Lemma 2.21 mit der
korrekten Vielfachheit. Nach Lemma 2.21 gilt (2.28) wegen
N

(r)  N

r;
1
 

 T (r;  ) +O(1) = S(r) :
Bemerkung:
Lemma 2.22 ist eine Zusammenfassung von Lemma 2.13 und Lemma 2.15, die allein aus der
Gestalt der Hilfsfunktion  aus Lemma 2.21 hergeleitet wird.
Lemma 2.23
Teilen die Funktionen f; g 2 L die vier Werte 0; 1;1 und c 2 C

n f1g "CM", so ist die
Hilfsfunktion
H =
f
00
f
0
 
g
00
g
0
holomorph und hat Nullstellen in den einfachen Polstellen von f und g.
Beweis:
Polstellen kannH nur in denjenigen Nullstellen von f
0
und g
0
haben, die von der Anzahlfunktion
N

(r) aus Lemma 2.22 gez

ahlt werden, also fast nie auftreten.
Aus Lemma 1.21 folgt, da H in einfachen Polstellen von f ( und g ) verschwindet.
Da das Residuum von
f
00
f
0
in einer mehrfachen Polstelle von f nur von der Vielfachheit der
Polstelle abh

angt, heben sich die Residuen von
f
00
f
0
und
g
00
g
0
immer weg, da die Polstellen "CM"
geteilt werden. In mehrfachen Polstellen von f ( und g ) hat H also keine Polstelle.
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Kapitel 3
Werteteilen bei unzul

assigen
Funktionen
Nachdem wir im vorangegangenen Kapitel alle Voraussetzungen dargestellt haben, die wir
f

ur die Untersuchung des Werteteilens bei unzul

assigen Funktionen ben

otigen, leiten wir nun
grunds

atzliche Aussagen

uber das Werteteilen her, d.h. Antworten auf die Frage, wie gro (f)
und (g) sein d

urfen, wenn man verlangt, da q Werte IM geteilt werden.
Anschlieend wird untersucht, was geschieht, wenn man verlangt, da alle Werte "CM" im
Sinne von Denition 2.5 geteilt werden.
Wie in der Ebene wird danach versucht, die Voraussetzungen, die man zur Herleitung des Ergeb-
nisses im "CM"-Fall ben

otigt, so weit wie m

oglich abzuschw

achen, ohne ein anderes Ergebnis
zu erhalten.
3.1 Unzul

assige Funktionen, die q Werte teilen
Geht man wie in Abschnitt 2.4 vor, so erh

alt man die Ungleichungskette (2.16). Wir haben dort
gesehen, da die gleichzeitige G

ultigkeit der Gleichungen (2.19) und (2.20) im unzul

assigen Fall
der G

ultigkeit der Gleichung (2.15) im zul

assigen Fall entspricht.
Hat man jedoch nur (2.17) und (2.18), so erh

alt man mit derselben Beweisidee wie in Satz
2.7 die folgende Aussage, die den F

unf-Werte-Satz, dessen G

ultigkeit f

ur zul

assige Funktionen
bekannt ist, auf unzul

assige Funktionen f und g von regul

arer Unzul

assigkeit mit (f) > 1 und
(g) > 1 ausdehnt.
Satz 3.1
Seien f; g 2 F
+
zwei Funktionen von regul

arer Unzul

assigkeit. Sei q 2 N mit q  5.
Teilen f und g dann q Werte, so gilt
(f) 
1
q   4
und (g) 
1
q   4
:
Beweis:
Nach der Denition von (f) (Denition 1.26) gilt:
F

ur alle " > 0 gibt es ein r
0
("), so da alle r 2 (0; 1) mit r  r
0
(") die Absch

atzung
T (r; f)  ((f) + ")  log
1
1  r
erf

ullen. Damit folgt
(q   3)  T (r; f)  T (r; g) + log
1
1  r
+ S(r)  ((g) + 1 + ")  log
1
1  r
+ S(r)
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aus (2.17). Division durch log
1
1 r
liefert mit der regul

aren Unzul

assigkeit von f die Ungleichung
(q   3)  (f)  (g) + 1 + " : (3.1)
Analog liefert (2.18) mit der regul

aren Unzul

assigkeit von g die Ungleichung
(q   3)  (g)  (f) + 1 + " ;
also
(g) 
(f) + 1 + "
q   3
:
Setzen wir dies in (3.1) ein, so gilt
(q   3)  (f) 
(f) + 1 + "
q   3
+ 1 + " ;
also
(q   3)
2
 (f)  (f) + 1 + "+ (q   3)(1 + ")
und damit

(q   3)
2
  1

 (f)  (q   2)(1 + ") :
Durch elementares Umformen folgt daraus
(f) 
(q   2)(1 + ")
q
2
  6q + 9  1
=
(q   2)(1 + ")
(q   2)(q   4)
=
1 + "
q   4
:
F

ur " ! 0 folgt daraus die Behauptung f

ur (f). F

angt man analog mit (2.18) an, so erh

alt
man
(g) 
1
q   4
:
Satz 3.1 kann man auch so deuten, da die Vorgabe an zwei Funktionen f; g 2 F
+
, vier Werte
zu teilen, der Gr

oe von (f) und (g) keine Beschr

ankungen auferlegt, da aus Satz 3.1 durch
formales Einsetzen von q = 4 die Bedingungen (f)  1 und (g)  1 folgen w

urden.
F

ur q = 5 erhalten wir (f)  1 und (g)  1, und das folgende Beispiel zeigt, da diese
Absch

atzungen scharf sind. Durch das so erhaltene "gr

ote Gegenbeispiel" ist die Satz 3.1
vorangeschickte Bemerkung best

atigt, da der F

unf-Werte-Satz f

ur alle Funktionen f und g
mit (f) > 1 und (g) > 1 gilt, sobald sie von regul

arer Unzul

assigkeit sind.
Beispiel 3.2
Das gew

unschte Beispiel ist schon in [15] zu nden, allerdings in einer Form, die die in b)
anzugebende Verallgemeinerungsm

oglichkeit verschleiert. Deswegen geben wir das Beispiel aus
[15] in a) in einer Form wieder, die diese Verallgemeinerung sofort nahelegt.
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a) Betrachtet man eine Funktion f , die die dritten Einheitswurzeln und sonst keine weiteren
Werte aus
b
C ausl

at (Diese geht durch eine geeignete M

obius-Transformation aus der
elliptischen Modulfunktion hervor, die die Werte 0, 1 und 1 ausl

at.), und setzt man
g =   f mit einer nichttrivialen dritten Einheitswurzel , so teilen f und g die Werte
0 und 1 und haben jeweils die dritten Einheitswurzeln als Picardsche Ausnahmewerte,
teilen insgesamt also f

unf Werte.
Im Beispiel in [15] ist F die elliptische Modulfunktion und G =M ÆF mit einer M

obius-
Transformation M , die 0; 1 und 1 permutiert. Diese beiden Funktionen teilen die drei
ausgelassenen Werte und die beiden Fixpunkte der M

obius-TransformationM . Da M zu
einer Drehung um eine nichttriviale dritte Einheitswurzel konjugiert ist, ist unser Beispiel
zu demjenigen aus [15]

aquivalent.
Da nach [15] die elliptische Modulfunktion F der Bedingung (F ) = 1 gen

ugt und unsere
Funktionen f und g durch M

obius-Transformationen aus ihr hervorgehen, gilt (f) = 1
und (g) = 1 nach Satz 1.7.
Damit ist das angek

undigte "gr

ote Gegenbeispiel" zu Satz 2.7 gefunden.
b) Sei nun f eine Funktion, die f

ur q  6 die (q   2)-ten Einheitswurzeln und sonst kei-
ne weiteren Werte aus
b
C ausl

at (Dies ist eine geeignete sogenannte linear polymorphe
Funktion.). Setzt man g =   f mit einer nichttrivialen (q   2)-ten Einheitswurzel , so
teilen f und g die Werte 0 und 1 und haben jeweils die (q   2)-ten Einheitswurzeln als
Picardsche Ausnahmewerte.
Da beide Funktionen genau q  2 Picardsche Ausnahmewerte haben, gilt (f) =
1
q 4
und
(g) =
1
q 4
nach Satz 1.34.
F

ur die Funktionenklassen aus den Abschnitten 2.4 und 2.5, denen die Funktionen aus diesem
Beispiel in Abh

angigkeit vom jeweiligen q tats

achlich angeh

oren, wird im n

achsten Abschnitt
sogar gezeigt, da dieses Beispiel in Analogie zum Beispiel e
z
und e
 z
in der Ebene (Dieses
entspricht dem Fall, da die zweiten Einheitswurzeln ausgelassen werden.) charakteristisch f

ur
Funktionen ist, die im Einheitskreis q  5 Werte "CM" teilen.
In Beispiel 3.2 werden nur Funktionenpaare mit (f) = (g) konstruiert. Da Satz 3.1 jedoch
obere Absch

atzungen liefert, kann es auch Beispiele mit (f) 6= (g) geben. Diese lassen sich
in der Tat

ahnlich wie in Beispiel 3.2 konstruieren.
Beispiel 3.3
Seien p; q 2 N mit p 6= q. Dabei seien p und q nicht teilerfremd.
Sei f eine Funktion, die die p-ten Einheitswurzeln und sonst keine weiteren Werte aus
b
C ausl

at.
F

ur diese gilt
(f) =
1
p  2
nach Satz 1.34.
Sei g eine Funktion, die die q-ten Einheitswurzeln und sonst keine weiteren Werte aus
b
C ausl

at.
F

ur diese gilt
(g) =
1
q   2
6= (f)
nach Satz 1.34.
Die Funktionen f und g teilen oensichtlich die ggT(p; q)-ten Einheitswurzeln. Da sie sonst
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jeweils keinen weiteren Wert auslassen, gilt nach dem zweiten Hauptsatz
N

r;
1
f   a

= T (r; f) + S(r) =
1
p  2
log
1
1  r
+ S(r) ;
falls a 2
b
C keine p-te Einheitswurzel ist, und
N

r;
1
g   a

= T (r; g) + S(r) =
1
q   2
log
1
1  r
+ S(r) ;
falls a 2
b
C keine q-te Einheitswurzel ist. Wegen
1
p  2
6=
1
q   2
folgt daher
N

r;
1
f   a

6= N

r;
1
g   a

f

ur alle a 2
b
C , die keine ggT(p; q)-ten Einheitswurzeln sind.
Also teilen f und g nur die ggT(p; q)-ten Einheitswurzeln.
Nach Satz 3.1 gilt
(f) 
1
ggT(p; q)  4
und (g) 
1
ggT(p; q)  4
:
Da p und q verschieden und nicht teilerfremd sind, gilt
ggT(p; q) < max(p; q) :
O.B.d.A. sei p < q, also max(p; q) = q und ggT(p; q)  2 < ggT(p; q) < q. Nach Satz 1.34 gilt
(g) =
1
q   2
<
1
ggT(p; q)  4
;
so da hier im Gegensatz zu Beispiel 3.2 in der Absch

atzung aus Satz 3.1 nicht das Gleich-
heitszeichen steht.
Nach Beispiel 3.3 kann also auch (f) 6= (g) gelten, wenn f und g zwei Funktionen sind, die q
Werte teilen. Alle m

oglichen nach Satz 3.1 erlaubten Kombinationen von (f) und (g) d

urfen
jedoch nicht auftreten, denn f und g sind noch zus

atzlich der folgenden Bedingung unterworfen.
Satz 3.4
Seien f; g 2 F
+
Funktionen von regul

arer Unzul

assigkeit. Sei q 2 N mit q  4. Teilen f und g
dann q Werte, so gilt
q   3 
1
(f)

1
q   3 
1
(g)
; (3.2)
sofern die rechte Seite dieser Absch

atzung positiv ist.
Sollte der Nenner der rechten Seite verschwinden, d.h. (g) =
1
q 3
sein, so wird die rechte Seite
=1 gesetzt.
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Beweis:
Teilen wir (2.17) durch T (r; f), so erhalten wir
q   3 
T (r; g)
T (r; f)
+
log
1
1 r
T (r; f)
+
S(r)
T (r; f)
;
also insbesondere
q   3  lim
r!1 
T (r; g)
T (r; f)
+
1
`(f)
;
was wir als
q   3 
1
`(f)
 lim
r!1 
T (r; g)
T (r; f)
(3.3)
festhalten. Nun l

osen wir (2.18) nach T (r; f) auf und erhalten
T (r; f)  (q   3)  T (r; g)  log
1
1  r
+ S(r) : (3.4)
Falls die rechte Seite von (3.4) positiv ist, ergibt sich daraus durch St

urzen
1
T (r; f)

1
(q   3)  T (r; g)  log
1
1 r
+ S(r)
:
Durch Multiplikation mit T (r; g) erh

alt man
T (r; g)
T (r; f)

1
q   3 
log
1
1 r
T (r;g)
+
S(r)
T (r;g)
;
also insbesondere
lim
r!1 
T (r; g)
T (r; f)

1
q   3 
1
`(g)
; (3.5)
wobei die rechte Seite dieser Absch

atzung aufgrund des Vorzeichenverhaltens beim St

urzen von
(3.4) positiv ist.
Die regul

are Unzul

assigkeit beider Funktionen impliziert
lim
r!1 
T (r; g)
T (r; f)

(g)
`(f)
=
`(g)
(f)
 lim
r!1 
T (r; g)
T (r; f)
und damit
lim
r!1 
T (r; g)
T (r; f)
= lim
r!1 
T (r; g)
T (r; f)
= lim
r!1 
T (r; g)
T (r; f)
=
(g)
(f)
:
Aus (3.3) und (3.5) erhalten wir also
q   3 
1
(f)
 lim
r!1 
T (r; g)
T (r; f)

1
q   3 
1
(g)
;
wobei die rechte Seite dieser Absch

atzung positiv sein mu.
Verschwindet die rechte Seite in (3.4), so mu in (3.5) und damit auch in (3.2) die rechte Seite
=1 gesetzt werden.
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Setzt man in der Absch

atzung (3.2) formal (f) = (g) =1, so erh

alt man
q   3 
1
q   3
:
Dies ist die bekannte Absch

atzung (2.12), die man beim Beweis des F

unf-Werte-Satzes f

ur
zul

assige Funktionen erh

alt. Man d

urfte also auch die zul

assigen Funktionen mit in die Voraus-
setzung von Satz 3.4 aufnehmen, worauf wir jedoch verzichtet haben.
3.2 Unzul

assige Funktionen, die q Werte "CM" teilen
Im vorangegangenen Abschnitt haben wir gesehen, da die Forderung an zwei Funktionen
f; g 2 F
+
von regul

arer Unzul

assigkeit, q Werte zu teilen, notwendige Bedingungen f

ur die
Gr

oe von (f) und (g) hervorruft, wobei (f) nicht notwendig gleich (g) zu sein braucht.
Stellt man jedoch die Bedingung f; g 2 G, so erh

alt man nach Bemerkung 2.11 automatisch
(f) = (g) =
1
q 4
, und mit der Zusatzvoraussetzung f; g 2 L erh

alt man zwei ( genauer
gesagt q  2 ) Funktionen aus F
+
, die q Werte "CM" teilen, ohne identisch zu sein. Es sind die
Funktionenpaare aus Beispiel 3.2, die man auf diese Weise wiederndet.
Die Beweisanordnung ist dem Beweis des Vier-Werte-Satzes f

ur Funktionen in C aus [14] nach-
empfunden.
Satz 3.5
Gegeben seien zwei Funktionen f; g 2 G \ L mit f 6 g, die q  5 (paarweise verschiedene)
Werte a
1
; : : : ; a
q
2
b
C "CM" teilen.
Dann gibt es eine M

obius-Transformation M , so da
g =M Æ f
gilt. Diese M

obius-Transformation erf

ullt
M(a
1
) = a
1
; M(a
2
) = a
2
; M(a
3
) = a
4
; M(a
4
) = a
5
; : : : ; M(a
q 1
) = a
q
; M(a
q
) = a
3
:
Hieraus folgt dann, da a
3
; : : : ; a
q
Picardsche Ausnahmewerte von f und g sind.
Beweis:
Da alle q Werte "CM" geteilt werden, werden sie nach Lemma 2.17 von beiden Funktionen
fast

uberall einfach angenommen. Ferner folgt aus Lemma 2.13, da alle Werte a 2
b
C fast nur
einfach angenommen werden.
W

ahle eine M

obius-Transformation M
1
so, da
M
1
(a
1
) = 0 ; M
1
(a
2
) =1 ; M
1
(a
3
) = 1
gilt, und setze F =M
1
Æ f und G =M
1
Æ g.
Nach Lemma 2.2 teilen F und G die Werte 0;1 und 1, sowie q   3 andere Werte.
Da zwei Funktionen F und G, die q Werte teilen, nach Satz 3.1 den Bedingungen
(F ) 
1
q   4
und (G) 
1
q   4
gen

ugen m

ussen, andererseits aber nach Satz 1.34 Funktionen f mit (f) =
1
p
h

ochstens p+ 2
Picardsche Ausnahmewerte haben k

onnen, k

onnen F und G jeweils h

ochstens q  2 Picardsche
Ausnahmewerte besitzen, so da wir
N

r;
1
F

6= o

log
1
1  r

und N(r; F ) 6= o

log
1
1  r

(3.6)
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annehmen d

urfen. Nach Satz 1.7 gilt ferner
T (r; F ) = T (r; f) +O(1) und T (r; G) = T (r; g) +O(1) ;
so da S(r; F ) = S(r; f) = S(r) und S(r; G) = S(r; g) = S(r) gilt.
Betrachte die Hilfsfunktion
H(z) =
F
00
(z)
F
0
(z)
 
G
00
(z)
G
0
(z)
:
Zun

achst nehmen wir H 6 0 an. Nach der Voraussetzung f; g 2 L gilt
m(r;H) = m

r;
F
00
F
0
 
G
00
G
0

 m

r;
F
00
F
0

+m

r;
G
00
G
0

+O(1) = S(r) :
Da f und g ( und damit auch F und G ) alle Werte fast nur einfach annehmen, k

onnte
H h

ochstens in Polstellen von F und G Polstellen besitzen, hat in einfachen Polstellen der
Funktionen F und G jedoch immer eine Nullstelle, da sich nach Lemma 2.23 die Residuen
wegheben. Also gilt N(r;H) = S(r), woraus T (r;H) = S(r) folgt. Damit haben wir aber
N(r; F )  N

r;
1
H

+ S(r)  T (r;H) + S(r) = S(r)
im Widerspruch dazu, da die Polstellen von F keine Picardschen Ausnahmewerte sind.
Also gilt H  0.
H  0 bedeutet
F
00
F
0
=
G
00
G
0
, woraus durch Integration
F
0
= A G
0
mit konstantem A 2 C

folgt. Nochmaliges Integrieren liefert
F (z) = A G(z) +B
mit Konstanten A;B 2 C

. Da es nach (3.6) Nullstellen z

von F gibt, gilt
F (z

) = 0 =) G(z

) = 0 =) 0 = A  0 +B =) B = 0 :
Wir haben also
F (z) = A G(z) : (3.7)
Die Konstante A darf nicht = 1 sein, weil sonst F  G () f  g gelten w

urde, was wir als
Voraussetzung ausgeschlossen hatten.
Damit sind die geteilten Werte 1;M
1
(a
4
); : : : ;M
1
(a
q
) allesamt Picardsche Ausnahmewerte
beider Funktionen.
Eine A-Stelle von F ist nach (3.7) eine 1-Stelle von G, womit A einer der Picardschen
Ausnahmewerte von F sein mu.
Eine
1
A
-Stelle von G ist nach (3.7) eine 1-Stelle von F , womit
1
A
einer der Picardschen
Ausnahmewerte von G sein mu.
Ist nun o.B.d.A. A = c
4
= M
1
(a
4
), so folgt durch Einsetzen der c
4
-Stellen von F in (3.7) die
Bedingung
c
5
= c
2
4
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und durch Einsetzen der c
5
-Stellen, c
6
-Stellen usw. o.B.d.A. die Bedingungen
c
6
= c
3
4
c
7
= c
4
4
.
.
.
c
q
= c
q 3
4
;
woraus man insbesondere c
q 2
4
= 1 erh

alt. Beginnt man mit
G =
1
c
4
F
anstelle von (3.7), so ergeben sich durch Einsetzen der c
4
-Stellen von F die Picardschen
Ausnahmewerte
1
c
2
4
; : : : ;
1
c
q 3
4
von G, woraus man c
 (q 2)
4
= 1 erh

alt.
Zusammen hat man jc
4
j
q 2
= 1, also c
4
=  mit einer nichttrivialen (sonst w

are f  g)
(q   2)-ten Einheitswurzel.
Wir haben also F =  G und damit M
1
Æ f =   (M
1
Æ g).
Wendet man darauf die M

obius-Transformation M
 1
1
an, so erh

alt man
f =M Æ g
mit M =M
 1
1
Æ ( M
1
). Insbesondere sind a
1
und a
2
Fixpunkte von M , da 0 und 1
Fixpunkte der M

obius-Transformation M
2
(z) =   z sind. Die restlichen geteilten Werte sind
die Picardschen Ausnahmewerte, die permutiert werden.
3.3 Einer der q Werte wird nur IM geteilt
In der Ebene gibt es Beispiele f

ur Funktionen, die vier Werte IM teilen, jedoch keinen davon
CM. Das erste und einfachste davon ist aus [5] und lautet
Beispiel 3.6
Die Funktionen
f(z) =
e
z
+ 1
(e
z
  1)
2
und g(z) =
(e
z
+ 1)
2
8  (e
z
  1)
(3.8)
teilen die Werte 0; 1; 
1
8
und 1 in jedem in Frage kommenden Punkt DM; genauer gesagt
nimmt f die Werte 0 und 1 einfach an, wo g sie doppelt annimmt, w

ahrend g die Werte  
1
8
und 1 einfach annimmt, wo f sie doppelt annimmt.
Oensichtlich gilt f

ur die Funktionen aus (3.8) nicht der Vier-Werte-Satz, denn f ist keine
M

obius-Transformation von g.
Ein solches Beispiel zeigt, da der Vier-Werte-Satz unter der allgemeinsten Voraussetzung (vier
Werte werden IM geteilt) nicht mehr gilt. Man kann sich jedoch die Frage stellen, ob er noch
gilt, wenn man an so wenige Werte wie m

oglich die Bedingung stellt, da sie "CM" geteilt
werden.
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In der Ebene konnte in dieser Hinsicht zun

achst gezeigt werden, da es gen

ugt, lediglich an
drei Werte die Bedingung zu stellen, da sie "CM" geteilt werden, um die Folgerung des Vier-
Werte-Satzes zu erhalten. Sp

ater wurde dieses Resultat noch verbessert, indem man nur an
zwei Werte diese Bedingung stellt, bzw. nur an einen Wert, w

ahrend f

ur einen zweiten Wert
etwas gelten mu, was mit dem Teilungsindex  aus Denition 2.6 formuliert wird.
Auch f

ur unzul

assige Funktionen kann man untersuchen, ob Satz 3.5 noch gilt, wenn so wenige
Werte wie m

oglich "CM" geteilt werden. Der Aussage, da zwei Funktionen in der Ebene, die
drei Werte "CM" und einen Wert IM teilen, alle vier Werte CM teilen m

ussen (und die ebenfalls
aus [5] stammt), entspricht der folgende Satz.
Wir folgen hier jedoch einer Beweisanordnung, die in [9] zu nden ist und der Theorie des
Werteteilens besser angepat ist als diejenige in [5].
Satz 3.7
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie von diesen Werten q  1 Werte "CM" und einen Wert IM, so teilen sie alle q Werte
CM (und die Folgerung aus Satz 3.5 gilt).
Beweis:
Sei o.B.d.A. c 2 C

n f1g der IM geteilte Wert, w

ahrend 0; 1 und 1 drei der q   1 "CM"
geteilten Werte sind.
Wir denieren eine Hilfsfunktion F durch
F =
f
0
(f   c)
f(f   1)
 
g
0
(g   c)
g(g   1)
:
Ist F  0, so mu auch der Wert c CM geteilt werden, und wir sind fertig.
Ist F 6 0, so erh

alt man
F =
f
0
f   1
  c 
f
0
f(f   1)
 
g
0
g   1
+ c 
g
0
g(g   1)
;
indem man eine Partialbruchzerlegung von F vornimmt.
Wegen f; g 2 L folgt m(r; F ) = S(r).
Die Funktion F ist holomorph, da die Werte 0,1 und 1 "CM" geteilt werden. Also gilt
T (r; F ) = S(r) :
Damit ergibt sich
N

r;
1
f   c

= N

r;
1
g   c

 N

r;
1
F

 T (r; F ) +O(1) = S(r) : (3.9)
Es gelte weiter o.B.d.A. N

r;
1
f 1

6= S(r), da mindestens einer der q 1 "CM" geteilten Werte
nach Satz 1.34 kein Picardscher Ausnahmewert sein kann. Setzt man
G =
f
0
(f   1)
f(f   c)
 
g
0
(g   1)
g(g   c)
; (3.10)
so k

onnen wir G 6 0 annehmen, da im Fall G  0 wieder alle c-Stellen CM geteilt werden
w

urden. Die Partialbruchzerlegung von G lautet
G =
f
0
f   c
 
f
0
f(f   c)
 
g
0
g   c
+
g
0
g(g   c)
;
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so da m(r; G) = S(r) gilt, und zwar wiederum wegen f; g 2 L.
Da der Wert c nicht notwendig "CM" geteilt wird, kann G dort Polstellen haben, wo f und g
den Wert c mit verschiedenen Vielfachheiten teilen. Damit gilt N(r; G)  N

r;
1
f c

und daher
T (r; G) = S(r) wegen (3.9). Da G nach (3.10) in den Einsstellen von f und g, die es nach der
Voraussetzung N

r;
1
f 1

6= S(r) auch tats

achlich gibt, Nullstellen hat, folgt aber
N

r;
1
f   1

 N

r;
1
G

 T (r; G) +O(1) = S(r) ;
was einen Widerspruch zu genau dieser Voraussetzung N

r;
1
f 1

6= S(r) darstellt.
Da der Fall F 6 0 und G 6 0 zwingend zu einem Widerspruch f

uhrt, mu F oder G identisch
verschwinden, was bedeutet, da auch der Wert c CM geteilt werden mu.
Bemerkung:
Da in Satz 3.5 hergeleitet wird, da f und g durch eine M

obius-Transformation auseinander
hervorgehen m

ussen und dies im Falle f  g trivialerweise gilt, wird die Bedingung f 6 g aus
den Voraussetzungen von Satz 3.5 in den folgenden Kapiteln nicht mehr explizit aufgef

uhrt.
Ferner wird in den folgenden Kapiteln nicht mehr jedes Mal wie in Satz 3.7 betont, da die
Herleitung des CM-Teilens aller q Werte die Folgerungen von Satz 3.5 nach sich zieht.
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Kapitel 4
Funktionen, die nur zwei Werte "CM"
teilen
Ein noch immer oenes Problem in der Theorie der in C meromorphen Funktionen, die vier
Werte teilen, ist dasjenige, die L

ucke zwischen Beispiel 3.6 und Satz 2.8 so weit wie m

oglich zu
schlieen. Eine erste Verbesserung des Analogons zu Satz 3.7 ist ein Satz, in dem die Bedingung
3CM und 1IM durch 2CM und 2IM ersetzt wird. Im Beweis dieses Satzes in [6] wird
ein Widerspruch zu der Annahme hergeleitet, da zwei in C meromorphe Funktionen, die
vier Werte IM teilen, zwei Werte davon "CM" und einen davon nicht "CM" teilen. Damit
ist dieselbe Beweisidee auf unzul

assige meromorphe Funktionen in D

ubertragbar, die von q
geteilten Werten nur zwei "CM" teilen.
Satz 4.1
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie von diesen q Werten zwei "CM" und (q   2) IM, so teilen sie alle q Werte CM.
Wir sammeln zun

achst einige Hilfsaussagen, die wir f

ur den Beweis dieses Satzes ben

otigen.
4.1 Allgemeine Hilfsaussagen
Lemma 4.2
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen. Teilen sie davon die Werte 0
und 1 "CM" und geh

oren a; b 2 C

zu den restlichen (q   2) IM geteilten Werten, so erf

ullt
die Hilfsfunktion
 =
f
0
(f   a)
f(f   b)
 
g
0
(g   a)
g(g   b)
die Absch

atzung
T (r;  )  N
1

r;
1
f   b

+N
1

r;
1
g   b

+ S(r) :
Beweis:
Wegen f; g 2 L gilt
m(r;  ) = S(r) :
Da f und g die Werte 0 und 1 "CM" teilen, hat  in den Null- und Polstellen von f und g
keine Polstellen. Ferner hat  in den b-Stellen, die f

ur f und g einfach sind, keine Polstellen.
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Also kann  nur in den mehrfachen b-Stellen von f und g Polstellen haben, und es gilt
N(r;  )  N
1

r;
1
f   b

+N
1

r;
1
g   b

:
Zusammen folgt
T (r;  )  N
1

r;
1
f   b

+N
1

r;
1
g   b

+ S(r) :
Lemma 4.3
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
a) Teilen sie davon die Werte 0 und1 "CM" und geh

oren a; b 2 C

zu den restlichen (q 2)
IM geteilten Werten, so erf

ullt die Hilfsfunktion

1
=
f
00
f
0
 

f
0
f   a
 
b
a

f
0
f   b
+ 2 
f
0
f

 

g
00
g
0
 

g
0
g   a
 
b
a

g
0
g   b
+ 2 
g
0
g

die Absch

atzung
T (r; 
1
)  N

r;
1
f   b

+ S(r) ;
wenn b 6= a gilt.
b) Teilen f und g die Werte 0;1 "CM" und gilt b =  a im Gegensatz zu a), so wird die
Hilfsfunktion 
1
aus a) zu

1
=
f
00
f
0
 

f
0
f   a
+
f
0
f + a
+ 2 
f
0
f

 

g
00
g
0
 

g
0
g   a
+
g
0
g + a
+ 2 
g
0
g

;
und es gilt
T (r; 
1
) = S(r) :
c) F

ur 
1
6 0 gilt
N

r;
1
f

= S(r) :
d) Setzt man F =
1
f
, G =
1
g
, A =
1
a
und

2
=
F
00
F
0
 

F
0
F   A
+
F
0
F + A
+ 2 
F
0
F

 

G
00
G
0
 

G
0
G  A
+
G
0
G + A
+ 2 
G
0
G

;
so gilt
N(r; f) = S(r)
f

ur 
2
6 0.
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Beweis:
Alle Eigenschaften werden daraus hergeleitet, da f; g 2 G \ L gilt.
a) Wegen f; g 2 L gilt
m(r; 
1
) = S(r) :
Ferner hat 
1
in a-, Null- und Polstellen von f und g keine Polstellen. Aus Lemma 2.13
folgt deswegen
N(r; 
1
)  N

r;
1
f   b

+N
0

r;
1
f
0

+N
0

r;
1
g
0

= N

r;
1
f   b

+ S(r) ;
womit wir die Absch

atzung
T (r; 
1
)  N

r;
1
f   b

+ S(r)
erhalten.
b) Wegen f; g 2 L gilt
m(r; 
1
) = S(r) :
Da 
1
die logarithmische Ableitung von
H =
f
0
(g   a)(g + a)g
2
g
0
(f   a)(f + a)f
2
ist, gilt
N(r; 
1
) = N

r;
1
H

+N(r;H)
nach Lemma 1.23. Da f und g die Werte 0;1 "CM" und die Werte a; a IM teilen, folgt
aus der Denition von H, da H nur in denjenigen Nullstellen von f
0
Nullstellen haben
kann, wo f keinen der geteilten Werte annimmt. Nach Lemma 2.13 gilt deswegen
N

r;
1
H

 N
0

r;
1
f
0

= S(r) :
Ferner kann die Hilfsfunktion H nur dort Polstellen haben, wo g
0
Nullstellen hat, aber g
die geteilten Werte nicht annimmt. Aus Lemma 2.13 folgt damit
N(r;H)  N
0

r;
1
g
0

= S(r) :
Zusammen haben wir also
N(r; 
1
) = S(r) ;
woraus
T (r; 
1
) = S(r)
folgt.
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c) Sei z
0
eine einfache Nullstelle von f und g. Da z
0
weder eine Null- noch eine Polstelle
der Hilfsfunktion H aus b) ist, hat 
1
als logarithmische Ableitung von H in z
0
keine
Polstelle. Es gilt sogar

1
(z
0
) = 0
nach Lemma 1.21.
Wir nehmen nun 
1
6 0 an. Da 
1
in einfachen Nullstellen von f und g verschwindet,
haben wir dann
N

r;
1
f

 N

r;
1

1

+N

r;
1
f

 N

r;
1
f

:
Die Denition der Charakteristik, der erste Hauptsatz und b) liefern
N

r;
1

1

 T

r;
1

1

= T (r; 
1
) +O(1) = S(r) :
Da f und g den Wert 0 "CM" teilen, gilt
N

r;
1
f

 N

r;
1
f

= S(r)
nach Lemma 2.17. Zusammen folgt also
N

r;
1
f

= S(r) :
d) Die Funktionen F und G gen

ugen den Voraussetzungen von b), und durch Vergleich der
Denitionen von 
1
und 
2
folgt
N(r; f) = S(r)
analog zu c).
Lemma 4.4
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon die Werte 0 und 1 "CM", geh

oren a; b 2 C

zu den restlichen (q   2) IM
geteilten Werten und wird einer der Werte a und b nicht "CM" geteilt, so gilt
N
E1

r;
1
f   a

+N
E1

r;
1
f   b

= S(r) ; (4.1)
wobei N
E1

r;
1
f a

(bzw. N
E1

r;
1
f b

) gem

a Denition 2.3 e) nur diejenigen a-Stellen
(bzw. b-Stellen) z

ahlt, die f

ur f und g einfach sind.
F

ur b 6= a gilt zus

atzlich
N

r;
1
f   a

+ S(r) 
2
q
 T (r; f) (4.2)
und
N

r;
1
f   b

+ S(r) 
2
q
 T (r; f) :
Insbesondere ist

q
2

die H

ochstvielfachheit derjenigen geteilten Werte von f und g, die f

ur eine
der Funktionen mehrfach sind.
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Beweis:
Gilt   0 mit der Hilfsfunktion  aus Lemma 4.2, so teilen f und g die Werte a und b CM,
was unserer Annahme widerspricht.
Deswegen d

urfen wir  6 0 annehmen. Da  in den a-Stellen von f Nullstellen und in den
mehrfachen b-Stellen beider Funktionen Polstellen hat, folgt aus Lemma 2.15 und Lemma 4.2
dann
N

r;
1
f   a

 N
E1

r;
1
f   a

+N
1

r;
1
f   a

+N
1

r;
1
g   a

= N

r;
1
f   a

+N
3

r;
1
f   a

 N

r;
1
 

+ S(r)
 T (r;  ) + S(r) (4.3)
 N
1

r;
1
f   b

+N
1

r;
1
g   b

+ S(r)
 N

r;
1
f   b

+N
3

r;
1
f   b

+ S(r)
= N

r;
1
f   b

+ S(r) :
Vertauschen wir a und b in der Denition von  , so folgt analog zu (4.3) die Absch

atzung
N

r;
1
f   b

 N
E1

r;
1
f   b

+N
1

r;
1
f   b

+N
1

r;
1
g   b

= N

r;
1
f   b

+N
3

r;
1
f   b

 N

r;
1
 

+ S(r)
 T (r;  ) + S(r) (4.4)
 N
1

r;
1
f   a

+N
1

r;
1
g   a

+ S(r)
 N

r;
1
f   a

+N
3

r;
1
f   a

+ S(r)
= N

r;
1
f   a

+ S(r) :
Damit steht in den Ungleichungsketten (4.3) und (4.4)

uberall das Gleichheitszeichen, so da
wir die folgenden drei Eigenschaften erhalten:
N

r;
1
f   a

= N

r;
1
f   b

+ S(r) ; (4.5)
N
1

r;
1
f   a

+N
1

r;
1
g   a

= N

r;
1
f   a

+ S(r) ;
N
1

r;
1
f   b

+N
1

r;
1
g   b

= N

r;
1
f   a

+ S(r) :
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Mit Lemma 2.4 folgt (4.1) aus den beiden unteren Gleichungen.
Sei nun a+ b 6= 0.
Sei z
0
eine einfache Nullstelle von f und g. Aus Lemma 1.21 folgt dann

1
(z
0
) = 0 :
Sei nun sogar 
1
 0. Ist z
b
eine b-Stelle der Ordnung k f

ur f und der Ordnung m f

ur g und
setzen wir den Hauptteil von 
1
in z
b
gleich Null, so erhalten wir
(k  m)

b
a
+ 1

:
Da nach Annahme a+ b 6= 0 gilt, mu k = m gelten. Dann teilen f und g den Wert b CM.
Denieren wir nun die Hilfsfunktion 
1
dadurch, da wir in der Denition von 
1
die Werte a
und b vertauschen, so liefert die Annahme 
1
 0 analog, da f und g den Wert a CM teilen.
Da beides gleichzeitig unserer Voraussetzung widersprechen w

urde, mu entweder 
1
6 0 oder

1
6 0 gelten.
Sei 
1
6 0. Da die Nullstellen "CM" geteilt werden, gilt
N

r;
1
f

 N

r;
1
f

= S(r)
nach Lemma 2.17. Da 
1
in einfachen Nullstellen von f verschwindet, folgt damit
N

r;
1
f

 N

r;
1

1

+ S(r)  T (r; 
1
) + S(r)  N

r;
1
f   b

+ S(r)
aus Lemma 4.3 a).
F

ur 
1
6 0 folgt analog
N

r;
1
f

 N

r;
1
f   a

+ S(r)
aus Lemma 4.3 a).
Wegen (4.5) gilt also unabh

angig vom Verhalten der Hilfsfunktionen 
1
und 
1
immer
N

r;
1
f

 N

r;
1
f   a

+ S(r) : (4.6)
Denieren wir nun die Hilfsfunktion 
2
dadurch, da wir in der Denition von 
1
die Gr

oen
f; g; a; b durch F =
1
f
; G =
1
g
; A =
1
a
; B =
1
b
ersetzen, so erhalten wir analog
N(r; f)  N

r;
1
f   a

+ S(r) : (4.7)
Wenden wir nun Lemma 2.11 an, so gilt mit (4.6) und (4.7) die Absch

atzung
2  T (r; f) =
q
X
j=1
N

r;
1
f   a
j

+ S(r)  q N

r;
1
f   a

+ S(r) ;
da (4.5) unabh

angig von der Wahl von b ist. Mit Division durch q erhalten wir also (4.2) und
das Analogon f

ur jedes b 6= a.
Nach der Denition der Charakteristik und dem ersten Hauptsatz folgt
N

r;
1
f   a

 T

r;
1
f   a

= T (r; f) + O(1) 
q
2
N

r;
1
f   a

+ S(r)
aus (4.2), was die Aussage

uber die H

ochstvielfachheit impliziert.
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4.2 Weitere Hilfsaussagen f

ur den Fall b =  a
Ist zus

atzlich zu den Voraussetzungen von Lemma 4.3 b) bis d) bekannt, da
N

r;
1
f   a

+ S(r) = T (r; f) ; N

r;
1
f + a

+ S(r) = T (r; f) (4.8)
gilt, so folgt aus Denition 1.24 und dem ersten Hauptsatz
N
1

r;
1
f   a

= S(r) ; N
1

r;
1
g   a

= S(r) (4.9)
und
N
1

r;
1
f + a

= S(r) ; N
1

r;
1
g + a

= S(r) : (4.10)
Damit kann man die folgenden Aussagen herleiten.
Lemma 4.5
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon die Werte 0 und 1 "CM", gibt es unter den restlichen q  2 geteilten Werten
ein a 2 C

, so da mit a auch  a zu diesen IM geteilten Werten geh

ort, und gelten die
Bedingungen (4.8), so gen

ugen die Hilfsfunktionen

3
=
f
0
(f + a)
f(f   a)
 
g
0
(g + a)
g(g   a)
und

4
=
f
0
(f   a)
f(f + a)
 
g
0
(g   a)
g(g + a)
den Bedingungen
T (r; 
j
) = S(r)
f

ur j = 3; 4.
Beweis:
Wegen f; g 2 L gilt
m(r; 
j
) = S(r) f

ur j = 3; 4 :
Ist z
0
eine Nullstelle der Ordnung k von f und g, dann folgt aus den Denitionen der Funktionen

3
und 
4
, da die Hauptteile von 
3
und 
4
in z
0
jeweils
 
k
z   z
0
+
k
z   z
0
= 0
betragen. Somit haben 
3
und 
4
in den Nullstellen von f und g keine Polstellen, und analog
haben sie auch in den Polstellen von f und g keine Polstellen.
Ferner haben sie keine Polstellen in den a- und  a-Stellen von f und g, die f

ur f und g einfach
sind.
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Deswegen k

onnen 
3
und 
4
nur dort Polstellen haben, wo a- oder  a-Stellen f

ur mindestens
eine der Funktionen f und g mehrfach sind.
Aus (4.9) und (4.10) folgt damit, da
N(r; 
j
) = S(r) f

ur j = 3; 4
gilt. Somit haben wir
T (r; 
j
) = S(r) f

ur j = 3; 4 :
Lemma 4.6
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon die Werte 0;1 "CM", gibt es ein a 2 C

, so da sie die Werte a; a IM
teilen, und gelten zus

atzlich (4.9) und (4.10), so folgt
(g   a)
2
(f + a)
2
 (f   a)
2
(g + a)
2
; (4.11)
was insbesondere bedeutet, da die Werte a und  a CM geteilt werden.
Beweis:
Ist 
3
6 0 f

ur die Hilfsfunktion 
3
aus Lemma 4.5, so folgt
N

r;
1
f + a

 N

r;
1

3

 T

r;
1

3

= T (r; 
3
) +O(1) = S(r)
aus Lemma 4.5, da die Funktion 
3
in den  a-Stellen von f Nullstellen hat. Dies widerspricht
jedoch der Voraussetzung (4.10), die zu (4.8) f

ur die  a-Stellen

aquivalent ist und bedeutet,
da die  a-Stellen gerade keine Picardschen Ausnahmewerte sind.
Damit mu 
3
 0 gelten. Da man analog 
4
 0 herleiten kann, folgt (4.11), indem man 
3
 0
z.B. nach
f
0
f
au

ost und dies in 
4
 0 einsetzt.
Lemma 4.7
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon die Werte 0 und 1 "CM" und gibt es unter den restlichen q   2 geteilten
Werten ein a 2 C

, so da mit a auch  a zu diesen IM geteilten Werten geh

ort, so gen

ugt die
Hilfsfunktion

5
=
f
0
f
(f   a)(f + a)
  C 
g
0
g
(g   a)(g + a)
(4.12)
mit C 2 N der Bedingung
T (r; 
5
) = S(r) ;
falls 
2
6 0 f

ur die Hilfsfunktion 
2
aus Lemma 4.3 d) gilt.
Beweis:
Wegen f; g 2 L gilt
m(r; 
5
) = S(r) :
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Die Funktion 
5
hat in a- und  a-Stellen von f und g keine Polstellen. Da sie nur in den
Polstellen von f und g Polstellen haben kann, gilt
N(r; 
5
)  N(r; f) :
F

ur 
2
6 0 haben wir jedoch
N(r; f) = S(r)
nach Lemma 4.3 d), also auch
N(r; 
5
) = S(r) :
Insgesamt gilt damit
T (r; 
5
) = S(r) :
4.3 Beweis im Fall b =  a
Wir haben folgende vier F

alle zu unterscheiden.
Fall 1: 
1
 
2
 0.
Durch Integration von 
1
 0 erhalten wir
f
0
(g
2
  a
2
)g
2
g
0
(f
2
  a
2
)f
2
 C (4.13)
mit einer Konstanten C 2 C

, und durch Integration von 
2
 0 erhalten wir
f
0
(g
2
  a
2
)f
2
g
0
(f
2
  a
2
)g
2
 K
mit einer Konstanten K 2 C

. Das Einsetzen dieser Identit

aten ineinander ergibt
Cf
4
 Kg
4
;
woraus folgt, da f und g die Werte a und  a CM teilen m

ussen.
Fall 2: 
1
6 0 und 
2
6 0.
Nach Lemma 4.3 c) und d) gelten die Beziehungen N

r;
1
f

= S(r) und N(r; f) = S(r).
Sei a
j
6= 0;1 f

ur j = 1; : : : ; q 2 einer der restlichen (q 2) IM geteilten Werte. Betrachte
die Hilfsfunktion

6
=
f
00
f
0
 
f
0
f   a
j
 

g
00
g
0
 
g
0
g   a
j

:
Wegen f; g 2 L gilt
m(r; 
6
) = S(r) :
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In den a
j
-Stellen von f und g hat 
6
keine Polstellen, und wegen N(r; f) = S(r) f

ur

2
6 0 hat 
6
auch in den Polstellen von f und g keine Polstellen. Damit gilt
N(r; 
6
) = S(r) ;
also zusammen
T (r; 
6
) = S(r) :
Es gelte nun 
6
6 0.
Sei z
a
j
eine a
j
-Stelle der Vielfachheit k f

ur f und der Vielfachheit 1 f

ur g (Nach Lemma
2.15 hat mindestens eine der Funktionen die Vielfachheit 1 in den geteilten Werten.).
Dann hat
f
00
f
0
dort die Laurent-Entwicklung
f
00
(z)
f
0
(z)
=
k   1
z   z
a
j
+
1
k
f
(k)
(z
a
j
)
f
(k 1)
(z
a
j
)
+O(z   z
a
j
)
und
f
0
f a
j
die Laurent-Entwicklung
f
0
(z)
f(z)  a
j
=
k
z   z
a
j
+
1
k + 1
f
(k+1)
(z
a
j
)
f
(k)
(z
a
j
)
+O(z   z
a
j
) :
Weiterhin hat
g
0
g a
j
die Laurent-Entwicklung
g
0
(z)
g(z)  a
j
=
1
z   z
a
j
+
1
2
g
00
(z
a
j
)
g
0
(z
a
j
)
+O(z   z
a
j
) ;
w

ahrend
g
00
g
0
den Wert
g
00
(z
a
j
)
g
0
(z
a
j
)
annimmt. Insgesamt nimmt 
6
in z
a
j
also den Wert

6
(z
a
j
) =
1
k
f
(k)
(z
a
j
)
f
(k 1)
(z
a
j
)
 
1
k + 1
f
(k+1)
(z
a
j
)
f
(k)
(z
a
j
)
 
1
2
g
00
(z
a
j
)
g
0
(z
a
j
)
= A
k
an, der von der Vielfachheit k der betrachteten a
j
-Stelle z
a
j
abh

angt. Analog gilt

6
(z
a
j
) =
1
2
f
00
(z
a
j
)
f
0
(z
a
j
)
 
 
1
k
g
(k)
(z
a
j
)
g
(k 1)
(z
a
j
)
 
1
k + 1
g
(k+1)
(z
a
j
)
g
(k)
(z
a
j
)
!
= B
k
;
wenn die a
j
-Stelle f

ur f einfach und f

ur g von der Vielfachheit k ist.
Mit den bereits bekannten Bedingungen N

r;
1
f

= S(r) und N(r; f) = S(r) gilt nach
Lemma 2.11 und (4.5) die Gleichung
2  T (r; f) =
q 2
X
j=1
N

r;
1
f   a
j

+ S(r) = (q   2) N

r;
1
f   a

+ S(r) ;
da (4.5) unabh

angig von der Wahl von b ist. Mit Division durch q   2 erhalten wir also
N

r;
1
f   a

 T

r;
1
f   a

= T (r; f) +O(1) =
q   2
2
N

r;
1
f   a

+ S(r)
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nach der Denition der Charakteristik und dem ersten Hauptsatz. Da a 2 fa
1
; : : : ; a
q 2
g
beliebig gew

ahlt war, hat jeder der q   2 geteilten Werte neben 0 und 1 die H

ochstviel-
fachheit

q 2
2

. Es folgt
N

r;
1
f   a
j


[
q 2
2
]
X
k=2
N

r;
1

6
  A
k

+
[
q 2
2
]
X
k=2
N

r;
1

6
  B
k



q   2
2

  1

T (r; 
6
) +

q   2
2

  1

T (r; 
6
)
= S(r)
f

ur jedes a
j
6= a; a, da es wegen f; g 2 G (,woraus T (r; f) = T (r; g) =
1
q 4
log
1
1 r
folgt,)
und Satz 1.34 h

ochstens q   2 Picardsche Ausnahmewerte geben kann. Damit folgt (4.8)
aus Lemma 2.11. Da die Beziehungen (4.8) gelten, folgt aus Lemma 4.6, da (4.11) gilt,
womit auch die Werte a und  a CM geteilt werden m

ussen.
Gilt 
6
 0, so folgt
f
0
f   a
j
  
g
0
g   a
j
durch Integration.
Wir machen nun die Widerspruchsannahme, da nicht alle Werte "CM" geteilt werden.
Dann gibt es mindestens ein a
j
, f

ur das  =
m
k
mit m; k 2 N , m 6= k gilt. F

ur dieses a
j
liefert eine weitere Integration
(f   a
j
)
k
= (g   a
j
)
m
;
woraus
k  T (r; f) = m  T (r; g)
nach Satz 1.8 folgt. Wegen f; g 2 G impliziert dies jedoch den Widerspruch
m = k :
Dies bedeutet, da alle q Werte CM geteilt werden.
Fall 3: 
1
 0 und 
2
6 0.
Ist z
0
eine a- oder  a-Stelle der Ordnung k f

ur f und der Ordnung m f

ur g, so folgt
k = C m
aus (4.13). Ist dann 
5
 0 f

ur die Hilfsfunktion 
5
aus Lemma 4.7, so folgt f
3
 g
3
aus
(4.12) und (4.13). Somit teilen f und g die Werte a und  a CM.
Nehmen wir nun 
5
6 0 an, so erhalten wir
N

r;
1
f

 N

r;
1

5

 T

r;
1

5

= T (r; 
5
) +O(1) = S(r)
aus Lemma 4.7, da Nullstellen von f auch Nullstellen von 
5
sind. Damit und aus Lemma
4.3 d) folgt analog zu Fall 2, da (4.8) gilt und f und g nach Lemma 4.6 alle q Werte CM
teilen.
Fall 4: 
1
6 0 und 
2
 0.
Dieser Fall verl

auft analog zu Fall 3.
Da wir in allen vier F

allen herausgefunden haben, da f und g alle q Werte CM teilen, ist die
Behauptung bewiesen.
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4.4 Weitere Hilfsaussagen f

ur den Fall b 6=  a
Da der Fall b =  a bereits bewiesen ist, wird ab hier generell b 6=  a vorausgesetzt. Wir
nehmen an, da f und g die Werte 0;1 "CM" und entweder a oder b nicht "CM" teilen. Dann
gibt es eine in D holomorphe Funktion w, so da
f = e
w
 g (4.14)
gilt. Aus (4.14) erhalten wir
T (r; e
w
)  T (r; f) + T (r; g) +O(1) = 2  T (r; f) + S(r) : (4.15)
Die logarithmische Ableitung von e
w
=
f
g
ist w
0
=
f
0
f
 
g
0
g
. Es folgt also
m(r; w
0
)  m

r;
f
0
f

+m

r;
g
0
g

+O(1) :
Da w
0
holomorph ist, gilt mit f; g 2 L daher
T (r; w
0
) = S(r) : (4.16)
Nun kann (4.14) zu
e
w
  1 =
f   g
g
(4.17)
umgeformt werden. Nat

urlich gilt f 6 g und damit e
w
6 1.
Ist z
0
eine Nullstelle von f und g, so da e
w(z
0
)
= 1 gilt, so folgt aus (4.17), da z
0
eine mehrfache
Nullstelle von f   g sein mu.
Aus (4.14) folgt ebenfalls
1
g
= e
w

1
f
:
Ist dann z
1
eine Polstelle von f und g, so da e
w(z
1
)
= 1 gilt, so mu z
1
eine mehrfache
Nullstelle von
1
g
 
1
f
sein.
Aus (4.17) folgt deswegen
N

r;
1
e
w
  1

 N

r;
1
f   a

+N

r;
1
f   b

+N

r;
1
f   g

 N

r;
1
f   g

+N
 
r;
1
1
g
 
1
f
!
 N
 
r;
1
1
g
 
1
f
!
+N
2

r;
1
f   g

;
wobei N
2

r;
1
f g

wie in Lemma 2.12 deniert ist.
Da
1
g
und
1
f
nach Lemma 2.2 gleichviele Werte wie f und g teilen, liefert die Anwendung von
Lemma 2.14 und Lemma 2.12 die Vereinfachung
N

r;
1
e
w
  1

 N

r;
1
f   a

+N

r;
1
f   b

+ S(r) :
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Nach (4.14) gilt oensichtlich
N

r;
1
f   a

+N

r;
1
f   b

 N

r;
1
e
w
  1

;
so da insgesamt
N

r;
1
e
w
  1

= N

r;
1
f   a

+N

r;
1
f   b

+ S(r) (4.18)
folgt.
Lemma 4.8
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon 0;1 "CM" und von a; b 2 C

mit b 6= a mindestens einen nicht "CM", so
gen

ugen die Hilfsfunktionen

1
=
f
00
f
0
 
f
0
f   a
 
f
0
f   b
+
w
0
e
w
e
w
  1
;

2
=
g
00
g
0
 
g
0
g   a
 
g
0
g   b
+
w
0
e
w
e
w
  1
den Bedingungen
T (r; 
j
) = S(r)
f

ur j = 1; 2.
Beweis:
Aus (4.15) erhalten wir
m(r; 
1
)  S(r; f) + S(r; e
w
  1)  S(r; f) = S(r) :
Da 
1
die logarithmische Ableitung von
H
1
=
f
0
(e
w
  1)
(f   a)(f   b)
ist, haben wir
N(r; 
1
) = N

r;
1
H
1

+N(r;H
1
)
nach Lemma 1.23. Da nach (4.14) die a- und b-Stellen von f Einsstellen von e
w
sind, sehen wir,
da H
1
gar keine Polstellen hat.
Ist andererseits z
0
eine Nullstelle von H
1
, so kann man an der Denition von H
1
erkennen, da
z
0
eine der vier folgenden Bedingungen erf

ullen mu:
a) z
0
ist eine mehrfache Polstelle von f .
b) f
0
(z
0
) = 0 und f(z
0
) 6= a; b.
c) e
w(z
0
)
= 1 und f(z
0
) 6= a; b.
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d) z
0
ist eine mehrfache Einsstelle von e
w
.
Dann darf z
0
sogar eine a- oder eine b-Stelle von f sein.
Nach (4.14) gilt w
0
6 0, und wegen N(r; 
1
) = N

r;
1
H
1

folgt
N(r; 
1
)  N(r; f) N(r; f) +N

r;
1
f

 N

r;
1
f

+N
0

r;
1
f
0

+N

r;
1
e
w
  1

 N

r;
1
f   a

 N

r;
1
f   b

+N

r;
1
w
0

;
wobei N
0

r;
1
f
0

wie in Lemma 2.13 deniert ist.
Aus Lemma 2.17 mit a
1
= 0 und a
2
=1, Lemma 2.13, (4.18) und (4.16) folgt damit
N(r; 
1
) = S(r) ;
womit wir
T (r; 
1
) = S(r)
erhalten. Analog ergibt sich
T (r; 
2
) = S(r) ;
da die Denitionen von 
1
und 
2
symmetrisch in f und g sind.
Lemma 4.9
Ist z
a
eine einfache a-Stelle von f und eine doppelte a-Stelle von g, so hat die Hilfsfunktion 
1
aus Lemma 4.8 in z
a
keine Polstelle, und es gilt

0
1
(z
a
) = 
1
(z
a
) (4.19)
mit einer Funktion

1
=
w
000
w
0
+ 4h
1
+ 8
h
1
h
2
w
0
+

5
2
+
a
a  b

w
00
+

3
4
 
ab
(a  b)
2

(w
0
)
2
(4.20)
 
3
4

2
1
+
a + b
a  b
w
0
 
w
00
w
0

2
 
2aw
0

1
a  b
 
1
4

w
00
w
0

2
;
wobei h
1
und h
2
die Gestalten
h
1
= w
0

1
+
b(w
0
)
2
a  b
  w
00
und h
2
= 
2
 
1
2
w
00
w
0
 
1
2
w
0
(4.21)
haben.
Beweis:
Ist z
a
eine a-Stelle, die f

ur eine der Funktionen einfach und f

ur die andere Funktion mehrfach
ist, so erhalten wir
e
w(z
a
)
= 1 und w
0
(z
a
) 6= 0 (4.22)
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durch Ableiten von (4.17).
Wir nehmen an, da z
a
eine einfache a-Stelle von f und eine doppelte a-Stelle von g ist. Aus
(4.22) folgt, da 
1
in z
a
keine Polstelle haben kann. Wenden wir Lemma 1.21 auf die Funktionen
f   a und e
w
  1 an, so lautet der KoeÆzient von z  z
a
in der Taylor-Reihe von 
1
um z
a
wie
folgt:

0
1
(z
a
) =
2
3
f
000
(z
a
)
f
0
(z
a
)
 
3
4

f
00
(z
a
)
f
0
(z
a
)

2
 
f
00
(z
a
)
a  b
+
(f
0
(z
a
))
2
(a  b)
2
(4.23)
+
w
000
(z
a
)
3  w
0
(z
a
)
+
1
2
w
00
(z
a
) +
1
12
(w
0
(z
a
))
2
 
1
4

w
00
(z
a
)
w
0
(z
a
)

2
:
Dierenzieren wir nun (4.14) dreimal, ersetzen dort z durch z
a
und verwenden e
w(z
a
)
= 1 und
g
0
(z
a
) = 0, so erhalten wir die drei Gleichungen
f
0
(z
a
) = a  w
0
(z
a
) (4.24)
f
00
(z
a
) = a  w
00
(z
a
) + g
00
(z
a
) + a(w
0
(z
a
))
2
(4.25)
f
000
(z
a
) = a  w
000
(z
a
) + 3  w
0
(z
a
)g
00
(z
a
) + g
000
(z
a
) + 3a  w
0
(z
a
)w
00
(z
a
) + a(w
0
(z
a
))
3
(4.26)
Die Anwendung von Lemma 1.21 auf 
1
und 
2
liefert die Darstellungen

1
(z
a
) =
f
00
(z
a
)
2  f
0
(z
a
)
 
f
0
(z
a
)
a  b
+
w
00
(z
a
) + (w
0
(z
a
))
2
2  w
0
(z
a
)
(4.27)

2
(z
a
) =
g
000
(z
a
)
6  g
00
(z
a
)
+
w
00
(z
a
) + (w
0
(z
a
))
2
2  w
0
(z
a
)
(4.28)
Setzen wir nun (4.24) in (4.27) ein, so erhalten wir
f
00
(z
a
) = 2aw
0
(z
a
)
1
(z
a
) +
2a
2
(w
0
(z
a
))
2
a  b
  aw
00
(z
a
)  a(w
0
(z
a
))
2
: (4.29)
Dann liefert Einsetzen von (4.29) in (4.25) die Darstellung
g
00
(z
a
) = 2ah
1
(z
a
) ; (4.30)
wobei h
1
wie in (4.21) deniert ist. Aus (4.30) und (4.28) erhalten wir
g
000
(z
a
) = 12ah
1
(z
a
)h
2
(z
a
) ; (4.31)
wobei h
2
ebenfalls in (4.21) deniert ist. Setzen wir nun (4.31) und (4.30) in (4.26) ein, so
erhalten wir
f
000
(z
a
) = aw
000
(z
a
) + 6aw
0
(z
a
)h
1
(z
a
) + 12ah
1
(z
a
)h
2
(z
a
) (4.32)
3aw
0
(z
a
)w
00
(z
a
) + a(w
0
(z
a
))
3
:
Setzen wir schlielich (4.32), (4.29) und (4.24) in (4.23) ein, so vereinfacht sich dies zu der
Gleichung 
0
1
(z
a
) = 
1
(z
a
), wobei 
1
durch (4.20) gegeben ist. Damit ist (4.19) bewiesen.
Lemma 4.10
Die Hilfsfunktionen 
1
und 
2
aus Lemma 4.8 weisen in a- und b-Stellen, die f

ur eine der
Funktionen f und g mindestens dreifach sind, folgendes Verhalten auf.
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a) Ist z
a
eine a-Stelle, die f

ur f einfach und f

ur g mindestens dreifach ist, so hat 
1
in z
a
keine Polstelle, und es gilt

1
(z
a
) =
w
00
(z
a
)
w
0
(z
a
)
+
bw
0
(z
a
)
b  a
: (4.33)
b) Ist z
b
eine b-Stelle, die f

ur f einfach und f

ur g mindestens dreifach ist, so hat 
1
in z
b
keine Polstelle, und es gilt

1
(z
b
) =
w
00
(z
b
)
w
0
(z
b
)
+
aw
0
(z
b
)
a  b
:
c) Ist z
a
eine a-Stelle, die f

ur g einfach und f

ur f mindestens dreifach ist, so hat 
2
in z
a
keine Polstelle, und es gilt

2
(z
a
) =
w
00
(z
a
)
w
0
(z
a
)
+
aw
0
(z
a
)
a  b
:
d) Ist z
b
eine b-Stelle, die f

ur g einfach und f

ur f mindestens dreifach ist, so hat 
2
in z
b
keine Polstelle, und es gilt

2
(z
b
) =
w
00
(z
b
)
w
0
(z
b
)
+
bw
0
(z
b
)
b  a
:
Beweis:
Wir beweisen exemplarisch die Aussage a). Die drei anderen folgen analog.
Da z
a
eine a-Stelle ist, die f

ur f einfach und f

ur g mindestens dreifach ist, hat 
1
nach (4.22)
in z
a
keine Polstelle. Wenden wir Lemma 1.21 auf 
1
an, so erhalten wir

1
(z
a
) =
1
2
f
00
(z
a
)
f
0
(z
a
)
 
f
0
(z
a
)
a  b
+
w
00
(z
a
) + (w
0
(z
a
))
2
2w
0
(z
a
)
: (4.34)
Da ferner aus (4.14) die Darstellungen
f
0
(z
a
) = aw
0
(z
a
) und f
00
(z
a
) = aw
00
(z
a
) + a(w
0
(z
a
))
2
(4.35)
folgen, ergibt sich (4.33) aus dem Einsetzen von (4.35) in (4.34).
Lemma 4.11
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon die Werte 0 und 1 "CM", gilt f

ur jedes Paar a; b 2 C

, das unter den
restlichen (q   2) IM geteilten Werten vorkommt, die Bedingung b 6= a, und teilen f und g
entweder a oder b nicht "CM", so gilt

1
6 
2
(4.36)
f

ur die Hilfsfunktionen aus Lemma 4.8.
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Beweis:
Wir nehmen 
1
 
2
an. Integrieren wir diese Gleichung, so erhalten wir
f
0
(g   a)(g   b)
g
0
(f   a)(f   b)
 C
mit C 2 C

. F

ur eine a-Stelle (oder b-Stelle) der Vielfachheit k f

ur f und der Vielfachheit m
f

ur g folgt daraus
k = C m :
Nun wird entweder a oder b nicht "CM" geteilt, und weder a noch b ist nach (4.2) ein Picardscher
Ausnahmewert von f und g. Da nach Lemma 2.15 entweder k = 1 oder m = 1 gilt, ist
C 2 N n f1g oder von der Form
1
n
mit n 2 N n f1g.
Zuerst nehmen wir C >

q
2

an. Dann gilt
h
q
2
i
+ 1

N

r;
1
f   a

 N

r;
1
f   a

 T (r; f) +O(1) ;
was Lemma 4.4 widerspricht, da

q
2

die gr

otm

ogliche Vielfachheit der mehrfachen Stellen von
f und g ist.
Analog k

onnen wir herleiten, da C <

q
2

 1
unm

oglich ist.
Also haben wir gezeigt, C = n oder C =
1
n
mit n 2 N n f1g, n 

q
2

gilt.
Wir ben

otigen nun die folgende Aussage

uber eine Hilfsfunktion, die wir o.B.d.A. f

ur C =
1
2
zeigen.
Lemma 4.12
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon die Werte 0 und 1 "CM", gilt f

ur jedes Paar a; b 2 C

, das unter den
restlichen q   2 IM geteilten Werten vorkommt, die Bedingung b 6= a, und ist C =
1
2
, so
gen

ugt die Hilfsfunktion
 = 2 
f
0
f   a
+ 2 
f
0
f   b
  3 
g
0
g   a
  3 
g
0
g   b
+ 2 
w
0
e
w
e
w
  1
 
f
00
f
0
+ 2 
g
00
g
0
der Bedingung
T (r; ) = S(r) :
Beweis:
Wegen f; g 2 L gilt
m(r; ) = S(r) :
Mit C =
1
2
haben wir die beiden folgenden Bedingungen:
Ist z
0
eine einfache a-Stelle (b-Stelle) von f;
so ist z
0
eine doppelte a-Stelle (b-Stelle) von g: (4.37)
Nach (4.22) hat  in z
0
keine Polstelle.
Ist z
0
eine mehrfache a-Stelle (b-Stelle) von f;
so ist z
0
eine mehrfache a-Stelle (b-Stelle) von g: (4.38)
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Ferner hat  in einfachen Polstellen von f und g, die keine Einsstellen von e
w
sind, keine
Polstellen.
Deswegen k

onnen wir herleiten, da z
0
eine der folgenden Bedingungen erf

ullen mu, um eine
Polstelle von  sein zu k

onnen:
a) z
0
ist entweder eine a-Stelle, b-Stelle, Polstelle oder Nullstelle von f und g, die f

ur beide
mehrfach ist.
b) e
w(z
0
)
= 1 und f(z
0
) 6= a; b.
c) f
0
(z
0
) = 0 und f(z
0
) 6= 0; a; b.
d) g
0
(z
0
) = 0 und g(z
0
) 6= 0; a; b.
Ber

ucksichtigen wir dies, so folgt
N(r; ) = S(r)
aus Lemma 2.15, (4.18) und Lemma 2.13. Zusammen erhalten wir
T (r; ) = S(r) :
Da Lemma 4.12 gezeigt ist, fahren wir nun mit dem Beweis von Lemma 4.11 fort.
Sei C =
1
2
und z
a
eine einfache a-Stelle von f und eine doppelte a-Stelle von g. Nach (4.37)
und (4.38) hat  in z
a
keine Polstelle, und nach (4.14) gilt f
0
(z
a
) = aw
0
(z
a
). Wenden wir dann
Lemma 1.21 auf  an, so folgt
(z
a
) =
2aw
0
(z
a
)
a  b
+
w
00
(z
a
) + (w
0
(z
a
))
2
w
0
(z
a
)
: (4.39)
Ist  6
2aw
0
a b
+
w
00
w
0
+ w
0
(Wegen (4.14) gilt w
0
6 0!), so folgt
N

r;
1
f   a

 N
 
r;
1
 
2aw
0
a b
 
w
00
w
0
  w
0
!
+N
3

r;
1
f   a

 T

r;  
2aw
0
a  b
 
w
00
w
0
  w
0

+ S(r)
= S(r)
aus (4.39), (4.37), (4.38), Lemma 4.12, (4.16) und Lemma 2.15, widerspricht jedoch (4.2). Also
mu
 
2aw
0
a  b
+
w
00
w
0
+ w
0
gelten. Betrachten wir nun eine b-Stelle, die f

ur f einfach und f

ur g doppelt ist, folgt analog
 
2bw
0
b  a
+
w
00
w
0
+ w
0
:
Daraus folgt jedoch a+ b = 0 im Widerspruch zu unserer Annahme. Deswegen gilt (4.36).
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Beachte:
Analog folgt (4.36) in den anderen m

oglichen F

allen f

ur C, wobei man in der Denition der
Funktion  die KoeÆzienten von f und g dem jeweiligen C anzupassen hat.
Lemma 4.13
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon die Werte 0 und 1 "CM" und gilt f

ur jedes Paar a; b 2 C

, das unter den
restlichen q   2 IM geteilten Werten vorkommt, die Bedingung b 6= a, so erf

ullt die
Hilfsfunktion
 =
f
0
(f   g)
2
g
0
f(f   a)(f   b)g(g   a)(g   b)
die Absch

atzung
T (r; ) = S(r) :
Beweis:
Ersetzt man in der Denition der Funktion  aus Lemma 2.21 die Werte 1 und c durch a und
b, so erh

alt man die Funktion . Damit folgt die Behauptung aus Lemma 2.21.
Nun nehmen wir an, da eine a-Stelle oder b-Stelle von f und g einfach f

ur eine der beiden
Funktionen und doppelt f

ur die andere ist. Analog zu Lemma 4.9 kann man dann herleiten:
Ist z
b
eine einfache b-Stelle von f und eine doppelte b-Stelle von g, dann hat 
1
keine Polstelle
in z
b
, und es gilt

0
1
(z
b
) = 
2
(z
b
) ; (4.40)
wobei 
2
aus 
1
in (4.20) entsteht, indem man dort und in (4.21) die Zahlen a und b vertauscht.
Ist z
a
eine einfache a-Stelle von g und eine doppelte a-Stelle von f , so hat 
2
aus Lemma 4.8
in z
a
keine Polstelle, und es gilt

0
2
(z
a
) = 
3
(z
a
) (4.41)
mit

3
=
w
000
w
0
+ 4H
1
  8
H
1
H
2
w
0
+

a
b  a
 
3
2

w
00
+

3
4
+
ab  2a
2
(a  b)
2

(w
0
)
2
(4.42)
 
3
4

2
2
+
b  3a
a  b
w
0
 
w
00
w
0

2
 
2aw
0

2
b  a
 
1
4

w
00
w
0

2
;
wobei
H
1
=  w
0

2
+
a(w
0
)
2
a  b
+ w
00
und H
2
= 
1
 
1
2
w
00
w
0
 
1
2
w
0
(4.43)
gilt.
Ist z
b
eine einfache b-Stelle von g und eine doppelte b-Stelle von f , so hat 
2
in z
b
keine Polstelle,
und es gilt

0
2
(z
b
) = 
4
(z
b
) ; (4.44)
wobei 
4
aus 
3
in (4.42) dadurch entsteht, da man dort und in (4.43) die Zahlen a und b
vertauscht.
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Lemma 4.14
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon die Werte 0 und 1 "CM" und gilt f

ur jedes Paar a; b 2 C

, das unter den
restlichen q   2 IM geteilten Werten vorkommt, die Bedingung b 6= a, so gen

ugen die
Hilfsfunktionen 
j
f

ur j = 1; 2; 3; 4 den Bedingungen
T (r; 
j
) = S(r) f

ur j = 1; 2; 3; 4 :
Beweis:
Die Behauptung folgt aus f; g 2 L und (4.16).
Lemma 4.15
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon die Werte 0 und 1 "CM" und gilt f

ur jedes Paar a; b 2 C

, das unter den
restlichen q   2 IM geteilten Werten vorkommt, die Bedingung b 6= a, und gelten f

ur die
Hilfsfunktionen 
1
, 
2
und 
j
f

ur j = 1; 2; 3; 4 die Identit

aten

0
1
 
1
6 
2
und 
0
2
 
4
6 
3
;
so gen

ugt die Hilfsfunktion
 = 2 
f
00
f
0
  3 
f
0
f   b
  2 
g
00
g
0
+ 3 
g
0
g   a
  4 
f
0
f   a
+ 4 
g
0
g   b
der Bedingung
T (r; ) = S(r) ;
falls die Werte a und b jeweils einfach f

ur die eine und doppelt f

ur die andere Funktion sind.
Beweis:
Wegen f; g 2 L gilt
m(r; ) = S(r) :
Wir sehen ferner, da  in
a) Polstellen von f und g
b) a-Stellen, die f

ur f einfach und f

ur g doppelt sind,
c) b-Stellen, die f

ur f doppelt und f

ur g einfach sind,
keine Polstellen hat. Damit hat  nur dort Polstellen, wo die a-Stellen f

ur f doppelt und f

ur g
einfach und wo die b-Stellen f

ur f einfach und f

ur g doppelt sind.
Die a-Stellen, die f

ur f doppelt und f

ur g einfach sind, sind Nullstellen von 
0
2
  
3
.
Die b-Stellen, die f

ur f einfach und f

ur g doppelt sind, sind Nullstellen von 
0
1
  
2
.
Wegen f; g 2 L folgt damit die Absch

atzung
N(r; )  N

r;
1

0
2
  
3

+N

r;
1

0
1
  
2

+ S(r)  S(r)
aus Lemma 4.8 und Lemma 4.14. Damit haben wir
T (r; ) = S(r) :
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4.5 Beweis im Fall b 6=  a
Wir nehmen an, da entweder a oder b nicht "CM" geteilt wird. Wegen Lemma 2.15 und (4.1)
sind fast alle a- und b-Stellen von f und g f

ur eine der Funktionen einfach und f

ur die andere
mehrfach.
K

onnen wir nun zeigen, da entweder N

r;
1
f a

= S(r) oder N

r;
1
f b

= S(r) gilt, so
erhalten einen Widerspruch zu (4.2).
Sei z
0
entweder eine a-Stelle oder eine b-Stelle der Ordnung k f

ur f und der Ordnung m f

ur g.
Aus (4.14) folgt dann
(z
0
) =
2km(w
0
(z
0
))
2
(a  b)
2
f

ur die Hilfsfunktion  aus Lemma 4.13. Ferner gelte
 6
2`(w
0
)
2
(a  b)
2
f

ur ` = 2; : : : ;

q
2

.
Wegen f; g 2 L gilt dann
N

r;
1
f   a


[
q
2
]
X
`=2
N
 
r;
1
 
2`(w
0
)
2
(a b)
2
!

h
q
2
i
  1

 T (r; ) + 2
h
q
2
i
  1

 T (r; w
0
)
 S(r)
nach Lemma 4.13 und (4.16), was (4.2) widerspricht.
Deswegen gilt
 
2`(w
0
)
2
(a  b)
2
f

ur ein ` = 2; : : : ;

q
2

.
Es folgt, da einer der beiden folgenden F

alle auftreten mu:
1. Fall: Eine a-Stelle oder b-Stelle von f und g ist einfach f

ur eine der beiden Funktionen und
doppelt f

ur die andere.
2. Fall: Eine a-Stelle oder b-Stelle von f und g einfach f

ur eine der beiden Funktionen und
mindestens dreifach f

ur die andere.
Der Fall, da a-Stellen oder b-Stellen f

ur beide Funktionen mehrfach sind, ist nach Lemma 2.15
unm

oglich.
Wir betrachten zun

achst den 1.Fall:
Es gelte 
0
1
6 
1
und 
0
2
6 
3
. Aus Lemma 4.9, (4.41), Lemma 4.14 und Lemma 4.8 k

onnen
wir dann
N

r;
1
f   a

 N

r;
1

0
1
  
1

+N

r;
1

0
2
  
3

 S(r)
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herleiten, was (4.2) widerspricht.
Also gilt entweder 
0
1
 
1
oder 
0
2
 
3
.
Analog kann man aus (4.40), (4.44) und (4.2) herleiten, da entweder 
0
1
 
2
oder 
0
2
 
4
gilt.
Sei nun 
1
 
2
. Dann liefern die passende Verwendung von (4.20) und das Herausk

urzen
identischer Terme in 
1
und 
2
die Identit

at
4b(w
0
)
2
a  b
+
8b  w
0
a  b


2
 
1
2

w
00
w
0
 
1
2
 w
0

+
a
a  b
 w
00
 
3
4

4
1
a + b
a  b
w
0
  2
a+ b
a  b
w
00

 
2a  w
0

1
a  b

4a(w
0
)
2
b  a
+
8a  w
0
b  a


2
 
1
2

w
00
w
0
 
1
2
 w
0

+
b
b  a
 w
00
 
3
4

4
1
b + a
b  a
w
0
  2
b + a
b  a
w
00

 
2b  w
0

1
b  a
:
Diese kann man zu (a + b)w
0
(
1
  
2
)  0 vereinfachen, was ein Widerspruch zu Lemma 4.11
ist, da w
0
6 0 nach (4.14) und a+ b 6= 0 nach Voraussetzung gilt.
Also gilt 
1
6 
2
. Analog kann man auch 
3
6 
4
herleiten.
Insgesamt kann also nur einer der beiden folgenden F

alle auftreten:

0
1
 
1
6 
2
und 
0
2
 
4
6 
3
; (4.45)

0
1
 
2
6 
1
und 
0
2
 
3
6 
4
: (4.46)
Sei nun z
a
eine einfache a-Stelle von f und eine doppelte a-Stelle von g. Aus Lemma 1.21 und
(4.24) erhalten wir dann (z
a
) =
3aw
0
(z
a
)
b a
.
Ist nun  6
3aw
0
b a
, so folgt aus (4.45), (4.41), Lemma 4.15, (4.16), Lemma 4.8 und Lemma 4.14
die Absch

atzung
N

r;
1
f   a

 N
 
r;
1
  
3aw
0
b a
!
+N

r;
1

0
2
  
3

 S(r) ;
was (4.2) widerspricht.
Also gilt  
3aw
0
b a
.
Betrachten wir eine b-Stelle, die f

ur f doppelt und f

ur g einfach ist, so folgt analog  
3bw
0
a b
.
Also gilt mit (a + b)w
0
 0 ein Widerspruch.
Also kann der ganze Fall (4.45) nicht gelten.
Analog folgt, da Fall (4.46) nicht gelten kann, womit insgesamt der 1. Fall nicht gilt.
Im 2. Fall sei nun 
1
6
w
00
w
0
+
bw
0
b a
und 
2
6
w
00
w
0
+
aw
0
a b
.
Aus Lemma 4.10 a) und c), Lemma 4.8 und Lemma 2.15 erhalten wir dann
N

r;
1
f   a

 N
 
r;
1

1
 
w
00
w
0
 
bw
0
b a
!
+N
 
r;
1

2
 
w
00
w
0
 
aw
0
a b
!
+ S(r)
 S(r) ;
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was (4.2) widerspricht. Deswegen gilt
entweder 
1

w
00
w
0
+
bw
0
b  a
oder 
2

w
00
w
0
+
aw
0
a  b
: (4.47)
Aus Lemma 4.10 b) und d) und (4.2) ergibt sich analog
entweder 
1

w
00
w
0
+
aw
0
a  b
oder 
2

w
00
w
0
+
bw
0
b  a
: (4.48)
Wegen Lemma 4.11 gilt 
1
6 
2
. Damit liefern a+ b 6= 0, (4.47) und (4.48) einen Widerspruch.
Also kann auch der 2. Fall nicht gelten.
Da wir gezeigt haben, da beide F

alle nicht gelten k

onnen, bedeutet dies, da schon unsere
Annahme, da entweder a oder b nicht "CM" geteilt wird, falsch gewesen sein mu.
Dies beweist die Behauptung, da alle q Werte CM geteilt werden.
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Kapitel 5
S

atze mit dem Teilungsindex
Der n

achste Schritt bei der Herleitung von Satz 3.5 unter noch schw

acheren Voraussetzungen
ist es, den Teilungsindex aus Denition 2.6 ins Spiel zu bringen. Damit kann Satz 4.1 auf die
folgenden Weisen verallgemeinert werden. Zun

achst beh

alt man analog zu [13] f

ur einen der
geteilten Werte die Bedingung, da er "CM" geteilt wird, und stellt an einen zweiten Wert die
Bedingung, da sein Teilungsindex gr

oer als
2
3
ist.
Satz 5.1
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Teilen sie davon den Wert a 2
b
C "CM" und den Wert b 2
b
C n fag unter der Bedingung
(b) >
2
3
, so teilen sie alle q Werte CM.
Die zweite Verallgemeinerungsm

oglichkeit ist es, an beide Werte eine Bedingung f

ur den Tei-
lungsindex zu stellen. Im Vergleich zu Satz 5.1 wird dabei analog zu [21] einer der Teilungsindizes
gr

oer und der andere kleiner (, da f

ur den "CM"-geteilten Wert der Teilungsindex ja gleich
Eins ist), so da man bei der Bedingung landet, da beide gr

oer als
4
5
sein sollen.
Satz 5.2
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Sind a; b 2
b
C zwei dieser Werte und gelten die Bedingungen (a) >
4
5
und (b) >
4
5
, so teilen
f und g alle q Werte CM.
Eine weitere Verallgemeinerungsm

oglichkeit ist es, die Abh

angigkeit der Teilungsindizes von-
einander zu untersuchen. Dabei kommt eine geometrische Interpretationsm

oglichkeit zum Vor-
schein. Beide Teilungsindizes "leben" im abgeschlossenen Einheitsquadrat der ((a); (b))-
Ebene, wobei die Symmetrie in der Wahl von a und b bewirkt, da alle zu betrachtenden
Mengen symmetrisch zur Winkelhalbierenden sind. Satz 4.1 und seine Verallgemeinerungen lie-
fern nun Mengen in dieser Ebene, in denen die Folgerungen von Satz 3.5 gelten. Im Einzelnen
heit dies:
Satz 4.1 liefert mit (a) = (b) = 1 die rechte obere Ecke des Quadrates.
Beispiel 3.6 liefert mit (a) = (b) = 0 die linke untere Ecke des Quadrates, also eine Menge,
wo die Folgerungen von Satz 3.5 nicht gelten.
Satz 5.1 liefert zwei Geradenst

ucke auf dem Rand (a) = 1 bzw. (b) = 1 des Quadrates.
Satz 5.2 liefert ein halboenes Quadrat mit den Ecken
 
1;
4
5

, (1; 1),
 
4
5
; 1

und
 
4
5
;
4
5

.
Wie in [22] ist es nun m

oglich, die Punkte
 
2
3
; 1

und
 
1;
2
3

aus Satz 5.1 und den Punkt
 
4
5
;
4
5

aus Satz 5.2 durch die Hyperbel
(b) =
2  (a)
5  (a)  2
zu verbinden. Da f

ur alle Punkte, die oberhalb des Graphen dieser Hyperbel liegen, auch die
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Folgerungen von Satz 3.5 gelten, liefert der folgende Satz.
Satz 5.3
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Sind a; b 2
b
C zwei dieser Werte und gelten die Bedingungen (a) >
2
3
und (b) >
2(a)
5(a) 2
, so
teilen f und g alle q Werte CM.
5.1 Hilfsfunktionen f

ur den Beweis von Satz 5.1
Lemma 5.4
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Geh

oren die Werte 0; 1;1 und c 2 C

n f1g zu den q geteilten Werten und wird der Wert 1
"CM" geteilt, so gen

ugt die Hilfsfunktion
 =
f
0
f
 
g
0
g
der Bedingung
T (r; ) = N

r;
1
f

 N
E

r;
1
f

+ S(r) ;
falls  6 0 gilt.
Beweis:
Wegen f; g 2 L gilt oensichtlich m(r; ) = S(r). Da 1 "CM" geteilt wird, hat  in den
Polstellen von f und g keine Polstellen. In einer "CM" geteilten Nullstelle von f und g hat 
ebenfalls keine Polstelle, da sich die Residuen wegheben. Damit gilt
N(r; ) = N

r;
1
f

 N
E

r;
1
f

;
woraus die Behauptung folgt.
Lemma 5.5
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Geh

oren die Werte 0; 1;1 und c 2 C

n f1g zu den q geteilten Werten und wird der Wert 1
"CM" geteilt, so gen

ugt die Hilfsfunktion
Æ =
f
00
f
0
 

f
0
f
+
f
0
f   1
+
f
0
f   c

 

g
00
g
0
 

g
0
g
+
g
0
g   1
+
g
0
g   c

der Bedingung
T (r; Æ) = S(r) ;
falls Æ 6 0.
Beweis:
Wegen f; g 2 L gilt m(r; Æ) = S(r).
Ist f(z

) = g(z

) = 0; 1 oder c, so haben der f -Teil und der g-Teil von Æ jeweils eine einfache
Polstelle mit dem Residuum 1. Da sich diese Residuen wegheben, besitzt Æ in z

keine Polstelle.
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Analog folgt, da Æ in allen Polstellen von f und g keine Polstelle hat, da1 "CM" geteilt wird.
Damit kann Æ nur dort Polstellen haben, wo f
0
oder g
0
Nullstellen haben, die Werte 0; 1 oder c
von f und g aber nicht angenommen werden. Nach Lemma 2.13 ist die Anzahlfunktion dieser
Stellen ein S(r). Damit gilt auch N(r; Æ) = S(r).
Zusammen folgt die Behauptung.
Die in Lemma 2.21, Lemma 5.4 und Lemma 5.5 denierten Hilfsfunktionen haben in einfachen
Null- und Polstellen von f und g folgende Eigenschaften.
Lemma 5.6
Ist z
0
eine einfache Nullstelle von f und g, so gilt
 (z
0
) =
(f
0
(z
0
)  g
0
(z
0
))
2
c
2
und
(Æ   ) (z
0
) =

1 +
1
c

(f
0
(z
0
)  g
0
(z
0
)) :
Ist z
1
eine einfache Polstelle von f und g, so da f und g die Laurent-Entwicklungen
f(z) =
%
z   z
1
+ A+O(z   z
1
)
und
g(z) =

z   z
1
+B +O(z   z
1
)
haben, dann gilt
 (z
1
) =

1
%
 
1


2
;
Æ(z
1
) =  3

A
%
 
B


+ (1 + c)

1
%
 
1


und
(z
1
) =
A
%
 
B

:
Beweis:
Durch elementares Rechnen mit Taylor- und Laurent-Entwicklungen wie in Lemma 1.21.
5.2 Beweis von Satz 5.1
Wir nehmen an, da 0; 1;1 und c 2 C

n f1g vier der geteilten Werte sind, wobei 1 derjenige
Wert ist, der "CM" geteilt wird, und 0 derjenige mit (0) >
2
3
. Nach Lemma 2.17 gilt
N(r; f) = N(r; f) + S(r) :
Denieren wir mit den Hilfsfunktionen aus Lemma 2.21, 5.4 und 5.5 die Funktionen
 = (3 + Æ)
2
  (1 + c)
2
 ;  = (Æ   )
2
  (1 + c)
2
 ;
so sind vier F

alle zu unterscheiden:
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Fall 1:  6 0,  6 0
Aus Lemma 5.6 folgt (z
0
) = 0 f

ur eine einfache Nullstelle z
0
von f und g. Ferner gilt
N
E

r;
1
f

  S(r)  T (r; (Æ   )
2
  (1 + c)
2
 ) +O(1)
 2  T (r; ) + S(r) (5.1)
= 2 N

r;
1
f

  2 N
E

r;
1
f

+ S(r)
nach Lemma 2.22, Lemma 5.5 und Lemma 5.4. Mit (0) >
2
3
folgt daraus
N

r;
1
f

= S(r)
und damit
T (r; ) = S(r) : (5.2)
Hat f gar keine einfachen Nullstellen, so haben wir N(r; ) = S(r) nach Lemma 5.4,
womit (5.2) auch g

ultig ist.
Aus Lemma 5.6 folgt (z
1
) = 0 in einfachen Polstellen z
1
von f und g. Damit folgt
N(r; f)  S(r)  T (r; (3 + Æ)
2
  (1 + c)
2
 ) +O(1)
 2  T (r; ) + S(r)
= S(r)
nach Lemma 2.22, Lemma 5.5, Lemma 5.4 und (5.2). Die Absch

atzung bleibt nach Lemma
5.4 auch dann wahr, wenn f gar keine einfachen Polstellen hat.
Da die Null- und Polstellen Picardsche Ausnahmewerte sind, also "CM" geteilt werden,
folgt die Behauptung aus Satz 4.1.
Fall 2:  6 0,   0
F

ur   0 folgt
T (r; ) = S(r)
aus Lemma 2.22 und Lemma 5.5. Damit folgt
N

r;
1
f

 N
E

r;
1
f

= S(r)
aus Lemma 5.4. Dies bedeutet, da die Nullstellen "CM" geteilt werden. Da auch die
Polstellen nach Voraussetzung "CM" geteilt werden, folgt die Behauptung aus Satz 4.1.
Fall 3:   0,  6 0
F

ur   0 folgt
T (r; ) = S(r)
aus Lemma 2.22 und Lemma 5.5. Damit folgt
N

r;
1
f

 N
E

r;
1
f

= S(r)
aus Lemma 5.4. Dies bedeutet, da die Nullstellen "CM" geteilt werden. Da auch die
Polstellen nach Voraussetzung "CM" geteilt werden, folgt die Behauptung aus Satz 4.1.
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Fall 4:   0,   0
Durch Gleichsetzen folgt ( + Æ)  0.
Ist   0, so werden alle q Werte CM geteilt.
Ist  + Æ  0, so folgt durch Integration
f
0
(f   1)(f   c)
=  
g
0
(g   1)(g   c)
mit einer Konstanten  2 C

. Werden o.B.d.A. die Einsstellen nicht "CM" geteilt, so mu
 =
k
m
mit k;m 2 N , k 6= m gelten. Eine weitere Integration ergibt

f   1
f   c

m
= D 

g   1
g   c

k
mit einer Konstanten D 2 C

. Aus Satz 1.8 folgt damit m  T (r; f) = k  T (r; g) + O(1),
und da wegen f; g 2 G die Bedingung
T (r; f) = T (r; g) =
1
q   4
log
1
1  r
gilt, folgt m = k, d.h.  = 1 im Widerspruch zur Annahme des Nicht-"CM"-Teilens.
Da es also zwei Werte gibt, die "CM" geteilt werden, werden nach Satz 4.1 alle q Werte
CM geteilt.
Da in allen vier F

allen alle q Werte CM geteilt werden, ist die Behauptung bewiesen.
5.3 Hilfsfunktionen f

ur den Beweis von Satz 5.2
Lemma 5.7
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Geh

oren die Werte 0; 1;1 und c 2 C

n f1g zu den q geteilten Werten und sind f

ur
A =
f
0
f(g   1)(g   c)
g
0
g(f   1)(f   c)
und B =
f
0
g(g   1)(g   c)
g
0
f(f   1)(f   c)
die Hilfsfunktionen G und H durch
G =
A
0
A
und H =
B
0
B
deniert, so gen

ugen diese den Bedingungen
T (r; G) = N

r;
1
f

 N
E

r;
1
f

+ S(r)
T (r;H) = N(r; f) N
E
(r; f) + S(r) ;
falls G 6 0 bzw. H 6 0 gilt.
Beweis:
Da G und H symmetrisch sind, beweisen wir exemplarisch die Aussage f

ur G.
Wegen f; g 2 L gilt m(r; G) = S(r) . Mit Lemma 1.23 gilt weiter
N(r; G) = N(r; A) +N

r;
1
A

:
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In Pol-, Eins- oder c-Stellen von f und g hat A weder Null- noch Polstellen. Ferner hat A keine
Null- oder Polstelle in denjenigen Nullstellen, die f und g mit gleicher Vielfachheit teilen.
Damit kann A nur dort Null- und Polstellen haben, wo f und g Nullstellen mit verschiedenen
Vielfachheiten teilen und wo f
0
oder g
0
Nullstellen haben, aber keiner der geteilten Werte
angenommen wird. Also gilt
N(r; G) = N(r; A) +N

r;
1
A

= N

r;
1
f

 N
E

r;
1
f

+N
0

r;
1
f
0

+N
0

r;
1
g
0

= N

r;
1
f

 N
E

r;
1
f

+ S(r)
nach Lemma 2.13.
Die in Lemma 5.7 denierten Hilfsfunktionen haben in einfachen Null- und Polstellen von f
und g folgende Eigenschaften.
Lemma 5.8
Ist z
0
eine einfache Nullstelle von f und g, so gilt
G(z
0
) =
3
2

f
00
(z
0
)
f
0
(z
0
)
 
g
00
(z
0
)
g
0
(z
0
)

+

1 +
1
c

(f
0
(z
0
)  g
0
(z
0
))
und
H(z
0
) =
1
2

f
00
(z
0
)
f
0
(z
0
)
 
g
00
(z
0
)
g
0
(z
0
)

+

1 +
1
c

(f
0
(z
0
)  g
0
(z
0
)) :
Ist z
1
eine einfache Polstelle von f und g, so da f und g die Laurent-Entwicklungen
f(z) =
%
z   z
1
+ A+O(z   z
1
)
und
g(z) =

z   z
1
+B +O(z   z
1
)
haben, dann gilt
G(z
1
) = (1 + c)

1
%
 
1


 

A
%
 
B


und
H(z
1
) = (1 + c)

1
%
 
1


  3

A
%
 
B


:
Beweis:
Durch elementares Rechnen mit Taylor- und Laurent-Entwicklungen wie in Lemma 1.21.
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5.4 Beweis von Satz 5.2
Wir nehmen an, da 0; 1;1 und c vier der geteilten Werte sind und da (0) >
4
5
und (1) >
4
5
gilt.
Zun

achst d

urfen wir annehmen, da G 6 0 und H 6 0 f

ur die Hilfsfunktionen G und H aus
Lemma 5.7 gilt.
Denn w

are G  0, so h

atten wir A  C mit konstantem C 2 C

, d.h.
f
0
f(g   1)(g   c)
g
0
g(f   1)(f   c)
 C ;
was zeigt, da der Wert 0 CM geteilt wird.
Da damit ein Wert CM und ein zweiter mit einem Teilungsindex, der gr

oer als
2
3
ist, geteilt
werden, folgt die Behauptung aus Satz 5.1.
Analog folgt die Behauptung, falls H  0 vorausgesetzt wird.
Die Entwicklungen der Hilfsfunktionen  , G und H in einfachen Null- und Polstellen von f
und g (vgl. Lemma 5.8) legen nahe, mit den Hilfsfunktionen
 = (3G H)
2
  4(1 + c)
2
 ;
 = (3H  G)
2
  4(1 + c)
2
 
weiterzuarbeiten. Dazu unterscheiden wir drei F

alle:
Fall 1:  6 0 und  6 0
In diesem Fall haben wir vier Unterf

alle bez

uglich der Existenz von z
0
und z
1
zu unter-
scheiden:
Unterfall (i): Es gibt sowohl Punkte z
0
als auch Punkte z
1
.
Aus den Entwicklungen der Hilfsfunktionen folgt (z
0
) = 0 und (z
1
) = 0. Damit
folgen
N
E

r;
1
f

  S(r)  N

r;
1


 T (r; ) (5.3)
= 2  T (r; G) + 2  T (r;H) + S(r)
und
N
E
(r; f)  S(r)  N

r;
1


 T (r; )
= 2  T (r; G) + 2  T (r;H) + S(r)
mit Lemma 2.15 und Lemma 2.21. Mit Lemma 5.7 folgt durch Addition dieser
Absch

atzungen
N
E

r;
1
f

+N
E
(r; f)  4  T (r; G) + 4  T (r;H) + S(r)
= 4 N

r;
1
f

+ 4 N(r; f)  4 N
E

r;
1
f

  4 N
E
(r; f) + S(r) ;
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d.h.
5 N
E

r;
1
f

+ 5 N
E
(r; f)  4 N

r;
1
f

+ 4 N(r; f) + S(r) : (5.4)
Mit (0) >
4
5
und (1) >
4
5
folgt daraus
N(r; f) = N

r;
1
f

= S(r) :
Unterfall (ii): Es gibt Punkte z
0
, aber keine Punkte z
1
.
Gibt es keine Punkte z
1
, so gilt N
E1
(r; f) = 0.
Deswegen folgt
N
E
(r; f) = N
E1
(r; f) +N
E2
(r; f) = S(r)
aus Lemma 2.15, und die Bedingung (1) > 0 liefert N(r; f) = S(r).
Nach Lemma 5.7 gilt T (r;H) = S(r) in diesem Unterfall, und mit (5.3) folgt
3 N
E

r;
1
f

 2 N

r;
1
f

+ S(r) ;
so da wegen (0) >
4
5
auch
N

r;
1
f

= S(r)
gilt. Somit haben wir auch in diesem Unterfall
N(r; f) = N

r;
1
f

= S(r)
gezeigt.
Unterfall (iii): z
1
existiert, w

ahrend z
0
nicht existiert.
Analog zu Unterfall (ii) k

onnen wir auch hier
N(r; f) = N

r;
1
f

= S(r)
herleiten.
Unterfall (iv): Es gibt weder Punkte z
0
noch Punkte z
1
.
Analog zur ersten H

alfte von Unterfall (ii) erhalten wir
N
E
(r; f) = N
E

r;
1
f

= S(r) ;
woraus
N(r; f) = N

r;
1
f

= S(r)
wegen (0) > 0 und (1) > 0 folgt.
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Insgesamt folgt in Fall 1 also immer
N(r; f) = N

r;
1
f

= S(r) :
Dies bedeutet, da zwei Werte "CM" geteilt werden, so da aus Satz 4.1 folgt, da alle q
Werte CM geteilt werden.
Fall 2:   0
Aus der Denition von  folgt in diesem Fall

D
0
D

2
= 4(1 + c)
2
 ; (5.5)
wobei D =
A
3
B
, d.h.
D =
(f
0
)
2
f
4
(g   1)
2
(g   c)
2
(g
0
)
2
g
4
(f   1)
2
(f   c)
2
gilt. Weil  holomorph ist, folgt
D = e

aus (5.5), d.h.
(f
0
)
2
f
4
(g   1)
2
(g   c)
2
(g
0
)
2
g
4
(f   1)
2
(f   c)
2
= e

(5.6)
mit einer holomorphen Funktion .
Der Gleichung (5.6) sieht man leicht an, da f und g die Werte 0 und 1 CM teilen.
Deswegen folgt die Behauptung aus Satz 4.1.
Fall 3:   0
Analog zu Fall 2 k

onnen wir hier
B
3
A
= e
Æ
;
d.h.
(f
0
)
2
g
4
(g   1)
2
(g   c)
2
(g
0
)
2
f
4
(f   1)
2
(f   c)
2
= e
Æ
(5.7)
mit einer holomorphen Funktion Æ herleiten. Gleichung (5.7) zeigt, da f und g die Werte
0 und 1 CM teilen, womit die Behauptung aus Satz 4.1 folgt.
Damit ist die Behauptung in allen drei F

allen bewiesen.
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5.5 Hilfsfunktionen f

ur den Beweis von Satz 5.3
Lemma 5.9
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Geh

oren die Werte 0; 1;1 und c 2 C

n f1g zu den q geteilten Werten, so erf

ullen die
Hilfsfunktionen
 =

f
00
f
0
 

2 
f
0
f
+
f
0
f   1
+
f
0
f   c

 

g
00
g
0
 

2 
g
0
g
+
g
0
g   1
+
g
0
g   c

und
 =

f
00
f
0
 

( 2) 
f
0
f
+
f
0
f   1
+
f
0
f   c

 

g
00
g
0
 

( 2) 
g
0
g
+
g
0
g   1
+
g
0
g   c

die Absch

atzungen
T (r; )  N
1
(r; f) +N
1

r;
1
f

+ S(r)
T (r; )  N
1
(r; f) +N
1

r;
1
f

+ S(r) ;
falls  6 0 bzw.  6 0 gilt.
Beweis:
Wir f

uhren den Beweis nur f

ur die Hilfsfunktion , da derjenige f

ur die Hilfsfunktion  v

ollig
analog verl

auft. Es gilt oensichtlich
m(r; ) = S(r)
wegen f; g 2 L.
Nach Denition der Funktion  k

onnte diese in Null-, Eins-, Pol- und c-Stellen von f und g
Polstellen besitzen. Sei also z
1
eine Einsstelle von f und g. Ist diese k-fach f

ur f und m-fach
f

ur g, so lauten dort die Taylor-Entwicklungen
f(z) = 1 + b
k
(z   z
1
)
k
+ b
k+1
(z   z
1
)
k+1
+ : : : (b
k
6= 0)
und
g(z) = 1 + c
m
(z   z
1
)
m
+ b
m+1
(z   z
1
)
m+1
+ : : : (c
m
6= 0) :
Setzt man dies in die Denition von  ein, so folgt
(z) =

 1
z   z
1
+O(1)

 

 1
z   z
1
+O(1)

= O(1)
aus Lemma 1.21, also da  in Einsstellen von f und g keine Polstellen hat.
Analog erh

alt man, da  in c-Stellen von f und g keine Polstellen hat.
Da  ferner in allen Null- und Polstellen, die f

ur f und g die gleiche Vielfachheit haben, nach
Lemma 2.17 also f

ur beide Funktionen einfach sind, ebenfalls keine Polstellen hat, folgt die
Behauptung, da die einzigen Polstellen von  in den mehrfachen Null- und Polstellen von f
oder g liegen k

onnen.
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Lemma 5.10
Die Hilfsfunktion
 = 
2
  (1 + c)
2
 
hat in einfachen Nullstellen von f und g eine Nullstelle.
Die Hilfsfunktion
 = 
2
  (1 + c)
2
 
hat in einfachen Polstellen von f und g eine Nullstelle.
Beweis:
Sei z
0
eine einfache Nullstelle von f und g. Dann gelten die Taylor-Entwicklungen
f(z) = b
1
(z   z
0
) + b
2
(z   z
0
)
2
+ : : : (b
1
6= 0)
und
g(z) = c
1
(z   z
0
) + c
2
(z   z
0
)
2
+ : : : (c
1
6= 0) :
Mit Lemma 1.21 folgt daraus
 (z
0
) =
(b
1
  c
1
)
2
c
2
und
(z
0
) =

1 +
1
c

(b
1
  c
1
) ;
also
(z
0
) = ((z
0
))
2
  (1 + c)
2
 (z
0
) = 0 :
Sei z
1
eine einfache Polstelle von f und g. Dann gelten die Laurent-Entwicklungen
f(z) =
d
1
z   z
1
+ d
0
+O(z   z
1
) (d
1
6= 0)
und
g(z) =
e
1
z   z
1
+ e
0
+O(z   z
1
) (e
1
6= 0) :
Mit Lemma 1.21 folgt daraus
 (z
1
) =

1
d
1
 
1
e
1

2
und
(z
1
) = (1 + c)

1
d
1
 
1
e
1

;
also
(z
1
) = ((z
1
))
2
  (1 + c)
2
 (z
1
) = 0 :
Eine oensichtliche Folgerung ist
Lemma 5.11
Gilt c =  1 in Lemma 5.10, so folgt schon
(z
0
) = 0 und (z
1
) = 0 :
87
5.6 Beweis von Satz 5.3
Setze o.B.d.A. a
1
= 0, a
2
=1, a
3
= 1 und a
4
= c, so da 0 der Wert ist, f

ur den (0) >
2
3
gilt,
und 1 der Wert ist, f

ur den
(1) >
2  (0)
5  (0)  2
gilt. Zu unterscheiden sind drei F

alle.
Fall 1:  6 0,  6 0
F

ur  6 0 gilt
N

r;
1
f

 N
1

r;
1
f

 N

r;
1


 T (r; ) +O(1)
 2  T (r; ) + T (r;  ) +O(1)
nach Lemma 5.10. Aus Lemma 2.17, Lemma 2.21 und Lemma 5.9 folgt damit
N
E

r;
1
f

 2  T (r; ) + T (r;  ) + S(r)
= 2  T (r; ) + S(r)
 2 N(r; f)  2 N
E
(r; f) + 2 N

r;
1
f

  2 N
E

r;
1
f

+ S(r) ;
also
3 N
E

r;
1
f

  2 N

r;
1
f

 2 N(r; f)  2 N
E
(r; f) + S(r) :
Klammert man auf der linken Seite 3 N

r;
1
f

und auf der rechten Seite 2 N(r; f) aus
(Wegen (0) >
2
3
wird nicht durch Null dividiert.), so erh

alt man
3 N

r;
1
f


0
@
N
E

r;
1
f

N

r;
1
f

 
2
3
1
A
 2 N(r; f) 

1 
N
E
(r; f)
N(r; f)

+ S(r) :
F

ur r ! 1  ergibt sich
N

r;
1
f


2  (1  (1))
3 
 
(0) 
2
3

N(r; f) + S(r) : (5.8)
F

ur  6 0 erh

alt man analog
N(r; f) 
2  (1  (0))
3 
 
(1) 
2
3

N

r;
1
f

+ S(r) : (5.9)
Setzt man (5.9) in (5.8) ein, so folgt
N

r;
1
f


4  (1  (1))(1  (0))
9 
 
(1) 
2
3
  
(0) 
2
3

N

r;
1
f

+ S(r) :
88
F
ur (1) >
2(0)
5(0) 2
gilt
4  (1  (1))(1  (0))
9 
 
(1) 
2
3
  
(0) 
2
3

< 1 ;
woraus N

r;
1
f

= S(r) folgt.
Analog erh

alt man N(r; f) = S(r), wenn man (5.8) in (5.9) einsetzt. Da es also mit 0 und
1 zwei Werte gibt, die "CM" geteilt werden, folgt aus Satz 4.1, da alle q Werte CM
geteilt werden.
Fall 2:   0
Dann gilt 
2
 (1 + c)
2
 . Da  die logarithmische Ableitung der Hilfsfunktion
Æ =
f
0
g
2
(g   1)(g   c)
g
0
f
2
(f   1)(f   c)
und  holomorph ist, sind 0 und 1 Picardsche Ausnahmewerte von Æ. Es gibt also eine
holomorphe Funktion G mit
f
0
g
2
(g   1)(g   c)
g
0
f
2
(f   1)(f   c)
= e
G
;
woraus folgt, da f und g alle q Werte CM teilen.
Fall 3:   0
Dann gilt 
2
 (1 + c)
2
 . Da  die logarithmische Ableitung der Hilfsfunktion
 =
f
0
f
2
(g   1)(g   c)
g
0
g
2
(f   1)(f   c)
und  holomorph ist, sind 0 und 1 Picardsche Ausnahmewerte von . Es gibt also eine
holomorphe Funktion H mit
f
0
f
2
(g   1)(g   c)
g
0
g
2
(f   1)(f   c)
= e
H
;
woraus folgt, da f und g alle q Werte CM teilen.
Damit ist die Behauptung in allen drei F

allen bewiesen.
Bemerkung:
Yi und Zhou verwenden in [22] die Aussage
"Teilen zwei in C meromorphe Funktionen vier Werte (o.B.d.A. 0; 1;1 und c) unter den
Bedingungen
N(r; f) = S(r) und N

r;
1
f

= S(r) ;
so teilen sie alle vier Werte CM.",
die sie m

uhevoll beweisen. Oensichtlich haben sie nicht bemerkt, da ihre Bedingungen im-
plizieren, da die Werte 0 und 1 "CM" geteilt werden, so da dieselbe Behauptung aus dem
2-2-Satz von Gundersen (vgl. [6] und die Bemerkung auf S. 103/4 in [7]) folgt.
Die Aussage von Yi und Zhou entspricht jedoch der schon im Beweis von Satz 4.1 verwendeten
Aussage, da bereits das Vorhandensein von zwei Picardschen Ausnahmewerten das CM-Teilen
aller q Werte impliziert.
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5.7 Verbesserungen der S

atze bei bekanntem
Doppelverh

altnis
Die S

atze 5.1 bis 5.3 k

onnen f

ur kleinere Teilungsindizes bewiesen werden, sobald bekannt ist,
da es unter den geteilten Werten ein Quadrupel gibt, so da f

ur eine geeignete Permutation
dieser vier Werte das Doppelverh

altnis den Wert 1 hat. Damit kann Satz 5.1 verbessert werden
zu
Satz 5.12
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Gibt es unter den q Werten vier Werte, so da eine geeignete Permutation dieser vier Werte
das Doppelverh

altnis  1 hat, wird von diesen vier Werten der Wert a 2
b
C "CM" geteilt und
erf

ullt von ihnen der Wert b 2
b
C n fag die Bedingung (b) >
1
2
, so teilen f und g alle q Werte
CM.
Beweis:
Die Voraussetzung ist z.B. erf

ullt, wenn 0; 1 und1 drei der vier Werte sind und c =  1 gew

ahlt
wird. Mit dieser Wahl verschwindet die Hilfsfunktion Æ    in den Punkten z
0
aus Lemma 5.6.
Damit kann man in Fall 1 des Beweises von Satz 5.1 die Anzahlfunktion N
E

r;
1
f

durch
N
 
r;
1
Æ 

statt durch N

r;
1


nach oben absch

atzen, so da am Ende der Ungleichungskette
(5.1) auf der rechten Seite der Faktor 1 statt 2 steht. Dies gen

ugt, um mit (0) >
1
2
die
gew

unschte Eigenschaft
N

r;
1
f

= S(r)
herzuleiten.
Die Verbesserung von Satz 5.2 lautet
Satz 5.13
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Gibt es unter den q Werten vier Werte, so da eine geeignete Permutation dieser vier Werte
das Doppelverh

altnis  1 hat, und sind a; b 2
b
C zwei dieser vier Werte, die den Bedingungen
(a) >
2
3
und (b) >
2
3
gen

ugen, so werden alle q Werte CM geteilt.
Beweis:
Wir nehmen an, da 0;1 und 1 drei der geteilten Werte sind, so da z.B. die Wahl c =  1 die
Voraussetzung liefert, und da (0) >
2
3
und (1) >
2
3
gilt. Damit folgt bereits
(3H  G)(z
0
) = 0 und (3G H)(z
1
) = 0
f

ur die Funktionen aus Lemma 5.7. In Fall 1 haben wir deswegen
3 N
E
(r; f) + 3 N
E

r;
1
f

 2 N(r; f) + 2 N

r;
1
f

+ S(r)
anstelle von (5.4), was gen

ugt, um schon aus den Bedingungen (0) >
2
3
und (1) >
2
3
herzuleiten, da die Werte 0 und 1 "CM" geteilt werden. Der Rest des Beweises von Satz 5.2
kann dann

ubernommen werden.
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Die Verbesserung von Satz 5.3 lautet
Satz 5.14
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Gibt es unter den q Werten vier Werte, so da eine geeignete Permutation dieser vier Werte
das Doppelverh

altnis  1 hat, und sind a; b 2
b
C zwei dieser vier Werte, die den Bedingungen
(a) >
1
2
und (b) >
(a)
3(a) 1
gen

ugen, so werden alle q Werte CM geteilt.
Beweis:
Soll f

ur die vier Werte 0;1; 1 und c ein Doppelverh

altnis  1 sein, so kann man z.B. c =  1
w

ahlen. Dieselbe Fallunterscheidung wie im Beweis von Satz 5.3 liefert wegen Lemma 5.11 dann
Fall 1:  6 0,  6 0
F

ur  6 0 gilt
N

r;
1
f

 N
1

r;
1
f

 N

r;
1


 T (r; ) +O(1)
nach Lemma 5.11. Aus Lemma 2.17 und Lemma 5.9 folgt damit
N
E

r;
1
f

 T (r; ) + S(r)
 N(r; f) N
E
(r; f) +N

r;
1
f

 N
E

r;
1
f

+ S(r) ;
also
2 N
E

r;
1
f

 N

r;
1
f

 N(r; f) N
E
(r; f) + S(r) :
Klammert man auf der linken Seite 2  N

r;
1
f

und auf der rechten Seite N(r; f) aus
(Wegen (0) >
1
2
wird nicht durch Null dividiert.), so erh

alt man
2 N

r;
1
f


0
@
N
E

r;
1
f

N

r;
1
f

 
1
2
1
A
 N(r; f) 

1 
N
E
(r; f)
N(r; f)

+ S(r) :
F

ur r ! 1  ergibt sich
N

r;
1
f


1  (1)
2  (0)  1
N(r; f) + S(r) : (5.10)
F

ur  6 0 erh

alt man analog
N(r; f) 
1  (0)
2  (1)  1
N

r;
1
f

+ S(r) : (5.11)
Setzt man (5.11) in (5.10) ein, so folgt
N

r;
1
f


(1  (1))(1  (0))
(2  (1)  1)(2  (0)  1)
N

r;
1
f

+ S(r) :
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F
ur (1) >
(0)
3(0) 1
gilt
(1  (1))(1  (0))
(2  (1)  1)(2  (0)  1)
< 1 ;
woraus N

r;
1
f

= S(r) folgt.
Analog erh

alt man N(r; f) = S(r), wenn man (5.10) in (5.11) einsetzt. Da es also mit
0 und 1 zwei Werte gibt, die "CM" geteilt werden, folgt aus Satz 4.1, da alle q Werte
CM geteilt werden.
Fall 2:   0
Die Integration dieser Bedingung liefert
f
0
f
2
(f   1)(f   c)
= A 
g
0
g
2
(g   1)(g   c)
mit einer Konstanten A 2 C

. Diese Gleichung impliziert, da f und g die Werte 0 und
1 CM teilen, so da sie nach Satz 4.1 alle q Werte CM teilen.
Fall 3:   0
Die Integration dieser Bedingung liefert
f
0
f
2
(f   1)(f   c)
= B 
g
0
g
2
(g   1)(g   c)
mit einer Konstanten B 2 C

. Diese Gleichung impliziert, da f und g die Werte 0 und
1 CM teilen, so da sie nach Satz 4.1 alle q Werte CM teilen.
Damit ist die Behauptung in allen drei F

allen bewiesen.
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Kapitel 6
Das "1CM-(q   1)IM-Problem"
Die bekannten Beispiele f

ur Funktionen in der Ebene, die vier Werte IM, aber keinen davon
"CM" teilen, legen die Vermutung nahe, da zwei Funktionen vier Werte CM teilen, sobald
man wei, da einer dieser Werte "CM" geteilt wird.
Das "1CM-3IM-Problem" in der Ebene lautet damit, unter m

oglichst wenigen Zusatzbedingun-
gen herzuleiten, da zwei Funktionen, die vier Werte teilen, alle vier Werte CM teilen, sobald
man wei, da einer davon "CM" geteilt wird.
Analog dazu lautet das "1CM-(q 1)IM-Problem" aus dem Titel dieses Kapitels, unter m

oglichst
wenigen Zusatzbedingungen herzuleiten, da zwei unzul

assige Funktionen, die q Werte teilen,
alle q Werte CM teilen, sobald man wei, da einer davon "CM" geteilt wird.
Die L

osung des Problems in der Ebene ist unter der Zusatzbedingung, da (a; f) <
1
5
f

ur den
"CM" geteilten Wert a gilt, bereits gelungen (vgl. [7]).
Das Analogon dazu f

ur unzul

assige Funktionen lautet
Satz 6.1
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Wird davon der Wert a "CM" geteilt und gilt (a; f) <
q 3
q+1
, so teilen f und g alle q Werte
CM.
Wei man also, da der "CM" geteilte Wert gen

ugend weit davon entfernt ist, ein Picardscher
Ausnahmewert zu sein, so werden alle Werte CM geteilt. Oen bleibt in der Ebene der Fall
(a; f) 
1
5
, wobei man im Fall (a; f) = 1 nur noch eine Aussage daf

ur zu nden hat, da
mindestens einer der restlichen Werte nicht DM geteilt wird, da in der Ebene auch der folgende
Satz bekannt ist:
"Zwei verschiedene ganze Funktionen, die drei endliche Werte teilen, k

onnen nicht alle dieser
drei Werte DM teilen" (vgl. [12]).
Da der Picardsche Ausnahmewert 1 durch eine M

obius-Transformation auf einen beliebigen
endlichen Wert abgebildet werden kann und sich dadurch nach Lemma 2.2 nichts am Tei-
lungsverhalten der Funktionen

andert, bedeutet dies f

ur beliebige verschiedene meromorphe
Funktionen, da das 1CM-3IM-Problem auch in diesem Fall gel

ost ist, da gezeigt wurde, da
dieser Fall gar nicht eintreten kann.
Das Analogon dazu f

ur unzul

assige Funktionen lautet
Satz 6.2
Gegeben seien zwei holomorphe Funktionen f; g 2 G \ L, die q   1 endliche Werte teilen.
Dann teilen sie nicht alle q   1 Werte DM.
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6.1 Hilfsfunktionen f

ur den Beweis von Satz 6.1
Lemma 6.3
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Geh

oren die vier Werte a
1
; a
2
; a
3
2 C und 1 zu den geteilten Werten, so gen

ugt die Hilfsfunk-
tion
 =
f
0
g
0
(f   g)
2
(f   a
1
)(f   a
2
)(f   a
3
)(g   a
1
)(g   a
2
)(g   a
3
)
der Bedingung
T (r; ) = S(r) :
Beweis:
F

ur a
1
= 0, a
2
= 1 und a
3
= c ist dies die Hilfsfunktion  aus Lemma 2.21, dessen Beweis nach
diesen Bezeichnungs

anderungen w

ortlich

ubertragen werden kann.
Lemma 6.4
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Wird davon der Wert 1 "CM" geteilt, so erf

ullt die Hilfsfunktion

 =
f
0
f   a
 
g
0
g   a
f

ur jeden anderen geteilten Wert a 2 C die Absch

atzung
T (r;
)  N

r;
1
f   a

+ S(r) :
Beweis:
Wegen f; g 2 L gilt
m(r;
) = S(r) :
Da der Wert1 "CM" geteilt wird, kann 
 nur in den a-Stellen von f und g Polstellen besitzen,
so da
N(r;
)  N

r;
1
f   a

und damit die Behauptung folgt.
Lemma 6.5
Gegeben seien zwei Funktionen f; g 2 G \ L, die q Werte teilen.
Werden davon der Wert 1 "CM" und die Werte a
1
, a
2
und a
3
IM geteilt, so gen

ugt die
Hilfsfunktion
 =
f
00
f
0
 

f
0
f   a
1
+
f
0
f   a
2
+
f
0
f   a
3

 

g
00
g
0
 

g
0
g   a
1
+
g
0
g   a
2
+
g
0
g   a
3

der Bedingung
T (r;  ) = S(r) ;
falls  6 0 gilt.
Beweis:
F

ur a
1
= 0, a
2
= 1 und a
3
= c ist dies die Hilfsfunktion Æ aus Lemma 5.5, aus dessen Beweis
nach diesen Bezeichnungs

anderungen die Behauptung folgt, da wir verlangen, da der Wert1
"CM" geteilt wird.
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6.2 Beweis von Satz 6.1
Wir d

urfen o.B.d.A. annehmen, da der Wert 1 "CM" geteilt wird.
Sei z
1
eine einfache Polstelle von f und g. Setze
 = Res(f; z
1
) und  = Res(g; z
1
)
und betrachte die Laurent-Entwicklungen
f
0
(z)
f(z)
=  
1
z   z
1
+
1
X
k=0
A
k
(z   z
1
)
k
;
g
0
(z)
g(z)
=  
1
z   z
1
+
1
X
k=0
E
k
(z   z
1
)
k
:
um z
1
. Mit Lemma 1.21 erhalten wir

(z
1
) = A
0
  E
0
  a
1

1

 
1


und
 (z
1
) =  3(A
0
  E
0
) + (a
1
+ a
2
+ a
3
)

1

 
1


f

ur die Hilfsfunktionen aus Lemma 6.4 und 6.5, woraus
3  
(z
1
) +  (z
1
) = (2  a
1
  a
2
  a
3
)

1

 
1


folgt. Betrachte nun die Hilfsfunktion  aus Lemma 6.3. Diese hat in einer einfachen Polstelle
z
1
von f und g den Wert
(z
1
) =

1

 
1


2
;
woraus
(3  
(z
1
) +  (z
1
))
2
= (2  a
1
  a
2
  a
3
)
2
(z
1
)
folgt.
Wir nehmen zun

achst
(3  
 +  )
2
 (2  a
1
  a
2
  a
3
)
2
 (6.1)
an. Aus Lemma 6.3 und Lemma 6.5 folgt dann
N(r;
) = S(r) :
Wir betrachten nun die Hilfsfunktion 
 aus Lemma 6.4 f

ur a = a
1
. Da sie insbesondere in den
a
1
-Stellen, die f

ur f mehrfach sind, Polstellen hat, gilt
N

r;
1
f   a
1

 N
E

r;
1
f   a
1

 N(r;
) = S(r) ;
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womit f und g den Wert a
1
"CM" teilen. Da f und g den Wert 1 nach Voraussetzung "CM"
teilen, folgt aus Satz 4.1, da f und g alle q Werte CM teilen.
Deswegen nehmen wir nun
(3  
 +  )
2
6 (2  a
1
  a
2
  a
3
)
2

an. Da die Dierenzfunktion der linken und der rechten Seite in einfachen Polstellen von f und
g Nullstellen hat, folgt
N(r; f)  N

r;
1
(3  
 +  )
2
  (2  a
1
  a
2
  a
3
)
2


+ S(r)
 2  T (r;
) + 2  T (r;  ) + T (r; ) + S(r)
 2  T (r;
) + S(r)
aus Lemma 6.3 und Lemma 6.5. Nach Lemma 6.4 f

ur a = a
1
haben wir also
N(r; f)  2 N

r;
1
f   a
1

+ S(r) :
Beginnen wir nun entweder mit a
2
oder mit a
3
anstelle von a
1
in Lemma 6.4 und verfolgen
analog den ganzen Beweisgang, so erhalten wir
N(r; f)  2 N

r;
1
f   a
2

+ S(r) ;
N(r; f)  2 N

r;
1
f   a
3

+ S(r) :
Denieren wir die Hilfsfunktionen  und  mit beliebigen anderen Tripeln aus der Menge der
q   1 geteilten endlichen Werte, so erhalten wir analog
N(r; f)  2 N

r;
1
f   a
j

+ S(r)
f

ur jedes j = 1; : : : ; q   1. Addieren wir diese q   1 Ungleichungen, so folgt
(q   1) N(r; f)  2 
q 1
X
j=1
N

r;
1
f   a
j

+ S(r) :
Addieren wir nun noch 2 N(r; f) auf beiden Seiten und setzen a
q
=1, so folgt
(q + 1) N(r; f)  2 
q
X
j=1
N

r;
1
f   a
j

+ S(r) = 4  T (r; f) + S(r)
nach Lemma 2.11. Da f und g den Wert 1 "CM" teilen, folgt
N(r; f) = N(r; f) + S(r)
nach Lemma 2.17. Also haben wir
(q + 1) N(r; f)  4  T (r; f) + S(r) :
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Dies widerspricht jedoch der Bedingung
(1; f) = 1  lim
r!1 
N(r; f)
T (r; f)
<
q   3
q + 1
= 1 
4
q + 1
;
da aus dieser nach Denition 1.32 das Gegenteil, n

amlich
lim
r!1 
N(r; f)
T (r; f)
>
4
q + 1
folgt.
Dieser Widerspruch zeigt, da nur die Identit

at (6.1) m

oglich ist, also alle q Werte CM geteilt
werden m

ussen.
6.3 Hilfsfunktionen f

ur den Beweis von Satz 6.2
Lemma 6.6
Gegeben seien zwei holomorphe Funktionen f; g 2 G \ L, die q   1 endliche Werte teilen.
Geh

oren die drei Werte 0; 1 und c 2 C

n f1g zu diesen q   1 geteilten Werten, so gen

ugt die
Hilfsfunktion
 =
(f
0
)
2
(g
0
)
2
(f   g)
f(f   1)(f   c)g(g   1)(g   c)
der Bedingung
T (r; ) = S(r) :
Beweis:
Sei z

eine Stelle, in der f einen der geteilten Werte mit der Vielfachheit k und g denselben
Wert mit der Vielfachheit m annimmt. Dann ist
(z) = O
 
(z   z

)
t

mit t = k +m  4 + min(k;m) : (6.2)
Sei o.B.d.A. k > m. Damit ist t  3m+1  4 = 3(m  1)  0, und  hat keine Polstellen, denn
Polstellen von  k

onnen h

ochstens an den Stellen z

auftreten.
Mit der Hilfsfunktion  aus Lemma 2.21 gilt
 =
f
0
g
0
f   g
  :
Nach Lemma 2.21 gilt T (r;  ) = S(r), also
T (r; ) = m(r; )  m

r;
f
0
g
0
f   g

+m(r;  ) = S(r)
mit Hilfe von Lemma 2.20.
Lemma 6.7
Gegeben seien zwei holomorphe Funktionen f; g 2 G \ L, die q   1 endliche Werte teilen.
Geh

oren die drei Werte 0; 1 und c 2 C

n f1g zu den q geteilten Werten, so gen

ugt die Hilfs-
funktion

 = 2 
f
00
f
0
  3 

f
0
f
+
f
0
f   1
+
f
0
f   c

  2 
g
00
g
0
+ 2 

g
0
g
+
g
0
g   1
+
g
0
g   c

+
f
0
  2  g
0
f   g
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der Bedingung
T (r;
) = S(r) :
Beweis:
Sei z

eine Null-, Eins- oder c-Stelle der Vielfachheit k f

ur f und der Vielfachheit m f

ur g. Gilt
(k = 2 und m = 1) oder (k = 1 und m = 2), so hat die Hilfsfunktion 
 in z

keine Polstelle.
Damit kann 
 nur dort Polstellen haben, wo  Nullstellen hat oder wo z

f

ur f und g mehrfach
ist. Solche Punkte werden von der Anzahlfunktion N

(r) aus Lemma 2.22 gez

ahlt, und zwar
mit der korrekten Vielfachheit. Nach Lemma 2.22 gilt N

(r) = S(r). Da T (r;  ) = S(r) nach
Lemma 2.21 gilt, folgt N(r;
) = S(r). Nach Lemma 2.20 ist auerdem
m(r;
) = S(r) +m

r;
f
0
  2  g
0
f   g

= S(r) :
Es folgt T (r;
) = S(r).
6.4 Beweis von Satz 6.2
Seien f; g 2 G \ L holomorphe Funktionen, die q   1 endliche Werte DM teilen. Wir nehmen
an, da
a
1
= 0 ; a
2
= 1 und a
3
= c 2 C

n f1g
drei der geteilten Werte sind. Die anderen seien a
4
; : : : ; a
q 1
.
Nach Lemma 2.15 nimmt eine der Funktionen einen der geteilten Werte einfach an, w

ahrend die
andere Funktion ihn mindestens mit der Vielfachheit zwei annimmt. Ist also z

eine Stelle, wo
f einen der geteilten Werte mit der Vielfachheit k und g denselben Wert mit der Vielfachheit
m annimmt, so gilt entweder k = 1 oder m = 1.
Diejenigen Stellen z

, f

ur die (k  3 und m = 1) oder (m  3 und k = 1) ist, sind wegen (6.2)
Nullstellen der Hilfsfunktion  aus Lemma 6.6. Nach eben diesem Lemma 6.6 gilt
T (r; ) = S(r). Wegen
N

r;
1


 T (r; ) +O(1) = S(r)
treten die Stellen, wo eine der Funktionen mindestens die Vielfachheit 3 hat, fast nie auf.
Betrachte nun diejenigen Stellen z

, f

ur die (k = 2 und m = 1) oder (k = 1 und m = 2) gilt.
Jede dieser Stellen liefert eine einfache Nullstelle von f
0
oder g
0
. Weitere Nullstellen von f
0
und
g
0
treten wegen N

(r) = S(r) fast nie auf. Damit ist
q 1
X
j=1
N

r;
1
f   a
j

= N

r;
1
f
0

+N

r;
1
g
0

+ S(r) :
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Nach Lemma 2.11 folgt wegen N(r; f)  0 und f; g 2 L daraus
2  T (r; f) =
q 1
X
j=1
N

r;
1
f   a
j

+ S(r)
= N

r;
1
f
0

+N

r;
1
g
0

+ S(r)
= m(r; f
0
) +m(r; g
0
) m

r;
1
f
0

 m

r;
1
g
0

+ S(r)
= m

r; f
0

f
f

+m

r; g
0

g
g

 m

r;
1
f
0

 m

r;
1
g
0

+ S(r)
 m

r;
f
0
f

+m(r; f) +m

r;
g
0
g

+m(r; g) m

r;
1
f
0

 m

r;
1
g
0

+ S(r)
= m(r; f) +m(r; g) m

r;
1
f
0

 m

r;
1
g
0

+ S(r)
= 2  T (r; f) m

r;
1
f
0

 m

r;
1
g
0

+ S(r) ;
also m

r;
1
f
0

+m

r;
1
g
0

= S(r). Hieraus folgt unmittelbar
q 1
X
j=1
m

r;
1
f   a
j

=
q 1
X
j=1
m

r;
f
0
f   a
j

1
f
0


q 1
X
j=1
m

r;
f
0
f   a
j

+ (q   1) m

r;
1
f
0

= S(r) :
Wir zeigen nun, da N
1

r;
1
f a
j

f

ur kein j = 1; : : : ; q   1 klein sein kann:
O.B.d.A. sei N
1

r;
1
f

= S(r). Dann sind fast alle Nullstellen von f einfach und fast alle
Nullstellen von g doppelt. Es folgt mit
T (r; f) = N(r; f) +m(r; f)
= N

r;
1
f

+m

r;
1
f

+O(1)
= N

r;
1
f

+ S(r)
= N

r;
1
f

+ S(r)
= N

r;
1
g

+ S(r)
=
1
2
N

r;
1
g

+ S(r)

1
2
T (r; g) + S(r)
=
1
2
T (r; f) + S(r)
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ein Widerspruch.
Analog folgt N
1

r;
1
f a
j

6= S(r) f

ur j = 2; : : : ; q   1.
Sei nun z
0
eine gemeinsame Nullstelle von f und g mit k = 2 und m = 1, d.h.
f(z
0
) = f
0
(z
0
) = 0 6= f
00
(z
0
)  g
0
(z
0
) :
Einsetzen liefert

(z
0
) =  2  g
0
(z
0
)

1 +
1
c

und
 (z
0
) =
2
c
2
g
0
2
(z
0
) :
Damit ist


2
2   
(z
0
) = (c+ 1)
2
:
Ist nun


2
2 
  (c+ 1)
2
6 0, so folgt
N
1

r;
1
f

  S(r)  N
 
r;
1


2
2 
  (c+ 1)
2
!
 T

r;


2
2   

+O(1)
 2  T (r;
) + T (r;  ) +O(1)
= S(r)
aus Lemma 2.21 und Lemma 6.7. Dies ist ein Widerspruch, da die Anzahlfunktion der
mehrfachen geteilten Werte nicht klein sein darf.
Also gilt


2
2   
 (c+ 1)
2
: (6.3)
Ist nun z
1
eine gemeinsame Einsstelle von f und g mit k = 2 und m = 1, so gilt


2
2   
(z
1
) = (2  c)
2
: (6.4)
Ist z
c
eine gemeinsame c-Stelle von f und g mit k = 2 und m = 1, so gilt


2
2   
(z
c
) = (2c  1)
2
: (6.5)
Da


2
2 
nach (6.3) konstant ist, liefert das Gleichsetzen von (6.3) und (6.4) die Bedingung c =
1
2
,
w

ahrend das Gleichsetzen von (6.3) und (6.5) im Widerspruch dazu die Bedingung c = 2 liefert.
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