ABSTRACT With the continuous development of Web attacks, many web applications have been suffering from various forms of security threats and network attacks. The security detection of URLs has always been the focus of Web security. Many web application resources can be accessed by simply entering an URL or clicking a link in the browser. An attacker can construct various web attacks such as SQL, XSS, and information disclosure by embedding executable code or injecting malicious code into the URL. Therefore, it is necessary to improve the reliability and security of web applications by accurately detecting malicious URLs. This paper designs a convolutional gated-recurrent-unit (GRU) neural network for the detection of malicious URLs detection based on characters as text classification features. Considering that malicious keywords are unique to URLs, a feature representation method of URLs based on malicious keywords is proposed, and a GRU is used in place of the original pooling layer to perform feature acquisition on the time dimension, resulting in high-accuracy multicategory results. The experimental results show that our proposed neural network detection model is very suitable for high-precision classification tasks. Compared with other classification models, the model accuracy rate is above 99.6%. The use of deep learning to classify URLs to identify Web visitors' intentions has important theoretical and scientific values for Web security research, providing new ideas for intelligent security detection.
I. INTRODUCTION
Due to the rapid development of the Internet, cyber security has become an important research topic, and the energy waste caused by the occurrence of various cybersecurity incidents is immeasurable. In recent years, a large number of Internet companies have stolen user information data, resulting in the intrusion of users' online bank accounts. If the above information leakage incidents occur in the data platform of the relevant departments of the state finance and government affairs, the consequences will be unimaginable. The damage to national cybersecurity will be unprecedented. Web application layer attacks can cause long-term disruption to the resource availability, controllability, confidentiality, and integrity of data. Its influence is very persistent and secretive. A large number of web applications can construct
The associate editor coordinating the review of this manuscript and approving it for publication was Zheng Chang. executable commands, SQL injections, XSS and other web attacks simply by embedding executable code or malicious code in URLs. Therefore, the detection of malicious URLs has become the focus of intrusion detection.
Currently, there are also many scholars in the world who research the detection of malicious URLs. Most of the detection methods used are based on blacklists and rule detection [1] . Such detection methods can achieve high accuracy. However, they cannot be used to detect URLs that have not appeared. With the development of artificial intelligence, machine learning has been widely used in increasingly more aspects. However, machine learning-based attack detection models are based on the artificial selection of features [2] with data explosion and diversification. The determination of data features has become increasingly difficult, and machine learning-based detection models have been unable to respond adaptively to existing URL detection tasks. Deep learning is a subfield of machine learning. It can extract and learn features from the most primitive input [3] . It eliminates the most timeconsuming feature engineering in machine learning and can be more flexible in adapting to more complex attack behavior.
Detection of malicious URLs is an important topic in the field of network security. In deep learning, it can be regarded as a classification problem. We propose a CGRU neural network model specifically for network security. This is a multicategory method for URLs. It is a continuation of [4] , and we follow the method of extracting malicious keywords and use the same data set. Specifically, we built a common URL-based dictionary and malicious keyword library and split the original URL into short strings for input. In the deep neural network model, the convolutional neural network is used to extract the features of the URL and effectively represent the features. Then, the GRU is used as a pooling layer to process the obtained feature sequences to obtain the hidden layer nodes. Finally, we use the softmax regression method for multiple classifications of URLs.
To evaluate this detection model, we chose 407, 212 different URLs as the training set. Malicious URLs included directory traversal, sensitive files, XSS, SQL injection, and other types of related Web attacks. We compared the performance of the CGRU neural network model and other deep learning methods in multiclassification in this paper. The experimental results show that the detection model proposed in this paper is very suitable for the detection of malicious URLs and can obtain 99.6% accuracy, and the training time is significantly better than other neural network models.
The structure of this paper is as follows. Section II describes the work related to the latest malicious URL detection methods, particularly how deep learning methods promote the development of malicious URL detection. Section III describes our proposed CGRU neural network classification model. Section IV specifically describes the malicious URL key character library based on Web attacks, the feature extraction method for original URLs. Section V presents the method we use to replace the pooling layer with GRU and the detailed description. In Section VI, we describe the datasets and methods used for the experiments and introduce the results of the experiments. Finally, the paper is summarized in Section VII and draws some conclusions.
II. RELATED WORK
In this section, we summarize some of the commonly used work to detect malicious URLs in the field of network security. We mainly describe blacklist-based detection methods, traditional machine learning methods and deep learning methods based on feature extraction.
A. BLACKLIST DETECTION AND MACHINE LEARNING METHODS
Research on the detection of malicious URLs can be divided into three main sections, using blacklists for detection, traditional machine learning methods, and deep learning based on feature extraction. For the blacklist detection method, Prakash et al. [1] used the Google browser to help establish their blacklist. URL detection was achieved by matching the IP address, hostname and directory structure. Sun et al. [5] built an automatic blacklist generator (AutoBLG) by adding prefilters to ensure that the blacklist is always valid.
Although the blacklist method can effectively find known attacks, this method is very fragile, and the blacklist update is slow and cannot be generalized to unknown URL recognition [6] . This year, various machine learning methods have been used for malicious URL detection. Ma et al. [7] used statistical methods to find the attributes of malicious URLs, extracted nine features for machine learning models, and compared the proposed classification model with naive Bayes, SVM models, and logistic regression experiments. Reference [8] based on heuristic and feature-based methods for feature extraction, an improved semi-supervised method is proposed to train the URL multiclassification model. This method has achieved better classification results.
B. DEEP LEARNING BASED ON FEATURE EXTRACTION
Machine learning methods have achieved effective results in the detection of malicious URLs [8] , but manually extracting features is time-consuming and requires constant adjustment of features to accommodate changes in URLs in combination with human knowledge; this limits the accuracy of the classification model to some extent. In recent years, deep learning has been applied to intrusion detection and surpassed traditional detection methods. Bahnsen et al. [9] used different models for URL detection and found that recurrent neural networks do not need manually created features, and its detection results are better than random forest methods. J Saxe's work is most closely related to our research on characterlevel [10] , [11] URL embedding [3] . This paper treats URLs, file paths, and registries as a short string and uses characterlevel embedding and a convolutional neural network to simultaneously extract features and classifications. It proposed the eXpose neural network and compared it with other models that extract features manually.
C. SUMMARY OF RELATED WORK
After reviewing existing techniques, we propose a new method to extract features more effectively and to detect malicious URLs. In addition to character-level embedding, we discussed the keyword library for malicious URLs and applied it to the feature extraction and proposed a detection model that combines a convolutional neural network and gated recurrent unit (GRU). After experimental verification, the proposed method performs well in improving the accuracy of malicious URL detection.
III. OVERVIEW OF THE PROPOSED MODEL
This section describes our proposed CGRU model for malicious URL detection. This model combines the characteristics of URLs in the field of Web attacks at the character level. It uses convolutional neural networks and gated recurrent units to extract features from URLs. Finally, it combines the classification module to detect Web attacks in URLs. Fig. 1 shows the overall structure of our neural network system. Our neural network model is divided into three parts: 1) Keyword-Based URL Character Embedding: The character embedding module is used to map the original URL character into a low-dimensional vector, thereby encoding the original sequence as a two-dimensional floating-point matrix. In the character embedding, the malicious keyword in the URL is distinguished from the ordinary character. Such differentiation can highlight the key part in the URL, which is advantageous in allowing the feature detection module to extract the representative feature more quickly.
2) Feature Extraction Module: The feature detection module uses the convolutional neural network to extract features on the abstract level of the URL and uses the GRU as a pooling layer, retaining the important features on the premise of preserving the context relationship. It uses a combination of different-length convolution windows to more fully extract features at each level. To make full use of the extracted features, the features extracted from the convolution windows need to be merged. The pooling section after the convolution operation uses the GRU as a pooling layer.
3) Classification Module: The fully connected neural network is used to classify the detected features. In our detection model, a stochastic gradient descent is used to jointly optimize the model. In terms of model evaluation indicators, in addition to the accuracy rate, precision, recall, and F1-score were selected to more fully evaluate our CGRU model.
The use of GRU as a pooling layer is an innovative part of the CGRU model. We have abandoned the traditional pooling methods and used GRUs to learn temporal characteristics. To achieve the effect of pooling, we only output the result of the last unit in all GRU units. This simplifies the characteristics while also taking into account the timing of the URLs.
IV. MALICIOUS URL KEYWORD LIBRARY AND FEATURE EXTRACTION METHOD
This section describes how to extract URL malicious keywords based on the characteristics of Web attacks and how to apply the established malicious keyword database to the feature extraction module of the original URL.
A. KEYWORD CHARACTER LIBRARY TO DETERMINE URL
We used the same training set as in [8] . The normal, SQL, XSS, sensitive files, directory traversals, and other types of URLs (numbers are kept equalized) were used as the initial tagged training set. Because our model uses the original length character sequence as input, this operation can be viewed as a dictionary query. The character embedding part was mapped to its corresponding vector using the letter and URL keyword of the printable English character and then embedded in the multidimensional feature space.
URLs are different from normal English strings. Characters in URLs are not completely independent. Malicious URLs have unique keywords, which are combinations of English characters, such as the '<script' keyword unique to XSS attacks. The method in [3] splits the URL into characters for processing and will lose part of the valid information. Based on this feature, in our implementation, we used an input vocabulary of 95 URL-valid characters and summarized the characters specific to the malicious URL, as shown in Table 1 , and used it for character embedding. Our URL character library supports dynamic extensions with good adaptability to ensure that it can support more complex character processing in the future.
B. URL FEATURE EXTRACTION
We analyzed the characteristics of URLs of different attack types and applied their key features to the feature extraction part of deep learning. We used multicore convolutional neural networks to extract different levels of features through the use of different combinations of convolutional windows to ensure that the highest possible full-featured features [12] , [13] .
We used the original URL as the input and map each character as a word vector. We used a hash to map the constructed URL keyword character library to a list of integers, where each character corresponded to an integer. To make better use of context in characters, this article combined word embedding with the rest of the model. The original input character was converted to a low-dimensional vector, and these transformed vectors were spliced into a floating-point matrix and used as the input of the feature extraction part of the model. For the URL character library, we used the embedding layer provided by Keras to map the characters represented by the numbers into a 64-dimensional vector and then embedded the vectors into a 200 × 64 floating-point matrix. Compared to using the traditional onehot method, the representation dimension of the feature was greatly reduced. We randomly initialized the character's embedded vector, and this embedded vector was trainable and back-propagated to the rest of the model. In the process of training, each embedded word vector was updated in the process of training the neural network, which made the embedded vector more semantic and more hyperplane separable.
When we obtained the two-dimensional tensor used to represent the input URL, we next needed to use a convolutional neural network to feature map the resulting vector. Convolutional neural networks use three ideas to help improve machine learning systems: sparse interaction, parameter sharing, and equivalence representation. This makes the convolutional neural network very suitable for processing data with local correlation. In our proposed detection model, we applied multicore convolutions and combined the convolution steps to detect local features of the input URL. This feature extraction method is similar to natural language processing [11] , [14] . The convolution kernel uses a convolution operation on the embedding sequence of the original URL. The operation of each convolution window is as follows:
where ω i is the ith convolution kernel of the convolutional layer, t is the length of the convolution window, b i is the bias term corresponding to the ith convolution kernel, x is a matrix of the kth to (k + t − 1)th character vectors in the embedded character vector, and f (·) represents the activation function of the convolutional layer. In this paper, we selected ReLU and obtained a new feature h i after convolution. The literature [12] describes in detail that different convolution window combinations can extract features at different levels of abstraction. Therefore, we also conducted comparative experiments on the values of the convolution window in the experimental results section. Once the feature extraction was performed using different convolution windows, a convolution layer was followed by a merge layer that was used to merge features extracted from different convolution windows. The merging layer refers to splicing that ensures that all extracted features are fully preserved. In the feature extraction section, we used multiple convolution kernels to generate feature maps. Each convolution kernel had the same length. For the embedded character vector x k:k+t−1 , the new features generated by n convolution kernels are expressed as follows:
Here, we obtained the higher-order feature representation of the embedded characters, and the resulting features were fed into the GRU instead of the pooling layer.
After the convolution operation, we did not obtain the features directly for the classification operation. Because of the large number of data features, a large number of training parameters were required, and it was extremely easy to overfit. Therefore, the pooling layer was used for further sampling of features to obtain more representative features. The commonly used pooling operations are maxpooling, mean-pooling, and k-max pooling. [3] proposed a SumPool method to reduce the tensor dimension. Once the maximum pooled or averaged pooling was used to obtain the higher order features obtained by the convolution, the feature sequence information in the feature was destroyed. In neural networks that classify images, the maximum convolution guarantees translation invariance, and the average pooling fully considers all high-order features in the space. At this point, if you want to obtain further timing characteristics, you will generally continue to merge the LSTM [15] layer or the RNN layer after the pooling layer, but this network structure is more complex than our proposed CGRU model and will create many parameters and a training time burden. Therefore, for the URL, we use GRU instead of the traditional pooling operation to better obtain the timing-based representative features on higher-order features.
To prove that character-level neural networks can extract richer features, we used the 21-dimensional feature vectors extracted in [4] as comparison experiments. The detailed experimental setup is described in Section VI. From the experimental results, we can see that our CGRU model is superior to artificially extracted features in terms of detection indicators.
V. GATED RECURRENT UNIT-BASED TIMING POOLING
RNN is a neural network that models sequence data. The current output a of a sequence is not only related to the input b at the current time but is also affected by the output c of the node at the previous time. The internal state transition of the RNN is shown in Fig. 2 . This neural network can be viewed as a dynamic system with more dynamic characteristics than the feed-forward neural network. Theoretically speaking, RNN can combine historical hidden state vectors to calculate the current output. However, the standard RNN has problems such as vanishing gradient and exploding gradient [13] , [14] when it is used, and it cannot learn long-term dependence. To solve these problems, long short-term memory (LSTM) [13] , [15] emerged. That is, in the traditional RNN structure, a cell unit for controlling input, forgetting, and output is added so that the weight of the self-looping depends on the context. To avoid the problem of gradient disappearing or gradient explosion, LSTM contains three thresholds, resulting in its internal structure being very complex. The GRU (gated recurrent unit) was proposed by Cho et al. [16] in 2014. Compared to the three complex thresholds of the LSTM, the GRU has only two doors, i.e., an update gate and a reset gate. While maintaining the LSTM effect while also streamlining the structure, the GRU unit is shown in Fig. 3 .
The main idea of our CGRU model is based on the GRU unit implementation. Among them, the reset and update gates in the GRU can independently ''ignore'' part of the state vector; that is, a single gated unit controls both the forgetting factor and the updating state unit. Compared to the standard RNN, an update gate and a reset gate are added. The definitions of the update gate, reset gate, candidate activation state, and activation state in the CGRU model proposed in this paper are as follows:
where c t ∈ W and W = [c 1 , c 2 , · · · , c n ] are high-order features extracted from the convolutional layer. To capture the temporal and long-term dependencies of URLs, we select the last step GRU from the n high-order features as a representation of the final higher-order features of the URL, and the result of the last GRU is sent to the final classification layer of the neural network model. The GRU can retain important features through the update gate and reset gate, ensuring that the contextual relationships in the highorder features obtained by processing the upper convolutional neural network are not lost. The GRU further obtains representative time-series-based features from higher-order features, which have been applied in [11] , and uses LSTM to achieve satisfactory results in text classification problems. We used GRU instead of LSTM and conducted comparative experiments in the subsequent experimental section. Here, multiple GRU units function as a pooling layer. From the perspective of natural language processing, this can also be seen as a combination of different neural networks in text processing [17] . Once the features detected by the convolutional neural network [18] , [19] are selected again, the parameters of the operation can be reduced and more accurate features can be obtained. After the high-order features are obtained by the GRU layer, a standard fully connected neural network is used for multiple classifications of URLs. The hybrid model with GRU units is shown in Fig. 4 . To prevent over-fitting, set the dropout to 0.5 and use multiple categories of cross-entropy as the loss function. Also. use softmax regression to obtain the final class output. The overall model is optimized using a stochastic gradient descent algorithm.
VI. EXPERIMENTAL STUDIES
We combined some of the datasets in [4] and the datasets we collected as training datasets for experiments. Most of the data originated from a well-known Chinese Internet security company. We cleaned and deduplicated the datasets and finally obtained a more balanced data distribution based on ModSecurity's rule-based modules and manual annotations. Including more than 65, 000 normal URLs and 340, 000 malicious URLs, malicious URLs were classified into different attack types. The specific data distribution is shown in Table 2 . According to the type sampling method, the dataset was divided into a training set, verification set and test set according to a ratio of approximately 3:1:1. Our experiments were performed on this dataset.
A. EXPERIMENTAL SETTINGS
Our model used a fixed-length URL as input. Based on the collection of URL keywords and statistics on URL length in the dataset, we used 200 as the maximum length of the VOLUME 7, 2019 training set of strings. For URLs that were less than the maximum length, we used special characters for padding, and for URLs that were longer than the maximum length, we cut off the beginning of the string. Our model is implemented in Python 3.5 using Keras v2.2. At the embedding level, we used a uniform distribution to initialize the character vector in the URL and train the character vector along with the rest of the model during training so that the character vector could learn the semantics. The dimension of the character vector was set to 128, which is a trade-off between precision and computational complexity. In the convolutional layer, we used the multi-core convolution method and set the convolution kernel to 256, and to ensure sufficient learning characteristics, we used a combination of convolution window k, where k = {2, 4}. The CNN activation method was set to the ReLU function. Because we used two types of convolutional neural networks, to fully integrate the results, we needed to use the merge layer provided by Keras to merge the merged results. The number of nodes in the GRU layer was 64. Because the GRU was used here to extract timing-based features from the higher-order features acquired by the merge layer to achieve the pooling effect, only the last output of the output sequence was returned. The output dimension was set to 6, which is the number of URL categories in the full connection layer, and softmax regression was used to obtain the output category.
In our training, we set the batch size to 100 and the number of training rounds to 30, and we used a small batch of random gradient descent to train the model. The loss function used was the cross-entropy loss function.The optimizer is a stochastic gradient descent optimizer with an initial learning rate set to 0.01, the learning rate has a drop rate of 0.5, and the learning rate is dropped every 5 epoch. And the learning rate is decayed during the training process.The parameter settings of our CGRU network is described in Table 3 .
B. CGRU MODEL EXPERIMENT RESULTS
The evaluation index of the CGRU model on the validation set is shown in Table 4 . We chose the best result of the CGRU model using different convolution windows for experiments. The combined convolution window size was {2, 4}. Our CGRU achieved an accuracy of over 99.6% and achieved high results in accuracy, recall and F1 values. This shows that our model has a strong generalization and can accurately detect the vast majority of malicious URLs. Fig. 5 shows the change in the loss function in the training set and verification set within 30 epochs of training in our CGRU model. Fig. 6 shows the changes in the accuracy of the training set and verification set in the CGRU training in 30 epochs. It can be seen from the figure that for the training set and verification set, the model converges normally.
For the data in the test set, we calculated the actual results of the CGRU model detection, that is, the model output confusion matrix; the results are shown in Table 5 . It is seen that our model detected almost all directory traversal attacks and detected most of the other types of attacks. In the detection of normal access URLs, a small portion of the URLs was mistaken for other attack types and sensitive file attacks. This may be because this small part of the URL contained more sensitive characters. However, these false positives were insignificant compared to the successful detection of normal URLs. Therefore, overall, our CGRU model was very successful, and because of its high performance, it can be put to practical use.
C. EFFECTS OF CONVOLUTION WINDOW SIZE ON CLASSIFICATION
We selected different convolution windows for comparison experiments. From the perspective of natural language processing, the length of each word's mapping should not exceed 5. For our URL data, after statistics, the length of the convolution window was chosen to be less than 5. As shown in Fig. 7 , we can see that when only a fixed-length convolution window is used, when the size of the convolution window is less than 5, the larger the length of the convolution window, the better the performance of the model.In order to further improve the evaluation indicators, we will combine the convolution windows.When the size of the combined convolution window is {2, 4}, it means that there are two convolution layers for feature extraction,the convolution window of one convolutional layer has a size of 2, and the convolution window of another convolutional layer has a size of 4.We use the merge layer provided by Keras to merge the features extracted by the two convolutional layers and input them to the next layer of the neural network model.
We performed a comparison between the fixed window length and the combined convolution window length in terms of precision, recall and F1-score. Because the combined convolution window extracts features at different levels, it generally performed better than the fixed window length.
D. EFFECTS OF FEATURES ON CLASSIFICATION
We have described character-level feature extraction methods based on keywords and referred to the 21-dimensional features described in [4] , as shown in Table 6 . To compare the experimental results, we used artificially extracted datasets for the classification of models. Because most of our experimental datasets came from the datasets in [4] , we used the features extracted in [4] . The features here include length features, quantity features, type features, hazard classes, and other features. After a comprehensive analysis from multiple dimensions, feature sets that can discriminate between abnormalities and nonabnormalities were extracted.
We performed 21-dimensional feature extraction of the used data set and then sent the extracted features to our CGRU model. Because the data that can be directly sent to the model were obtained here, the embedding layer suitable for the character level was removed from the CGRU model, and the rest of the parameter updating methods and optimization methods were the same as the original CGRU model. The detailed experimental comparison results are shown in Fig. 8 .
As shown in Fig. 8 , when we used artificially specified 21-dimensional features as a classification basis, performance results were significantly inferior to the use of character-level inputs and the use of neural networks for feature extraction. Moreover, when feature extraction was performed using character-level data embedding, the convergence of the model was significantly earlier than the extraction of human features, and the learning curve was smoother.
It is undeniable that experts rely on analysis and experience to give more comprehensive characteristics and better results. However, it is often impossible to judge and extract features of an unknown attack. This requires less concern when using neural networks for feature extraction. We only need to send all the input data into the model in the form of character level. The model will perform a series of mathematical operations through the neural network to extract the most suitable features for the classification of the data set.
E. RESULTS FROM DIFFERENT MODELS
In this experiment, the CGRU model using the text embedding method containing malicious keywords proposed in this paper was compared with other neural network models VOLUME 7, 2019 or machine learning models using characters for text representation. All models used the dataset shown in Table 2 . We detect malicious URLs from the perspective of text processing, construct a specific combination of CNN and GRU, and obtain the final detection model to achieve network security monitoring. This idea is similar to the idea of neural network application and network traffic classifier (NTC) problem in [20] .
We selected a single model and a mixed model. In the mixed control model, we used the model ''eXpose'' proposed in [3] , which uses 4 convolutional neural networks and uses 4 fully connected neural networks. We also used the C-LSTM proposed in [11] , which uses a combination of long-and short-term memory networks and convolutional neural networks for feature extraction. Two models were used in a single model control; One is ''Char-CNN'', which performs Word Embedding on input data, uses convolutional neural networks to extract features, and uses a fully connected layer for classification.The other is ''Char-LSTM'', which performs Word Embedding on the input data, uses LSTM Networks to extract feature features in the time dimension, and uses the fully-connected layer for classification. The comparison results of the above models on the test set are shown in Table 7 .
To fully demonstrate the capabilities of the different models, in the optimization aspect, dropout = 0.5 was set for each model, and for the accuracy on the validation set, if there was no change in 5 rounds, the strategy of stopping prematurely prevented over-fitting. To speed up the convergence, batch standardization was used to normalize the activation value of the previous layer on each batch. The initial learning rate was set at 0.01 in terms of the learning rate, and then the learning rate was decremented every 5 epochs. Due to our dataset, the distribution of each item was not very balanced. Therefore, in terms of evaluation criteria, it includes not only the accuracy rate but also the accuracy rate, recall rate, and F1 value.
We recorded the performance of these models during the training process, as shown in Fig. 9 . After optimization, each model achieved high accuracy.Among them, the ''Char-CNN'' model achieved high accuracy at the beginning of training, but as the training progressed, the accuracy rate did not increase much.For ''Char-LSTM'', the accuracy of the model is lower than other models, and the accuracy of the model proposed in [11] is lower than the ''eXpose'' model proposed in [3] and our CGRU model.The model proposed in [3] has achieved high accuracy in the beginning, and the final accuracy is very close to our model, but the model proposed in [3] is complex in structure and requires high computational resources.
As shown in Table 7 , the performance of the single model was slightly inferior to that of the hybrid model because the hybrid model fully extracts multiple levels of features. Among them, the model proposed in [3] also achieved higher results, but there was a large difference in the complexity of the structure between this model and our CGRU model. Reference [3] used multiple convolutional neural networks for feature extraction and used three fully connected layers for classification, so the model is inferior to our CGRU model in both memory consumption and training time. Moreover, due to the use of a combined convolution window and the use of GRUs for pooling to achieve fuller features, our model can achieve higher evaluation index performance. The classification model used in [11] was the closest to our model structure. It used LSTM as the pooling layer to extract highorder features. Moreover, the feature extraction of embedded characters is not performed using a combination of convolution windows of different lengths. Therefore, the structure of the model is relatively simple. For more than 60,000 pieces of data in the test set, the length of the processing required for the two models and the required parameters of the model are shown in Table 8 .
From the classification duration and required parameters, our model consumed much less memory than eXpose. This is because eXpose uses four convolutional neural networks for fusion and uses three fully connected neural networks for classification. We found that the C-LSTM model requires the shortest calculation time and the minimum required calculation parameters. At this point, our proposed CGRU model is inferior. However, as seen in Table 7 , the CGRU is superior to the model proposed in [11] in terms of various evaluation indicators. Our model uses a two-window convolutional neural network for fusion and taking the output of the last block of the GRU as an extracted high-order feature; it greatly simplifies the model while ensuring the temporal and longterm dependencies of the feature.
VII. CONCLUSION
This paper introduces a neural network model CGRU for malicious URL detection in the field of cyber security. Through comparison experiments with the feature of manually extracting malicious URLs and comparison experiments with other classification models, we proved that our model has a good effect of malicious URL detection.
The innovations of our proposed model are mainly manifested in two parts. In the data pre-processing section, our model does not use traditional artificial features but adopts a method of directly extracting features from the original input; this approach greatly ensures the pertinence and effectiveness of features. In the design part of the model, compared to the traditional pooling operation after convolution, we innovatively use GRU for pooling, which ensures the timeliness of higher-order features while streamlining the parameters required for training.
Through the analysis of the experimental results, we can see that our model has performed well enough in terms of detection. In terms of energy, our network security detection model can effectively prevent improper use and the waste of information resources and can optimize network resources and computing resources to a certain extent. In the future, we will conduct optimization research to reduce memory consumption while ensuring excellent test results. At the same time, we can study how the model is updated online to ensure that the model has a greater advantage in actual network detection.
