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1. INTRODUCTION 
Energy has long been a subject of interest to economists and systems analysts. However, it was 
the political events of 1973 and 1979 that triggered a number of economic consequences, the most 
prominent of which was the oil price increases. The turbulence caused far-reaching and lasting 
instability in international trade, finance, employment, economic growth, inflation etc. and marked 
a clear turning point. 
During the past decade, two other significant occurrences confounded the energy problem. One 
of these is the environmentalist movement, while the other is the opposition to nuclear energy. 
These movements played important roles in controlling and regulating the extraction and use of 
fossil fuels; limiting the extent to which nuclear energy is exploited; starting a new move in favour 
of “clean” and/or “renewable” energy sources, while causing energy costs to increase even further. 
The complexity of the interactions between energy and economic activity, substitution of fuels 
with each other, conservation options etc. gave new dimensions to energy policy analysis, forecasting 
and planning. Economists, systems analysts, physicists, mathematicians and engineers formed teams 
to apply the scientific method of analysis to these complicated problems to formulate solutions. 
The objective of this paper is to survey the field of energy policy analysis and modelling, with 
particular emphasis on the fundamental problems associated with this rich area of research. The 
paper begins with a brief discussion of the necessity for developing energy models and continues 
with an overview of model types and modelling paradigms. 
The field of energy policy modelling is extremely broad, therefore no attempt is made to cover 
all significant application categories. However, I tried to elaborate on the most fundamental aspects 
of energy modelling at the aggregate, macroeconomic level, with reference to recent research. This 
section is followed with a crit’ical evaluation of typical modelling approaches, and the paper 
concludes with suggestions for future work. 
2. THE NEED FOR MODELS 
There is no question that energy is a vital element in all economic activity. As we have witnessed 
during the past decade, disruptions in energy supplies can have detrimental effects on the economy, 
as do sudden changes in prices. Thus, the small value-share of energy within total economic output, 
which is typically of the order of 5-10%) conceals its true significance. In order to have uninterrupted 
economic growth, energy of the right type and quantity has to be made available at the point of 
use. 
When conditions are stable, forecasting, planning and allocation are relatively simple; the past 
is projected to the future by means of established procedures. However, when abrupt changes 
occur, it is no longer desirable (or feasible) to simply project. The effects of those changes have to 
be assessed and measures are taken to either minimize the undesirable consequences of adverse 
changes, or maximize the benefits of positive developments. Hence, we usually resort to models 
that help us evaluate the changes and re-allocate resources. 
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For example, energy price increases for an energy-importing economy produces several undesir- 
able consequences, uch as a net increase in the transfer of income, foreign trade deficit, etc. To 
counteract this effect, various options may exist, including an import duty on energy consumption 
tax, a subsidy for conservation, incentives to increase xports, etc. Usually, any measure has positive 
and negative effects on factors such as economic growth, income distribution, stability, and reliance 
on foreign resources, to name a few. 
Energy policy modelling and analysis are not restricted to purely economic factors. Long-term 
goals such as (political and/or economic) independence, technology development, protection of the 
environment, etc., may call for models specially developed for these purposes. Conceivably, measures 
to serve one purpose may run counter to other purposes. Thus, trade-offs between conflicting 
objectives may have to be resolved, possibly by means of other models. 
The recent drop in oil prices has been the source of yet other problems. As their oil incomes 
declined, many oil-exporting countries began to withdraw from their accounts, resulting in financial 
disturbances in the money markets. A related problem surfaces for industries that have long-term 
contracts with oil-exporting countries. 
The extent of energy-related problems is so broad and the issues are so complex that literally 
thousands of models have been developed to address these problems. An exhaustive survey of such 
models will not be attempted here. The interested reader may refer to articles and books on the 
subject [l-7]. Instead, following a brief look at the spectrum of modelling types and approaches, 
we shall dwell on certain particularly interesting aspects of energy models. 
3. AN OVERVIEW OF MODEL TYPES 
Energy policy models may be categorized in a number of ways: 
(i) primary objective; 
(ii) scope/coverage; 
(iii) treatment of behaviour (modelling paradigm); 
(iv) structure of interactions; 
and 
(v) mathematical formulation. 
The primary objective of a modelling exercise is either “analysis”, or “decision-making”. Although 
the ultimate objective is to arrive at some policy decision, it is the degree to which the results of a 
model translate into concrete decision options. For example, a purely analytical model may be 
developed to investigate the impact of energy price changes on economic growth and welfare in a 
general way [8]. The objective may be primarily to develop an understanding of the fundamental 
forces at work; the direction of the change in the relevant factors, given a particular tax or subsidy 
policy, and so forth. 
A model designed for decision-making, however, carries the connotation that the policy options 
and their consequences are “calibrated” for the particular system under consideration. For example, 
a model for energy investment planning applied to a particular region or country would involve 
acrual investment options and constraints, as they apply to the system at the time in question. 
The “scope” or coverage of policy models can be very broad indeed. On the supply side, a single 
fuel (energy carrier) may be considered, various fuels may be considered, or all forms of energy can 
be aggregated to define just a single source of energy. 
On the demand side, depending on the policy issues studied, an aggregate consuming sector 
can be defined, or the problem can be disaggregated to consider the demand of each consuming 
sector, for each type of energy carrier. Actually, there is no limit to the degree of disaggregation, 
since one may consider geographic location, type of energy conversion, time of year, etc., provided 
that adequate data exist. A model developed to determine the optimum use of various fuels at 
different parts of the U.S.A., for a time span of 20 yr contained over 80,000 variables [9]! 
Model size (or level of aggregation) is always an important issue in policy modelling. Aggregation 
has its problems as does disaggregation. In “adding” factors to arrive at a small number of variables, 
there is the danger that components with different character are lumped together, which may 
distort the true picture. As a matter of fact, considerable error is usually introduced when 
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aggregating, for example, energy carriers such as oil, coal and electricity, to form a single entity 
called “energy”. The ualue of 1 calorie of electricity is considerably greater than 1 calorie of oil, 
and is reflected in its price. 
On the other hand, a high level of disaggregation may be just as undesirable, not only because 
of the difficulty of model manipulation, but also because of data consistency and validity. 
Furthermore, as a result of mathematical operations, the uncertainty in model results may actually 
increase, as a consequence of error accumulation [lo]. 
Policy models may also be classified according to how the system is assumed to behave, or 
according to “modelling paradigm”. 
These can be grouped under four headings: 
(a) the phenomenological approach; 
(b) equilibrium behaviour; 
(c) disequilibrium behaviour; 
and 
(d) optimizing behaviour. 
The phenomenological approach is based on the assumption that the structure of the system 
will remain unchanged. Thus, the relationships that existed between the fundamental variables in 
the past will continue to be valid in the future. 
Most applications of the phenomenological approach are regression analyses and input-output 
models. Such techniques have been extensively used in trying to forecast, for example, future 
demand for energy, or fuels of one kind or another. 
Typical examples of the regression models can be found in studies of either the demand or the 
supply of energy. A model that expresses the cost of finding another barrel of oil (C) as a function 
of cumulative discoveries (X) turns out to be [ll, 121 
C = -0.43 + 1456X, 
where C is in dollars per barrel and X is in million barrels. Apparently, the linear equation gives 
the best fit to the data. A model of electricity demand in the U.S.A. has been formulated so that 
demand Q in the ith state in year t is 
Qir = Qit - 1 Vif,. . . Vf$ exp (aj), 
where the explanatory variables (VI to V,) are population, income per capita, price of electricity, 
price of gas, price of appliances, and region i. 
The model has been estimated for the residential, commercial and industrial sectors [13]. 
The “equilibrium” concept, which is as old as the economic discipline, has found wide acceptance 
in energy modelling. Cazalet[9] recounts that within a time span of only 5 yr, the number of energy 
models utilizing the (general) equilibrium framework has increased from 5 to 75. 
The connotation of “equilibrium” actually depends on what one is primarily concerned with. 
For example, if the main issue is the (equilibrium) level of energy use within the economy, then the 
two-way interaction between energy and the economy are modelled as a closed system, i.e. 
Energy = F, (national income, price of energy, etc.) 
National income = F, (energy, capital, labour, etc.) 
and the system is solved simultaneously. On the other hand, if “equilibrium” refers to the resultant 
market shares of various energy carriers such as coal, oil etc., then the interactions between the 
competing fuels are modelled, usually by formulating the demands (D) for each fuel i as functions 
of economic variables u and prices, 
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In other words, the solution of the system of equations includes not only “own-price” effects, 
but also “cross-price” effects, which is expressed as the percent change in the demand for fuel i 
with a 1% change in the price of fuel i: 
dQi/Qi i = j for own-price, 
‘ii = dPjIPi i # j for cross-price elasticity. 
Other connotations of equilibrium may be factor substitution (between energy, labour, capital 
and materials, for example), geographic distribution, sectoral growth, etc. 
The equilibrium paradigm assumes that the system is in a balanced state at all times, which may 
or may not be realized. As a matter of fact, any change from one state to another necessitates 
certain driving forces which usually result from imbalances in the system. Thus, if the point of 
interest is centred around the consequences of change-such as were observed when oil prices were 
suddenly increased, for example-then it would be more appropriate to model the system 
accordingly. Certain types of models, such as “systems dynamics” [14] or “interactive simulation 
models” that explicitly include imbalance conditions are tools suitable for analysing disequilibrium 
behaviour. 
The systems dynamics approach is essentially a type of continuous simulation where the time 
dimension is broken into a sufficiently large number of segments o that the system is defined 
quasi-continuously. Any change in the control variables causes changes in all the (endogenous) 
variables, which are linked together by means of a set of differential equations, so that the transient 
as well as the steady-state conditions can be observed. 
Interactive simulation models, on the other hand, differ from the systems dynamics approach in 
that the key decisions are left to the interpretation and judgement of the user, instead of being left 
to the “automatic” response of the model. For example, in a model that simulates the Turkish 
economy with specific emphasis on the energy sector, the model includes three so-called “gaps”, 
that represent imbalances of national income and spending, foreign currency supply and demand, 
and energy supply and demand [15]. Based on the severity and relative magnitudes of these gaps, 
the user generates alternative scenarios by adjusting the control variables, which include fiscal and 
monetary measures. 
Searching for an “optimal” state of the system under consideration has always been a very 
popular approach among modellers, and the energy field has been no exception. The underlying 
hypothesis of the optimizing behaviour paradigm is that the system has a purpose, or an objective, 
which can be explicitly stated in quantifiable terms. 
While the paradigm may be conceptually attractive (or even true), its implementation turns out 
to be extremely difficult in actual cases. This is particularly so for the larger and complex systems. 
When the system is large (such as for a whole country, or a region), there are usually a large 
number of objectives; furthermore, it may not be possible to quantify significant objectives, such 
as security, resilience, robustness etc. 
Difficulties notwithstanding, many optimizing energy policy models have so far been developed. 
By far the great majority of these models is based on the linear programming (LP) formulation 
[16]. The LP formulation offers a number of attractive features which include the capability to 
introduce a large number of variables and equations, ease of solution, ease in obtaining sensitivity 
analysis, i.e. shadow prices and the sensitivity of the (optimal) solution to changes in unit 
costs/benefits, as well as parametric analysis. 
Typically, the objective function of an energy optimization model is either the minimization of 
costs, subject to satisfying certain energy demand constraints, or the maximization of a welfare 
function, subject to certain resource limitations, including financial, environmental, and geological 
resources. 
More than one objective function can be defined, in which case one can look for “efficient” or 
pareto-optimal solutions. Two objective functions pose practically no problems and three objective 
functions can be handled if the model is not too large, but four or more prove to be impractical, 
if not impossible [17]. 
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4. BASIC POLICY ISSUES ADDRESSED BY MODELS 
An evaluation and criticism of models that cover all policy problems is clearly beyond the scope 
of a single article, as even a cursory treatment would require considerable length. Therefore, I shall 
confine the discussion to only the basic factors involved in energy policy issues. 
The relation of energy to its price and to overall economic activity has been intensely investigated, 
especially after the two oil price increases. Utilizing the common wisdom of economic theory and 
treating energy as a commodity, its consumption (E) has been related to its price (P) and income 
(Y), so that 
E = F(Y,P). 
Berndt and Wood[18], who studied the “energy ratio”, E/Y, asserted that this ratio lent itself to 
rigorous empirical analysis and that a change in its value does not necessarily reflect a structural 
change in the economy. They also noted that an increase in this ratio might be interpreted as the 
response to reduced (in real terms) energy prices during the 1947-72 period. Their calculations for 
the said period, however, indicates a decline in the energy ratio from about 106.4 (in 1OOOBtus) to 
89.6, while the relative price of energy had fallen. 
Utilizing 1965-79 data for Sweden and applying the price-and income-elastic energy demand 
model 
where a is price elasticity of energy demand, 
dE/E 
a=dPIP 
and b is income elasticity of demand, 
b - dEIE 
dY/Y’ 
with c a constant, Chakravarty and Wibe[19] found that a = -0.15 and b = 0.944. 
Kouris[20,21] used aggregate OECD (Organization for Economic Cooperation and Develop- 
ment) data for the 1961-81 period in order to estimate the income elasticity as well as the short- 
run and long-run price elasticities, so that 
E, =f(Yt,P,,P,-,,P,-2...), 
where t denotes time (in years). 
His results indicate an income elasticity slightly greater than unity, between 1.033 and 1.117, 
depending on the time frame chosen, which was varied between 1961 and 1981 in moving periods 
of 12 yr. Short-run price elasticity was estimated at around -0.15, while long-run price elasticity 
was estimated at an average of about -0.43, showing an increasing trend between 1964-76 and 
1969-81. 
The change in price-response with time lag has also been investigated by Prosser[22] who made 
use of OECD data. He employed the Koyck lag formulation 
E, = bY; + a(1 - A)(P, + AP,_, + d2P,_2...) + e, + constant, 
where a and b are the elasticities (the variables E, Y, and P are expressed in logarithms), e are the 
residuals, and 1 is the parameter which is searched to minimize the sum of the squares of the 
residuals. 
Using 1960-82 data, he found the best fit for I between 0.1 and 0.3 which yielded an income 
664 1. KAVRAKOGLU 
elasticity of 1.02, a short-run price elasticity of -0.22 and a long-run price elasticity of -0.40. 
Utilizing data from developing countries, Hoffman[23] also investigated short-run and long-run 
effects for prices and incomes. His results-are given in Table 1. 
Table 1. Results of Hofiman[23] 
Income elasticity Price elasticity 
Group of countries Short-run Long-run Short-run Long-run 
Intermediate middle-income 0.398 1.305 -0.085 -0.279 
Southern Europe 0.541 1.391 -0.121 - 0.220 
Net oil importers 0.494 1.238 - 0.084 -0.21 I 
In contrast to most models, Mount et aZ.[ 133 have specified a demand model (for U.S. electricity) 
that employs a uariable elasticity, i.e. variable with respect to the magnitude in the change of the 
independent factor. Their results indicate a price elasticity which increases with price, from zero 
for very small values to about -2.0 asymptotically. Income elasticity, on the other hand, shows a 
reversed trend, starting from a value larger than unity and going down. 
The income elasticities estimated in most studies are around unity, the majority of cases being 
in fact in excess of unity. Samouilidis[24], for example, claims that for developing economies, this 
value is even higher, at around 1.5-1.6. 
Desai[25] on the other hand, argues that this value should be considerably lower, if modelled 
properly. He supports his case by specifying a model which includes capital stock (K) together with 
income, so that 
E=C-Yb.Kd, 
where d is what could be termed “capital stock elasticity of energy consumption”. 
Applying this model to pooled, cross-section time series data of developing countries, he obtains 
an income elasticity of 0.90, which is considerably lower than the value of 1.35 obtained if the 
capital stock variable is excluded. In fact, the income elasticity turns out to be even lower (as low 
as 0.56) when such factors as regional variables or industry/agriculture variables are introduced. 
(The validity of introducing a variable such as “capital stock” can be easily challenged since it is 
very likely correlated with income, anyway.) 
Proops[26] elaborates on the income elasticity from a completely different angle, after noting 
that the energy ratio, historically speaking, reaches a peak and then declines. He observes that the 
U.K. reached this peak in 1880, the U.S.A. in about 1920, and Italy in 1970. 
Basing his theory on what he calls “stylized facts”, which are apparently derived from an informal 
analysis of past data, he builds a model on such concepts as “development”, “energy efficiency”, 
“potential (energy) efficiency” etc., to arrive at the result whereby “. . . the elasticity asymptotically 
reaches unity from below” as the economy develops. This theory, however, is not verified empirically. 
Hsiao and Hsiao[27] bring a new interpretation to income elasticity by transforming 
b _ dEIE 
dY/Y 
into 
so that for a growing economy (dY > 0), the energy ratio (E/Y) increases if the income elasticity is 
greater than unity, and vice versa. On the other hand, the opposite relation should hold if the 
economy is diminishing. The authors further claim that the elasticity is a “. . .dynamic marginal 
concept, while the ratio is a static average concept”, in addition to being free of “units” thus lending 
itself to international comparisons. 
Elaborating on the energy ratio and income elasticity concepts, NguyenC28) argues that the use 
of “useful energy” (or, secondary energy), rather than primary energy, provides better insight into 
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the economic interpretation of time series data. Indicating that a transition from coal to oil improves 
utilization efficiency, he shows that (again for the OECD countries, excepting New Zealand) the 
income elasticity of (useful) energy has steadily declined from a value of 1.623 in 1959 to 1.525 in 
1978. 
Akarca and Long[29] and Yu and Hwant[30] studied energy-income effects from a “causal” 
point of view and both have failed to establish a causal relationship between the two. Two types 
of test were applied, the Sims test and the Granger test. The former is applied by regressing y on 
past and future values of X and if causality exists, the future values of X in the regression should 
have coefficients insignificantly different from zero as a group. The latter method evaluates 
predictions of y, with and without the use of past values of X. If the variance in predicting y is 
reduced when X are included, then causality is said to exist between X and y. 
The analysis of income elasticity by Ramain[31] leads her to practically dismiss the concept 
altogether. Studying pre- and post-1973 data in the developed OECD area, she identifies 43 time 
series samples which indicate an “average” elasticity value of 1.16 between 1961 and 1973, while 
the average (of 23 samples) between 1973 and 1980 turns out to be 0.74. These averages do not 
really reflect the large fluctuations of individual countries, which show highly unstable patterns. 
Thus, Ramain concludes that the elasticity concept is useful only ex post, and has little practical 
use in forecasting or policy analysis. 
5. A CRITICAL EVALUATION 
As is evident from the preceding discussion, there is remarkably little agreement on the most 
fundamental building blocks of energy policy modelling. The reasons for the divergence of opinion 
on the appropriate model can be grouped under two major headings. These are: (a) the practical 
problems of energy policy modelling, and (b) the conceptual/theoretical issues in modelling. 
Practical problems 
(1) The availability of accurate, reliable data is almost always a problem. To begin with, the concept 
of “energy” itself confounds the situation. A certain process of aggregation is inevitable, and 
the result is questionable from one point of view or another, no matter how energy (consumption) 
data are aggregated. The most commonly used one, i.e. adding calorie content (Btu, kcal, joule 
etc.) leads to significant errors in terms of economic interpretation, since 1 J of electric energy 
cannot reasonably be compared with 1 J of coal energy, for example. In fact, the “efficiency” of 
a given form of energy may vary significantly from one form of usage to another, rendering the 
use of “utilization efficiency” concepts also quite inaccurate. Probably the most meaningful 
economic concept is to consider “energy spending” (which implies weighting various energy 
forms in terms of their economic values), but this definition tells us nothing in terms of the 
physical quantities, which are usually of interest. 
(2) Another source of serious errors is in the “price of energy”. The arguments cited above are 
equally valid here, since some sort of weighting is called for. In fact, the situation is even worse, 
as prices may vary from one location to another. In the case of developing countries, and 
possibly in some developed ones, black market conditions may exist, leading to further errors. 
(3) Income data are also subject to errors, especially when data are “pooled” as is frequently done 
when considering groups of countries. The way national accounts are calculated is far from 
being standard. Furthermore, income is sometimes defined as GNP, sometimes as GDP, and 
sometimes as NNP (net national product). 
(4) Time series analyses of economic variables are generally “deflated”, usually by referring to a 
base year and employing a suitable deflator. However, there is no unique measure of inflation. 
The GNP deflator may be a suitable one, but it may not adequately reflect implications of the 
price changes of internationally traded goods, such as energy, since official exchange rates of a 
given currency may lead to under- or over-valuation. Price indices on the other hand, may 
distort income data. 
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Conceptual/theoretical issues 
(1) One of the fundamental issues in energy policy modelling is to develop the model most 
appropriate for the given objective. The analytical process must begin from this objective and 
lead to the model; but more often than not, we find the analyst starting from a model which 
may or may not be appropriate for the particular purpose. 
(2) Even when the “right questions” are asked, model specification is a major problem. The “top- 
down” approach, starting from a saturated model has all the problems associated with large, 
complex models, such as data validation and standardization, analysis, interpretation etc. [32]. 
The “bottom-up” approach, on the other hand, in seeking for the simplest model, may lead to 
the exclusion of significant variables. The price-and-income models of energy may contain 
serious bias, as a result of not including the changes in relative prices of, for example, capital 
and labour, which also are primary inputs. In fact, “price” by itself reflects only part of the 
actual economic value: there may exist considerable hidden incentives (or disincentives) related 
to the consumption of a commodity. 
(3) The use of certain mathematical concepts is frequently a potential source of concern. The 
concept of “elasticity”, is one such example. Point elasticity, which is the most commonly used 
notion, is very much like Heisenberg’s “principle of uncertainty”: it is very difficult, if not 
impossible, to reduce errors beyond a certain degree. If changes are small, the ratio d(*),/d(.), 
tends towards -(O/O), and is highly sensitive to measurement errors. If changes are large, the 
(mathematical) concept is violated, not to mention the ceteris paribus assumption which is also 
violated. 
(4) Social systems have properties that physical systems don’t. “Memory effects” and “learning 
effects” are the most fundamental of these. (Certain materials such as ferromagnetic elements, 
visco-elastics and visco plastics do exhibit “hysteresis” which is a form of memory effect.) 
Memory effects lead to irreversible response patterns, especially in the short term. Therefore, 
the response of the market to increasing prices may not be the same as its response to falling 
prices, for example. 
(5) Learning effects are probably even more complex, as people learn not only from past experience, 
but also from projections into the future [6]. A current example of this is the environmentalist 
movement, which is triggered by gloomy forecasts and so-called “doomsday models”. 
6. SUGGESTIONS FOR FUTURE RESEARCH 
A vast number of models have been developed to assist energy policy, especially during the last 
decade or so. These exercises have led to an improvement in our understanding of the very complex 
mechanisms at work, culminating in certain advances in the theory and application of mathematical 
models [3]. 
We also witness certain weaknesses in energy modelling, some of which I tried to explain in the 
above. Perhaps the most important problem associated with energy policy modelling is the use of 
reliable, consistent and standard data. If the basic data cannot be improved upon, they can at least 
be used with greater care and consistency. 
The second most important point is that there is no such thing as a “universal” model, one that 
is applicable for all cases or for all time frames. The particulars of the system should be analysed 
carefully and only then should the model be developed. The stage of development, the resource 
base, the structure of the economy, “openness” of the economy, the nature of the trading countries, 
the composition of foreigh trade, the type government and regulatory process, the taxation systems 
etc., may all have a bearing on the model. 
Another fundamental point is to expect from a model no more than that allowed by the precision 
of the data used in the model. One may simply be tempted to read more than can be justified from 
model results. 
Two final points worth bearing in mind: (1) there is only one past, but many possible futures; 
and (2) a model is nor the real system! 
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