ABSTRACT Recently, several machine learning algorithms have been applied for classifying microDoppler signatures from different human motions. However, these algorithms must demonstrate versatility in handling diversity in test and training data to be used for real-life scenarios. For example, situations may arise where the propagation channel or the presence of interference sources in the test site will permit only specific frequency bands of radar operation. These bands may differ from those used previously while training. In this paper, we examine the performances of three sparsity driven dictionary learning algorithms-synthesis, deep, and analysis-for learning unique features extracted from training data gathered across multiple carrier frequencies. These features are subsequently used for classifying test data from another distinct carrier frequency. Our experimental results, from measurement data, show that the dictionary learning algorithms are capable of extracting meaningful representations of the micro-Dopplers despite the rich frequency diversity in the data. In particular, the deep dictionary learning algorithm yields a high classification accuracy of 91% with a very low computational time for testing.
I. INTRODUCTION
Motions of non-rigid bodies give rise to frequency modulations, known as micro-Dopplers, to continuous wave radar signals [1] - [3] . These micro-Dopplers have been observed for different types of ground moving vehicles, humans and animals [4] - [7] , wind turbines [8] , helicopters and other airborne targets [9] - [11] as well as ships and underwater vehicles [12] , [13] . Over the last decade, classification of human motions on the basis of their micro-Dopplers has attracted significant research focus for applications as diverse as law enforcement, indoor tracking, fall detection and assisted living [12] - [27] . However, in all of these cases, the radar system conditions and the propagation channel under training and test scenarios have been nearly identical. To demonstrate the actual usefulness of radar micro-Dopplers in real-world scenarios, we need to consider two factors -One, situations where the test conditions vary significantly from the training conditions. For instance, in indoor tracking, the presence of Wi-Fi or other wireless devices at specific bands (say 2.4 or 5.8GHz) may considerably interfere with the radar [28] . Alternately, the walls being dispersive mediums, may support certain frequencies over others. Therefore, a degree of reconfigurability or versatility is desired in the radar hardware parameters -such as the carrier frequency -which can be achieved using software-defined radar platforms. Simultaneously, the classification algorithms need to use non-heuristic methods to derive features to handle the diversity in the training and test data. Second, the classification must occur real-time. In this paper, we present a low computationally complex dictionary learning framework for classifying different human motions using diverse multi-frequency training and test data.
Micro-Doppler data from non-rigid targets have been successfully represented using data independent transforms such as DCT, Fourier, and wavelets for classification [9] , [14] , [19] , [23] . However, these fixed dictionaries are not suitable for our objective of classifying radar data gathered from different training and test conditions. For instance, [14] used hand-crafted features such as the maximum and minimum spreads for classification. As a result, the training and test features can significantly differ when they are gathered at different carrier frequencies, even within the same target motion class. The same limitations apply to non-heuristic feature extraction techniques such as principal component analysis (PCA) and independent component analysis (ICA) [29] , [30] . Moreover, most of the existing works utilize the spectrograms of the micro-Doppler returns to classify the data. Here, the short time window (also known as dwell time) is a critical parameter, which is usually heuristically selected to represent data from a specific type of dynamic target. Representation learning [31] provides an alternative to canonical feature extraction techniques. Here, unique dictionaries are learned directly from the raw radar data from each target class. The algorithms attempt to extract fundamental features of particular target motion and are therefore less likely to be influenced by the changes in radar system conditions between training and test scenarios.
Dictionary learning (DL) is a technique that falls under the broader category of representation learning where a set of basis are customized to different classes of signals in a sparse fashion. As a result, the dictionaries can extract meaningful features from the raw radar returns, usually timedomain, and capture their uniqueness. DL has shown promising results for diverse applications such as denoising [32] , audio processing [33] , [34] , energy disaggregation [35] and classification [36] - [39] . In the radar community, [40] used a robust dictionary learning method, Label Consistent K-SVD (LC-KSVD), for classifying the micro-Doppler signatures of helicopters, and [41] used a label discriminative sparse representation classifier for joint fall and aspect angle recognition. In a previous paper, we studied the performance of dictionary learning for single-channel source separation of radar micro-Dopplers [42] . In this paper, we examine three recent dictionary learning algorithms for classifying human microDoppler data gathered across multiple carrier frequencies. These are the synthesis dictionary learning (SDL) [43] - [45] , the deep dictionary learning (DDL) [46] and the analysis dictionary learning (ADL) algorithms [47] - [50] . This paper is an extension to [51] where we presented preliminary classification results for SDL. In SDL, we learn to express the training signals from each class using a linear combination of a few dictionary atoms. These dictionaries are fine-tuned to the underlying signals and are useful signatures for discerning the right target during classification. The SDL uses a single layer sparse representation for each target class. In emerging learning methodologies, the depth of representation is perceived as a key aspect towards successful classification. Therefore, we extend the shallow dictionary learning, in SDL, into multiple levels also known as deep dictionary learning. Here, the representation from each layer acts as an input to the subsequent layer. Each succeeding layer, thus, requires fewer features. The classification is carried out using the representation from the last layer and thus requires a much lower computation time than SDL. The ADL is an alternative paradigm to the SDL. Here, a dictionary directly operates on the data to obtain its sparse representation. The key difference is that during the test phase, the sparse features required for classification are directly obtaining without requiring any inverse operation. As a result, the ADL involves the least computational cost and time. All three algorithms, trained with data from a set of carrier frequencies, are used to classify test data from another distinct carrier. We benchmark the performance of the proposed data features with others such as LC-KSVD [40] , PCA [29] , physical features (PF) [14] , DCT coefficients [52] , and cepstral coefficients [53] in terms of their classification accuracy and computational time.
The paper is organized in the following manner. In the succeeding section, we describe the three different dictionary learning algorithms. In Section.III, We present the experimental set up that was used for measurement data collection using a reconfigurable micro-Doppler radar. The classification results across multiple carrier frequencies are presented in Section.IV along with detailed analysis. We also discuss the performances of the proposed algorithms in Section.IV and conclude in Section.V.
II. THEORY
In this section, we present the synthesis, deep and analysis dictionary learning algorithms for real-time classification of micro-Doppler data across multiple carriers.
A. SYNTHESIS DICTIONARY LEARNING (SDL)
The objective of the algorithm is to first learn to represent the time-domain micro-Doppler signal, y c , of c th dynamic target with only few basis vectors, D c , and a sparse coefficient vector, z c
Subsequently, D c will be used for classification purposesboth at the training and at the test stages. Fig. 1 (2) .
Here, K defines the number of atoms in the dictionary D c and τ , is the sparsity level in Z c which is controlled by the l 0 -norm to ensure sparse representation of Y c . l 0 -minimization is NP-hard [54] . Z c can be updated using greedy matching pursuit algorithms such as orthogonal matching pursuit (OMP) [55] , [56] . Alternately, (2) can be relaxed to a higher order convex l 1 -minimization problem shown in (3) .
λ ∈ is the regularization parameter that balances the tradeoff between the data representation accuracy and sparsity. We solve (3) using a two-stage iterative procedure. First, we initialize the dictionary matrix using randomly selected signal vectors from the training data, Y c . Given D c , the coefficient matrix Z c is updated using (4) which is known as Least Angle Shrinkage and Selection operator (LASSO) [57] .
The literature has a plethora of techniques for solving a l 1 -minimization problem. In this paper, we solve (4) using the iterative soft-thresholding algorithm (ISTA) discussed in [58] . Once Z c is obtained, estimating D c reduces to a least squares problem [59] which is solved using (5) .
At each iteration, the columns of the dictionary are normalized to have a unit norm to prevent scale ambiguities arising due to differences in strengths of the received signals from targets of varying radar cross-sections. We alternate between (4) and (5) till the algorithm converges. Then, we concatenate the dictionaries from all of the C classes to form a single, over-complete D ∈ N ×KC shown in (6) .
This aggregate dictionary is used to generate the sparse coefficient matrix,Z c ∈ KC×M , for each class, c
Note thatZ c is distinct from Z c obtained from (4) . We hypothesize that if the target belongs to target class c, the representation must be a linear combination of few atoms of the corresponding dictionary D c . This is shown in Fig. 2 Where the red columns show the active atoms of the aggregate dictionary and corresponding red rows inZ c indicate the non-zero values of the coefficient matrix. Therefore,Z c will mostly have significant values at similar positions for target class c while the remaining values will be either zero or negligibly small. In other words,Z c will exhibit distinct row sparsity patterns for different target classes c amid the cluster of coefficients belonging to all classes. The columns of sparse coefficient matrices,Z c , from all the target classes are used as input training features for a support vector machine (SVM) classifier with a linear kernel function (consistent across all the algorithms). The SVM is a popular classifier that has been extensively used for numerous machine learning applications. Therefore, z test , is classified by the SVM which is trained usingZ c .
Each radar test signal, y test , is a single time-domain microDoppler measurement at a distinct carrier frequency from those used while training. We find the sparse features vector, z test ∈ KC×1 , from y test using D as shown in (8) .
Similar to the training phase, the intuition here is that if the test sample y test belongs to c class, the signal will be sparsely represented using few atoms of D c . As a result, the entries in the sparse coefficient vector,z test , corresponding to the other classes, will be either zero or negligibly small. Meaning, the sparsity pattern inz test is most likely to resemble columns ofZ c among all the classes.
B. DEEP DICTIONARY LEARNING (DDL)
The SDL represents the micro-Doppler data through a single layer representation. Recent research on deep learning, mostly in neural networks, suggest that we can extract more fundamental or meaningful features through more profound representations of data. On similar lines, we extend the single layer dictionary framework to multiple layers of dictionaries [46] . The first step in the DDL algorithm is identical to the SDL algorithm. Training samples, Y c , are used to learn the dictionary and coefficient matrices, D 1 c and Z 1 c , for the first level of DDL using the alternating minimization technique described in (4) - (5).
For each successive n th layer (n = 2 on wards to N total layers), we learn the corresponding dictionary and coefficient matrices from the coefficients of the previous layer such that Fig. 3 .
The class dictionary, D c , is formed as a product of the multilevel dictionaries shown in (11) .
The size of the class dictionary, D c , learned using an N -layer deep architecture is substantially reduced from the single layer class dictionary learned in SDL. In other words, as we opt for deeper networks, we need fewer features for representing the radar signals. The computation time in the training stage of DDL is greater than SDL due to the incorporation of the additional layers of learning. The class dictionaries from multiple classes are concatenated to form D which is subsequently used for classification in a similar manner to (6)- (8) . The sparse coefficient vectorZ c obtained from the training micro-Doppler data Y c , is used to train the SVM. Once the model is trained,z test , is classified similarly to SDL. Due to the reduced dimensionality ofz test compared to SDL, the deep learning framework is faster during the test stage.
C. ANALYSIS DICTIONARY LEARNING (ADL)
The algorithms discussed in Sections.II-A and II-B belong to the synthesis framework where a signal y c is synthesized with the linear combination of only a few atoms of the dictionary, leading to its sparse representation. An alternate generative framework -known as the analysis framework -is where a dictionary operates on y c to generate its sparsest form z c = D c y c as shown in Fig.4 . Unlike SDL which focuses on classification based on sparsity (number and position of non-zero) patterns in the representation of the signals, here, the co-sparsity patterns (number of zeros) in z c are utilized for distinguishing between multiple classes. The blue rows indicate these in the figure. The hypothesis here is that the signals belonging to different target classes will exhibit unique co-sparsity patterns and thus belong to distinct subspaces 
We relax the l 0 constraint to its nearest convex form by taking l 1 norm.
We propose to solve (13) using a variable splitting technique. To solve the problem more efficiently, we introduce a proxy variable Z c such that the new objective function becomes
Here, solving exact Lagrangian is not desired.Therefore we formulate the final objective function as augmented Lagrangian [50] shown in (15)
Here, λ acts as a regularizer trading off between representation error and sparsity. µ is a hyperparameter that controls the equality between Z c and its representation D cŶc . For a high value of µ, equality is enforced. Otherwise, the constraint is relaxed. We further ensure that each row of D c is constrained to have a unit norm to prevent scale ambiguities due to variations in the signal strengths. Similar to synthesis framework we solve (13) using a two-stage iterative framework. We initialize D c andŶ c , using randomly selected samples from the training data gathered at multiple carriers.
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In the second stage, we solve forŶ c using the least squares as shown in (16) .
This is equivalent to solving the least squares problem defined in (17) min
Finally, we update Z c using the soft-thresholding method shown in (18) .
Here, γ = λ/2µ, is the threshold that we select for the co-sparse coefficient vector. The function above is defined as
The iterative procedure is continued until the objective function J (D c ,Ŷ c , Z c ) converges to some local minimum. The class dictionaries from different target classes are then concatenated to form an aggregate dictionary D. We train SVM using the co-sparse featuresZ c = DY c , corresponding to each class. During the test phase, the SVM classifies the co-sparse feature vectorz test = Dy test of the test micro-Doppler data y test . Note that the ADL is significantly faster in generating features at test time as compared to its synthesis counterpart as the feature generation in ADL involves only a simple product operation instead of the inverse operation in (8) . This makes the algorithm more suited for real-time applications.
III. MEASUREMENT DATA COLLECTION
In this section, we describe the experimental set up used to generate measurement micro-Doppler data at multiple carrier frequencies. All of the measurements are conducted in indoor, line-of-sight conditions.
A. MEASUREMENT SET UP Fig. 5 shows the narrowband monostatic radar set up used for measurement data collection. The radar consists of an N9926A Field-fox vector network analyzer (VNA) and two double ridged linearly polarized broadband horn antennas (HF907). The two horns are connected to the two ports of the VNA. We measure the time-domain S 21 , the inversion loss scattering parameter, which consists of scattered returns off the targets along with noise and background clutter. The transmitted power from the radar is +3dBm. The VNA is configured to the narrow band mode with a bandwidth of 10Hz and a center frequency of any one of five carrier frequencies − 2.4, 3, 4, 4.5 and 5.8 GHz. We considered a set of lower carrier frequencies to avoid aliasing issues since the sampling frequency is limited to 370Hz by the VNA hardware. The duration of each measurement is 27 seconds. The measured data are further segmented to 10 shorter signals, each of 2.7 seconds duration. We consider four distinct target classes. Three target classes consist of human motions. The fourth target class is a table fan (TF) with rotating blades. We have specifically chosen this distinct fourth target class since a table fan gives rise to micro-Doppler signatures that can contribute to significant clutter in radar tracking of humans in indoor environments. The three human motion categories that we consider arehuman walking in front of the radar (HW), two humans walking before the radar (TH) and a person standing and boxing his arms (HB). For each of these categories, we conducted measurements with 20 subjects of different heights, gait patterns, velocities, gender, and ages. These measurements were repeated for each of the five different carrier frequencies mentioned above. The human motions were completely unrestricted. They, therefore, consist of motion transitions such as starting from rest, acceleration, turns, slowing down to halt, etc. Next, measurements were carried out with the table fan at different angular speeds, distances, and orientations concerning the radar at the five carrier frequencies. There are therefore a total of 100 measurements for each motion category of which 80 measurements corresponding to 4 carrier frequencies are used for training the dictionary learning algorithms. The remaining data (20 measurements) corresponding to the fifth carrier frequency are used as test data. Table. 2 summarizes the entire data collection. The data are available, for interested readers, on the URL: https://goo.gl/dMz1Ko. The noise floor of the VNA is approximate −110dBm. The targets move before the radar between 1m and 10m distance. If we assume the human to have an average radar cross-section of 1m 2 , then the approximate dynamic range in the measurement data is 30dB (between −68 and −98 dBm). The radar cross-section of the table fan is much lower and can, therefore, result in weaker returns, sometimes close to the noise floor, especially when the fan is at an inclination away from the radar at 10m.
B. MICRO-DOPPLER SPECTROGRAMS ACROSS MULTIPLE CARRIERS
The classification algorithms are posed with some unique challenges when the training and test measurement data are gathered under different conditions. We illustrate these challenges by presenting the micro-Doppler spectrograms for these motions for two carrier frequencies in Fig. 6 . The spectrograms are generated using the short-time Fourier transform with a dwell time of 0.05 seconds. The figures on the left column correspond to data generated at 2.4GHz while the figures from the right column correspond to 5.8GHz data. These are the lowest and highest carrier frequencies that we had selected for our experimental purposes. The first row - Fig. 6(a) and Fig. 6(b) -show the spectrograms corresponding to two humans walking before the radar. One human walks towards the radar, with mostly positive microDopplers, while the second walks away from the radar, with mostly negative micro-Dopplers. The legs give rise to higher Dopplers than the arms or torso. These leg micro-Dopplers can occasionally be aliased to lower frequencies especially at 5.8GHz as seen in Fig. 6(b) . The next two figures, Fig. 6(c) and Fig. 6(d) , correspond to the human walking before the radar. Again, in these figures, we observe that the strongest returns arise from the torso while the limbs contribute to much weaker returns. This is especially evident in Fig. 6(d) . This is because of the lower cross-section of the limbs and due to shadowing of one limb by another. Fig. 6(e) and Fig. 6(f) show the micro-Dopplers from a human standing still and boxing his arms. Here the torso Doppler is mostly around 0Hz since there is no translational motion of the human. Similarly, the legs do not have a distinct Doppler. Instead, we observe both the positive and negative Dopplers arising from the swinging motion of the boxer's arms. The last two figures, Fig. 6 (g) and Fig. 6 (h), are derived from the rotation of the three blades of the table fan. The rotation motion of the blades of the fan gives rise to micro-Dopplers that are a function of the number of blades, the angular speed of rotation, the orientation of the blades with respect to the radar and the length of the blades. Due to the low sampling frequency, the spectrograms of the table fans show significant aliasing across all the carrier frequencies.
These figures highlight the key challenges before the classification problem. The algorithm, trained with data gathered at particular carrier frequencies (say 2.4GHz to 4.5GHz data) must successfully classify data belonging to 5.8GHz. Some of the important factors to be taken into consideration are listed below.
1) The figures demonstrate that the Doppler spectrograms corresponding to high carrier frequency data (in the right column) show finer frequency resolution than those from low carrier frequency data (in the left column). This is particularly evident in the case of the three human motion classes. 2) The sampling frequency is identical for all the measurements. Therefore, there is a much higher probability of aliasing to occur at 5.8GHz (especially if the human moves at a high velocity) when compared to the lower carriers. This problem of aliasing is particularly evident in the case of the table fan spectrograms as pointed out before. This limitation may give rise to some errors in classification. 3) There are differences in the micro-Doppler patterns within the same motion categories arising due to the variation in gait patterns across individuals (due to their height, weight, age, gender, fitness, and mood). 4) Measurement data have issues arising from shadowing of a target or parts of a target by the environment or the presence of other targets. 
IV. MEASUREMENT RESULTS AND ANALYSES
The measurement data consists of four dynamic target classes-two humans walking (TH), human boxing while VOLUME 6, 2018 standing still (HB), a single human walking (HW) and a rotating table fan (TF). First, we consider the single carrier case. Here, the training and test micro-Dopplers are gathered at the same carrier frequency. Then we discuss the more challenging multi-carrier case. Here, the training features are obtained from micro-Doppler data from 4 out of 5 carrier frequencies while the test features are derived from the fifth carrier frequency. We apply the three dictionary learning frameworks discussed in Section.II-A, II-B, and II-C to the measurement data to study their effectiveness at classifying micro-Dopplers. We compare their performances with four non-DL based feature extraction methods that have been used for microDoppler signature classification in recent literature -physical features (PF), DCT coefficients, cepstral features (CF), and principal components analysis. We also consider another DL based algorithm that was tested recently -the label consistent KSVD (LC-KSVD). The LC-KSVD is also based on the synthesis learning framework. Unlike the SDL, where class dictionaries are learned individually, the LC-KSVD learns multi-class dictionaries jointly with regularizers for classwise sparsity and inter-class discrimination in its objective function. Secondly, the algorithm uses l 0 -norm rather than l 1 minimization techniques. For a detailed description of LC-KSVD, we refer readers to [40] . The algorithms are run in MATLAB 2015b on an Intel(R) Core(TM) i7-5500U CPU running at 2.40 GHz; 16-GB RAM, Windows 10 (64 b).
A. PARAMETER SELECTION FOR DICTIONARY LEARNING
We consider a training matrix of size [1000 × 200] for each target class by randomly repopulating the original measurements. Each signal vector has 1000 time domain samples over a duration of 2.7 seconds. We use the SDL technique described in Section.II-A, to learn under-complete class dictionaries each of size [1000 × K ]. These dictionaries from the four classes are then concatenated to form a single aggregate over-complete dictionary of size [1000 × 4K ]. The concatenated dictionary is used to generate a class-specific sparse features matrix of size [4K × 200] which is used to train a support vector machine (SVM) classifier. We hypothesize that radar signals from different classes will exhibit distinctive patterns in this sparse features matrix. In the test phase, we use a single [1000×1] micro-Doppler signal to generate a sparse feature vector of size [4K ×1]. This vector is classified as one of the four classes by the SVM. We examine different sizes of class dictionaries, K , and the results are presented in Figure.7(a) . The results show that the algorithm is not very sensitive to the size of K provided the concatenated dictionaries from the four classes (of size 4K ) are over-complete. We choose K = 500.
In the DDL framework, we learn an N -layer deep network with each successive layer having a reduced dictionary size. We start with a dictionary size of [1000 × 500] to match that of SDL. We considered different depths as shown in Figure. Finally, in ADL, we learn a class dictionary of size [K × 1000] that will operate on the training matrix. Again, we examine the effect of different values of K on the performance of the algorithm. The results are shown in Figure.7(c) . The results show that the algorithm's performance is not very sensitive to K . We choose K = 500 to make it consistent with the other two dictionary algorithms. The concatenated dictionary from all four classes, of size [2000×1000], is used both for training and test. The size of the dictionaries is thus consistent across all the algorithms. The co-sparse feature matrix used for training the SVM is of size [2000 × 200] and the co-sparse feature vector, used while testing, is of size [2000×1] . The choice of λ dictates the trade-off between representation and sparsity error. We show how the performance varies as a function of λ in Figure.7(d) . We choose λ = 0.001 for the best results.
We fix three additional parameters in the LC-KSVD algorithm -the inter-class discrimination that is the weights for label constraint term (α), weights for classification error term (β) and sparsity prior (S) regularizers. The variation of these parameters results in minor changes in the classification accuracy (around 3 to 4 %). We select values √ α = 0.001, √ β = 0.001 and S = 10 that yield the best results.
B. CLASSIFICATION BASED ON SINGLE-CARRIER DATA
The classification results for the five-fold single-carrier frequency case are presented in Table. 3. The training and test for each fold are carried out on data from the same carrier. The classification accuracy for each entry in this Next, we consider the more challenging scenario -when the training and test data are gathered at different carrier frequencies. We again consider five fold classification. Each fold now represents results for training data gathered from four out of five carrier frequencies and test data from the fifth (remaining) carrier. This is fully detailed in Table. 1. The resulting classification accuracies are presented in Table. 4. The results show a significant deterioration in the classification performance of all the algorithms in comparison to the single carrier case. This means that the micro-Dopplers from the multiple motions are no-longer distinctive. Among the non-DL algorithms, the DCT coefficients are most successful at classification. However, the performance is inferior to SDL and DDL algorithms.
To understand this further, we visualize the data reduced to a two-dimensional space using the t-distributed Stochastic Neighbor Embedding technique [60] . We consider the scatter plots of the raw data, the features extracted by DDL and the handpicked features extracted by a non-DL method (PF) as shown in Figure. 8. Ideally, the four target class data must belong to four distinct clusters. However, this is not the case for the raw data in Figure.8(a) . Figure.8(b) , for PF case, shows a very distinct cluster for TF but the features from the three remaining motions overlap considerably. In the case of DDL, in Figure. 8(c), The features from the four classes are mostly well separated -except for few cases corresponding to TH and HF. These result in the incorrect classifications seen in Table. 6.
We examine the performance of SDL, DDL, and ADL in greater detail in the following sections. Table. 5 shows the confusion matrix of the classification results for the SDL algorithm. Here, the row entries under the header ''Test Cases'' are the true class labels for the test micro-Doppler data and the column headers are the class labels to which the data are classified. The diagonal entries, therefore, indicate the correct classification results.
1) SDL
The overall accuracy for HB, HW, and TF are superior to TH. TH is mostly confused with HW in all of the five folds. It may be because the radar returns from the second human may be much weaker than the first, in some instances, due to its greater distance from the radar or because of the first subject shadows the second subject. There are also some instances when both the humans move in a synchronized manner with respect to the radar giving rise to overlapped micro-Doppler returns. TH is confused with HB to a lesser extent. This is likely since both of these signatures show both positive and negative micro-Dopplers spreads. For the same carrier frequency, the micro-Doppler spread of the TH is higher than that of the HB due to the absence of micro-Dopplers from legs in the latter case. However, these spreads could be similar when we consider data from different carrier frequencies. This is why the confusion between the TH and HB did not occur in the single carrier frequency case while it occurs in the multi-carrier frequency case. HW and HB are at times confused. Here the confusion arises due to the backswing motion of the arms and legs while walking that results in some negative Dopplers (when the human is walking towards the radar). TF shows a poorer performance in the fifth fold. This can be attributed due to the similarity of micro-Doppler spreads from both cases due to aliasing of HW at high carrier frequencies.
2) DDL
We present the results of the DDL algorithm in Table. 6.
The DDL shows an overall superiority to SDL across the classes -especially HB, HW, and TF. The TH shows the poorest performance and is confused mostly with HW and to a lesser extent with HB. Again, this poor performance can be attributed to the underlying challenge in distinguishing two targets with a radar system of limited dynamic range and frequency resolution. The superiority of the performance of DDL to SDL shows that the deeper representations lead to extraction of more fundamental features from measurement data.
3) ADL
The performance of the ADL is very poor compared to SDL and DDL across all classes except TH as seen in Table. 7.
It is an important observation since the TF class has hitherto been classified successfully (above 90%) by the other dictionary learning algorithms. The ADL results in this table mark a significant departure from the previous ADL results reported in Table. 3 (measurement data with identical training and test scenarios). From these observations, we infer that the ADL algorithm is heavily impacted by the aliasing in the measurement data, both during training and testing. In particular, aliasing occurs for the TF data across all carriers. The human motions data, on the other hand, are impacted more severely at the higher carrier frequencies. The performance of the ADL depends on the ability of the algorithm to generate a unique co-sparse representation of the data from each class. To ensure rich co-sparsity in the signal representation, the class dictionaries must exhibit a high degree of row-wise linear dependency. The algorithm fails to achieve this when there are overlaps in the micro-Doppler signal spreads due to aliasing. This problem does not occur in the single carrier case. Table. 8 also shows the computational time required during the test and training phases for all the algorithms. The training phase includes the time taken to learn the training features matrices for the SVM (for SDL, DDL, ADL, PF, CF, and DCT) as well as training the SVM. The training time for the DL algorithms is considerably higher than the non-DL methods since they involve learning class specific dictionaries. In particular, the LC-KSVD takes the longest training time since it requires a l 0 -norm computation using a greedy approach. The SDL, DDL and ADL algorithms use the faster l 1 -minimization operation instead. The table shows that the DDL algorithm takes longer than the SDL during the training phase since generating class specific dictionaries VOLUME 6, 2018 includes learning at multiple layers. The ADL and PF take equivalent training time while CF, DCT, and PCA have the lowest training times as these use fixed dictionaries and do not involve any inverse operation. In case of PF, the features are extracted from micro-Doppler spectrograms whose generation consumes most of the training time. The training time, though an important consideration for practical deployment, does not factor into actual radar operation which depends only on the test time.
The test time includes the time taken to generate the test features and the time used by the SVM to classify these features in all the algorithms. The second step is mostly identical across all the algorithms and is approximately 0.01 seconds. We observe that the ADL requires the lowest computational time. It is because the test feature extraction in ADL uses a single matrix multiplication operation which is computationally much more straightforward than the matrix inversion operation in SDL and DDL (8) . The DDL takes less time than SDL because the inversion operation in the case of DDL involves a matrix of reduced dimensionality due to the multi-layer dictionary synthesis. The baseline algorithms such as LC-KSVD, PF, CF, DCT, and PCA are also computationally inexpensive. The DDL is therefore comparable to the non-DL algorithms. In conclusion, the ADL algorithm offers some exceptional advantages regarding computational time and complexity. However, its performance, in our study, is limited by radar system issues such as the low sampling frequency. The CF, PCA also lend themselves to real-time operation -but they are not very successful when there are considerable variations between test and training data. The SDL and DDL algorithms, on the other hand, successfully learn unique dictionaries from multi-carrier data despite the system challenges. The DDL, in particular, is suited for realtime micro-Doppler classification due to its short testing time and high classification accuracy.
V. CONCLUSION
We demonstrate three sparse coding-based dictionary learning techniques -SDL, DDL, and ADL -to classify microDoppler data from dynamic indoor targets. These algorithms facilitate the representation of radar signals using unique basis vectors even when the training data are gathered from multiple carrier frequencies. As a result, these class dictionaries successfully classify test data from a different carrier frequency from those used while training. This capability makes these algorithms suitable for re-configurable radar platforms for human tracking under diverse operating situations. The SDL and DDL use unique sparsity patterns while the ADL uses the unique co-sparsity patterns of the representations of the radar signals for classification. The computational complexity of the ADL, in the test phase, is much lower than the SDL and DDL. However, in our study, the ADL's performance was limited by radar system issues. As a result of using multi-layered dictionary learning in DDL, the algorithm has better classification accuracy and a much shorter computation time during testing in comparison to the single layer SDL thus making it an ideal candidate for real-world scenarios where low computational complexity and high accuracy are desired.
