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Executive Summary
This thesis presents an Exploratory Data Analysis (EDA) performed on the dataset arising from
the operation of the Large Scale Gas Injection Test (Lasgit). Lasgit is a field scale experiment
located approximately 420m underground at the Äspö Hard Rock Laboratory (HRL) in Sweden.
The experiment is designed to study the impact of gas build-up and subsequent migration
through the Engineered Barrier System (EBS) of a KBS-3 concept radioactive waste repository.
Investigation of the smaller scale, or ‘second order’ features of the dataset are the focus of
the EDA, with the study of such features intended to contribute to the understanding of the
experiment.
In order to investigate Lasgit’s substantial (26 million datum point) dataset, a bespoke
computational toolkit, the Non-Uniform Data Analysis Toolkit (NUDAT), designed to expose
and quantify difficult to observe phenomena in large, non-uniform datasets has been developed.
NUDAT has been designed with capabilities including non-parametric trend detection, frequency
domain analysis, and second order event candidate detection. The various analytical modules
developed and presented in this thesis were verified against simulated data that possessed
prescribed and quantified phenomena, before application to Lasgit’s dataset.
The Exploratory Data Analysis of Lasgit’s dataset presented in this thesis reveals and quantifies
a number of phenomena, for example: the tendency for spiking to occur within groups of sensor
records; estimates for the long term trends; the temperature profile of the experiment with
depth and time along with the approximate seasonal variation in stress/pore-water pressure;
and, in particular, the identification of second order event candidates as small as 0.1% of the
macro-scale behaviours in which they reside.
A selection of the second order event candidates have been aggregated together into second
order events using the event candidates’ mutual synchronicities. Interpretation of these events
suggests the possibility of small scale discrete gas flow pathways forming, possibly via a dilatant
flow mechanism. The interpreted events typical behaviours, in addition to the observed spiking
tendency, also support the grouping of sensors by sensor type.
The developed toolkit, NUDAT, and its subsequent application to Lasgit’s dataset have enabled
an investigation into the small scale, or ‘second order’ features of the experiment’s results. The
analysis presented in this thesis provides insight into Lasgit’s experimental behaviour, and as
such, contributes to the understanding of the experiment.
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Introduction
1.1 Introduction
The use of nuclear technologies is a contentious issue. The debate surrounding their use often
polarises opinion, particularly with respect to electricity generation. Organisations such as
Greenpeace and Friends of the Earth explicitly state absolute opposition to nuclear power,
citing the risk and the cost of operating a nuclear power plant (Greenpeace 2012; FoE 2012).
Conversely, organisations such as Supporters of Nuclear Energy (SONE) actively promote the
use of nuclear energy, citing the need to improve energy security and reduce CO2 emissions
relating to energy consumption (SONE 2012).
Within the European Union (EU) the cost and security of energy supply, the need for reduction of
greenhouse gas emissions, and the safety of nuclear energy are all considered as complementary
priorities (EC 2014). Currently, with respect to such priorities: nuclear generation provides 27%
of the EU’s electricity and over half of the EU’s greenhouse gas-less electricity; the global
market for the supply of uranium is considered stable and diversified; and an amended Nuclear
Safety Directive is pending, intended to continue to improve the safety of nuclear technologies
(EC 2014).
Nuclear energy, while considered acceptable by the European Commission (EC) as part of the
energy security agenda, is however not promoted by it, as issues regarding resulting radioactive
waste disposal remain unsolved. Additionally, radioactive wastes, i.e. waste products that
contain radioactive material, can and do arise through a number of industrial activities other
than nuclear power generation. These activities include, among others, nuclear weapons
development programmes, and medical diagnoses and treatments (CoRWM 2006).
Owing to the potentially harmful nature of radioactive waste, safe disposal of that which already
1
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exists is of paramount importance, regardless of support or opposition to any or all nuclear
technologies. This was acknowledged in Flowers (1976). Flowers (1976) also recommended
that the United Kingdom (UK) should make no commitment to nuclear power generation until
a radioactive waste disposal method had been established. While progress has been made since
the report regarding a disposal solution, research is still ongoing.
1.2 Radioactive waste disposal
The fundamental intention of radioactive waste disposal is to isolate the waste from the
biosphere for a duration long enough to exploit the natural radioactive decay of the material,
thus returning it to an activity level equivalent to that of naturally occurring uranium ore
(Hedin 1997). In the case of long-lived Higher Activity Waste (HAW) this may require isolation
periods in the order of 100,000 to 1,000,000 years or beyond. Figure 1.1 depicts this decay
time scale for the activity of Spent Nuclear Fuel (SNF) relative to that of uranium ore.
Currently the UK’s radioactive waste is in interim storage at either Sellafield, in Cumbria, or at
one of over 30 locations around the UK (NDA 2010a). After a period of interim storage, a
final disposal of the waste will be undertaken. A number of possible final disposal options exist
for radioactive waste. Table 1.1 lists and briefly describes the options that were considered by
the Committee on Radioactive Waste Management (CoRWM) (CoRWM 2006).
The report, entitled ‘Managing our Radioactive Waste Safely: CoRWM’s recommendations to
Government’, recommended geological disposal as the best available approach to radioactive
waste disposal in the UK, noting that deep geological disposal is the preferred approach for
High Level Waste (HLW) following a preliminary interim storage period. This recommendation
was accepted by the UK Government (UK Gov. 2006).
The UK has an existing radioactive waste legacy of approximately 95,920m3. This waste volume
is expected to rise to approximately 489,330m3 (NDA 2010b). The larger ‘committed’ volume
is due to the currently operating nuclear facilities’ inevitable future decommissioning. The
total activity of the UK (committed) radioactive waste inventory is approximately 78×1018 Bq
(CoRWM 2006). The possibility of new build nuclear facilities leads to potentially larger
volumes of still radioactive waste.
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Figure 1.1: Activity of spent nuclear fuel with time relative to naturally occurring uranium ore
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Table 1.1: Summary of radioactive waste disposal options considered by CoRWM (2006)
Option Description
Indefinite surface storage In a sense, perpetual interim storage. Waste is
stored at or just below surface level in managed and
maintained facilities. This option also represents
deferral of a decision to future generations.
Geological Disposal Emplacement of waste within engineered barriers
into either shallow (up to tens of metres) or deep
geological hosts (500 to >1,000 metres).
Direct rock injection Injection of liquid waste into rock strata.
Sea disposal Emplacement of waste onto seabed.
Sub-seabed disposal Emplacement of waste into geological hosts below
the seabed.
Subduction zone disposal Geological disposal of waste in a tectonic subduction
zone.
Ice sheet disposal Emplacement in permafrost such as glacial or polar
ice regions.
Space disposal Emplacement into high orbit or propulsion away
from the planet, for example into the sun.
Dilution and dispersal Disposal of waste over a large enough area that it
does not pose a risk to the biosphere.
Transmutation Reprocessing, recycling and reuse resulting in
reduction of waste.
Volume reduction Burning, incineration and melting of wastes to
reduce volumes. Would be most effective when
combined with other disposal options.
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A number of categories are used to classify radioactive waste by its nature and activity in
the UK. Table 1.2 summarises these classifications. It should be noted that radioactive waste
categorisation in the UK does not at present differentiate between short-lived and long-lived
wastes (CoRWM 2006).
The UK legacy and committed waste volumes quoted above refer to the sum of the High Level
Waste (HLW), Intermediate Level Waste (ILW), some Low Level Waste (LLW) that has not met
the criteria for disposal at the Low Level Waste Repository (LLWR), and the plutonium and
uranium stocks that may potentially be classified as radioactive waste. This inventory subset is
collectively referred to as HAW (NDA 2011). An approximate breakdown of the contribution of
each category to the UK radioactive waste inventory is presented in Figure 1.2. Notably, 92%
of the activity associated with the UK’s radioactive waste arises from the HLW and the SNF.
This fraction of the waste inventory accounts for just 2% of the total waste volume.
1.3 The KBS-3 deep geological disposal concept
The final disposal concept for HLW within the UK is not yet decided. However, as deep
geological disposal is the most likely disposal avenue for the UK, a technically developed deep
geological disposal concept, the Swedish three layer Kärnbränslesäkerhet [Nuclear Fuel Safety]
(KBS) disposal concept for HLW known as the KBS-3 concept, is used as a proxy here for a
final design concept. The numeral ‘3’ in KBS-3 refers to the number of isolating barriers in the
design. The design is intended to be used in Sweden, its country of origin, and is also intended
to be implemented in Finland.
In detail, the KBS-3 concept features vitrified radioactive waste stored in a cast iron insert
surrounded by a copper canister. This canister is then placed in a bentonite Engineered Barrier
System (EBS) lined borehole within a geological host at depth from the surface (SKB 2006).
After the waste is emplaced the facility’s access tunnels are backfilled to seal it from the
biosphere. A schematic of the KBS-3 concept, depicting the layers multi-barrier approach, is
show in Figure 1.3.
The first barrier, the canister, is designed to contain the waste for several thousand years,
achieved by way of being sealed within a strong and corrosion resistant material (SKB 2006).
Should the canister fail, the EBS is designed to retard water flow and hence dissolved radionuclide
5
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Table 1.2: Summary of UK radioactive waste categories (Vankerckhoven 1998; CoRWM 2006)
Category Description
High Level Waste (HLW) Very radioactive, mainly comprised of fission
products and generating a significant amount
of heat. If deemed waste, SNF would fall
under this description.
Intermediate Level Waste (ILW) Less radioactive than HLW. ILW does not
generate a heat to a level that affects the
considerations when designing management
facilities but can still require significant
shielding.
Low Level Waste (LLW) Less radioactive still. Unsuitable for standard
landfill. In the UK LLW is primarily disposed
of at the Low Level Waste Repository (LLWR)
in Cumbria.
Very Low Level Waste (VLLW) Can be disposed of in small concentrations at
conventional landfill sites.
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migration out of the deposit. This is achieved through use of an extremely low permeability
material such as compacted bentonite. The sorptive, swelling, and sealing properties of bentonite
also contribute to the retardation of radionuclide migration. Thirdly, the geological host has
both the properties of being a low flow environment, and at great distance from the biosphere,
providing a third barrier (SKB 2006).
1.4 Gas generation in a KBS-3 repository
A number of processes in such a radioactive waste repository, including radioactive decay of
the waste, breakdown of cellulose, or radiolysis of water may produce gas. In the specific case
of a KBS-3 concept HLW repository however, the most potentially significant source of gas is
the anaerobic corrosion of the cast iron canister insert (Mallants et al. 2007). The chemical
processes for such an occurrence are presented in Equations (1.1), (1.2) and (1.3) (Mallants
et al. 2007; Reardon 1995):
Fe + 2 H+ −−→ Fe2+ + H2 (1.1)
Fe + 2 H2O −−→ Fe(OH)2 + H2 (1.2)
3 Fe(OH)2 + 4 H2O −−→ FeO4 + 4 H2 (1.3)
The build up and subsequent migration of gas generated by this process is of significance to the
safety of such a radioactive waste repository. Migration of a hydrogen gas phase may impact
the performance of one or more of the barriers, e.g. through chemical interaction, or by creation
of preferential flow pathways that facilitate increased radionuclide release.
1.5 The Large Scale Gas Injection Test (Lasgit)
The Large Scale Gas Injection Test (Lasgit) is a field scale experiment, designed to simulate the
build up, and to study the subsequent migration of gas through the EBS, in a KBS-3 repository
environment. The experiment has been in almost continuous operation since 2005–02–01, and
at the time of writing is still operating. As the study of the data arising from Lasgit’s operation
is the main focus of this report a detailed overview of the experiment is given in Chapter Three,
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however, a brief outline of the experimental set-up is given here.
Lasgit consists of a full scale copper waste canister emplaced in a bentonite lined borehole, as
per the KBS-3 design. The emplacement borehole measures approximately 9.1m in length and
approximately 1.75m in diameter, while the copper canister is approximately 4.84m in length
and approximately 1.05m in diameter. The resting position of the canister inside the borehole
is axially central, and its base sits approximately 500mm from the borehole floor, supported by
a bentonite block.
The canister used in Lasgit has been modified with sintered filters on its surface that are used
to inject gas remotely via a control system near the emplacement borehole. Experimental
instrumentation consists of number of temperature, total stress, and pore-water pressure sensors
at various points within and around the bentonite, and a number of hydration mats are used
to accelerate the hydration of the bentonite. The borehole is sealed with a concrete plug and
steel lid that is anchored into the surrounding rock mass, simulating backfill.
1.5.1 Experimental scenario
As is evident from Equations (1.1), (1.2) and (1.3), water is required for gas generation to
take place. This necessitates a repository scenario in which water has entered into a waste
canister and accessed the iron insert in anaerobic conditions. Due to the expected substantial
life of the outer copper of the canister, a failure leading to such an ingress would likely be at a
time such that the emplaced waste had cooled to an effectively isothermal equilibrium with
its surroundings, and the EBS had achieved a high degree of (re)saturation via the uptake of
groundwater in the host rock. Figure 1.4 depicts approximately where Lasgit’s scenario lies in a
generalised repository timeline.
As such, Lasgit is intended to simulate a gas build up (and subsequent flow) occurring during
this period. The general experimental procedure has involved hydrating the bentonite EBS
both naturally and artificially via the host rock and hydration mats, and subsequently injecting
gas via the sintered filters on the canister surface into the clay over a number of campaigns.
The study of the dataset arising from the operation of Lasgit is the primary focus of this
research.
10
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1.6 Analysis of large datasets
A natural consequence of an undertaking such as Lasgit, a long term, field scale experiment, is
a correspondingly large scale data acquisition/resulting dataset. Both the nature of radioactive
waste disposal activities, i.e. their typically large scale, and the availability of monitoring and
logging technology that facilitates automated data collection, naturally lead to the production
of ‘big data’.
This phenomenon is not limited to radioactive waste disposal activities, for example Mattmann
(2013) describes a near future in which the Square Kilometre Array (SKA) is anticipated
to collect 22,000,000,000TB of data per year. Likewise, Xu et al. (2007) describes a data
collection processes spanning 24 hours sampled at several hundred Hz, within which features
lasting 20–70ms are of interest. Activities such as computer simulations of technical or scientific
problems also produce predictive data that must be analysed and interpreted. The expansion
of such data producing and gathering activities has been described as an era of ‘data-centric
science’ (Committee on the Analysis of Massive Data et al. 2013).
Challenges associated with the analysis of such datasets are frequently associated with compu-
tational memory capacity, algorithmic efficiency, seek times for data access, certainty regarding
the security and provenance of the data, and management, collection and distribution of the
data (Committee on the Analysis of Massive Data et al. 2013). Often overlooked is the logistic
challenge of collecting uniformly sampled data over a long period. Changes in data collection
procedures or hardware malfunctions/failures during a long term data collection operation can
cause gaps or changes in sampling rate, leading to non-uniformity within a dataset. As length
of data collection operation increases, so does the probability of encountering such issues, to
the point of inevitability.
While the data arising from Lasgit’s operation has not reached the amounts described above, it is
substantial and beyond the scope of a hand analysis. As such, there is a focus on computational
analysis of the dataset throughout this body of work, focusing particularly on statistical and
time series analysis, and the ability to accommodate non-uniformly sampled data in such an
analysis.
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1.7 Objectives and thesis outline
1.7.1 Research objectives
The objective of this research is to robustly analyse the dataset arising from Lasgit’s operation,
and in doing so contribute to the understanding of the experimental, and in turn to the safety
of deep geological radioactive waste disposal. To achieve this, a number of tasks have been
identified:
1. Develop, in a manner tailored to Lasgit’s analysis needs, a methodology for such an
analysis, i.e. an Exploratory Data Analysis (EDA).
2. In development of such a methodology, seek a computational solution to its implementation
that:
(a) Can accommodate non-uniformly sampled data.
(b) Is sensitive to and capable of analysing small scale, or ‘second order’ phenomena in
the dataset.
3. Suitably verify any methodology and implementation developed to analyse the data in
order to be able to properly interpret the results.
4. Apply the developed EDA methodology to Lasgit’s dataset and present the results.
5. Discuss, interpret, and present the physical implications of any results arising from such
an application.
1.7.2 Thesis outline
Lasgit is a large scale experimental project focusing on gas migration in the context of radioactive
waste disposal. This PhD thesis presents the research undertaken while studying the experiment
and its arising dataset. Described within is a robust data analysis of the experiment, including
the development of a new data analysis toolkit, and an initial analysis of the underlying processes
represented in the experimental dataset.
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Within Chapter One, Introduction, a brief background to the research undertaken is presented,
along with an outline of the thesis and the objectives of the work undertaken. Chapter Two, Lit-
erature review, presents a review of material published on gas flow mechanisms in EBS materials
focusing on a particular flow phenomenon known as dilatant flow. The material reviewed
include theoretical formulations, gas injection experimentation at the laboratory scale, and gas
flow modelling work. Ultimately, the information gap being investigated by Lasgit is identified.
Other field scale undertakings in the radioactive waste arena, and the concept of EDAs and
their accompanying data analysis techniques are also reviewed. Chapter Three, The Lasgit
experiment, provides a detailed review of the Large Scale Gas Injection Test (Lasgit) experiment,
aggregating the technical information relied upon during subsequent analysis.
In Chapter Four, Data analysis toolkit development, the development of a time series data
analysis toolkit, the Non-Uniform Data Analysis Toolkit (NUDAT), intended for use on Lasgit’s
dataset is described. Chapter Five, Toolkit verification, presents the work undertaken to
verify the toolkit developed in the previous chapter, using an artificially created dataset as a
benchmark.
Subsequently, Chapter Six, Results of toolkit application, presents the results arising from the
application of the toolkit to Lasgit’s dataset. Chapter Seven, Second order events, utilises the
results derived in the previous chapter, aggregating them into sets of suspected small scale, or
‘second order’ events. Three such events are presented. Chapter Eight, Discussion of toolkit
outputs and events, references both the results from Chapter Six and the derived events from
Chapter Seven in a discussion of the physical implications of EDA performed.
Chapter Nine, Conclusions and suggested further work, seeks to summarise the proceeding
chapters by presenting the main conclusions of the work undertaken, and subsequently looks
forward at possible future work.
14
Chapter Two
Literature review
2.1 Introduction
The scope of the investigation presented in this research is defined largely as the study of
an existing piece of work, the Large Scale Gas Injection Test (Lasgit). As such, a literature
review has been undertaken to obtain an understanding of the relevant aspects of gas flow in
compacted clays, and to identify the appropriate tools and approaches for an investigation into
the arising experimental dataset.
While a vast amount of literature exists pertaining to the behaviour of materials expected to be
used in a radioactive waste repository, a review of gas flow through an Engineered Barrier System
(EBS) material as a free phase is focused on here in order to provide a framework within which
the outcomes of this research can be interpreted. Included in this chapter is a review of the key
properties and behaviours of soil, specifically bentonite clay, and its transport mechanisms is
presented, along with a summary of the gas flow experimentation and computational modelling
that has taken place in bentonite and similar materials. Consideration of other large-scale
and long-term experimental or monitoring activities has also been undertaken, including the
likelihood of such activities producing non-uniform data.
With such Exploratory Data Analysis (EDA) requirements in mind, a section on some of
the available texts pertaining to EDA and time series analysis in general is also presented.
Specifically (where available) texts that consider the analysis of unevenly sampled, or ‘non-
uniform’ time series data are included. The juxtaposition of the sections on generation of
potentially non-uniform data and the sparsity of the texts available on its analysis is intended to
highlight the potential need to accommodate non-uniform data in an analysis and the difficulty
that may be encountered in attempting to do so.
15
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2.2 Compacted clay as an EBS
2.2.1 General properties of porous materials (soils)
The standard unsaturated soil model, commonly presented in soil focused textbooks (e.g. Barnes
2000; Mitchell 1993; Craig 1992), asserts a multi-phase material, typically consisting of three
phases: solids, water, and air. An idealised schematic of these phases is presented in Figure 2.1.
Fredlund and Rahardjo (1993) describe a fourth phase of this model, the contractile skin at the
air-water interface. The surface tension this phase possesses gives rise to the matric suction in
a soil, which is inversely proportional to pore radius. It is described as having a thickness of
only a few molecular layers, and as such can be considered to be part of the water phase in the
soil model without significant error.
A note on (gravimetric) water content: Water content by mass (w) is often quoted as the
fraction mw
mt
, where mw is the mass of water in a sample of soil and mt is the total sample mass.
In geotechnical and soil science contexts (gravimetric) water content refers to the fraction mw
ms
,
where ms is the mass of dry solids (Barnes 2000; Fredlund and Rahardjo 1993; Craig 1992). It
should be noted that the latter definition is used in this body of work.
2.2.2 General properties of clays
Given the relative uniformity of air and water phases in soils in comparison to the solids, the
variations between the configurations of the solid phases exert a comparatively large influence
on the properties and characteristics, and as such soils are typically defined according to the
solid phase. BS 5930 (BSI 1999) specifies particle size ranges for the solids in different soil
classifications, with clays typically having particle sizes 6 0.002mm (6 2µm). Additionally,
most clay solids consist of some stacked arrangement of sheets of either silica tetrahedrons or
alumina octahedrons (Grim 1962). It is the orientations and order of these stacked sheets that
differentiate the clay classifications.
16
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Figure 2.1: Schematic depiction of idealised three phase material (after Barnes 2000; Mitchell
1993; Craig 1992).
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2.2.2.1 Montmorillonite/bentonite
A unit of montmorillonite solid (the primary ingredient of bentonite) consists of two tetrahedral
sheets sandwiching a central octahedral sheet. The tips of the tetrahedrons are oriented to
point towards the central octahedral sheet. Figure 2.2 depicts the tetrahedral and octahedral
units, and the arrangement of the sheets in montmorillonite, while Figure 2.3 shows a scanning
electron photomicrograph image of montmorillonite. A layered rather than granular structure is
visible.
Bradbury and Baeyens (2003) summarises a number of interactions between the minerals and
water within montmorillonite/bentonite. Water taken up into bentonite can reside in the space
between clay mineral units (interlayer water) as shown with the H2O notation in Figure 2.2, in
the electric double layer on the outer surfaces of the clay stacks, and as free water in larger
pore spaces. The interlayer water is described as having a ‘more structured nature’ than the
non-interlayer water. Figure 2.4 depicts these various water classifications.
Bradbury and Baeyens (2003) also detail the generation of swelling pressure resulting from
the expansion of the interlayer spacing upon water ingress, and latterly electrical double layer
repulsion. The potential for swelling is stated to be sufficient to cause initial air filled porosity
to be reduced to that of the interlayer spacing.
Texts such as Pusch and Karnland (1986), and Pusch and Carlsson (1985) are more explicit in
their description of interlayer water, describing it as ‘non-mobile’ or ‘ice like’. Fredlund (1991),
while considering negative pore-water pressures, also suggests that water in soils when acting in
tension is like a solid. Villar and Lloret (2004) suggests that the density of the non-free water
in a bentonite increases with a decrease in pore volume. A gaseous analogue for non-mobile
water, in which inaccessible pore space containing entrapped air is described in Faybishenko
(1995)1. Consequently, the description of a clay as ‘fully saturated’ may require an explicit
statement regarding the inaccessible pore space.
Both the permeability (Mesri and Olson 1971) and the swelling pressure (Börgesson et al. 1996)
have been related to the void ratio in bentonite and other clays. As noted above, the hydration
and subsequent swelling of bentonite can lead to the closure of void space, and therefore can
subsequently affect the permeability of the material. This concept is elaborated upon in Thomas
1Faybishenko (1995) focuses on loams rather than bentonite.
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Figure 2.2: Schematic representation clay mineral units in montmorillonite (after Grim 1962).
Figure 2.3: Scanning electron photomicrograph image of montmorillonite (bentonite). Image
width is 7.5µm (Mitchell 1993).
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Figure 2.4: Schematic representation of interlayer water, double layer water, and “free water”
in compacted bentonite (after Bradbury and Baeyens 2003).
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et al. (2014, 2009, 2003). It is proposed that in addition to hydration leading to swelling and
consequently a reduction in water flow, the water adsorbed onto the micro-structure of the
clay becomes immobile and unavailable for further flow.
2.3 Gas flow in compacted clays
Due to the possibility of gas generation occurring in a radioactive waste repository, gas flow
through compacted clays has been of interest to various researchers since the early 1980s. An
array of publications on the mechanisms by which gas migrates through the such materials exist,
along with a collection of experimental works performed. Consensus, particularly in the earlier
material, is somewhat elusive. In particular, Western (1994) described the need to balance
radionuclide containment against the potential need for gas dissipation in a repository as an
‘intractable’ problem.
2.3.1 Asserted mechanisms
There are four distinct mechanisms by which gas may be transported through a porous medium
such as a compacted clay that are considered here (Norris 2009):
1. Single phase diffusion and advection of dissolved gasses
2. Two phase visco-capillary flow in which gas displaces water
3. Dilatant flow in which gas pressure dilates pore space locally to accommodate flow
4. Fracture flow in which macro scale rupturing of the material occurs.
Marschall et al. (2005) also provides a summary of the mechanisms, which are depicted in
Figure 2.5.
The first mechanism, single phase diffusion, involves gas dissolution into pore-water (a process
governed by Henry’s law). Subsequent movement of the dissolved gas is by either diffusion from
higher dissolved concentrations to lower (Fick’s law) and/or by movement of the pore-water
within the material from a point of higher pressure to lower pressure (Darcy’s law). Such a flow
mechanism has been characterised and numerically simulated by Vardon et al. (2014).
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Figure 2.5: Classification of gas transport mechanisms/processes in compacted clay (after
Marschall et al. 2005).
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The second mechanism, two phase visco-capillary flow, can occur when the rate of gas generation
exceeds the rate at which gas can dissolve into the available pore-water. In this situation a
free gas phase forms. Should the pressure of the gas exceed the Air Entry Value (AEV) of the
material it can displace the pore-water and migrate through the pore space of the material under
a Darcian flow regime, again, characterised and numerically analysed by Vardon et al. (2014).
The gas pressure required to obtain gas entry in this way was correlated to the liquid limit of
clays with 60% or more particles smaller than 80µm by Fleureau et al. (1993). Equation (2.1)
presents the relationship derived by Fleureau et al. (1993) between liquid limit (wL) and AEV
(in kPa), where wL is expressed as a percentage:
AEV = 32.4× wL − 466.7 (2.1)
Taking the average of the liquid limits presented in Grim (1962) for Na+ montmorillonite,
approximately 442%, produces an AEV of approximately 13.8MPa.
When pore space in the porous material is small the matric suction caused by the pore-water’s
contractile skin can grow large. Correspondingly, the gas pressure required to displace the clay
fabric and cause dilation in the pore space may be lower than that required to displace the
water at a sufficient rate to prevent further gas pressure build up, or even at all (Norris 2009;
Olivella and Alonso 2008). In this case the third mechanism, dilatant flow, can occur. An
alternative view, presented in Birgersson et al. (2008), posits that the immobility of the water
adsorbed onto the clay mineral with the pore space requires the gas to consolidate the clay
water system to create the pore volume required to transport it.
Horseman and Harrington (1994) formulated such a framework for gas pressure induced dilation
at lower pressures than that which would be required to displace water from a small capillary.
A number of features of this type of flow are noted in the report, including the instability of
the gas flux, the possibility/probability of such flow mechanisms occurring between sections of
visco-capillary flow, and the minimal levels of desaturation caused by the gas flow. The report
also notes the similarity to fracture formation and propagation.
Rodwell et al. (1999) presented a review covering a vast array of gas flow literature, and
considered all expected gas flow situations within the scope of a number of radioactive waste
repository concepts. The conclusions relating to a clay based EBS indicate that the dilatant flow
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mechanism is likely to be dominant in a repository condition. The review also acknowledges
the lack of consensus at the time regarding such a flow mechanism.
The fourth mechanism, fracture propagation, involves macro scale rupturing of the material
induced by the gas pressure. The likelihood of this situation arising in a repository condition is
dismissed by Horseman and Harrington (1994), stating that previous flow mechanisms would
dissipate a gas pressure build up through higher gas fluxes.
While apparently attempting to reconcile the expected high gas pressure required to displace
water in a visco-capillary flow regime with experimental observations, Pusch et al. (1987)
asserted gas flow in smectite occurred along a “small number of passages when a certain critical
gas pressure has been reached”, specifically “wide passages”. It is suggested that in artificial
montmorillonite the pore space is filled with a clay gel that is displaced by gas flow. Somewhat
similarly, Impey et al. (1997) seeks to reconcile the continuum model of Darcy flow with the
discrete pathway observations. A capillary network model is adopted in which an effective path
of least resistance is found through a domain modelled with a given capillary size distribution.
Gas is modelled as displacing water in the largest interconnected set of capillaries through a
visco-capillary action.
Tanai et al. (1997) conducted experiments to determine the gas permeability of bentonite
at different levels of saturation. It was concluded that at approximately 72% saturation the
continuous gas phase within the clay stops. Beyond this point visco-capillary flow that displaces
pore-water, or dilatant flow must take place for gas to migrate as a free phase.
Certain observations have also been made regarding the influence of scale and boundary
condition on the dilatant flow mechanism. Rodwell et al. (1999) highlighted the potential
sensitivity of EBS dilatancy to the confining conditions applied to it. Cool et al. (2004), in
addition to stating that visco-capillary flow mechanism is inadequate for gas flow in a bentonite
EBS, calls for larger scale experimentation to be conducted.
2.3.2 Gas flow experimentation
Gas injection tests into bentonite were performed by Pusch and Forsberg (1983) using nitrogen.
An absence of desaturation of the test samples was noted. Assuming the gas flow mechanism
to be Darcian visco-capillary flow, the results were interpreted to be evidence for flow through
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only the largest capillaries.
Building on the previously noted dilatant flow framework, Horseman and Harrington (1994),
Horseman et al. (1996), Horseman and Harrington (1997), Horseman et al. (1997, 1999), and
Harrington and Horseman (1999) collectively present experimental work on characterisation of
dilatant flow behaviour in compacted clays. Sample materials used were saturated bentonite
and Boom clay, and helium was used as the injected gas. Notably, gas flows into and out of
the samples were measured along with gas pressures. A particular gas pressure and flow rate
profile is identified and associated with the dilatant flow mechanism. Figure 2.6 depicts this
typical profile.
The profile consists of gas flow into the system and a corresponding increase in gas pressure.
The peak in gas pressure corresponds to an increase in flow out of the sample. This is termed
‘breakthrough’. Both the gas pressure and the flow out of the system then begin to decline and
approach an asymptote. The flow out of the system is described as approaching a quasi-steady
state in the literature. When flow into the system was halted a further set of declines occurred
in pressure and flow out of the sample, with flow out of the sample approaching zero, and the
excess gas pressure approaching an asymptote described as the ’shut-in’ pressure.
Ortiz et al. (1996) reports on a collection of gas injection tests as part of the Modelling and
Experiments on GAS migration in repository host rocks (MEGAS) project (including some of
the experimental work presented above). The report concludes that there is evidence for both
classical two-phase visco-capillary flow and dilatant flow, although impurities were commonly
noted in samples where visco-capillary flow was observed.
Experimental work was performed by Kirkham (1995), and Hume (1999) involving a battery of
gas injection tests at various soil properties and injection pressures. Hume (1999) suggests the
possibility of a time dependency for gas breakthrough in relation to the gas pressure applied, and
observed behaviour constituting evidence against classical two-phase flow, but not necessarily
excluding its possibility.
Hokari et al. (1997) conducted experiments on varying size samples of sand/bentonite mixtures.
The possibility of scale effects with regard to gas breakthrough into the sample is suggested,
however the transmissivity of gas after breakthrough was not found to be affected by scale.
A series of hydrogen gas injection tests into Fo-Ca clay were performed and reported by Gallé
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(2000), Gallé (1998), and Gallé and Tanai (1998). Results indicated that clays with low
saturations tended towards capillary flow, and clay with high saturations led to dilatant flow.
The non-Darcian nature of the dilatant flow regime was noted in the reports, and a possible
time/scale dependency highlighted.
In contrast to the experimentation performed on samples with some form of confinement,
Donohew et al. (2000) performed a programme of 143 gas injection experiments into unconfined
clay pastes. In every case, gas movement was found to be entirely through pressure induced
pathways.
Experiments performed by Graham et al. (2002) sought to determine a relationship between the
time taken for breakthrough to occur and the gas pressure applied in a number of bentonite/sand
mixtures, and the degree of saturation required for a significant resistance to gas flow to occur.
A sudden increase in gas pressure required for breakthrough was reported at 93%, similar to
the behaviour noted in Tanai et al. (1997). Notably, breakthrough was found to occur at lower
gas pressures during slow tests with prolonged applications of a constant gas pressure.
Harrington and Horseman (2003), and Horseman et al. (2004) report on gas injection tests
performed into volumetrically confined, termed Constant Volume Radial Flow (CVRF), and
axially volumetrically confined clay samples. The volumetrically confining apparatus was
designed to elicit a radial flow by injecting into the centre of the sample and placing multiple
sinks around the sample, while the radially confining apparatus investigated axial flow. In
the radial flow experiment a transient flow pathway, with flow switching spontaneously from
one sink to another, was observed. Sensitivity to boundary conditions was also noted, with
large swelling pressures measured in place of sample dilation and a higher gas entry pressure
attributed to the confinement. It was also inferred from the results that gas penetration would
not compromise the integrity of the buffer function as evidenced by the ‘resealing’ of flow paths
seen in the transient flow phenomenon.
2.3.2.1 Large scale gas injection testing
To investigate the flow of gas in an EBS material at large scale, an experiment called Lasgit
was undertaken (NF-Pro 2006). The objective was to investigate i) the potential effects of
EBS scale on gas flow; ii) the effect of the in-situ boundary conditions provided by the host
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rock with respect to how volumetrically confining it may be; and iii) gas flow initiation from
its anticipated formation point, at the canister/EBS interface. This allowed gas flow to be
investigated in the context of the expected repository design. As the main focus of this work,
Lasgit is reviewed in detail in Chapter Three.
Key Lasgit publications include the technical reports and journal publications pertaining to the
experimental environment, set-up, operation, and analysis: Bäck (2003), Cuss et al. (2010,
2011, 2012), Hardenby (2004), Harrington et al. (2008), Johannesson (2003, 2004), Nowak
et al. (2007), and Sandén (2003). Additionally, there are a small number of publications relating
specifically to the work presented in this thesis: Bennett et al. (2011), Bennett et al. (2012a,b,
2013), and Bennett et al. (2014).
2.3.3 Gas flow modelling focusing on pathway formation
Gens and Alonso (1992) extended a conceptual model for partially saturated expansive clays
that incorporated suction (Alonso et al. 1990) with an ability to take into account a dual scale
effect of the clay material (macrostructure/microstructure). While the conceptual model in
question was mainly focused on reproducing the behaviour of soils qualitatively the quantitative
aspects of the scale effects suggest that compacted clays such as those intended for use as an
EBS would be dominated by the microstructure effects.
The GAMBIT group’s efforts to model gas flow through compacted bentonite is reported in
Hoch et al. (2004). The report highlights the ability to successfully model the gas entry into
the material, but the inability to represent the (unknown) pathway formation with the material.
Rodwell (2005) elaborates on the group’s efforts to establish a suitable model.
An review of alternative approaches undertaken was presented by Alkan and Müller (2008). The
report provides a comparison of modelling approaches that have been attempted in order to
account for the non-visco capillary gas flow mechanisms observed in compacted clays. Largely,
standard visco-capillary or fracture flow models have been reported to be modified conceptually
or coupled to a mechanical models, often with pre-defined discontinuities (e.g. Alonso et al.
2006). The validation of a number of the approaches described is reported to indicate a
“sufficiently good” match to experimental data.
In Olivella and Alonso (2008) a coupled model for gas flow in clay in which the gas pressure
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controls the aperture of a fracture modelled in a finite element is presented. The model is
shown to be capable of reproducing the breakthrough flow profile observed in dilatant gas flow
experiments described above.
In parallel to Lasgit’s experimental operation, modelling work attempting to recreate the
experimental behaviour observed was undertaken (Arnedo et al. 2010, e.g. Calder et al. 2013).
Attempts to recreate the discrete flow pathways observed during gas injection testing have been
made through modifications to continuum parameters such as the permeability on a discrete
basis.
Vardon et al. (2014), and Vardon et al. (2010) investigated the effect of gas generation and
diffusion rates in repository conditions in order to assess the likelihood of a free gas phase
occurring, and to assess the likelihood of a pressure high enough for visco-capillary or dilatant
gas flows occurring. The conditions under which such pressures occurred during modelling were
considered overly conservative and unlikely to occur in real repository conditions.
2.4 Field scale experimentation/activities
In addition to Lasgit, a number of large/field scale activities relating to radioactive waste
disposal research have been undertaken or are currently under way at both Äspö Hard Rock
Laboratory (HRL), and other research facilities. A common target for investigation is the EBS.
Examples, all of which are highly instrumented and long lived, include:
– The Prototype Repository project (Svemar and Pusch 2000; Johannesson et al. 2007)
seeks to investigate holistically, a series of full size waste canister emplacements in a
Kärnbränslesäkerhet [Nuclear Fuel Safety] (KBS)-3 concept repository. The project is
intended to be operational for a number of decades, and will provide an ability to verify
numerical models along with aiding the development and verification of the engineering
techniques used.
– Dixon et al. (2002) describes two large scale experiments conducted at Atomic Energy
of Canada’s Underground Rock Laboratory (URL). The buffer-container experiment
recorded the water uptake process of a large mass of buffer emplaced around a heater for
approximately two and a half years, while the isothermal test monitored water uptake
without a central heater for six and a half years.
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– The Full-scale Engineered Barriers Experiment (FEBEX) I and II project is a full scale
feasibility demonstration for EBS manufacture and assembly, and an intended source for
Thermo-Hydro-Mechanical (THM) model development (GTS 2014). The experimental
arrangement, described as the Spanish spent fuel disposal concept, is similar to the KBS-3
concept in a horizontal arrangement.
Additionally, examples of large-scale monitoring programs at intended implementation sites,
such as the rock mechanics temperature monitoring program undertaken at the Olkiluoto
Underground Characterisation Facility (UCF) by Posiva Oy (Sedighi et al. 2014; Johansson and
Siren 2014), also exist.
As a consequence of longevity of such undertakings, non-uniform data acquisition may arise due
to periodic maintenance, instrument failure, power interruptions, extreme natural phenomena,
or simply removal of erroneous measurements (Posenato et al. 2010). The probability of
experiencing an event that disrupts otherwise uniform data collection increases with the length
of the experimental undertaking (O’Connor et al. 1995; Halpern 1978; Kapur and Lamberson
1977; Bazovsky 1961).
2.5 Data analysis
Data analysis is a broad field that can be approached mathematically, computationally, stochas-
tically, from a time or frequency domain perspective, or simply intuitively. Often two or more
of these approaches are combined. Publications in the field range from texts that present a
variety of data analysis aspects (e.g. Tukey 1977) to those more specifically focused on a single
technique (e.g. Golyandina et al. 2001). For example, Tukey (1977) presents a generalised
approach to EDA, while in comparison to this, texts such as Golyandina et al. (2001) explore
one specific analytical process in detail.
2.5.1 General analysis approaches and techniques
At the more general end of texts on EDA, Tukey (1977) focuses on classification of the
appearance of data, and hence insight that can be drawn from such activities, as opposed to
statistical confirmation and measurement. Inspection of the distribution of data is advocated,
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along with smoothing of the data, and identification of ‘outliers’. Smoothing is broached,
crudely, in the text through the use of moving median and eye fitting. Outlier detection is
achieved using thresholds defined by the Interquartile Range (IQR) (i.e. the difference between
the midpoints that lie between the median value and the extreme values in a dataset).
Texts such as Diggle (1990), Chatfield (1989), Box and Jenkins (1976), and Anderson (1971)
that focus on time series analysis all provide mathematical formulations and procedures that
include Weighted Moving Averages (WMAs), differencing, autocorrelation, and stochastic mod-
elling processes such as the Moving Average (MA), Autoregressive (AR), and the combination
Autoregressive Moving Average (ARMA). Investigative techniques in the frequency domain,
such as the Discrete Fourier Transform (DFT), are also presented.
2.5.1.1 Time domain
Activities such as smoothing via a WMA, or parametric and non-parametric trend determination
(achieved through regression or component decomposition respectively) are typically conducted
in the time domain. The formulation for a WMA is defined in Chatfield (1989) and others as:
ps(n) =
Nw∑
n=1
wnpn (2.2)
where pn is the nth point in a window of Nw points, wn is the weighting factor associated with
the nth point, ps(n) is the nth smoothed point, and
∑
wn = 1. Diggle (1990) expands on this
formulation by suggesting that it is desirable for the weights to fall off symmetrically about a
maximum at the central point. Typically, the formulation is presented as applied to a window
with a fixed number of points either side of a central point, and pre-defined weights associated
with each point, e.g.:
ps(n) =
pn−2 + 2pn−1 + 3pn + 2pn+1 + pn+2
9
(2.3)
The formulation for parametric trend determination via linear or polynomial regression is given
in Diggle (1990), and Anderson (1971). To fit a curve of order x to data, the constants cj of
Equation (2.4) are systematically modified to minimise the sum of the squares of the residuals.
Other equation forms, such as exponential or logarithmic, may also be fitted to data in this
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way.
p(tn)Trend =
x∑
j=0
cj tn
j (2.4)
where p(tn)Trend is the fitted trend at time index tn (the nth time index).
Non-parametric trend determination techniques, such as Singular Spectrum Analysis (SSA)
(Golyandina et al. 2001), involve decomposing a time series via a Singular Value Decomposition
(SVD) into a set of components that sum to the original input. Typically among the components
are trends with forms derived from the data rather than prescribed by the particular form of
equation fitted.
2.5.1.2 Frequency domain
Texts such as Oppenheim and Schafer (1975) focus almost entirely on time series analysis in
the frequency domain. Typically this takes the form of application of the DFT to establish the
frequency content of a time series. Oppenheim and Schafer (1975) gives the DFT as:
W (k) =
N−1∑
n=0
pn · e -i2pi kN n (2.5)
where W (k) is the power of the frequency corresponding to k, k = 0, · · · ,N − 1, N is the
number of datum points in the time series, and pn is the nth point in the time series.
The Fourier Transform as a methodology to expose the frequency content of a time series
is also presented in Bloomfield (2000), Diggle (1990), and Chatfield (1989). Diggle (1990)
briefly discusses the strengths and weaknesses of spectral analysis using a DFT. It highlights
the usefulness of the interpretability of such a power spectrum when considering physical cycles
in the data. Caveats such as the potential for harmonic frequencies to be indicated, as well as
‘leakage’ of measured amplitude to nearby frequencies resulting from the discretisation process
are also highlighted. Additionally, the requirement for a stationary input time series is noted,
however it is noted that the criteria can essentially be met via de-trending in practice.
Other points of consideration regarding the DFT include the assertion by Velasco (2003) that
states that in spectral analysis, a zero frequency peak is associated with non-stationarity and/or
trending behaviours, implying the DFT can be used as an informal test for such occurrances.
Other possible restrictions on use include the note by Hook (2014) that states that when using
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a frequency domain transformation to filter out higher frequencies the process is required to be
invertible so as to be able to restore the time domain.
2.5.1.3 Stochastic methods
Stochastic methods, such as the autocorrelation function of a time series, or the MA, AR, and
ARMA functions, are presented in texts such as Diggle (1990), Chatfield (1989), Hannan et al.
(1985), Box and Jenkins (1976), and Anderson (1971). In the case of MA, AR, and ARMA
models, the fitting of such functions to time series data is intended to switch the burden of
analysis from the analysis of the data to the more ‘parsimonious’ model parameters (Box and
Jenkins 1976).
The autocorrelation function seeks to define how a time series correlates with itself at various
lags. The correlation coefficient rk at a lag of k time steps is approximated, for a uniformly
spaced time series, by:
rk =
N−k∑
n=1
(pn − p¯) (pn+k − p¯)
N∑
n=1
(pn − p¯)2
(2.6)
where pn is the nth point in the time series, p¯ is the mean value of the time series, and N is
the number of datum points in the time series.
The change in correlation coefficient rk with the change in lag k can be used as an indicator
of periodicity, trend, or the absence of randomness in the data. In the case of uniformly
sampled data the displacement in time defined by a displacement k will be uniform. However a
non-uniformly sampled data may provide an inconsistent representation of the correlation in
time for any particular lag k .
The MA, AR, and ARMA models are models that can be used to represent stationary processes
in which consecutive values are not independent of one another, but dependent on previous
values. The MA function of order q is defined as:
pn = β0Zn + · · ·+ βqZn−q (2.7)
in which pn is the nth point in the time series, the set of βs are constants, and the Z s a discrete
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and purely random process scaled such that β0 = 1. The AR function of order p is defined as:
pn = α1pn−1 + · · ·+ αppn−p + Zn (2.8)
In which the αs are constants. The combination of the two models into an ARMA function of
order (p, q) is given by:
pn = α1pn−1 + · · ·+ αppn−p + Zn + β1Zn−1 + · · ·+ βqZn−q (2.9)
These models may be fitted to the time series they are intended to represent via systematically
altering the α and β coefficients to minimise the residuals when compared with the measured
processes.
2.5.2 Applications of time series analysis techniques
In a review on data mining time series, Fu (2011) provides a general summary of approaches
that include techniques such as: down-sampling the data to reduce the number of points in a
time series; the use of a ‘shape description alphabet’ to characterise each section of a time
series; transformation of the time series into the frequency domain via a DFT; and Principle
Component Analysis (PCA) of a time series via a SVD.
The stated focus of Fu (2011) is on techniques intended to aid the discovery of information.
Often in the literature applications of time series analysis techniques are focused towards
uncovering or quantifying a more specific information aim. Examples of which are detailed in
the following sections.
2.5.2.1 Trend detection/determination
In order to extend the trivial case of linear trend detection, Visser (2004) addresses the detection
of flexible trends in environmental time series through the extension of linear trend estimation.
Confidence intervals for the trend, for the rate of change of the trend, and for the difference
between the final trend point and the previous points are derived. This approach allows for
the significance of the trend to be tested with time, the significance of the apparent changes
in trend to be tested, and how significantly the present deviates from the past. This allows
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environmental policy impact to be broadly characterised in comparison to past behaviour.
Another investigation into the detection of trends, in this case in temperature records for India
as a whole and seven sub-regions within it, was performed by Sonali and Nagesh Kumar (2013).
The investigation concentrated on the detection of a trend with a statistical significance, rather
than the determination of a quantified trend. A variety of trend detection techniques are
presented, notably focusing on linear and/or monotonously increasing trends. Techniques
referenced include:
– Linear regression
– Mann-Kendall testing
– Spearman’s rank correlation test
– Sen’s slope
– A novel/innovative approach involving plotting the first half of the data against the
second half and interpreting the plot.
Examples of trend determination include the use of SSA (Golyandina et al. 2001) by Rocco S
(2013) on data pertaining to the failure of mechanical components. The derived trends were
subsequently utilised to forecast the failure rate of components after longer use.
2.5.2.2 Spike/event detection
Wilson and Emerson (2002) provides a review of development between c1975 and c2002 on
spike detection in Electroencephalograph (EEG) analysis. The approaches/procedures reported
in the review generally involve a description of what a spike can be considered to be, and a
comparison of the data parametrised in some way to the description. The main conclusions of
the review highlight the poor performance of algorithmic approaches (in comparison to human
experts) in cases where spiking is indistinct from background noise or other phenomena, and
the tendency towards false positives. The ambiguity associated with the initial classification of
what constitutes a spike is suggested to be conducive to this. The context within which these
assertions are made lead to the further conclusion that the problem should be approached from
an interpretive viewpoint (in a sense event detection), rather than via the single issue of spike
detection.
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Similarly, Acır and Güzeliş (2004) states that false positives ‘plague’ all automatic detection
systems. The spike detection method detailed in this paper involves a pre-classification phase
to select spike candidates, and a subsequent post-classification phase to refine the selection.
Local minima/maxima criteria are used as part of the pre-classification process, along with an
AR model to identify non-stationary portions of the data. The second phase, involving the
local minima and maxima that are found to be non-stationary, are classified into spike and
non-spike sets using a Support Vector Machine (SVM). The spike duration and amplitude are
the parameters of choice for each classification phase.
Ekanadham et al. (2014) states that there is no de facto standard for spike sorting. The lack of
standard is asserted “despite the ubiquity and succinct formulation of the problem”. The process
of spike detection is subsequently defined with three broad steps: Candidate identification,
feature determination (parametrisation), and subsequent classification.
A paper by Mukhopadhyay and Ray (1998) describes spike detection as a two stage process:
pre-emphasis of the spike, followed by classification via threshold criteria. Arguably, the
pre-emphasis step could be considered to be a convolution of candidate identification and
parametrisation steps. The primary technique described in the paper is the use of a Non-linear
Energy Operator (NEO) with smoothing, used to estimate the instantaneous energy at various
points in the sensor record. The use of smoothing with the NEO is asserted to reduce false
positive detection, but increases false negative detection.
Esteller et al. (2001) reviews a number of Fractal Dimension (FD) estimation techniques for
detection of transients in a time series. It is suggested that the exponential sensitivity of Katz’s
algorithm in providing an estimate of the actual FD of time series data emphasises higher FDs
and hence leads to clearer differentiation in transients of different types.
Parameter threshold as a criteria for spike detection in EEG study is discussed in Brown et al.
(2007). The paper describes the classification of spikes by a large amplitude in comparison to
background levels and a characteristic duration of such an increase, or by an apparent peak to
trough amplitude combined with a peak to trough time threshold.
Liu et al. (2012) states that “threshold crossing is the most widely used for spike detection
because of its simplicity and low computational complexity”. NEO and other similar energy
operators are suggested as popular for EEG analysis, as spikes possess greater energy within
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a given time interval as background behaviour. Other criteria are also considered, such as
localised amplitude or Standard Deviation (SD) of the signal, with a deviation criteria of 3–5
SDs for SD thresholding. In addition to simple thresholds, spike morphology (structure and
shape) is considered. Four spike constituent elements are noted: erosion, dilation, opening and
closing.
With respect to anomaly detection in a dataset, Orlando (2012) presents work on the trade
off between detection and resolution in Ground Penetrating Radar (GPR) surveying. The
paper seeks to address the issues associated with sensing of phenomena within a medium
possessing similar sized heterogeneities to those features of interest. The process utilises lagged
measurements to align the estimated derivatives with the peak of the spike.
Gaspard et al. (2014) developed an algorithm for detection of EEG spikes using a instantaneous
power coupled with the rate of change in the ‘upslope’ and ‘downslope’ portions of the spike and
the temporal relationship between the three measures. The three measures are then reduced to
a univariate measure and statistically checked for significance.
Multiple spike detection techniques are presented in Azami and Sanei (2014). Threshold
criteria include the signal amplitude, SD, FD, and use of the NEO. These parametrisations
are coupled with various smoothing techniques, including SSA. The paper concludes that SSA
while requiring a window length twice that of the frequency content of interest, was useful for
smoothing when combined with FD and NEO parametrisation. Additionally, SD is suggested
as potentially useful in generalised event detection.
Pimentel et al. (2014) presents work on novelty detection in data through characterisation of
the non-novel data and detecting an absence of match. This approach may be useful when the
novelty sought in a dataset is too sparse, rare or unknown for adequate training of a selection
process. Tukey’s outlier test is given as a specific example, along with a number of statistical
and difference methods for detecting aberrance, neural nets/SVMs that are trained to reject
input not similar to the training, subspace methods such as PCA in which anomalies manifest
as large variations in the residual, and use of information theory. The paper cites a number
of possible applications including: electronic security; medical diagnostics and monitoring;
engineering monitoring and damage detection; image processing and surveillance; text mining;
and sensor networks.
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A general framework for event detection in time series is presented in Lara et al. (2014). The
proposed generalised methodology involves defining the salient features of events of interest in
order to create criteria for their detection. Comparison of multiple time series to one another
based on the similarity of defined events contained within them can then be quantified.
A note on spike detection accuracy measurement: A number of different metrics that
measure the accuracy of spike detection algorithms are present throughout the literature.
Counts of true positive (TP), true negative (TN), false positive (FP), and false negative (FN)
detections are typically used to enumerate them. Brown et al. (2007) defines the ‘sensitivity’
and ‘accuracy’ of spike detection processes as:
Sensitivity =
TP
TP + FN
(2.10)
Accuracy =
FP
TP + FP + FN
(2.11)
whereas Liu et al. (2012) defines a ‘hit rate’ in the same manner as the ‘sensitivity’ as above,
but defines ‘precision’ in place of ‘accuracy’ as:
Precision =
TP
TP + FP
(2.12)
Likewise, Gaspard et al. (2014) uses the same ‘sensitivity’ and ‘accuracy’ as above, but also
defines the ‘false detection ratio’ FPr as:
FPr =
FP
TP + FP
(2.13)
whereas Mukhopadhyay and Ray (1998), and Azami and Sanei (2014) define the false negative
ratio FNr and the false positive ratio FPr as:
FNr =
FN
TP + FN
(2.14)
FPr =
FP
TP + FN
(2.15)
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Additionally, Azami and Sanei (2014) also utilises the ‘sensitivity’ defined above. Kim and
McNames (2007) uses a ‘total error’ (TE ) as a performance indicator, defined as:
TE =
FP + FN
TP + FN
(2.16)
2.5.2.3 Frequency quantification
Examples that use the application of frequency domain quantification as a primary investigative
technique include Reikard (2012). The work presented contrasts the use of an AR model, fre-
quency domain inspection, and neural nets to forecast SO2 and SO4 concentrations (associated
with volcanic smog, or ‘vog’) over a short time horizon. The frequency domain forecasting was
found to be best due to a strong diurnal cycle in the concentration data.
Similarly, Koirala et al. (2010) makes use of the autocorrelation function, the ARMA, and
frequency domain analysis using the Fast Fourier Transform (FFT) to study persistence in
chloride concentrations in hydraulic systems and their connectivity to rainfall and discharge.
The frequency domain analysis performed revealed periodicities in both the short term and long
term concentrations.
Gillberg and Ljung (2010b) presents a methodology for determining a continuous function that
has been measured discretely and non-uniformly in time. In the companion paper that focused
on uniformly sampled data (Gillberg and Ljung 2010a), a good estimate was produced by
calculating the DFT of the time series, and using the DFT to approximate the continuous Fourier
Transform, which can be inverted to determine a continuous function. The non-uniformly
sampled data problem is accommodated by fitting a spline via polynomial interpolation to the
data, and utilising a continuous Fourier Transform on that spline to determine a continuous
function.
2.5.3 Data analysis in civil/environmental engineering
Data analysis in a civil and/or environmental engineering settings requires the analytical
procedures and the quantities they measure to be relatable to physical processes and effects.
Structural Health Monitoring (SHM) is one example in which a change in measured quantities
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can be related directly to a change in structural performance. For example, Maalej et al.
(1999) presents the spectral analysis of strain sensors attached to the Salmon River bridge in
Canada. The monitoring process involved calculating the frequency domain information using
short windows in order to accommodate the non-stationary nature of vibration as a reaction to
transient loading. Detected changes in frequency content that occurred under loading were
interpreted as indicating alterations in the stiffness of structural members.
Owen et al. (2001) presents work on the monitoring of damage to a cable stayed bridge
and to reinforced concrete beams in a similar conceptual way to Maalej et al. (1999). The
decaying/damped frequencies of interest in Owen et al. (2001) necessitate very short windows to
overcome the DFT limitations pertaining to stationarity, but simultaneously requires sufficient
window length to detect lower frequencies. To overcome this limitation ARMA modelling of
the data is used to encompass the frequency content and allow its quantification.
In a similar approach again, Carden and Brownjohn (2008) presents a SHM program in which
an ARMA model is used to parametrise structural responses to loading of a reference structure.
The ARMA parameters are then classified and statistically tested to test for significant structural
change. Forced excitations of the monitored structures are used in this case to ensure the
validity of the statistical test for change.
Erdoğan and Gülal (2009) describes a systematic data analysis approach applied to the SHM
of the Istanbul Bosphorus bridge. Lateral, longitudinal, and vertical movements are monitored.
The data analysis procedure begins by acknowledging the component nature of time series
data:
P = PTrend + PPeriodic + PStochastic (2.17)
in which P is a time series with values such that P = (p0, · · · , pN−1). Thus the corollary in
which P = (p(t0), · · · , p(tN−1)):
p(tn) = p(tn)Trend + p(tn)Periodic + p(tn)Stochastic (2.18)
The stochastic component of the measured movements are then partially eliminated through
use of a WMA:
ps(tn) =
p(tn) + 4p(tn+1) + 6p(tn+2) + 4p(tn+3) + p(tn+4)
16
(2.19)
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Notably, the WMA appears to have a forward bias in time. The trending components of the
measurements are then estimated utilising a polynomial fitting via a least squares method:
p(tn)Trend =
x∑
j=0
cj tn
j (2.20)
The trending component is then removed, and a FFT applied to quantify the remaining
periodic components. With the trending and periodic components estimated, the residual
stochastic component of the original data is then able to be studied and parametrised using
the autoregressive function and the ARMA model.
A novel tool for EDA of datasets with seasonal variation and interannual variability is presented
in Anghileri et al. (2014), the ‘Moving Average over Shifting Horizon (MASH)’ tool. The
MASH tool accommodates datasets where processes are implicitly dependent on season and
also significantly variable between years. The tool was applied to hydro-climatic records to
quantify trends occurring across 35 years. In this case a moving average across a number of
years was generated from a set of moving averages across the same period within each of those
years. This allows observation of a smoothed annualised behaviour to be observed, and the
changes in that annualised behaviour through the years to be observed as well. This process can
effectively bypass the seasonal behaviour and interannual variability, allowing linear regression
or Sen’s slope trend detection methods to be used across comparative seasonal points.
In a similar vein to the monitoring reported in Maalej et al. (1999), Owen et al. (2001), and
Carden and Brownjohn (2008), but undertaken using smaller reference structures, de Lautour
and Omenzetter (2010) uses an AR model to represent and parametrise the structural behaviour.
Notably, instead of utilising frequency domain analysis or statistical tests to detect changes in
the AR model of the measured data, a neural network is used to detect and interpret changes
in the stationarity modelled by the AR function.
Sirca and Adeli (2012) identifies a number of approaches to SHM in a review of journal papers
published post 1995. Techniques reported include: i) Finite Element Modelling (FEM) used to
determine the expected engineering parameters; ii) neural networks and genetic algorithms used
to parametrise the structures; iii) frequency domain and other signal processing techniques;
and iv) use of chaos theory. Consideration is also given to so called multi-paradigm approaches,
where combinations of these techniques are used.
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In a paper on the complexities of analysis and interpretation of trend in ozone data, Hogrefe et al.
(1998) mentions non-uniformity (temporally and spatially) of the data as an analysis constraint.
It is suggested that a typical approach for such analysis is to use a regularly spaced aggregated
average. Additionally, parametric trend, seasonal, and AR approaches have been used. Use
of a Kolmogorov-Zurbenko filter is presented, which accommodates this non-uniformity by
varying the number of values used to calculate a specific datum point, but maintaining the time
scale over which physical phenomena are investigated. A variation on this time scale focused
approach is detailed in Chapter Four.
Displacement of structural elements in a coal mine, as recorded by Global Positioning System
(GPS) data, are analysed in Xiao and Zhang (2011). Analysis techniques utilised include noise
filtering and subsequently polynomial, exponential, and periodic fitting, enabling a clearer
understanding of the deformation occurring.
2.5.4 Non-uniformity in data analysis
A tendency for time series analysis literature to implicitly focus on the analysis of uniformly spaced
datum points has become evident during this review. For example, neither the autocorrelation
nor the ARMA functions that stochastically model a time series would maintain their physical
meaning if the lags and steps incorporated into their formulations were to dynamically change.
A number of texts go so far as to explicitly exclude non-uniformity from their consideration.
Bloomfield (2000), Chatfield (1989), Box and Jenkins (1976), Oppenheim and Schafer (1975),
and Anderson (1971) all possess a single line or paragraph of text limiting the scope of the
material they present to uniformly spaced data.
In some cases more attention is paid to the issue of non-uniformity, for example Hannan et al.
(1985) devotes a chapter to time series analysis with unequally spaced data. However the focus
of the chapter is towards the representation of the data using a space-state representation,
rather than accommodation of the non-uniformity in an un-modelled methodology. Diggle
(1990) explicitly acknowledges the possibility of non-uniform time series while defining the
notation used throughout the book, however the analysis techniques described within are
presented almost exclusively in uniformly spaced notation.
Formulations focused specifically on the generalities of unevenly spaced time series analysis
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are presented in the unpublished papers Eckner (2013, 2012). The papers collectively present
definitions and algorithms that pertain to an unevenly sampled time series’ inter-observation
nature, i.e. whether the spaced between observations are considered constant or linearly varying,
and the options regarding bounding of windows passed across such a time series.
Texts on specific techniques relied upon later in this document that include reference to non-
uniform data include Golyandina et al. (2001), and Bagchi and Mitra (1999). The SSA process
described in Golyandina et al. (2001) is stated not to require uniformly sampled input data.
There are however no mechanisms for accounting for a varying sample rate in the procedures
described. Similarly, Bagchi and Mitra (1999) describes a DFT process that is not uniformly
spaced in the frequency domain, but does not accommodate non-uniformity in the input time
series. Hogrefe et al. (1998), as mentioned above, accommodates non-uniform data (spatially
and temporally) by way of a regular average derived from an aggregate of proximate datum
points. A variation on this general approach is described in Chapter Four.
2.6 Summary
The review of literature presented in Sections 2.2 to 2.3 of this chapter have focused on the
basic properties of montmorillonite/bentonite (or where appropriate similar materials) and its
expected fluid transport mechanisms, specifically gas transport. Four possible gas transport
mechanisms have been noted, gas diffusion, visco-capillary flow, dilatant flow, and fracture flow.
The dilatant flow mechanism has been anticipated to be the dominant flow mechanism for a free
gas phase in the conditions expected within a radioactive waste repository. The modelling work
on dilatant gas flow that was reviewed does not yet predict the pathway formation observed
experimentally. This may be in part due to competing hypotheses regarding the dilational
mechanism and subsequent flow.
Gas flow experimentation identified a number of behaviours associated with dilatant flow,
including a breakthrough and shut-in phenomena, instability of flow pathways, sensitivity to
boundary conditions, and potential sensitivity to scale. The unknowns regarding the rigidity of
the specific boundary conditions of an in-situ disposal emplacement that would be provided by
a host rock, and the availability of only laboratory scale gas flow experimentation constitute a
significant information gap in this regard.
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Within Section 2.4, note was made of long-term, large-scale undertakings and the implicit volume
and (non-)uniformity of the expected data acquisition associated with them. A cursory overview
of generalised data analysis texts reviewed in Section 2.5 suggests that accommodation of such
non-uniformity during an EDA may be complex, with techniques that directly accommodate the
non-uniformity absent in favour of techniques that aggregate uniform data from a non-uniform
source.
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The Lasgit experiment
3.1 Introduction
In order to investigate the information gap identified in Chapter Two, regarding the effects of
scale and boundary conditions on gas flow in compacted clay materials, the Large Scale Gas
Injection Test (Lasgit) was undertaken.
As a necessary prelude to the data analysis and scientific interpretation of the dataset arising
from Lasgit, a detailed description of the experimental set-up, along with a summary of the
operational history and experimental results of Lasgit is presented in this chapter.
The information aggregated in this chapter is gathered from a selection of journal articles,
summary reports, and technical reports. It is intended to provide a single point of reference
that enables contextualisation of the results and discussion of the analysis of the arising dataset
that are presented in latter chapters.
3.2 Experimental overview
Lasgit is a field-scale experiment located at approximately 420m depth in Svensk Kärnbränsle-
hantering AB (SKB)’s Äspö Hard Rock Laboratory (HRL) in Sweden. It aims to investigate
the potential impact of gas build up and flow on the Engineered Barrier System (EBS) in a
deep geological radioactive waste repository environment, specifically the Swedish three layer
Kärnbränslesäkerhet [Nuclear Fuel Safety] (KBS) disposal concept for high level radioactive
waste, known as the KBS-3 concept (Cuss et al. 2011; SKB 2006).
During its operational life Lasgit has formed part of the Near Field Processes (NF-Pro) and Fate
Of Repository Gases (Forge) European Research and Development (R&D) projects. Assembly,
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maintenance, and operation of Lasgit is performed jointly by SKB, Sweden and the British
Geological Survey (BGS), United Kingdom (UK).
Within the SKB HRL facility, Lasgit is located in deposition hole DA3147G01, a borehole drilled
in 1999 approximately 8.5m in length and 1.75m in diameter. DA3147G01, is in turn, located
in the floor of Tunnel Boring Machine (TBM) assembly hall. Lasgit’s data acquisition and gas
injection/hydration control systems are located in a gas laboratory adjacent to DA3147G01 in
the TBM assembly hall. Figure 3.1 depicts the interior of the TBM assembly hall, with the
(blue) gas laboratory on the left, and the retaining lid of Lasgit on the right.
The gas laboratory is mechanically automated and accessible via the internet, allowing remote
control of the experimental set-up and access to data as it is recorded. Day-to-day operation
of Lasgit is performed by the BGS using the described method of access.
3.2.1 General arrangement
Lasgit’s experimental set-up, based on the KBS-3 repository concept, includes a full scale
copper waste canister with a compacted bentonite EBS emplaced in a vertical borehole, in
a granite host rock, at a depth of several hundred metres from the surface. A schematic
overview of the experimental arrangement is shown in Figure 3.2. The copper canister is shown
within DA3147G01 along with retaining arrangement, filter mats at the outer edge, and various
sensor/filter locations indicated by the coloured shapes.
Repository backfill conditions are simulated via the retaining arrangement, comprising of a
concrete plug retained by a steel lid anchored into the host rock (Bäck 2003). Filters were
installed onto the surface of the canister to provide point-like gas source locations, mimicking
potential points of canister breach that could lead to water infiltration and therefore anaerobic
iron corrosion and gas generation occurring. Figure 3.3 depicts the locations of injection
filters fitted to the canister surface. Some 150 sensors were also installed in and around the
experimental emplacement. Section 3.2.4 details the location, type, and notation of each of
these sensors.
At emplacement, pre-fabricated compacted bentonite blocks, rings and pellets were used to
form the EBS. The manufacture of these components is described in detail in Johannesson et al.
(1995), and Johannesson (2003). Figure 3.4 depicts a cross section of the initial experimental
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Figure 3.1: TBM assembly hall interior. Gas laboratory (left) and Lasgit’s retaining lid with
anchor cables (right) (Cuss et al. 2010).
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Figure 3.2: Schematic depiction of Lasgit experimental arrangement (SKB 2008).
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emplacement, from the central axis of the emplacement outwards. Tolerances for emplacement
of the apparatus were accommodated by a 50mm void between the host rock and the EBS,
and a 10mm void between the EBS and the canister. The outer (50mm) void was then
filled with bentonite pellets. The inner (10mm) void was left to close due to swelling of the
bentonite upon (re)hydration. In the case of Lasgit, hydration took place both naturally and
artificially before each gas injection campaign over the (to date) eight year operational life of
the experiment (Cuss et al. 2010).
3.2.2 Scenario and aims
Specifically, Lasgit’s experimental scenario replicates the post-thermal phase (circa 10,000 years
or more post waste emplacement) of a KBS-3 concept repository. This scenario implies a fully
(re)saturated EBS under isothermal conditions, and satisfies the criteria for gas generation
occurring: i.e. sufficient availability of water and enough time for canister failure to have
occurred. As such, the scenario represents a potential repository situation in which the copper
canister has failed in the presence of available water (via the saturated EBS), allowing corrosion
of the iron insert and subsequent gas generation and build up to occur (SKB 2006).
Specific experimental aims include the answering of questions regarding i) the sensitivity of
gas flow within a bentonite based EBS to boundary conditions, ii) possible scale dependencies
of the gas flow mechanism within the EBS, and iii) to provide high quality field scale data
regarding (re)hydration of the EBS (Cuss et al. 2011).
Specific questions regarding gas flow in a compacted bentonite EBS when considering the
boundary condition/scale dependant framework which have been attempted to be answered by
Lasgit include:
– What is the minimum pressure gas will enter the clay?
– What mechanisms control gas entry?
– How much pore-water is displaced by the gas?
– Is flow along preferential pathways or through the material matrix?
– What mechanisms control the direction of flow?
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– Is gas flow episodic?
– Will gas migration affect barrier performance?
– Is the gas pressure transmitted to the host rock?
– What is the maximum gas pressure possible in the EBS?
3.2.3 Deposition hole DA3147G01
The host rock, that contains DA3147G01, is predominantly Äspö diorite (Hardenby and
Lundin 2003). DA3147G01 was drilled in 1999 with a diameter of 1.75m and to a depth of
approximately 8.5m (Hardenby and Lundin 2003), although subsequent concrete castings at
the top of the hole have increased its effective depth to 9.1m (Sandén 2003).
Extensive geological mapping and analysis of the hydrology of both the TBM assembly hall
and DA3147G01 have been conducted (Hardenby and Lundin 2003). The hydrological study
performed prior to the experiment estimated inflow of water from the host rock into DA3147G01
to be approximately 240–260 litres/day (Hardenby 2004). Conductivity of some of the fractures
residing on the wall of DA3147G01 was also confirmed through gas leakage testing (Hardenby
2004). Figure 3.5 depicts the mapped fractures on the wall and base of DA3147G01. Figure 3.6
provides orientation for the fracture map with respect to the experimental apparatus emplaced
within DA3147G01.
3.2.4 Experimental apparatus
Lasgit is highly instrumented, possessing approximately 150 sensors in and around DA3147G01.
The specifics pertaining to the location, type, and the associated notation of each of these
sensors is presented in this section.
Instrumentation within the deposition hole consists of 32 total stress sensors (oriented either
radially or axially), 26 pore-water pressure sensors, and 56 temperature sensors1. Additionally
there are 16 pore-water pressure transducers associated with the hydration mats and injection
filters that act as sensors. Additionally, attached to the retaining lid, there are seven displacement
1There are also seven relative humidity sensors located within DA3147G01, however the data arising from
them is not available to this study.
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Figure 3.5: DA3147G01 fracture map (after Hardenby and Lundin 2003). Depiction of a screed
application at the bottom of the hole (mentioned in a hand written note in Sandén (2003)) is
shown via the lower hatching. A concrete frame surrounding the hole at the top (increasing
the effective depth) is shown via the upper hatching. Vertical measurements are taken upwards
from the screed in metres.
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sensors (five vertical and two lateral) and three load sensors. Nine pore-water pressure sensors
are located in ‘pressure relief boreholes’ adjacent to the deposition hole1. The ambient
air temperature of the facility at the experimental location is also monitored. Figure 3.7
schematically shows the experimental arrangement in cross section with measuring sections for
each set of sensors/filters/major component.
A full list of sensor and filter notations and locations is presented in Tables 3.1 to 3.8 (summarised
from Sandén 2003). For sensors within DA3147G01 heights are measured upwards from the
screed at the base of the hole, radii are measured outwards from the vertical central axis of
DA3147G01, and angles are measured in degrees anti-clockwise in plan view from ‘A’ about
the centre of DA3147G01 (Figure 3.6). Other sensor locations are given descriptively in their
respective tables.
A number of parameters pertaining to the gas laboratory are also recorded (e.g. pressures,
volumes, and flow rates in control systems), details of which are available in Harrington et al.
(2008), and Cuss et al. (2010). These are typically used for diagnostic purposes and the time
series derived from them are not referenced in this work.
The presentation of sensor information is grouped in the following subsections by sensor type,
namely: i) stress sensors; ii) pore-water pressure sensors; iii) canister injection filters; iv)
hydration filter maps; v) pressure relief hole pore-water pressure sensors; vi) lid displacement
sensors; vii) anchor cable load sensors; and viii) ancillary temperature sensors.
3.2.4.1 Stress sensor notations and locations
Table 3.1 details the stress sensor notations and locations within DA3147G01. The prefix PB
signifies sensor emplacement within bentonite measuring stress axially, PR prefix signifies sensor
emplacement at bentonite/rock wall interface measuring stress radially (tangential to the rock
wall), PC prefix signifies sensor emplacement at canister surface/bentonite interface (varying
radially and vertically in orientation). Figure 3.8 presents the sensor records arising from the
axially oriented stress sensors, and Figure 3.9 presents the sensor records arising from the radial
stress sensors.
1The pressure relief holes were drilled after the installation of the experimental equipment in DA3147G01.
Section 3.3 details their drilling and subsequent closure with packers.
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The PB and PR stress sensors are manufactured by Geokon (model 4800-1X), and have an
operating range of 0–20MPa with an accuracy of 0.1% of full scale. Temperature sensors
(thermocouples) are also incorporated into each of the PB and PR sensors, accounting for 29 of
the 56 temperature sensors within DA3147G01. The temperature sensors are referred to using
the prefix PT with the corresponding stress sensor number, and implicitly have the corresponding
locations. The PC sensors, which are manufactured by Druck, possess an operating range of
approximately 0–13MPa and an accuracy similar to the Geokon stress sensors of 0.075–0.2% of
full scale. The PC sensors, which do not have an incorporated temperature sensor, are marked
with an asterisk in Table 3.1.
3.2.4.2 Pore-water pressure sensor notations and locations
Table 3.2 details the pore-water pressure sensor notations and locations within DA3147G01. The
prefix UB signifies sensor emplacement within bentonite, UR prefix signifies sensor emplacement
at the bentonite/rock wall interface. Figure 3.10 presents the sensor records arising from
the pore-water pressure sensors at the bentonite/rock-wall interface and Figure 3.11 presents
the sensor records arising from the in-bentonite pore-water pressure sensors. A large increase
in reported pressure is present in UB902 at approximately 2010, skewing the scale of the
remaining in-bentonite pore-water pressure sensors. For clarity, an additional figure, Figure 3.12,
reproduces the data presented in Figure 3.11 omitting sensor UB902.
The pore-water pressure sensors are manufactured by Geokon (model 4500S), and have an
operating range of 0–20MPa with an accuracy of 0.1% of full scale. Temperature sensors
(thermocouples) are also incorporated into each of the UB and UR sensors, accounting for a
further 26 of the 56 temperature sensors within DA3147G01. The temperature sensors are
referred to using the prefix UT with the corresponding pore-water pressure sensor number, and
implicitly have the corresponding locations.
3.2.4.3 Injection filter notations and locations
Table 3.3 details the canister injection filter notations and locations. The prefix FU signifies
canister filters in the upper array, FM prefix signifies canister filters in the middle array, FL prefix
signifies canister filters in the lower array (see Figure 3.3). The radius 525mm corresponds
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Table 3.1: Lasgit stress sensor notations and locations. Sensors without an incorporated
temperature sensor are marked with an asterisk.
Sensor ID Orientation
Sensor Position
Angle (◦) Radius (mm) Height (mm)
PB901 Axial 0 0 0
PB902 Axial 225 675 0
PC901* Axial 0 0 501
PR903 Radial 0 875 803
PR904 Radial 90 875 803
PR905 Radial 180 875 803
PR906 Radial 270 875 803
PR907 Radial 45 875 1709
PR908 Radial 135 875 1709
PR909 Radial 225 875 1709
PR910 Radial 315 875 1709
PC902* Radial 315 525 2312
PR911 Radial 45 875 2916
PR912 Radial 135 875 2916
PR913 Radial 225 875 2916
PR914 Radial 315 875 2916
PC903* Radial 135 525 3520
PR915 Radial 45 875 4124
PR916 Radial 135 875 4124
PR917 Radial 225 875 4124
PR918 Radial 315 875 4124
PR919 Radial 0 875 5029
PR920 Radial 90 875 5029
PR921 Radial 180 875 5029
PR922 Radial 270 875 5029
PB923 Axial 0 675 6530
PB924 Axial 90 675 6530
PB925 Axial 180 675 6530
PB926 Axial 270 675 6530
PB927 Axial 90 250 7530
PB928 Axial 135 675 7530
PB929 Axial 315 675 7530
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Table 3.2: Lasgit pore-water pressure sensor notations and locations.
Sensor ID Location
Sensor Position
Angle (◦) Radius (mm) Height (mm)
UB901 Bentonite 90 300 0
UB902 Bentonite 270 437.5 250
UR903 Rock wall 45 875 803
UR904 Rock wall 135 875 803
UR905 Rock wall 225 875 803
UR906 Rock wall 315 875 803
UR907 Rock wall 0 875 1709
UR908 Rock wall 90 875 1709
UR909 Rock wall 180 875 1709
UR910 Rock wall 270 875 1709
UR911 Rock wall 0 875 2916
UR912 Rock wall 90 875 2916
UR913 Rock wall 180 875 2916
UR914 Rock wall 270 875 2916
UR915 Rock wall 0 875 4124
UR916 Rock wall 90 875 4124
UR917 Rock wall 180 875 4124
UR918 Rock wall 270 875 4124
UR919 Rock wall 45 875 5029
UR920 Rock wall 135 875 5029
UR921 Rock wall 225 875 5029
UR922 Rock wall 315 875 5029
UB923 Bentonite 45 675 6580
UB924 Bentonite 225 675 6580
UB925 Bentonite 135 440 7280
UB926 Bentonite 315 440 7280
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to the radius of the copper canister. Figure 3.13 presents the pore-water pressures induced
in the canister filters. The pressure transducers connected to the injection filters are Hi-Pro
Model 1000 Series transducers, and possess an operating range of 0–20MPa with an accuracy
of 0.25% of full scale.
3.2.4.4 Filter mat notations and locations
Table 3.4 details the EBS hydration filter mat notations and locations. The prefix FB signifies
circular hydration mats placed horizontally within the bentonite EBS, and FR prefix signifies
radial hydration mats placed vertically around the deposition hole at the bentonite/rock wall
interface. Figure 3.14 presents the pore-water pressures induced in the hydration filter mats.
The pressure transducers connected to the filter mats are Hi-Pro Model 1000 Series transducers,
and possess an operating range of 0–20MPa with an accuracy of 0.25% of full scale. The filter
mats have a nominal thickness of 2mm.
3.2.4.5 PRH pore-water pressure sensors notations and locations
Table 3.5 details the pore-water pressure sensor notations and locations in the pressure relief holes.
Pore-water pressure sensors located within the pressure relief holes adjacent to DA3147G01
are located in the intervals between the packer installations. Precise depths are not available,
however depth within the pressure relief holes is increasing in the order presented. Figure 3.15
presents the pore-water pressure sensor records arising from the sensors within the pressure
relief holes PRH-1 and PRH-2.
3.2.4.6 Displacement sensor notations and locations
Table 3.6 describes the linear displacement sensor notations and locations. Displacements are
measured relative to the TBM assembly hall floor and ceiling. Figures 3.16 and 3.17 present
the vertical linear displacement measurements of the retaining lid and monel pipe. Figure 3.18.
presents the lateral linear displacements of the retaining lid. The displacement sensors are
manufactured by Solartron, and have been set-up with an operating range of -3.6mm to 3.6mm.
The resolution of the displacement sensors is asserted to be < 0.1µm.
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Table 3.3: Canister injection filter notations and locations.
Filter ID
Filter Position
Angle (◦) Radius (mm) Height (mm)
FL901 0 525 1409
FL902 90 525 1409
FL903 180 525 1409
FL904 270 525 1409
FM905 45 525 2916
FM906 135 525 2916
FM907 225 525 2916
FM908 315 525 2916
FU909 0 525 4424
FU910 90 525 4424
FU911 180 525 4424
FU912 270 525 4424
Table 3.4: Hydration filter mat notations and locations.
Filter ID Description
FR901 Radial filter mat at bentonite/rock wall interface encircling deposition
hole from base (0.00m) to 0.35m height (total height 0.35m).
FR902 Radial filter mat at bentonite/rock wall interface encircling deposition
hole from 6.08m height to 6.83m height (total height 0.75m).
FB903 Horizontal circular filter mat in bentonite, 0.4m radius at 6.03m
height, centred in DA3147G01 in plan.
FB904 Horizontal circular filter mat in bentonite, 0.4m radius at 7.03m
height, centred in DA3147G01 in plan.
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Table 3.5: Pore-water pressure sensors notations and locations in pressure relief holes.
Sensor ID Pressure relief hole
UR927 PRH-1
UR926 PRH-1
UR925 PRH-1
UR924 PRH-1
UR923 PRH-1
UR931 PRH-2
UR930 PRH-2
UR929 PRH-2
UR928 PRH-2
Table 3.6: Linear displacement sensor notations and locations.
Sensor ID Description
DP901 Movement of monel pipe relative to lid in vertical direction.
DP902
Movement of lid relative to TBM assembly hall floor in vertical
direction (at three locations on lid).
DP903
DP904
DP905 Movement of lid relative to TBM assembly hall ceiling in vertical
direction.
DP906
Lateral (horizontal) movement of lid.
DP907
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Figure 3.17: Summary of evolution of vertical linear pipe displacement.
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Figure 3.18: Summary of evolution of lateral linear lid displacements.
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3.2.4.7 Anchor cable load sensor notations and locations
Table 3.7 details the anchor cable load sensor notations and locations. Three of the ten anchor
cables (spaced approximately 120◦ apart and angled at approximately 21.8◦ to the vertical axis
of DA3147G01) used to retain the concrete plug and lid possess load sensors. The locations
of the load sensors is shown in Figure 3.6. Figure 3.19 presents the anchor cable load sensor
records. The anchor load cells are manufactured by Glötzl, (model KN 5000 A 160). The load
cells possess an operating range of 5,000 kN with an accuracy of ±10 kN.
3.2.4.8 Ancillary sensor notations and locations
Table 3.8 details the notations and locations of the ancillary (temperature) sensors located
within and around DA3147G01 that are not incorporated into a stress or pore-water pressure
sensor. Figure 3.20 presents the sensor records arising from the air temperature sensor, TA905,
at the experimental location. The thermocouple located inside the canister is a type ’K’
manufactured by Pentronic.
3.2.4.9 Integrated temperature sensors
An aggregated summary of the temperature sensors within DA3147G01, i.e. the sensors
integrated into the stress and pore-water pressure sensors (Sections 3.2.4.1 and 3.2.4.2),
and the temperature sensor located within the canister (Section 3.2.4.8) is presented here.
Figure 3.21 presents the sensor records arising from the temperature sensors within DA3147G01
ommitting PT901, UT924, and UT911. Figure 3.22 presents the sensor records arising from
the temperature sensor UT911
3.3 Experimental history
A summary of the major phases (hydration and gas injection campaigns) of Lasgit’s experimental
history is presented in Table 3.9. Both elapsed days from initiation and date ranges are provided,
with the latter format used throughout the remainder of this document.
Lasgit’s official start occurred on 2005–02–01 at 09:39:54 Coordinated Universal Time (UTC),
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Table 3.7: Anchor cable load sensor notations and locations.
Sensor ID Description
LP901 Anchor cable load sensors are positioned approximately 120◦ apart
on three of the ten anchor cables. Cables were pre-tensioned
to 1,300 kN initially.
LP902
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Figure 3.20: Summary of air temperature evolution in Äspö HRL at experimental location
Table 3.8: Ancillary sensor notations and locations.
Sensor ID Description
TA905 Air temperature in TBM assembly hall (◦C)
TC901 Temperature inside the canister (depth indeterminate, ◦C)
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Figure 3.22: Summary of temperature evolution in UT911.
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Table 3.9: Key phases of Lasgit’s experimental history and expected ongoing phases, summarised
from Harrington et al. (2008), and Cuss et al. (2010).
Event Elapsed days Dates
Lasgit started 0 2005–02–01
System testing and natural hydration
phase
0–106 2005–02–01 to 2005–05–18
Pressure relief holes drilled and
pumps installed
62–77 2005–04–04 to 2005–04–19
Artificial hydration phase one 106–843 2005–05–18 to 2007–05–25
Closure of pressure relief holes 415–519 2006–03–23 to 2006–07–05
Gas Test One in filter FL903 843–1110 2007–05–25 to 2008–02–16
Hydraulic test 843–917 2007–05–25 to 2007–08–07
Gas injection test 917–1010 2007–08–07 to 2007–11–08
Hydraulic test 1010–1110 2007–11–08 to 2008–02–16
Artificial hydration phase two 1110–1430 2008–02–16 to 2009–01–01
Gas Test Two in filter in FL903 1430–2019 2009–01–01 to 2010–08–13
Hydraulic test 1473–1577 2009–02–13 to 2009–05–28
Gas injection test 1577–1964 2009–05–28 to 2010–06–19
Hydraulic test 1964–2019 2010–06–19 to 2010–08–13
Gas Test Three in filter in FU912 2019–2072 2010–08–13 to 2010–10–05
Test abandoned 2072 2010–10–05
Gas Test Three in filter in FU910 2072–2725 2010–10–05 to 2012–07–19
Hydraulic test 2085–2141 2010–10–18 to 2010–12–13
Leak off test 2141–2257 2010–12–13 to 2011–04–08
Gas injection test 2257–2725 2011–04–08 to 2012–07–19
Gas Test Four in filter in FL903 2725– 2012–07–19 to present
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when closure of DA3147G01 occurred. Initially, a phase of system testing and natural hydration
was begun. During this phase, the natural pore-water pressure was found to be high enough
to cause bentonite to be extruded from the deposition hole (Cuss et al. 2010; Harrington
et al. 2008). To counteract this phenomenon two Pressure Relief Holes (PRHs), PRH-1 and
PRH-2, were drilled beside DA3147G01. Pumps were installed in the pressure relief holes to
reduce pore-water pressure local to the deposition hole, which successfully halted the bentonite
extrusion.
After testing of the experimental equipment an artificial hydration phase began. During this
phase pore-water pressure in the hydration mats and filters was systematically raised, leading
occasionally to piping of bentonite, but ultimately resulting in stable increases in pore-water
pressure and swelling pressures within DA3147G01. Closure of the pressure relief holes also
occurred during this phase, leading to significant increases in pore-water pressures and stresses,
however the swelling pressure of the bentonite by this point was sufficient to resist further
piping or extrusion.
The first gas injection campaign, ‘Gas Test One’, was undertaken after just over two years
of natural and artificial hydration had taken place. Gas pressure was raised in an injection
filter (FL903) in the lower filter array by means of a constant rate of injection. Major gas
breakthrough and flow into the system was observed during the test, exhibiting the qualitative
form observed in laboratory tests, such as those performed by Harrington and Horseman (1999).
However the induced gas flow did not intercept another sensor.
After the gas injection was completed, natural and artificial hydration of the system was then
resumed, and continued for just under one year. The maturation of the bentonite between
hydraulic tests before and after this phase, indicated by continued increase in swelling pressure,
was not found to significantly influence the hydraulic properties of the material (Cuss et al.
2010, 2011).
The second gas injection campaign, ‘Gas Test Two’, was then undertaken. Gas pressure was
raised in the same injection filter used in Gas Test One (FL903) utilising steps of constant
flow rate injection. Major gas breakthrough was observed in a similar qualitative fashion to
Gas Test One. Additionally, large increases in pressure were recorded shortly after in injection
filter FL901 and pore-water pressure sensor UB902. The lack of detection at sensors located at
78
Chapter Three The Lasgit experiment
positions between the source and receptors suggests a tortuous (non-trivial) and discrete flow
path.
The third gas injection campaign, ‘Gas Test Three’, was undertaken immediately after Gas
Test Two, with no designated period of hydration occurring between them. The first attempt
to perform Gas Test Three (utilising injection filter FU912) was abandoned shortly after its
initiation due to an apparent direct hydraulic connection between the injection filter and
injection filter FU909. This was illustrated by an immediate increase in detected pressure
in FU909 matching that of FU912. Injection filter FU910 was substituted. Gas injection in
filter FU910 was performed in a similar manner to Gas Test Two. Despite the unavailability
of data for the final portion of Gas Test Three1, gas breakthrough and flow was observed.
Large increases in pressure are seen in sensors FU909/FU912, FU911, and then FL904 after
gas breakthrough and flow.
The forth gas injection campaign, ‘Gas Test Four’, is scheduled to end approximately Febru-
ary 2014 and is intended to be the final test performed.
3.4 Experimental reliability
Among the 150 sensors installed in Lasgit, two temperature sensors (PT901 and UT924) have
failed entirely. Another temperature sensor (UT911) has reported temperatures considerably
higher (approximately 10◦C to 25◦C) than the consensus of the other temperature sensors
within DA3147G01, for a period of approximately one year. Additionally, a pore-water pressure
sensor located in PRH-2 (UR931) has consistently reported pressures just below zero.
The impact of the noted sensor failures with respect to the scientific aims and overall scientific
interpretation of the experiment can be considered minimal. This is due to the small number
of failures, their type, and the sensor redundancy within the system. Temperature sensors do
not monitor any of the discrete flow processes of interest within the experiment, and hence
the unavailability of temperature information at three locations of the 56 installed does not
prevent an overall temperature profile being developed. Additionally, the anomalous pore-water
pressure sensor located in PRH-2 is redundant within the borehole as well as being outside of
1Experimental data available for analysis spans from 2005–02–01 to 2012–05–24 (days 0 to 2669), with
release of the data by the BGS occurring in a staged manner up to the latter date, after an initial data delivery
early in 2010.
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the compacted bentonite EBS that is the focus of the experiment.
3.5 Data/Results
Macro-scale analysis of the experimental outputs have been (and continue to be) analysed by
the BGS. Informal observations during such analyses have noted a potential wealth of smaller
scale, or ‘second order’ information in the dataset, however a detailed analysis of the smaller
scale features is yet to be performed.
The dataset arising from Lasgit thus far (from 2005–02–01 to 2012–05–24) consists of
circa 27.5 million datum points spread across approximately 175 time series records (150
of which are sensor records, with the remainder pertaining to logs of the control system
parameters), and sampled non-uniformly at an average of around 2.5 logs/hour. This equates
to 157,362 logging cycles recorded for each sensor by 2012–05–24.
3.5.1 Data uniformity
Non-uniformity of sample rate within Lasgit’s dataset occurs for two primary reasons: intentional
changes to the sensor logging rate by the experiment operators (BGS); and, on a smaller scale,
fluctuations or malfunctions in the data acquisition systems used. The latter of these causes
also has the effect of offsetting one uniform section from another by an arbitrary amount. This
has the effect of disrupting the synchronisation between two differently sampled, but otherwise
uniform sections, and hence makes non-uniform any lower sample rate common to the two
sections that would otherwise exist. Figure 3.23 depicts the sample rate (in logs/hour) of
Lasgit throughout its experimental life. The short term perturbations in the sample rate (spikes
and dips) are typically as a result of hardware and/or software fluctuations and other stability
issues, while the longer term changes in the sample rate baseline are a result of changes to the
experimental settings. Shaded areas correspond to gas injection campaigns which, as the main
focus of the experiment, were considered to warrant higher resolution study (temporally). The
extent of non-uniformity in the experimental sample rate highlighted in Figure 3.23 impacts
the ability to perform traditional time series analysis, as typically a uniformly sampled time
series is assumed (Chatfield 1989).
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Figure 3.23: Lasgit sample rate with time. Hatched areas correspond to gas injection campaigns.
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3.6 Summary
Lasgit is a highly complex experiment, both in terms of experimental set-up, and operational
history. While macro scale analyses of the experimental results have been performed (e.g. Cuss
et al. 2011), little attention has been paid to the smaller scale phenomena present in the dataset.
The details of the experimental set-up and history presented within this chapter provides the
necessary context to perform and interpret such an analysis.
The high level of instrumentation and longevity of operation leads to a large dataset which
contains a large degree of non-uniformity. The approach adopted to accommodate such a
dataset in a second order analysis is presented in Chapter Four.
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Data analysis toolkit development
4.1 Introduction
As highlighted in Chapter Three, the incompatibility between the Large Scale Gas Injection Test’s
(Lasgit’s) non-uniform dataset and traditional techniques for time series analysis necessitates
the investigation of appropriate solutions available to perform an Exploratory Data Analysis
(EDA) for this research. Discussion of the general approaches available to non-uniform time
series analysis are presented in this chapter along with the advantages and disadvantages of each
approach. Specific consideration is given to performing a small scale, or ‘second order’ analysis.
Subsequently, the selection and development of a series of analytical processes is described.
The incorporation of the analytical processes into a data analysis toolkit, the Non-Uniform
Data Analysis Toolkit (NUDAT), is presented.
4.2 Non-uniform time series analysis approaches
The general term ‘time series analysis’ covers a broad range of activities that may range from
simple inferential inspection of a line graph to an advanced statistical analysis of a dataset
used to assess a hypothesis about the dataset. A fundamental in time series analysis is the
measurement of the extent to which, or the exploitation of, the fact that proximate datum
points are interconnected or non-independent of each other (Box and Jenkins 1976). In the
context of this study, time series analysis will constitute an activity or procedure that exposes
or quantifies interpretable information contained within a time series based dataset.
As stated in Chapter Three, Lasgit has a non-uniform sample rate. The experimental sample
rate averages approximately 2.5 logs/hour, but varies throughout the experimental history. As
is also stated in Chapter Three, this is in part due to intentional changes to the sample rate by
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the experiment operators, i.e. the British Geological Survey (BGS), and also due to fluctuations
in the hardware used for data acquisition.
Non-uniformity in a dataset presents a significant impediment to applying time series analysis
techniques as a uniform sample rate is usually assumed. Indeed, instructive texts on the topic
of time series analysis by Box and Jenkins (1976), and Chatfield (1989) both focus entirely on
uniform time series for their subject matter.
With respect to the task of analysing non-uniform time series a number of approaches to
circumvent this impediment are reviewed here, which include:
1. Ignoring/disregarding the non-uniformity in the dataset and applying suitable techniques
that assume uniformity.
2. Down-sampling the dataset (e.g. utilising every other datum point) to obtain a uniform
sample rate common to the whole dataset.
3. Choosing a convenient uniform sample rate and interpolating data between the non-
uniformly gathered points at appropriate timestamps.
4. Applying analysis algorithms/tools that do not require or rely on uniformly spaced input
to produce valid and meaningful results.
The advantages and disadvantages of these approaches are discussed in detail in Sections 4.2.1
to 4.2.4, and the consideration of the appropriate approach to analyse Lasgit’s dataset is
presented in Section 4.2.5.
4.2.1 Ignoring/disregarding non-uniformity
Ignoring or disregarding non-uniformity in a dataset may be a suitable option when the non-
uniformity present comprises only a small portion of an otherwise uniform dataset, or in
situations where the analytical processes used are not particularly sensitive to non-uniformity.
The suitability criteria however is highly subjective. It is dependent on the nature of the
non-uniformity (e.g. missing data, skewing of sample rate), and the nature and accuracy of the
inferences being sought from the analytical method applied.
Time series analysis techniques that assume uniformity in the input data effectively enforce
this assumption. As such, the results of such analytical tools may therefore be considered
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questionable or inaccurate if there is significant non-uniformity in the input data. This is
due to such a time series analysis technique effectively interpreting improperly time indexed
measurements. The extent of impact of the non-uniformity on the reliability of results obtained
from such an analysis should be considered against the (in)convenience of mitigating the
erroneous assumptions through the use of one of the other approaches listed.
A visual example of the consequence of disregarding non-uniformity in Lasgit’s dataset is shown
in Figures 4.1 and 4.2. In this example a measured down-hole temperature profile from the
dataset arising from Lasgit is compared with the effective profile interpreted when data are
assumed to be uniformly spaced. Figure 4.1 depicts a down-hole temperature measurement from
Lasgit’s dataset. Figure 4.2 depicts the same measurements spaced evenly in time (uniformly).
The changes in Lasgit’s sample rate (see Figure 3.23) causes the distortions visible in the latter
temperature profile (Figure 4.2).
4.2.2 Down-sampling to uniformity
Down-sampling a dataset, by utilising only selected datum points in order to achieve a lower
sample rate that is common to the whole dataset, has the advantage of allowing more standard
and established techniques for analysis to be performed. However, this involves a reduction
in data resolution, as it is typically achieved by discarding all data intermediate to those data
with timestamps that coincide with the new (lower) sample rate. This approach requires a
common sample rate that is useful to the intended analysis, and that is present throughout the
dataset.
Figure 4.3 illustrates how even a small additional non-uniformity in an otherwise uniform dataset
may disrupt the presence of a lower common sample rate throughout the dataset. An example
time series is shown that possesses a varying sample rate. The elapsed time between each
datum point in various uniform sections of the time series is denoted by ∆t. Black datum
points depict uniformly spaced data at the lower (∆t = 20) sample rate and correspond with
the vertical grid line spacing. Grey datum points are those points in the time series that do not
correspond to the lower common sample rate. As depicted, a small perturbation in sample rate
(∆t = 13) may prevent subsequent points from coinciding with integer multiples of the initial
sample rate, hence prohibiting selection of those points when down-sampling by selecting a
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Figure 4.1: Example of consequences of disregarding the non-uniformity in Lasgit’s dataset.
This figure depicts a measured (non-uniformly sampled) down-hole temperature sensor (real
data), while Figure 4.2 depicts the hypothetical consequences of assuming a uniform step
between each datum point.
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Figure 4.2: Example of consequences of disregarding the non-uniformity in Lasgit’s dataset.
Figure 4.1 depicts a measured (non-uniformly sampled) down-hole temperature sensor (real
data), while this figure depicts the hypothetical consequences of assuming a uniform step
between each datum point.
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lower common sample rate.
4.2.3 Interpolating to uniformity
Defining a desired sample rate and generating a dataset that conforms to it using interpolation
of the original data is likely to generate a dataset that is similar to the original and suitable for
uniform time series analysis. However, as a significant proportion of the measured data may be
discarded by this process in favour of the new ‘generated’ data, there is a risk that the resulting
dataset would not accurately represent the original measured data. This lack of representation
is likely to be most pronounced at local minima and maxima in the original dataset. Except
where the position of the interpolated points coincide with the minima/maxima location, the
interpolative process is likely to truncate the measured magnitudes. Figure 4.4 illustrates this
truncation process at a local maximum point in a hypothetical time series. Consideration of the
validity of the use of representative enumeration over original measurement should be made,
and balanced against the convenience of analysis of that data.
4.2.4 Use of non-uniform analysis tools
The application of time series analysis tools and algorithms that are capable of accommodating
non-uniform input to a non-uniform dataset negates the need for the steps discussed in
the preceding sections (i.e. mitigating the need to make potentially poor assumptions, to
down-sample, or re-sample of the dataset). However, as stated above, typical time series
analysis techniques may lack the ability to accommodate non-uniform input. The selection and
development of appropriate techniques that accommodate non-uniform input, or adaptation
of existing techniques is therefore required in order for this to be a viable option. Such an
approach would allow the use of measured data at full resolution in an analysis, at the cost of
increased preparatory work preceding the analysis pertaining to the development of the analysis
techniques.
4.2.5 Approach adopted for Lasgit analysis
The appropriate approach to analyse Lasgit’s (or any other) dataset is determined by i) the
type and magnitudes of non-uniformity present in the dataset, ii) the (subjective) acceptability
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Figure 4.3: Illustrative example of how a small perturbation in sample rate can cause a lack
of synchronisation between sections either side of the perturbation, preventing sample rate
down-sampling.
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Figure 4.4: Example of potential loss of measured detail in a non-uniform dataset interpolated
to a uniform sample rate. The truncation of the magnitude of a measured local maximum is
illustrated by the dashed line.
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of the implications of the approach taken, and iii) the convenience of performing the analysis
in terms of pre-processing requirements or preparatory work.
In the case of Lasgit’s dataset large variations in sample rate throughout the experimental
history effectively preclude disregarding the non-uniformity, as the non-uniformity is not isolated
to small areas but rather makes significant proportions of the dataset incompatible with a single
analytical approach. Additionally, the small perturbations in sample rate produce a lack of
background synchronisation between uniform areas, therefore preventing precise down-sampling
to a fully uniform dataset (as exampled in Figure 4.3). In this case a significant number of
small disregarded non-uniformities would likely remain, as the retained data would likely be
assigned on a ‘closest fit’ basis to the down sampled grid.
Disregarding such small and highly localised non-uniformities after down-sampling may produce
sufficient analytical accuracy in the case of Lasgit’s dataset. The amount of data discarded,
however, in order to achieve a sample rate common to the entire dataset (1 log/hour) would
require the elimination of up to 75% of the recorded data in some sections. Furthermore,
the interpolative approach to generating a fully uniform dataset would consist of vastly more
‘created’ data than measured data in the resulting dataset, due to the lack of underlying
synchronisation between otherwise uniform sections.
In the case of Lasgit’s dataset, and in light of the sensitivity and detail required to perform
a second order analysis, the preferred option is therefore to utilise a non-uniform time series
analysis. Adopting this approach allows an investigation to preserve the integrity and detail of
the actual measured data. Additionally, this approach can avoid potentially invalid analytical
assumptions pertaining to the assumed uniformity of the dataset.
4.3 Non-uniform data analysis toolkit
The choice of particular analytical techniques are necessarily guided by the information sought
from the dataset and the particular nature of the dataset. The techniques developed for NUDAT
are intended to solve the particular information exposure aims of the study of Lasgit’s dataset,
as well as being intended to be as general as possible in their applicability.
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4.3.1 Capabilities and respective rationales
Considering the ‘second order’ nature of the investigation intended (as introduced in Sections 3.5
and 3.6) and the size of the dataset, the following analysis features were considered and
incorporated into NUDAT:
– Second order event candidate detection and event synchronisation indication
– Frequency domain analysis
– Long-term trend determination and subsequent removal
– Aberrant point identification (spike detection)1
– Smoothing/averaging/down-sampling functions2
It is noted that the specific usefulness of each capability when performing an EDA would be
dependant on the dataset analysed. However, the general applicability of the features listed
above collectively lend themselves to an EDA type investigation. Each capability is applicable
to any time series based dataset, and a specific ‘Lasgit analysis centric’ rationale exists for
each, which supports its inclusion in NUDAT. Sections 4.3.1.1 to 4.3.1.5 outline the rationales
that support the inclusion of the capabilities listed above into NUDAT.
4.3.1.1 Second order event candidate detection
The rationale for implementing second order event candidate detection is to provide a quick and
consistent identification of potential small scale/second order events for further observational
interpretation, where the highlighted events may otherwise be obscured by longer-term/larger-
scale phenomena. This feature is of particular use in a large dataset where small scale observation
is impractical due to the impracticality of manually searching large datasets. The ability to
quickly determine the synchronisations of these events across multiple time series between such
events is the rationale behind the event coupling indication feature.
4.3.1.2 Frequency domain analysis
Frequency domain analysis is useful to deterministically calculate the amplitudes and phase
offsets of cyclic components in the dataset. This includes the ability to distinguish multiple
1Quality Assurance (QA) processes are likely to be highly specific to a particular form of phenomenon.
2Highly general functionality that is likely to be easy to implement. Included for completeness.
90
Chapter Four Data analysis toolkit development
cyclic components with distinct frequencies. The quantitative measurement of frequency
information in a time series is preferable to an estimation derived from observation such as
measuring cyclic components peak-to-peak.
4.3.1.3 Long-term trend determination and removal
The rationale behind long-term trend detection and removal is to provide the ability to determine
a long term macro-scale behaviour of the dataset and subsequently remove it. Preferably, this
is achieved non-parametrically, i.e. the trend is derived without specification of an assumed
form. This process leaves a residual time series containing smaller scale, and shorter term
phenomena (along with frequency components) which facilitates an easier investigation.
4.3.1.4 Aberrant point identification (spike detection)
Within any experimentally derived dataset aberrant measurements (spikes) are likely to exist.
The manifestation or classification of spikes may differ between datasets, and have different
scientific implications, however, within Lasgit’s dataset, spikes manifest as individual aberrant
datum points. As such, the spike detection implemented reflects this. The detection of spikes
within Lasgit’s dataset enables the removal of such points if deemed necessary.
4.3.1.5 Smoothing/averaging/down-sampling functions
General smoothing, averaging, and/or down-sampling can be useful as a pre-process to reduce
noise before simple visualisations, or to produce a lower resolution dataset for coarser preliminary
analysis and investigation. The rationale for inclusion is one of providing completeness of data
analysis capability.
4.3.2 Formulations of the analytical components of NUDAT
Detailed descriptions of the general and specific approaches taken to accommodate non-uniform
input, and the specifics pertaining to the implementation of each of the capabilities are presented
in Sections 4.3.2.1 to 4.3.2.6. Section 4.3.2.1 presents a windowing technique that underpins a
91
Chapter Four Data analysis toolkit development
number of the components implemented in NUDAT, while the remaining sections address the
specifics pertaining to the components described above.
4.3.2.1 Time-scale windowing vs point-count windowing
Advancing a window along a time series and applying an analytical process to the data captured
by that window at each step is a common activity in time series analysis. The concept of a
moving window of this nature underpins a number of analytical process. Examples of which
include Weighted Moving Averages (WMAs) for noise reduction and parametrisations for
statistical inferences. The size of the window and the process applied to the captured data
at each iteration are typically chosen with consideration of the time scales over which the
processes represented by the data are evolving and the information that is sought from the
data about the processes.
When a window is centred on a datum point, a predefined number of datum points immediately
preceding and succeeding the centred point are defined as being within the window (point-count
windowing). When the time series sample rate is uniform, the window length (`, in time) is
equal to (n − 1) ×∆t, where n is the number of datum points and ∆t is the elapsed time
between two datum points. The fixed and predefined number of datum points captured by a
window of this nature is also convenient for subsequent implementation of the desired analytical
processes that are intended to be applied.
In the instances where ∆t is not constant across a time series (i.e. a non-uniform dataset) the
window length in time will vary as the window progresses along the time series. Additionally, the
temporal centre of the window will no longer necessarily coincide with the centred datum point.
Evolution of the data with time would not be measured consistently between two differently
sampled regions by the point-count method due to the differences in data density with time.
To account for this temporal variability a time-scale windowing method was employed. This
involves a window of length ` (in time) which captures a potentially varying number of datum
points that may possess arbitrary positions within the window as it moves across a time series.
Implementation of an analytical processes that is subsequently applied to data gathered in this
way must account for this potential variability.
Figure 4.5 depicts a comparison of the two windowing methods described when applied to
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a time series with a varying sample rate. An arbitrary non-uniformly sampled time series is
shown transitioning from a comparatively higher sample rate to a lower sample rate. The grey
shading indicates the points forward and behind the central point that would be encompassed
by a time-scale window, while the bar above the time series indicates the points that would
be selected using a point-count method. It can be seen that the point-count method places a
bias in time towards the lower sample rate region when the window is transitioning between
the two locally uniform regions. Additionally, the time over which the windowed points were
gathered would not be consistent between the two respective regions of different sample rate.
Furthermore, if a large temporal gap exists in the data, the point-count windowing method
may group vastly disparate data together as the window transitions the gap.
Time-scale windowing, by definition, collates data by temporal proximity. In the case of a
uniform time series, time-scale windowing and point-count windowing are equivalent and will
produce identical sets of collected data given equal window lengths. Time-scale windowing
however, while it potentially places a burden of increased complexity on the implementation of
the subsequently applied processes, provides a methodology for valid analysis of a non-uniform
dataset that considers a consistent period of data acquisition. This can better reflect the reality
of temporally evolving processes that are represented in the data studied. Time-scale windowing
method has been implemented in NUDAT in all instances that utilise a moving window.
4.3.2.2 Averaging/smoothing and down-sampling
Utilising the windowing method described above to perform a WMA (also referred to as
smoothing) invalidates the classical approach of predefined weighting factors (Chatfield 1989,
e.g. ). Accommodating non-uniform time indexes, therefore, requires the use of a continuous
function to define weighting factors as a function of each points position within the window.
Weighted points are then summed and the total is divided by the sum of the weights, as would
be the case with predefined weighting factors:
ps(t) =
Nw∑
n=1
wnpn
Nw∑
n=1
wn
(4.1)
93
Chapter Four Data analysis toolkit development
9.0
9.5
10.0
10.5
11.0
11.5
12.0
-24 -18 -12 -6 0 6 12 18 24
Ar
bi
tra
ry
ex
em
pl
ar
m
ag
ni
tu
de
Relative timestamp (e.g. hours)
Figure 4.5: Comparison of windowing methods. Time-scale windowing (grey shading) collects
points based on temporal proximity while point-count windowing (raised bar) collects points
sequentially with no consideration of sample rate uniformity.
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where ps(t) is an averaged or smoothed datum point with the time index t in the centre of the
window, Nw is the number of points contained within the window, wn is the weight applied to
the nth point in the window, and pn is the value of the nth point in the window. The values
for t at each window location are assigned by iterating through the input time series and
assigning the associated time indices as each window centre (i.e. one window centre for each
averaged point in the input/output time series). This constraint can be ignored, and arbitrary
time indices can be assigned however, for example when down-sampling the input time series
(discussed below).
A series of continuous weighting functions have been implemented to provide the weighting
values at the time indices of the nth point (Tn) within a window (of length `) centred at
a time index designated as T0. Table 4.1 presents the WMA weighting methods and the
associated functions which have been implemented in NUDAT, and Figure 4.6 depicts the
form of these functions across a window, normalised to unity at T0. It should be noted that
the implementation of the weighting functions in NUDAT omits this normalisation step for
optimisation purposes, as a proportional scaling of the weighting functions does not affect the
relative weighting applied to the averaged points.
Choosing σ = `
6
for Gaussian weighting ensures that 99.7% of the area under the curve falls
within the function window (effectively equating the window length to three Standard Deviations
(SDs) in each direction from T0). The parameter choice for Laplacian weighting is chosen
for convenience such that the weights at the limits of the window are of similarly negligible
magnitudes as the Gaussian weighting function at the limits of the window. Additionally,
NUDAT allows user specification of the window length ` to suite the desired refinement of the
smoothing performed.
Down-sampling of a dataset can be achieved by utilising a uniformly weighted moving average
and iterating the window across the dataset with a step and window size (`) set to the
length required to achieve the desired lower sample rate. Additionally, the extremities of the
data captured by each window may be truncated to remove extreme upper and lower values,
decreasing the influence of aberrant values on the process. NUDAT implements an optional
truncation of values that lie outside the threshold of 1.5× Interquartile Range (IQR) from
the lower and upper quartiles of the windowed data when performing down-sampling. Values
excluded by this criteria are referred to as ‘outliers’ (Tukey 1977). The average values calculated
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Table 4.1: Weighting functions for time windowed moving averages. (Standard Gaussian and
Laplacian functions Weisstein 2013a,b).
Weighting type Weighting function Parameter choice
Uniform w(U)(Tn) = 1
Triangular w(T )(Tn) =
-2 |Tn − T0|
`
+ 1
Gaussian w(G)(Tn) =
1√
2piσ2
· e -
(
(Tn−T0)2
2σ2
)
σ =
`
6
Laplacian w(L)(Tn) =
1
2b
· e -
( |Tn−T0|
b
)
b =
`
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Figure 4.6: Weighting functions used for time windowed moving averages (normalised to unity
at T0). a) Uniform weighting. b) Triangular weighting. c) Gaussian weighting. d) Laplacian
weighting. Depicted window length is designated ` and is centred on T0.
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constitute a lower resolution representation of the original dataset, with each datum point
in the down-sampled dataset being representative of the data captured by its corresponding
window and temporally located at the centre of that window.
4.3.2.3 Time series Quality Assurance (QA)
The QA requirements of an experimentally collected dataset are specific to the quality re-
quirements of the analysis intended to be applied to the dataset. Quality issues, e.g. spiking,
sensor drift etc., are likely to have different definitions between different studies. In the case of
Lasgit’s dataset, the primary quality issue is the presence of aberrant datum points, or spikes,
which are characterised here as a single point significantly disparate from the consensus of the
surrounding data. The inferred implication of this characterisation is that such datum points are
not representative of the physical reality being measured and quantified. The identification of
such datum points provides an option to exclude them from an analytical processes subsequently
applied to the dataset.
The quantification of i) the consensus of the data surrounding a suspect datum point, and
ii) a ‘significant’ disparation from that consensus, is achieved in NUDAT through statistical
parametrisation. Within a time scale window, centred on the suspect point, the deviation of
the suspect point from the windowed data mean is compared with the SD of the windowed
data. This provides a measure of the discrepancy of the suspect point from the expected value
within the window. A threshold to test for disparance in terms of the number (M) of SDs from
the mean is established in NUDAT, with points exceeding the threshold designated as spikes:
|pn − µ| > Mσ (4.2)
where pn is the suspect datum point, µ is the mean of the windowed data excluding the suspect
datum point, M is defined by the operator, and σ is the SD of the windowed data (Weisstein
2013c), excluding the suspect datum point:
σ =
√√√√ Nw∑
n=1
(pn − µ)2
Nw − 1 (4.3)
where n 6= the index of the point at the window centre.
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The choice of window length for spike detection is based on: i) the sample rate(s) within the
dataset; ii) the time scales of which macro scale phenomena and second order scale phenomena
occur; and iii) the frequency of occurrence of the aberrant points intended to be detected. As
such, the choice of window length should respectively: i) be sufficient enough to ensure a large
enough number of data within each window to provide a statistically valid SD calculation; ii)
be short enough to ensure that the influence of macro scale behaviour within the window is
negligible; and iii) be short enough to ensure that the frequency of occurrence of aberrant
points within the window does not significantly alter the quantified consensus of the surrounding
points.
The choice of the threshold parameter M is defined by how discriminating the desired spike
detection should be, with a lower threshold corresponding to an increase in spike classification.
The default value of M, as implemented in NUDAT, is three. This is chosen to coincide with
the upper bound of the 68–95–99.7 rule for normally distributed data. In the case where the
noise component of a time series is normally distributed this threshold choice will limit false
positive spike detection to an average of 0.3%. Adjustment of the threshold parameter can
also be used to compensate for a sub-optimal window length selection in some circumstances.
More aggressive spike classification, for example, may be used to compensate when frequent
spike occurrence influences the measured consensus (SD).
Each datum point in a dataset can be tested in the way described above by iterating the centre
of the test window over each time index within the dataset. A pass/fail condition is recorded for
each comparison between the suspect point’s deviation and the defined threshold of the window.
An example of the threshold evolving with time is presented in Figure 4.7. The grey background
depicts the calculated threshold as the window is iterated over the hypothetical time series. The
dashed sections of the time series depict connections to datum points that fall outside of this
threshold (deemed spikes). As the window progresses and encompasses more aberrant points
the threshold increases locally. The false negative detection (spike present by not detected)
depicted in this figure (the fifth spike, undashed) demonstrates that, in regions where spiking
is common, the spiking phenomenon itself may be considered non-aberrant system behaviour
by the threshold criteria, but rather an change in inherent variance of the time series. This
illustrates the potential impact of poor choice of window length and threshold.
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Figure 4.7: Example of spike identification threshold evolving with time and reflecting the
variance in the moving windowed data. The threshold (grey shading) dips when centred on
a spike due to the exclusion of that point when calculating the threshold. Points outside the
calculated threshold (spikes) are depicted by dashed lines, with one undetected spike depicted
with a solid line.
99
Chapter Four Data analysis toolkit development
4.3.2.4 Event candidate detection
The study of a dataset as large as that arising from Lasgit also requires investigation of
the second order features that may be present within it. This may necessitate a process for
establishing guidance towards features of potential interest that warrant further investigation,
i.e. an event candidate detection capability. A broad definition of an event candidate in this
context is simply a perturbation in the data, e.g. a sharp or effectively instantaneous change in
magnitude, a change in inherent noise level, a change in gradient etc.
Parametrisation, such as the SD of a moving window (described above) of a time series can
be used to identify such perturbations. SD has been implemented as the parametrisation
technique, as changes in the SD of a collection of datum points possessing a perturbation
has the advantage of being independent of perturbation form. The SD parameter will also be
sensitive to second order events if the window scale is shorter than the rate of macro scale
evolution. Event candidates detected by this method are identified by relative prominence
of the magnitude of the local SD, with larger, shorter lived, and more isolated magnitudes
corresponding to larger and more isolated/independent perturbations.
Synchronisation of event candidates across multiple time series within a dataset can also be
identified by observation of temporally coincident peaks in SD magnitude. Coincident (or
synchronised) event candidates in multiple time series within a dataset can lend weight to the
interest of the event candidates, and can be used to quickly identify connections between time
series, thus potentially refining cross-referencing of events between, for example, multiple sensor
records.
4.3.2.5 Trend detection and removal
Singular Spectrum Analysis (SSA) is a non-parametric technique for decomposing a time series
into components that are typically categorised as trending, oscillatory, and noise. While all types
of components derived by SSA may be useful to time series analysis, the trending components
(or their sum), and their subsequent removal from an input time series, are the focus of the
implementation of the technique in NUDAT.
The procedure for SSA, as described in Golyandina et al. (2001), involves converting a time
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series into a matrix of lagged vectors, decomposing the lagged vector matrix into components,
and performing averaging of the decomposed matrices to convert them back to time series
components. The length of the lagged vectors used in the decomposed matrix is defined by
user input and, as with window length, pertains to the time scale over which the process
operates. Larger window lengths produce more general trending behaviour, while shorter window
lengths retain more shorter term variation in the derived trends. Golyandina et al. (2001) states
that a uniform sample rate of the input time series is not a necessary requirement. However
as the lagged vectors are of fixed number of points (effectively a point-count window) the
same issue regarding inconsistent analysis of temporal evolution between regions of uniform
sampling rate are present as those discussed above. A methodology has been adopted to
deal with non-uniformity in the analysis of Lasgit’s dataset, which is discussed in detail in
Chapter Six.
The matrix of lagged vectors (X) from a time series P (where P = (p0, · · · , pN−1)) is formed
as such (Golyandina et al. 2001):
X =

p0 p1 p2 · · · pK−1
p1 p2 p3 · · · pK
p2 p3 p4 · · · pK+1
... ... ... . . . ...
pL−1 pL pL+1 · · · pN−1

(4.4)
where L is the lagged vector length, N is the number of points in the time series, and:
K = N − L + 1 (4.5)
The decomposition of X consists of separating the matrix into L components that sum to X
(Golyandina et al. 2001):
X = X1 + · · ·+ XL (4.6)
where each component (Xn) is derived as such (Golyandina et al. 2001):
Xn =
√
λnUnV
T
n (4.7)
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in which λ and U are the eigenvalues ordered in descending absolute magnitude and their
corresponding eigenvectors of the matrix S, where:
S = XXT (4.8)
and V Tn is defined as the transpose of the vector Vn, which in turn is defined as (Golyandina
et al. 2001):
Vn =
XTUn√
λn
(4.9)
The calculation of the eigenvalues and corresponding eigenvectors of S is achieved by application
of the Jacobi eigenvalue algorithm (Golub and van der Vorst 2000; Golub and Loan 1996). The
Jacobi eigenvalue algorithm involves iteratively pre and post multiplying S by a Givens rotation
matrix (G) (Golub and Loan 1996):
S′ = GTSG (4.10)
The Givens rotation matrix (Equation (4.12)) is formed at each step by assigning i and j to
indices corresponding to an element in the upper triangle of S and setting θ as such (Golub
and Loan 1996):
θ =
1
2
tan -1
( -2Sij
Sjj − Sii
)
(4.11)
G(i , j , θ) =

1 · · · 0 · · · 0 · · · 0
... . . . ... ... ...
0 · · · cos (θ) · · · sin (θ) · · · 0
... ... . . . ... ...
0 · · · - sin (θ) · · · cos (θ) · · · 0
... ... ... . . . ...
0 · · · 0 · · · 0 · · · 1

(4.12)
With the Givens rotation matrix defined as above, the multiplication described in Equation (4.10)
reduces the element Sij to zero. When all elements in the upper triangle have converged
sufficiently close to zero, the main diagonal of S will constitute a close approximation of
the eigenvalues sought. The corresponding eigenvectors of S are determined by iterative
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pre-multiplication of an identity matrix by each Givens rotation matrix determined to calculate
the eigenvalues.
Once the eigen information has been used to decompose the lagged vector matrix (X) each
component matrix (Xn) is averaged across the diagonals defined by i + j = constant. The
result of this averaging converts the component matrices to component time series. Just as
the decomposed matrix components (Equation (4.6)) sum to the original lagged vector matrix,
so do the component time series derived from them sum to the original time series.
Typically, but not necessarily, the trending components are associated with the highest magnitude
eigenvalues, the noise components with the lowest magnitude eigenvalues, and the oscillatory
components with the intermediate (Golyandina et al. 2001). Selection, therefore, of the trending
components for subtraction from a time series based dataset, requires visual inspection of the
form of the trends, and hence manual decision once the components have been determined by
this process.
4.3.2.6 Frequency domain analysis
Quantitative identification of the frequency content of a time series can be determined math-
ematically by applying a Discrete Fourier Transform (DFT) (e.g. Oppenheim and Schafer
1975). The application of a DFT to a time series determines the amplitude and phase offset
of an oscillatory component of the specified frequency in that time series. The standard DFT
procedure utilises the length and sample rate of the input time series to define the inspected
frequency points, namely at wavelengths that are integer divisions of the time series length up
to the Nyquist limit (a maximum frequency of half the sample rate, Chatfield (1989)). The
power, W expressed as a complex number, of a particular frequency component in a time series
is calculated as follows (Oppenheim and Schafer 1975):
W (k) =
N−1∑
n=0
pn · e -i2pi kN n (4.13)
where k = 0, · · · ,N − 1.
In the case of a non-uniform time series, such as Lasgit’s dataset, the Nyquist limit is undefined
and the component n in the exponential function will not necessarily be synchronised with the
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temporal location of pn in the time series. This may potentially lead to the DFT interpreting the
effective distortions depicted in Figures 4.1 and 4.2. As such a modification of the standard DFT
have been made to accommodate a non-time series derived definition of frequency locations
to inspect, and to apply non-uniform temporal weighting of the data in the time series. The
modification of a DFT to a Non-uniform Discrete Fourier Transform (NDFT) is achieved by
substituting ω for 2pi k
N
where ω = 2pif (in which f is the inspected frequency), and n is
substituted with tn:
W (ω) =
N−1∑
n=0
p(tn) · e -iωtn (4.14)
The modification substituting ω for 2pi k
N
necessitates manual specification of the frequencies
investigated, however it allows a non-uniform range of frequencies to be inspected. This is the
definition of an NDFT given in Bagchi and Mitra (1999). Additionally, substituting n with tn
allows a non-uniform input time series to be accommodated. The term NDFT refers to the
combined modification when used in this study.
The implementation of the NDFT capability in NUDAT provides the option to automatically
remove the zero frequency component (sometimes referred to as the ‘DC component’) from the
input time series. This zero-normalisation of the input reduces leakage into the low frequency
components calculated.
4.3.3 Toolkit components summary
The desirable capabilities of the toolkit listed in Section 4.3.1 have been developed into func-
tioning toolkit components, and have been described in Sections 4.3.2.2 to 4.3.2.6. Figure 4.8
summarises these components and associates them with their respective outputs. The individual
toolkit components can be used either in isolation or in sequence (dependant on analysis
requirements) with the exception of frequency domain analysis, which does not output a time
series suitable for use as input into another capability.
4.4 Analysis algorithms and application procedures
The toolkit processes are intended to be applied sequentially and, if necessary, recursively. An
example chain of application may be comprised of the following steps:
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Prerequisites:
Capabilities:
Outputs:
MovingAaverages/
smoothing,Aand
downsampling
NoiseAreduction
and/orAuniformity
AberrantApoint
detection
SpikesAidentified
and/orAremoved
InputAtimeAseries
EventAcandidate
detection
PerturbationsAof
potentialAinterest
highlighted
SingularASpectrum
Analysis
Non-parametric
trendAdetected
andAsubtracted
FrequencyAdomain
analysisADNDFTT
DetectionAof
amplitudes,
frequencies
andAphases
Figure 4.8: Summary of toolkit capabilities and resulting outputs.
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– Apply spike detection process to raw time series data
– Down-sample the de-spiked time series using averaging functions to representative values
occurring daily
– Apply SSA to down-sampled time series, to determine the long term trends
– Subtract long term trends from full resolution de-spiked time series
– Calculate NDFT for a range of potentially relevant frequency contents for de-trended
time series
– Apply event candidate detection process to de-trended time series
– Investigate indicated event candidates by classical inspection means
This example sequence of analytical processes (and other sequences) can be performed over
multiple time series within a dataset, with the frequency and event information aggregated
between the time series for comparison or cross referencing. Additionally, smoothing of a
process output can be added as a stage where considered necessary (e.g. pre-processing a time
series possessing a high level of noise to improve visualisations).
4.5 Implementation and application of NUDAT software
This section summarises the technical aspects of the toolkit implementation. The supported
computational platforms are briefly summarised, as well as the data file format prerequisites,
and the known limitations and omissions of the implementation with respect to data time
stamps. A brief description of the Human Computer Interface (HCI) is also given.
4.5.1 Coding specifics
The NUDAT software has been developed using the C# (C-Sharp) programming language and
requires the Microsoft .NET Framework for a Windows desktop environment. The majority
of the code is implemented as a single threaded linear process. Exceptions to this include
the native C# parallel processing functionality utilised in the algorithm that implements the
calculation of the NDFTs, and the pre and post multiplication of the S matrix by the Givens
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rotation matrix in the Jacobi eigenvalue algorithm as part of the SSA functionality. The source
code can be compiled into either a 32 or 64 bit executable. Compilation and execution has
been tested successfully using both Windows XP and Windows 7 operating systems, in 32
and 64 bit versions respectively.
4.5.2 Supported dataset format
NUDAT supports Comma Separated Values (CSV) text data files for both input and output.
Output from NUDAT is routinely generated in CSV format for ease of application of subsequent
processes, allowing a chain of analysis to be developed and the results of each step utilised or
built upon. This output format is also compatible with a wide range of other software.
The time stamp format required for a time series must match a format that can be successfully
parsed by the C# ‘DateTime.Parse()’ function. The ISO 8601 extended format is recommended
for time stamp format in NUDAT input files, and as such, all time stamp outputs from NUDAT
are in the ISO 8601 extended format: ‘YYYY–MM–DD hh:mm:ss’. Most processes require
that time stamps (and therefore corresponding time series measurements) are arranged in
ascending date-time order. Time zones have not been given any consideration within NUDAT’s
implementation, and as such their use within input time stamps is discouraged.
4.5.3 Human Computer Interface (HCI)
NUDAT’s HCI consists of a collection of standard interactive Windows forms. Input files are
listed using the main window for analysis by either ‘dragging and dropping’ or selection via the
File → Open menu. The user then selects the analytical process to apply to the input data
via the Tool menu, and subsequently configures any necessary settings (e.g. window length,
thresholds, or frequency ranges etc.). The input file list is then iterated over and the selected
process applied in turn to the data in each file. The output of each process application is stored
in a subdirectory of the input location, named by the process applied. Sequential application is
achieved by loading the output files from one process as input.
Figures 4.9 to 4.11 present NUDAT’s HCI. Depicted are the main window (Figure 4.9), in
which input files of CSV format are loaded and the highlighted file previewed; the tool selection
menu (Figure 4.10), in which the process to be applied to the input is chosen; and a process
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configuration window (Figure 4.11), in this case the SSA window, in which the parameters of
the analytical process are specified and the process executed.
4.6 Summary
The general approaches to the investigation (e.g. an EDA) of a time series based dataset that
is sampled non-uniformly have been considered (Section 4.2). Consideration to the size of
Lasgit’s dataset, coupled with the second order detail required to be investigated, a non-uniform
accommodating approach was considered most appropriate. As such the development of a
time series analysis toolkit capable of performing such an analysis has been undertaken and
presented.
The capabilities of the toolkit, summarised in Figure 4.8, have been chosen for their general
applicability to a generic time series, their ability to be modified to accommodate non-uniformity
where applicable, and their information exposing qualities. The software implementation of
the toolkit, NUDAT, facilitates the application of each analytical process individually and in
sequence, allowing an analytical chain to be built that is capable of quantifying information
about the dataset and quickly exposing and identifying potential second order events of interest
for further classical observational analysis. The characterisation and verification process for the
developed components is presented in Chapter Five.
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Figure 4.9: NUDAT’s input file interface. Input files are listed along with a preview of the
highlighted file contents.
Figure 4.10: NUDAT’s tool selection menu. Various processes can be applied to the input files.
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Figure 4.11: NUDAT’s process settings interface. The SSA process settings are displayed.
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Toolkit verification
5.1 Introduction
In order to verify the analytical components of the Non-Uniform Data Analysis Toolkit (NUDAT)
described and developed in Chapter Four, a series of test applications have been carried out.
This chapter describes the development of an artificial dataset, containing two time series, each
possessing a mixture of shared and unique features that are explicitly known and understood.
The development of the features and their combination into two similar, but distinct, time series
is described in Section 5.2. These time series are intended to possess similar features to those
expected to be encountered in the Large Scale Gas Injection Test’s (Lasgit’s) dataset.
The artificially created dataset is then subjected to an Exploratory Data Analysis (EDA) via
the application of NUDAT, with the toolkit performance measured by comparing its outputs to
those expected from the known inputs. This process, described in Section 5.3, while similar to
the intended application of NUDAT to Lasgit’s dataset, also applies individual toolkit processes
to the components of the artificial dataset in isolation as part of the verification process.
5.2 Verification time series data
In order to verify the collective data analysis capabilities of NUDAT, a dataset with characteristics
representative of the dataset, but also with known content has been developed. Therefore
an artificial time series based dataset was created, enabling the results of the application of
NUDAT to be compared with the known inputs to the dataset. This comparison enables a
characterisation of each of the toolkit capabilities, and a basis by which to assess the accuracy
of implementation. The following sections describe the individual components of the created
dataset and their incorporations into the two time series (referred to in this context as Time
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Series I (TSI) and Time Series II (TSII)) that are ultimately used as verification data.
5.2.1 Non-uniformity in the verification dataset
Artificial non-uniformity has been included in the verification dataset in order to test the
non-uniform capabilities of NUDAT. To achieve, this the verification dataset has been generated
with a varying ‘sample’ rate. The artificial sample rate varies five times between 0.1 logs/hour
and 0.4 logs/hour, leading to six periods of uniform sample rate with an overall average
of 0.25 logs/hour across the dataset. Figure 5.1 shows the sample rate with time of the dataset
developed for the verification process. There is a total of 16,381 datum points (i.e. 16,381
time indices) in each time series in the dataset. This is approximately 10% of the size of each
time series in Lasgit’s dataset. The average sample rate of the verification dataset is intended
to reflect a similar proportion of Lasgit’s dataset sample rate. The time indices generated by
this sample rate profile will be common to all time series components (and hence the resulting
verification time series).
5.2.2 Components of verification time series
The artificial dataset has been created in an additive fashion, with components intended to
mimic phenomena observed in Lasgit’s dataset. Specifically, the verification dataset consists of
two artificially created time series, each possessing a unique trending component and noise
component, and each sharing the same spiking, second order event, frequency content, and
distortion components. A detailed description of each component and their combination is
provided below.
5.2.2.1 Long term trends
Each verification time series possesses a trending component that acts as a base form of the
time series, to which other components are added. The first time series (TSI) is based on a
linear increase (Figure 5.2), and the second time series (TSII) based on a hyperbolic tangent
function that spans the same magnitudes (Figure 5.3).
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Figure 5.1: Non-uniform sample rate of the verification dataset.
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Figure 5.2: Verification dataset linear trend component. The linear trend varies constantly
from zero magnitude to 2000 between 2005–02–01 and 2012–07–24.
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Figure 5.3: Verification dataset hyperbolic trend component. The hyperbolic trend varies
according to the tanh (x) + 1 function (where x varies linearly from -3 to 3) from approximately
zero magnitude to approximately 2000 between 2005–02–01 and 2012–07–24.
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5.2.2.2 Distortion
In addition to the long term trend components, a large distortion component (Figure 5.4),
representative of an influence on a physical system that increases and then diminishes over a
macro scale (i.e. non second order) length of time. The inclusion of such a distortion component
is intended to provide insight into the ability of the Singular Spectrum Analysis (SSA) detection
to identify macro scale behaviours with mixed or multiple rates of evolution inherent within
them. The distortion component is included in both TSI and TSII.
5.2.2.3 Smaller scale ‘second order’ features/events
Of particular interest to the study of Lasgit’s dataset is the sensitivity of NUDAT to the
smaller scale or ‘second order’ features/events that may be located within and occluded by
macro scale features of a time series. To test the ability to identify this content a small
number of artificially generated ‘events’, in which a perturbation from the trend is induced and
subsequently exponentially decayed away, are added to the trends. Figure 5.5 depicts the form,
magnitude and location of the (fifteen) events generated for the verification dataset. The set
of fifteen artificially created second order events are included in both TSI and TSII.
5.2.2.4 Frequency content
Assessment of the ability to quantify the frequency content of a time series has been achieved
through the inclusion of a time series component containing the sum of the two sinusoids
shown in Figure 5.6, each typical of natural cyclic variations (annual, daily). The first sinusoid
possesses a wavelength of 365 days (a frequency of approximately 3.17×10 -8Hz) and an
amplitude of 100. The second sinusoid possesses a wavelength of one day (a frequency of
approximately 1.16×10 -5Hz) and an amplitude of 25. The frequency content component is
included in both TSI and TSII.
The Non-uniform Discrete Fourier Transform (NDFT) of this frequency content, in isolation
from the other components of the verification dataset, is depicted in Figure 5.7. Peaks at
wavelengths of 365 days and one day can be seen with magnitudes of approximately 100 and 25
respectively, corresponding to the input frequency content.
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Figure 5.4: Verification dataset macro scale distortion component.
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Figure 5.5: Second order events within the verification dataset. Fifteen randomly occurring
events in which a small scale perturbation occurs and then decays in an exponential fashion.
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Figure 5.6: Verification dataset frequency content component. Two frequency components
combined, one with a 365 day wavelength and magnitude 100, the other with a daily wavelength
and magnitude 25.
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Figure 5.7: NDFT of verification dataset frequency content. Peaks of magnitudes 100 and 25
can be seen clearly at the 365 day and one day wavelengths respectively.
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5.2.2.5 Anomalous points
A set of isolated anomalous (aberrant) points (also known as spikes), that are characterised by
their individual and significant aberrance from the consensus of the surrounding data, have been
randomly generated. The resulting artificial time series component is depicted in Figure 5.8. A
total of 84 spikes have been generated with uniform probability of occurrence in time. This
equates to approximately 0.5% of the datum points in the artificial time series. The selection of
a positive magnitude for the artificial spikes qualitatively reflects the predominance of positive
spiking in Lasgit’s dataset. The sign convention of the spikes, however, has no mathematical
significance to the analysis performed by NUDAT, as detailed in Chapter Four. The spiking
component is incorporated into both TSI and TSII.
5.2.2.6 Noise
Two noise profiles have been generated for incorporation into the verification dataset. The
first (Figure 5.9) is uniformly distributed about zero in the range -25 ≤ x ≤ 25. The uniform
noise component was incorporated into TSI (the linearly trending artificial time series). The
second (Figure 5.10) is normally (Gaussian) distributed about zero with a Standard Deviation
(SD) of 25
3
(leading to 99.7% of points lying in the range -25 ≤ x ≤ 25). The Gaussian noise
component was incorporated into TSII (the hyperbolicly trending artificial time series).
The distributions and NDFTs of the uniform and Gaussian noise components in isolation
are shown (respectively) in Figures 5.11, 5.12, 5.13 and 5.14. Inspection of these figures
suggests that the pseudo-random process used to generate the noise components has approxi-
mated the expected distributions well and not introduced or excluded any specific frequency
components.
5.2.3 Aggregated verification time series
The components described in the preceding sections were combined into two similar but distinct
verification time series. Figures 5.15 and 5.16 show the time series (TSI and TSII) that are
the aggregate (summation) of the artificial time series components. As stated above TSI, the
linear trending time series, utilises the uniformly distributed noise component, while TSII, the
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Figure 5.8: Spiking component of the verification dataset. 84 randomly generated single points
aberrant from the consensus of their surrounding points.
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Figure 5.9: Verification dataset uniformly distributed noise component. The noise ranges
between -25 and 25 in magnitude with equal frequency of occurrence at intermediate values.
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Figure 5.10: Verification dataset Gaussian distributed noise component. The noise has a mean
of zero and a SD of 25
3
(leading to 99.7% of points lying between -25 and 25).
0
100
200
300
400
500
-30.0 -20.0 -10.0 0.0 10.0 20.0 30.0
Fr
eq
ue
nc
y
Noise magnitude
Figure 5.11: Distribution of verification dataset uniform noise component.
120
Chapter Five Toolkit verification
0
100
200
300
400
500
-30.0 -20.0 -10.0 0.0 10.0 20.0 30.0
Fr
eq
ue
nc
y
Noise magnitude
Figure 5.12: Distribution of verification dataset Gaussian noise component.
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Figure 5.13: NDFT of verification dataset uniform noise component.
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Figure 5.14: NDFT of verification dataset Gaussian noise component.
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hyperbolic trending time series, utilises the Gaussian distributed noise. Additionally, each time
series aggregates all the remaining components: the distortion component, the second order
event component, the frequency content component, and the spiking component.
5.3 Toolkit interpretation of the verification dataset
The application of NUDAT to the artificial verification dataset (depicted in Figure 5.17)
consisted of a sequential application of the following processes:
1. Spike detection (and subsequent removal)
2. Down-sampling to daily representative values
3. SSA with a 365 day lagged vector window to detect macro-scale trends
4. Removal (subtraction) of the SSA derived trends from full resolution, de-spiked data
5. Analysis of de-trended data using the NDFT process
6. Event candidate detection of residual data
5.3.1 Individual process evaluations
5.3.1.1 Spike detection
Tables 5.1 and 5.2 quantify the number of points correctly identified as spikes in each time
series, along with the number of type I (false positive) and type II (false negative) errors
made by the process (Devore and Peck 2005). Figures 5.18 and 5.19 visually depict the spike
identification results for each time series. The datum points identified as spikes are shown in
black, with the remaining data overlain in grey.
The single undetected spike (the false negative) in TSI is due to a suppression in the magnitude
of the spike relative to the baseline signal and a comparatively higher noise level due to the
uniform distribution of artificially created noise. The spike in question was randomly generated
with a magnitude close to the lower bound specified and was combined with a noise component
that possesses a negative value. Additionally, the baseline noise level, and therefore threshold
for spike detection was higher in the case of the linear based artificially created time series. The
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Figure 5.15: Verification dataset linear based time series (TSI). The common components
aggregated with the linear trend and uniformly distributed noise components.
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Figure 5.16: Verification dataset hyperbolic based time series (TSII). The common components
aggregated with the hyperbolic trend and Gaussian distributed noise components.
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Figure 5.17: Toolkit processes as applied to the artificial verification dataset, and their
subsequent outputs as inputs to the next process.
Table 5.1: Enumeration of spikes detected by NUDAT in TSI along with enumeration of type I
and type II detection errors.
Detected Not detected Actual value
Spike 83 1 84
No spike 2 16,295 16,297
Table 5.2: Enumeration of spikes detected by NUDAT in TSII along with enumeration of type I
and type II detection errors.
Detected Not detected Actual value
Spike 84 0 84
No spike 6 16,291 16,297
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Figure 5.18: Spike detection process applied to TSI. Datum points identified as spikes (statisti-
cally anomalous points) in black, with non-spiking in grey.
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Figure 5.19: Spike detection process applied to TSII. Datum points identified as spikes
(statistically anomalous points) in black, with non-spiking in grey.
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spike in question was approximately 2.42 SDs from the expected value. The marginally higher
number of occurrences of non-spikes identified as spikes (false positive) in the hyperbolic based
artificially created time series is attributed to the application of Gaussian noise that has no
absolute bounding, leading to the infrequent inclusion of outlying points.
The anomalous point (spike) detection process was found to be successful in identifying the
artificially created anomalous points in the artificial dataset. The detection process identified
all but one spike out of a total of 168 (84 per time series), and mis-identified a total of eight
non-spikes as spikes from a total of 32,594 (16,297 per time series).
5.3.1.2 Trend detection (SSA)
The application of the SSA process generated one trending component for each time series in
the artificially created dataset. In each case, the trend component was associated with the
eigenvalue with the largest magnitude at the decomposition stage. Figures 5.20 and 5.21 show
the SSA derived trends for TSI and TSII respectively.
Visual inspection of Figures 5.20 and 5.21 shows that the SSA derived trends reflect qualitatively
the nature of the artificially created time series. The derived trending components manifest
approximately as an increase at an appropriate rate with a downward distortion starting at the
beginning of 2010 and returning to normal before the end of 2012 for both TSI and TSII.
The ability of the SSA process to derive the underlying trend can be directly evaluated due
to the artificial nature of the dataset. To that end, Figures 5.22 and 5.23 compare the SSA
derived trends to the linear and hyperbolic trend components combined with the distortion
component.
No oscillatory behaviour is apparent in either of the SSA derived trends despite the frequency
content included in the artificially created dataset. This is attributed to the length of the lagged
vector window (365 days), which allows the decomposition process window to encompass a
full cycle of the frequency content, and hence derive a trending component that averages that
cycle.
Large sections of the SSA derived trends closely match the magnitude and form of the linear
and hyperbolic input components. The discrepancies between the input trend components and
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Figure 5.20: The SSA derived trend (black) of TSI after spike removal (grey).
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Figure 5.21: The SSA derived trend (black) of TSII after spike removal (grey).
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Figure 5.22: The SSA derived trend (black) compared to the linear and distortion components
of TSI (grey).
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Figure 5.23: the SSA derived trend (black) compared to the hyperbolic and distortion compo-
nents of TSII (grey).
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the SSA derived trends are however predominantly concentrated around the distortion in both
the linear and hyperbolic based time series. In each case the distortion is under represented
in magnitude and over represented in duration. This is likely due to the length of the lagged
vector window being large enough to partially smooth out the distortion.
Additionally, both SSA derived trends have a positive discrepancy at the end of the time
series that is attributed to the proximity of the distortion to the end of the time series. The
discrepancy between the SSA derived trend and the linear based time series in the first year is
not accounted for.
The ability of the SSA process to derive a close approximation of the underlying trends in TSI
and TSII non-parametrically (i.e. derived from the input data, rather than fitting an operator
prescribed form) equips the toolkit with the ability to perform trend identification/removal on
arbitrary time series. As minimal foreknowledge of the nature of the input data is required
subjectivity associated with manual trend fitting is reduced.
5.3.1.3 Event candidate detection
Subtraction of an SSA derived trend from a time series produces a residual in which the smaller
scale or ‘second order’ features in the dataset are, in terms of relative magnitudes, less occluded
than in the original. Measurement of the local SD for the purposes of second order event
candidate detection therefore will likely be more sensitive when applied to a de-trended time
series.
It should be noted that TSI has a marginally higher baseline SD than TSII. This is due to the
use of the uniform based noise component rather than the Gaussian based noise component.
While the SD of the Gaussian distributed noise component is explicitly set to σ = 25
3
≈ 8.3
(Section 5.2.2.6), the SD of a uniformly distributed noise component that spans the equivalent
of 3σ from a mean of zero (i.e. -25 to 25) is σ = 50√
12
≈ 14.4.
Figures 5.24 and 5.25 respectively show the de-trended linear and hyperbolic time series, along
with the magnitude of the local SD with time. The isolated and brief increases in SD indicate
a local perturbation from the local baseline. However they do not provide any information
relating to the nature of the perturbation, and hence only highlight a location as an event
candidate.
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Figure 5.24: TSI de-trended (black), with local standard deviation with time (light grey), and
event candidates (dark grey).
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Figure 5.25: TSII de-trended (black), with local standard deviation with time (light grey), and
event candidates (dark grey).
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A classification of what constitutes the identification of an event candidate, in terms of relative
prominence (i.e. brief, isolated increases) of the local SD, is hampered by the subjective nature
of what relative increase in magnitudes may be considered significant, and how isolated any
increase may be. The dark grey event candidates depicted in Figures 5.24 and 5.25 consist of the
local SD values that are upper outliers, i.e. points with magnitudes beyond 1.5× Interquartile
Range (IQR) above the upper quartile of the noise level (labelled as Event Candidate Threshold
(ECT) and depicted with a red dashed line). Furthermore, the multiplier applied to the IQR
can be set high and then incrementally reduced, thus identifying event candidates in descending
order of significance.
Visual inspection of the event candidate detection plots suggests 21 event candidates for the
linear based artificially created time series, and 22 event candidates for the hyperbolic based
artificially created time series, based on the number of separate ECT breaking peaks. A detailed
view of the 15 regions containing the second order events depicted in Figure 5.5 are shown in
Figures 5.26 and 5.27 for TSI and TSII respectively.
With one exception, the artificial second order events are correctly highlighted by the event can-
didate detection process in both TSI and TSII. The event location inspected in Subfigure 5.26d
shows an absence of event detection, but also an absence of the signal perturbation that the
applied second order event should have created. This is due to a convolution of the event
and the randomly generated noise at that point, resulting in a suppression of the intended
perturbation. Additionally, the false negative spike (recorded in Tables 5.1 and 5.2) that remains
in the artificially created verification dataset after de-spiking is shown in Subfigure 5.26k.
The intensities of the event candidate detection process can also be aggregated and compared
in ‘heatmap’ plots. This allows for a visual inspection of the synchronisation of event candidates
between multiple time series within a dataset. An example of such an aggregation is shown
in Figures 5.28 and 5.29. Figure 5.28 shows the event candidate intensities for each time
series with time along with markers that indicate the location of the artificially created second
order events. Figure 5.29 shows the same information without the second order event markers.
Additionally, heatmaps with more selective time windows may be used to quickly identify all
other time series in a dataset that have correlating event candidates with an specific event
observed in any particular individual time series.
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Figure 5.28: Verification data event candidate expectations. The intensity of the local SD is
depicted in colour scale, with multiple time series aligned for comparison. Red lines indicate
the locations of artificial events in the verification dataset.
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Figure 5.29: Verification data event candidate heatmap. The intensity of the local SD is
depicted in colour scale, with multiple time series aligned for comparison. Most expected events
can be easily observed across the dataset at global scale.
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The event candidate detection process, as demonstrated in Figures 5.26 and 5.27, has successfully
highlighted all but one of the events included in TSI and TSII, along with a remaining spike in
TSI. This successful highlighting, coupled with the small number of additional event candidates
that do not correspond to an artificially created event, suggests that attention would be correctly
drawn to areas of potential interest in an experimental dataset, significantly improving the
efficiency of investigation. The ability to observe synchronisation of small scale events also
provides the ability to ensure that the relevant time series in a dataset are considered in an
analysis of such an event, while providing a discriminating factor to justify the discarding of
others.
5.3.1.4 Frequency domain inspection
The frequency domain inspection of the de-trended dataset (an NDFT performed on the
residuals depicted in Figures 5.24 and 5.25) revealed a strong peak at wavelengths of 365
days and one day, with magnitudes that corresponded closely to the input magnitudes of the
frequency content (Figure 5.6, magnitudes 100 and 25 respectively). Figures 5.30 and 5.31
depict respectively the NDFT for the linear based and hyperbolic based artificially created time
series. The form of each NDFT is similar to that of the initial NDFT performed on the input
frequency content (depicted in Figure 5.7). The additional magnitude in the low frequency
(high wavelength) portions of the latter NDFTs performed are likely due to the distortions
present in the de-trended time series from 2010 to 2012.
Utilising the phase, amplitude, and wavelength information generated by the NDFT a visual
comparison of the frequency content detected to the de-trended residual can be made. The
annual frequency content detected by the NDFT process is shown overlain onto the linear
based and hyperbolic based artificially created time series in Figures 5.32 and 5.33 respectively.
The daily frequency content, while detected by the NDFT process, is not shown here due to its
small magnitude.
5.4 Summary
The application of NUDAT to the artificially created dataset shows that both the macro-
scale, and smaller scale ‘second order’ features in time series based data can be detected and
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Figure 5.30: NDFT of de-trended TSI time series. Yearly and daily peaks are clearly observable,
corresponding to the input frequency content.
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Figure 5.31: NDFT of de-trended TSII time series. Yearly and daily peaks are clearly observable,
corresponding to the input frequency content.
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Figure 5.32: De-trended TSI time series with NDFT derived frequency content overlain.
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Figure 5.33: De-trended TSII time series with NDFT derived frequency content overlain.
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highlighted effectively. The data processes developed in Chapter Four are shown to be able
to perform well when applied to control input that approximates the features of experimental
data. Non-parametrically derived trend detection, frequency content determination, second
order events candidate detection, and spike detection have all been demonstrated to work as
intended in NUDAT by comparison of EDA outputs to the known make-up of the input data.
Furthermore, the visualisations built around NUDAT outputs facilitate classical, observational
analysis by highlighting areas of potential interest and probable correlations. Additionally, the
use of non-uniform input data during the successful verification process confirms that NUDAT
is capable of accommodating such data.
The ability of NUDAT to accommodate non-uniformly sampled data, coupled with the successful
verification of the processes developed in Chapter Four, suggest that NUDAT should facilitate an
EDA of Lasgit’s dataset. The measured accuracy of the toolkit outputs improves confidence in
such an application within the limits of the similarity of the verification data to the experimental
data intended for investigation. The subsequent application of NUDAT to Lasgit’s dataset and
the interpretation of the results are presented in the following Chapters.
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Results of toolkit application
6.1 Introduction
Chapters Six and Seven collectively present the results of the application of the Non-Uniform
Data Analysis Toolkit (NUDAT) to the Large Scale Gas Injection Test’s (Lasgit’s) dataset.
Chapter Six presents the results of the application of NUDAT to Lasgit’s dataset from a
macro-behaviour perspective, while Chapter Seven presents the detailed investigation of three
second order events highlighted by the toolkit.
The Exploratory Data Analysis (EDA) enabled by NUDAT, and presented in Chapters Six
and Seven, is intended to build on the analysis and reporting already performed by the
British Geological Survey (BGS) that has been summarised/referenced in Chapter Three. The
phenomena represented in Lasgit’s dataset that is exposed and quantified by the application of
NUDAT will be the focus of the reporting.
Within this chapter an outline of the necessary pre-processing of Lasgit’s dataset, and the
toolkit application procedure is presented in Sections 6.2 and 6.3, respectively. Subsequently,
an overview of the various toolkit outputs from a macro-behaviour perspective is presented in
Section 6.4. The discussion and inferences made from the results presented in Chapters Six
and Seven are subsequently presented in Chapter Eight.
6.2 EDA scope and limitations
6.2.1 Data standardisation and truncation
Some minor pre-processing of Lasgit’s dataset was required in order to prepare for the EDA.
This included i) converting the data from the proprietary Microsoft Excel format to the
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non-proprietary text based Comma Separated Values (CSV) format; ii) converting the time
stamps in the data files to conform to the ISO 8601 standard date format; and iii) addressing
inconsistencies and removing anomalies within the dataset that may hinder analysis. The details
of the actions undertaken for items ii and iii are described in Sections 6.2.1.1 and 6.2.1.2.
6.2.1.1 Standardisation of time stamps
During Lasgit’s experimental life a number of Daylight Saving Time (DST) shifts occur. Each
year, during March and October, a DST shift of one hour occurred in the time stamp record,
forwards and backwards respectively. The specific local times at which these DST shifts have
taken place indicates that the time zone of the logging computer was altered at some point
between 2010–11–01 and 2011–03–26. Before this period the DST shifts occurred 1 AM 2 AM,
corresponding to the Greenwich Mean Time (GMT)/British Summer Time (BST) time zone,
whereas after this period the DST shifts occurred 2 AM  3 AM, corresponding to the Central
European Time (CET)/Central European Summer Time (CEST) time zone. Between these
dates there is only one time step larger than the 60 minute difference between the inferred time
zones: a gap of approximately 17 hours from 2011–02–15 14:48:52 to 2011–02–16 07:53:501.
It is during this gap that the change from GMT/BST to CET/CEST is assumed to have
occurred.
To prepare the Lasgit dataset for analysis the time stamps were standardised to Coordinated
Universal Time (UTC) in order to provide an unambiguous and always increasing time stamp.
Additionally, records with time stamps that occurred less than one minute from a previous
record were removed for the dataset. Given the typical logging rates identified in Chapter Three,
such records were considered likely to have arisen during malfunction of the logging system.
This action eliminated 691 records from the dataset.
6.2.1.2 Truncation of dataset
As detailed in Section 3.3, there were a number of operator interventions taken in the initial
stages of the experiment involving the control of the pore-water pressure in and around
DA3147G01 (see Table 3.9). This intervention has resulted in stress and pore-water pressure
1When expressed as UTC
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time series records that vary rapidly in the early stages of the experiment, juxtaposed with the
more slowly varying latter portion of the experiment. This induced rapid variation in stress and
pore-water pressure could impact on a computationally performed EDA of the Lasgit dataset in
two main ways: i) the combined analysis of a rapidly varying period alongside a more typically
and slowly varying period may negatively impact the accuracy of aspects of the analysis such as
trend detection; and ii) the physical processes represented in the dataset may not be sufficiently
representative of the natural and simulated natural physical processes that are the experimental
investigation’s main focus, due to the extent of the interventions.
In order to mitigate the influence of the initial stage of the experiment, the EDA performed
therefore has only considered a subsection of the available dataset (see Section 3.5). The first
two years of data have thus been truncated, leading to a start date for consideration in the
EDA of 2007–02–01. For convenience an integer number of years has been considered in the
EDA, resulting in a truncation of the final few months of data and an end date of 2012–01–31.
Additionally, a number of the ancillary sensors/logged parameters are not considered in the
EDA (e.g. logging equipment battery voltages), reducing the number of time series considered
to 150. The particular sensors considered are those listed in Tables 3.1 to 3.8.
The truncation process and selection of sensors to consider in the EDA effectively reduces the
number of datum points in the dataset from the previously stated figure of circa 27.5 million
to a figure of circa 18 million, as each of the 150 time series considered has undergone 120,113
logging cycles between the selected start and end dates of the EDA.
6.3 Toolkit application procedure
The application of NUDAT to Lasgit’s truncated dataset (depicted in Figure 6.1) consisted of
a sequential application of the following processes:
1. Spike detection (and subsequent removal) utilising a 48 hour window and a spike threshold
of three standard deviations (3σ) from the mean.
(a) Non-uniform Discrete Fourier Transform (NDFT) of de-spiked data (Section 6.4.2).
(b) Event candidate detection of de-spiked data by utilising a 6, 12, 24, and 48 hour
windows (Section 6.4.3).
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(c) Smoothing of de-spiked data by utilising a 24 hour window with uniform, triangular,
Gaussian, and Laplacian weighting functions (Section 6.4.4).
2. Down-sampling of data to daily representative values which are centred on noon of each
day.
3. Singular Spectrum Analysis (SSA) with a 365 day lagged vector window to detect potential
long term trends.
4. Removal (subtraction) of the SSA derived trends from full resolution, de-spiked data.
(a) NDFT of residual (de-trended) data (Section 6.4.6).
(b) Event candidate detection of residual data utilising a 6, 12, 24, and 48 hour windows
(Section 6.4.7).
(c) Smoothing of residual data by utilising a 24 hour window with uniform, triangular,
Gaussian, and Laplacian weighting functions (Section 6.4.8).
6.4 Results of toolkit application
6.4.1 Spike detection
The spike detection process highlighted 129,630 datum points (approximately 0.7% of the
considered dataset) as beyond the defined spike threshold. The number of spikes detected in
each sensor record is presented in Table 6.1. A significant proportion, approximately 55.8%, of
all spikes detected were located in the temperature sensor records. The temperature sensor
records account for approximately 37.3% of the considered dataset.
Excluding the records with no data, the sensor record with the greatest number of detected spikes
is PT927 (2403 spikes), while the sensor with the least number of detected spikes is UR931 (50
spikes). These sensors are the temperature sensors associated with the axial stress sensor
PB927, and the pressure in the packers in PRH-2, respectively. A distribution of the number of
spikes detected per sensor record is shown in Figure 6.2. Subfigure 6.2a shows the distribution
of detected spikes in all considered sensor records, while Subfigures 6.2b, 6.2c, and 6.2d show
the distributions for the stress and pore-water pressure sensors within DA3147G01 (excluding
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Table 6.1: Number of spikes detected in each sensor record considered by the EDA.
Sensor ID Spike count
DP901 589
DP902 237
DP903 244
DP904 215
DP905 291
DP906 398
DP907 55
FB903 220
FB904 311
FL901 207
FL902 174
FL903 236
FL904 209
FM905 275
FM906 270
FM907 272
FM908 282
FR901 317
FR902 280
FU909 230
FU910 216
FU911 214
FU912 241
LP901 150
LP902 137
LP903 107
PB901 439
PB902 680
PB923 1069
PB924 856
PB925 906
PB926 934
PB927 1190
PB928 1589
PB929 1464
PC901 73
PC902 138
PC903 121
PR903 669
PR904 937
PR905 642
PR906 652
PR907 973
PR908 658
PR909 843
PR910 732
PR911 739
PR912 907
PR913 1111
PR914 808
Sensor ID Spike count
PR915 773
PR916 893
PR917 915
PR918 902
PR919 973
PR920 869
PR921 1189
PR922 1379
PT901 No Data
PT902 1099
PT903 1051
PT904 1167
PT905 1091
PT906 1075
PT907 1442
PT908 1141
PT909 1218
PT910 1102
PT911 1247
PT912 1208
PT913 1238
PT914 1047
PT915 1166
PT916 1154
PT917 1280
PT918 1322
PT919 1499
PT920 1267
PT921 1252
PT922 1855
PT923 1731
PT924 1531
PT925 1366
PT926 1512
PT927 2403
PT928 2173
PT929 2104
TA905 342
TC901 596
UB901 739
UB902 505
UB923 1153
UB924 1016
UB925 989
UB926 801
UR903 958
UR904 923
UR905 863
UR906 736
UR907 960
Sensor ID Spike count
UR908 908
UR909 765
UR910 938
UR911 1299
UR912 815
UR913 999
UR914 761
UR915 825
UR916 857
UR917 739
UR918 778
UR919 857
UR920 683
UR921 936
UR922 810
UR923 106
UR924 105
UR925 122
UR926 131
UR927 120
UR928 118
UR929 115
UR930 126
UR931 50
UT901 923
UT902 1126
UT903 1053
UT904 1064
UT905 863
UT906 1125
UT907 1175
UT908 880
UT909 1268
UT910 1196
UT911 1180
UT912 1254
UT913 1231
UT914 1445
UT915 1265
UT916 1127
UT917 1416
UT918 1330
UT919 1252
UT920 1477
UT921 1386
UT922 1482
UT923 1932
UT924 No Data
UT925 2266
UT926 2229
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PCs and filters/filter mats), their incorporated temperature sensors, and the remaining sensors,
respectively. Inspection of the spike occurrence distributions for these sensor groupings reveals
a clustering of spike occurrence within each grouping, and a notable difference in the locus of
spike clustering between groupings.
A selection of records from the highest spiking classification above, the temperature sensor
records, are shown in Figure 6.3. The datum points that have met the threshold for spike
classification are highlighted in black. In general, a lesser density of spikes can be observed
during the periods of peak temperature in the temperature cycles.
All subsequent toolkit outputs reported here exclude the datum points highlighted as spikes
from their input, as described in Section 6.3 and depicted in Figure 6.1.
6.4.2 NDFTs of de-spiked data
An NDFT analysis of each of the sensor records was taken after the de-spiking process was
completed. In addition to the zero frequency component, the NDFT process inspected a
dense set of frequencies corresponding to wavelengths in the range 0.1 days to 10,000 days
(≈ 1.16×10 -4 Hz to ≈ 1.16×10 -9 Hz). The zero frequency component derived for each sensor
record was subtracted from the corresponding input data for each subsequent inspection of the
non-zero frequencies. It should be noted that while the inspection of the frequency domain
at wavelength greater than the length of record analysed has been performed, the results
obtained at wavelengths longer than circa 2,500 days (/ 4.63×10 -9 Hz) cannot be considered
as quantitatively valid. As such they are considered in this work only as a qualitative indicator
of the presence of longer term behaviours/trends in the data.
The frequency content of the non-temperature sensor records (e.g. stress, pore-water pressure)
predominantly express increasing amplitudes at lower frequencies, an example of which is shown
in Figure 6.4. Non-temperature sensor records with distinct amplitudes at annual wavelengths
include PB928, PB929, UR908, UR912, UR914, UR915, UR920, UR921, and UR922. PB928
and UR914 are distinct in comparison with others as they possess relatively lower amplitudes
at larger wavelengths other than the peak at annual. The sensor record arising from UR931
possesses a small but prominent daily frequency component of approximately 0.1 kPa.
The temperature sensor records predominantly exhibit prominent annual frequency content.
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Figure 6.4: Example of low frequency ramping in PR908.
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The amplitudes of the annual frequency content present in the temperature sensor records,
arising from sensors located within DA3147G01, range from approximately 0.1 ◦C to approx-
imately 1.3 ◦C. Exceptions include sensor records arising from UT911, PT901, and UT924.
UT911 possesses a large departure from the expected range of reported temperatures from
late 2009 to early 2011, while PT901, and UT924 have both failed (Section 3.4).
Specific note is made of the Hard Rock Laboratory (HRL) air temperature record (TA905,
Figure 6.5), which is the only temperature record to possess a prominent (in comparison to
surrounding noise levels) daily frequency component in its NDFT. Figure 6.6 depicts the NDFT
for TA905’s sensor record, with the annual and daily frequency peaks highlighted. These peaks
correspond to an annual temperature cycle of approximately 1.95 ◦C and a daily temperature
cycle of 0.06 ◦C.
6.4.3 Event candidate detection of de-spiked data
An overview of the results of the event candidate detection process is presented in this section
as a series of ‘intensity’ plots in Figures 6.7 to 6.19. Individual second order events are not
discernible at the scale that the event candidate information is visualised in these Figures.
However, a qualitative impression of the extent to which the groups of sensor records have
synchronous perturbations can be obtained.
The event candidate information is grouped and visualised by sensor type. The groups visualised
in Figures 6.7 to 6.19 are as follows:
– Axial stress sensors.
– Pore-water pressure sensors within the bentonite buffer.
– Pore-water pressure transducers within the injection filters and hydration mats.
– Lid vertical and lateral displacement sensors.
– Pore-water and packer pressures in the pressure relief holes.
– Radial stress sensors on the canister/bentonite interface and rock wall/bentonite interface.
– Pore-water pressure sensors at the rock wall/bentonite interface.
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Figure 6.5: Äspö Hard Rock Laboratory air temperature in TBM assembly hall.
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– Temperature sensors (incorporated into the down-hole stress and pore-water pressure
sensors, as well as the internal canister temperature sensor, and HRL air temperature
sensor).
All the intensity plots presented in Section 6.4.3 are formed using a 48 hour detection window.
In the overview visualisations each sensor record is scaled to range between 0.0 and 1.0
(normalised). Sensors IDs for the sensors located within DA3147G01 (or one of the pressure
relief holes) are listed on the vertical axis sorted by depth from the lid (or top of pressure
relief hole where appropriate), and then alphabetically/numerically when located at the same
depth. The sensors not located within DA3147G01 or one of the pressure relief holes are listed
alphabetically/numerically. Vertical lineation across multiple sensor records can be observed
in most of the intensity plots, with the exceptions being the in-bentonite pore-water pressure
sensors.
6.4.3.1 Axial stress sensors
Figure 6.7 aggregates the event candidate results for the axial stress sensors in DA3147G01.
PB923, PB924, PB925, PB926, PB927, PB928, and PB929 are located above the canister,
while PB901, PB902, and PC901 are located below it. Vertical lineation across sensor records is
observable in both the subset of sensor above the canister as well as the subset of sensors below
it. Examples include an above canister lineation during February of 2011, and below canister
lineations at the start of February 2009, during December 2009, during August 2010, and during
March 2011. Additionally, a single vertical lineation is also observable during October 2008
across all the axial stress sensors except PB902. This latter lineation appears to have the
greatest intensity.
6.4.3.2 Pore-water pressure sensors within the bentonite buffer
Figure 6.8 presents the event candidate results for the pore-water pressure sensors emplaced
within the bentonite buffer within DA3147G01. UB923, UB924, UB925, and UB926 are located
above the canister, while UB901 and UB902 are located below. UB902’s sensor record is
notable within the visualisation due to the apparent lack of intensity, except for a short time
during December 2009. The aberrant intensity apparent in UB902 is due to a large change in
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sensor magnitude resulting from a macro scale gas flow intercepting the sensor (as summarised
in Section 3.3).
6.4.3.3 Injection filters and hydration mats
The aggregation of the results of the event candidate detection process for the injection filters
and hydration mats (i.e. the pressure transducers) are shown in Figure 6.9. The sensor records
depicted in Figure 6.9 are characterised by an apparent lack of intensity with a number of short
term higher intensity lines, a number of which spanning all or most of the sensor records. The
sensor with the least synchronisation of intensity lines is FM906. Additionally. FR901 possesses
only two major point of synchronisation at this scale.
6.4.3.4 Lid displacements and retaining loads
The event candidate results associated with the displacement of the deposition hole lid (vertically
and laterally) and the load sensors on the lid restraining anchors are aggregated in Figure 6.10.
As detailed in Tables 3.7 and 3.6, LP901, LP902, and LP903 are anchor cable loads, DP901,
DP902, DP903, DP904, and DP905 are various vertical displacements, and DP906 and DP907
are lateral displacements. The three categories of sensor are visually discernible in Figure 6.10
by their typical intensity profiles. The vertical displacement sensors are vertically lineated in
wide (approximately six month) bands of marginally higher and lower intensities. The higher
intensity regions appear within the central portions of each year (during the summer months).
The latteral displacement sensors have an apparent lack of intensity with lineated lines of high
intensity (as seen in UB902 and the filter/hydration mat sensor records). The anchor load
sensor records show a marginally more uniform intensity profile.
6.4.3.5 Pore-water pressures in the pressure relief holes
The event candidate results arising from the pore-water pressures sensor records in Pressure
Relief Holes (PRHs) PRH-1 and PRH-2 are shown in Figure 6.11. As highlighted in Table 3.5,
UR923, UR924, UR926, UR926, and UR927 are located in PRH-1, while UR928, UR929,
UR930, and UR931 are located in PRH-2.
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Lineation is apparent across most of the sensors in the set. An apparent lack of intensity for
most of the record durations with lines of higher intensity at February 2009, August 2010,
and March 2011 are observable. UR931 appears to lack the bands of high intensity that are
synchronised with, and hence form, the lineation across the other sensors. Inspection of the
sensor record for UR931, presented in Figure 6.12, shows that the sensor is reporting a slightly
negative pore-water pressure with only minor exception.
6.4.3.6 Radial stress sensors
The event candidate results for the radial stress sensors on both the rock wall/bentonite
interface (PRs) and the canister/bentonite interface (PCs) are aggregated in Figure 6.13.
Lineation is observable across a number of combinations of sensor records at various points
in the experimental history, with some lines of high intensity spanning most of the sensor
records.
PR915 and PC903 are noteworthy for their apparent lack of intensity across much of their
respective sensor records, each both possessing a short period of high intensity near the
beginning of 2012. The records of these two sensors are depicted in Figures 6.14 and 6.15,
where the steps that cause the high intensity lines seen in Figure 6.13 are highlighted.
6.4.3.7 Pore-water pressures at rock wall/bentonite interface
Figure 6.16 presents the event candidate results for the pore-water pressure sensor records
at the rock wall/bentonite interface. Vertical lineation is present synchronously across most
sensors in a number of locations, most notably at August 2010 and March 2011. UR907 and
UR910 (both at the same depth within DA3147G01) are notable for their apparent lack of
intensity and sparse lines of high intensity.
Of the two highlighted sensor records (UR907 and UR910), UR907 is most aberrant as it does
not conform to the synchronisation of the vertical lineation of the group, while UR910 has a
line of high intensity in synchronisation with the other sensors in the set. The lack of apparent
intensity for most of the sensor record and the lines of high intensity are caused by ‘steps’ in
UR907 and UR910, depicted in Figures 6.17 and 6.18.
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Figure 6.12: UR931 pore-water pressure sensor record. Pore-water pressures are reported to be
slightly negative for the majority of the record duration.
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Figure 6.14: Steps (highlighted in grey) in radial stress sensors PR915, causing the high intensity
lines depicted in Figure 6.13.
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Figure 6.15: Steps (highlighted in grey) in radial stress sensors PC903, causing the high intensity
lines depicted in Figure 6.13.
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Figure 6.17: ‘Steps’ in pore-water pressure sensors UR907, causing the high intensity lines
depicted in Figure 6.16.
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Figure 6.18: ‘Steps’ in pore-water pressure sensors UR910, causing the high intensity lines
depicted in Figure 6.16.
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6.4.3.8 Temperature sensors
The event candidate results for the temperature sensors associated with the stress and pore-
water pressure sensors within DA3147G01 are shown in Figure 6.19. Vertical lineation is strongly
present across the figure, with clear delineation between the sensors above the canister and
surrounding or below the canister (PT927 through PT926 and PT919 through UT901 on
Figure 6.19 respectively). TA905 and TC901 are grouped separately as they represent the HRL
air temperature and the internal temperature of the canister at an indeterminate depth.
Further inspection of Figure 6.19 reveals that four sensors are notable for their disparity,
i.e. UT924, UT911, PT908, and PT901. Each of these sensors exhibits an apparent lack of
intensity of Standard Deviation (SD) for all or most of the time series. In the cases of PT901
and UT924 this is due to an absence of records as a result of sensor malfunction. UT911
however expresses an apparent sensor malfunction (Figure 6.20), resulting in an section of the
time series presenting a SD many times larger than elsewhere. This causes the majority of the
sensor record to appear low valued when viewed on a relative (normalised) scale.
PT908 (Figure 6.21) possesses a short term downwards perturbation from approximately 2007–
09–18 to 2007–09–20 (Figure 6.22). This perturbation, while smaller in magnitude and length
than that in UT911, causes the SD to appear low valued elsewhere in the sensor’s row in
Figure 6.19.
6.4.4 Smoothing process of de-spiked data
In general, the smoothing processes that were applied to each time series within the dataset
resulted in a reduction of noise in the resulting outputs. In all but one case the reduction in
noise did not reveal any noteworthy or remarkable phenomena. The noteworthy result revealed
by the application of smoothing is a recurring anomaly in UT901’s temperature record.
The revealed anomaly occurs approximately 1.5 months after each annual minimum in the
considered timespan. It consists of a small (in the order of 0.05◦C) and abrupt change in the
reported temperature, and is followed by a similar downwards shift approximately three months
later. From the 2010–2011 annual minimum onwards the step change is visible in the raw
data, but is completely subsumed by the variation in the sensor record earlier than this point.
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Figure 6.19: Intensity plot of the temperature sensors’ SDs from 2007–02–01 to 2012–02–01.
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Figure 6.20: Malfunction in sensor UT911. Temperature reporting becomes highly aberrant
between approximately 2009–12–01 and 2011–01–07.
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Figure 6.21: Perturbation in sensor PT908. At approximately 2007–09–17 an abrupt and short
lived variation in reported temperature is recorded.
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Figure 6.22: Detail of perturbation in sensor PT908. A sudden drop from and subsequent
return to the norm in reported temperature can be seen.
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Figure 6.23 shows UT901’s sensor record in grey, with the smoothed results overlain in black.
Arrows highlight the positive and negative shifts.
6.4.5 Representative values, SSA, and trend removal
6.4.5.1 Representative values
The SSA process, as described in Chapter Four, does not strictly require a uniform sample rate,
but does make use of a moving window that is a fixed number of points in length rather than a
fixed period of time in length. Additionally, the computational effort required to decompose
an input time series into components increases rapidly with the length of the window used.
As the identification and removal of potential ‘long term’ trends is of interest, requiring a
’long’ window, a compromise regarding the input data’s uniformity and resolution has been
reached.
The down sampling of data to daily representative values generates an input with a resolution
suitable for ‘long term’ trends to be identified. Additionally, the resulting sample rate possesses
enough uniformity to enable the use of a 365 point window to sufficiently equate to a year of
elapsed time. The down-sampling process calculated the uniformly weighted average of the
points in a 24 hour window, centred on 12:00:00 (noon) of each day in the specified date
range of interest. Where the number of points averaged was greater than 10 the outliers were
removed from the daily subset before averaging (see Section 4.3.2.2).
The sample rate of the resulting dataset is depicted in Figure 6.24. The non-uniformity remaining
in the resulting sample rate is only present where gaps in the data previously spanned more
than one full day. The remaining non-uniformity in the dataset has been considered isolated
enough to patch with linearly interpolated data. As such, the SSA analysis was performed on a
uniform daily representative dataset.
6.4.5.2 Singular Spectrum Analysis
The SSA process, using a 365 point window, was applied to each down-sampled sensor record,
decomposing it into 365 separate components that sum together to the original (down-sampled)
input. The average time to complete each decomposition with the stated parameters and input
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Figure 6.23: Sensor UT901’s repeating anomaly. Original (de-spiked) signal in grey, with
smoothed signal (uniformly weighted moving average, 24 hour window) overlain in black.
Arrows highlight the systematic steps up and down.
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Figure 6.24: Sample rate resulting from the down-sampling of the full resolution data to daily
representative values.
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was 31 minutes and 52 seconds. The displacement sensor records and the temperature sensor
records originating from sensors within DA3147G01 were typically quicker to decompose. The
average time taken to complete the decomposition process for these sensor records was 18
minutes and 50 seconds.
The definition of a trend given in Golyandina et al. (2001) was used to evaluate whether a
component resulting from the decomposition process can be qualified as a trend or not, i.e. if it
could be described as a non-stationary and ‘slowly’ varying component of a time series across
the duration of the record. The precise definition of ‘slowly’ is left largely to the context of the
data analysis and operator discretion, but is elaborated on further by the description of trend
scales that ‘describe the general tendency of the series’ and the ‘detailed trend’. The former of
the two sub-definitions is favoured for removal in order to expose second order detail.
The time series components arising from the decomposition process were sorted by their
associated eigenvalue magnitude from the absolute greatest in magnitude to the absolute least
in magnitude. This resulted in a grouping of the trending components together at the start of
the sorted list obtained. A visual inspection was used to determine which of the SSA derived
components fitted the definition of a long term trend given above. The number of components
derived from each time series that were classified as long term trends is shown in Table 6.2.
These trending components were therefore subsequently removed from their respective time
series.
The use of ‘zero’ components for the trend removal on those sensor records listed in Table 6.2,
specifically the column headed ‘Zero’, is due to abrupt changes in the recorded magnitudes
that are not well represented by the decomposition process. Falling into this category are most
of the operator controlled injection filters, the lid’s lateral displacement sensors, UB902 which
experienced a large change in magnitude due to a macro scale gas flow intercepting it, and
UT911 which has a period of apparent malfunction with step changes at the beginning and
end of the anomalous period.
6.4.5.3 Trend removal
The SSA derived components possess the same sample rate as the down-sampled sensor records
used for input (i.e. the daily representative values). The subtraction of the selected components
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Table 6.2: Number of SSA components summed to produce the trend, by sensor. PT901 and
UT924 are not included due to the absence of data in their records.
Zero One Two
DP906 All un-listed sensor records UB901
DP907 UB925
FB903 UB926
FB904
FL901
FL902
FL903
FL904
FM905
FM906
FM907
FM908
FR902
FU909
FU910
FU911
FU912
UB902
UT911
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(trends) from the full resolution sensor records therefore requires a value for each full resolution
datum point to be interpolated from the points available in the SSA derived trend. As the SSA
derived trends possess a slowly evolving nature, interpolating between the daily data to a higher
resolution is unlikely to be subject to the interpolation issues highlighted in Chapter Four.
The resultant sensor records after the trend subtraction are referred to as the ‘de-trended
residuals’. All subsequent toolkit outputs reported here utilise the de-trended residual sensor
records as input, as described in Section 6.3 and depicted in Figure 6.1.
6.4.6 NDFTs of de-trended residuals
NDFTs of each of the sensor records were taken after the de-trending process, with the same
frequency domain inspected as that described in Section 6.4.2. The zero frequency components
were not subtracted from the corresponding input data in this case however, as the de-trending
process leaves the residual data with an average value close to zero.
A greater number of frequency domain forms are present in the de-trended residual NDFTs
when compared with the NDFTs of the de-spiked time series, described in Section 6.4.2. The
NDFTs of the de-trended residual sensor records, noted as having had no trend component
removed (the column headed ‘Zero’ in Table 6.2), possess the low frequency ramping indicative
of long term trends that is described in Section 6.4.2. The NDFTs of the sensor records noted
as having two components contributing to the removed trend (the column headed ‘Two’ in
Table 6.2) possess an amplitude peak at or around the 365 day wavelength. However in the
cases of UB925 and UB926 there is lack a single prominent peak at the annual cycle frequency.
For comparison, UB901 possesses a prominent peak at the 365 day wavelength. Figure 6.25
depicts the frequency domains for UB901’s, UB925’s, and UB926’s sensor records.
Of the sensor records de-trended with one SSA derived component, the temperature sensors
(including the HRL air temperature and internal canister temperature) possess a prominent
peak at the 365 day wavelength. Specific note is made of the HRL air temperature which
possesses an annual temperature cycle of approximately 1.98 ◦C and a daily temperature cycle
of 0.06 ◦C. A summary of the amplitudes and phase offsets of the temperature cycles with
depth of the sensor records originating from sensors within DA3147G01 (excluding UT911) are
presented in Figures 6.26 and 6.27, respectively. The amplitude and phase offset values for the
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Figure 6.25: NDFTs of selected bentonite pore-water pressure sensor records de-trended
residuals. a) UB901; b) UB925; c) UB926
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internal canister temperature at the 365 day wavelength are 0.37 ◦C and approximately 88 days
from the HRL air temperature.
The NDFT of FR901, which is the only sensor record from the set of hydration mats and
injection filters to have an SSA derived trend removed, possesses a series of high wavelength
peaks from approximately 365 days to approximately 2,000 days. The NDFTs of the vertical
lid displacement sensor records possess a prominent annual peak, with some moderate peaks
in the lower frequency (high wavelength, > 365 days) region. NDFTs of the lid anchor cable
load sensor records possess a prominent annual peaks with minor low frequency amplitude in
comparison to the NDFTs of the lid displacement sensor records.
Of the remaining 64 stress and pore-water pressure sensor records, nine are located in the
pressure relief holes and the remaining 55 are located within DA3147G01. The NDFTs of
the pore-water pressure sensor records from the pressure relief holes typically possess a peak
or peaks around the 365 day wavelength. However they lack a single prominent peak at
the 365 days wavelength. The exception to this is UR929, located in PRH-2, which has a
single prominent peak corresponding to an annual cycle. Additionally, a small daily frequency
component is discernible in the PRH NDFTs after de-trending. The daily frequency component
of UR931 retains a magnitude of approximately 0.1 kPa, with the magnitudes of the others
sensors within the PRHs ranging from approximately 0.2 kPa to approximately 0.5 kPa and
averaging approximately 0.3 kPa.
Of the 55 stress and pore-water pressure sensor records originating from the sensors located
within DA3147G01, 48 possess a prominent annual cycle peak in the NDFT results. The
remaining seven sensors (PC901, PR906, PB927, PB901, UR916, UR907, and UR910) all
possess peaks at (or very near to) and around the 365 day wavelength, but lack a single
prominent peak at the 365 days wavelength.
Figures 6.28 and 6.29 present a summary of the amplitudes and relative phase offsets of the
de-trended residual sensor records from stress and pore-water pressure cycles within DA3147G01.
The phase offsets and amplitudes are presented with respect to depth of the sensor in DA3147G01.
The correlations between sensor depth and annual cycle amplitudes/phase offsets observed in
the temperature sensor record (Figures 6.26 and 6.27) are not present in the corresponding
stress and pore-water pressure sensor records.
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Figure 6.26: Amplitude in ◦C of down-hole temperature sensors’ annual cycles with depth.
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Figure 6.27: Phase offset in days (with respect to HRL air temperature) of down-hole tempera-
ture sensors’ annual cycles with depth.
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Figure 6.28: Amplitude in kPa of down-hole stress and pore-water pressure sensors’ annual
cycles with depth. ‘Greek crosses’ signify axial stress sensors, ‘saltires’ signify radial stress
sensors, ‘circles’ signify rock wall pore-water pressure sensors, and ‘triangles’ signify bentonite
pore-water pressure sensors.
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Figure 6.29: Phase offset in days (from an arbitrary epoch) of down-hole stress and pore-water
pressure sensors’ annual cycles with depth. ‘Greek crosses’ signify axial stress sensors, ‘saltires’
signify radial stress sensors, ‘circles’ signify rock wall pore-water pressure sensors, and ‘triangles’
signify bentonite pore-water pressure sensors.
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6.4.7 Event candidate detection of de-trended residual data
When viewed at the scale used in Section 6.4.3, the event candidate intensity plots are relatively
unchanged after the de-trending process. The primary differences are slight alterations in
contrast between the brief high intensity areas and the lower intensity areas between them in a
small number of sensor records. In most cases however, the differences between the initial and
de-trended residual intensity plots are not perceptible at the macro scale.
6.4.8 Smoothing process of de-trended residual data
The results of the smoothing process applied to the de-trended residual sensor records remain
unchanged from those reported in Section 6.4.4, i.e. the smoothing of the sensor records yielded
a reduction in noise, but in all but one case did not reveal any noteworthy or remarkable
phenomena. The noteworthy result revealed by the application of smoothing was a recurring
anomaly in UT901’s temperature record (previously noted in Section 6.4.4).
6.5 Summary
The application of NUDAT to Lasgit’s dataset, and the quantitative and qualitative results
arising from the application have been presented in detail in the sections above. Using NUDAT,
Lasgit’s dataset has been systematically analysed in a way that has not previously been
attempted, i.e. on a second order scale, and while taking account of the non-uniformity in the
sampling rate of the sensor records.
A summary and overview of each toolkit output, before and after the de-trending process,
has been presented in the sections above. Such toolkit outputs have been successful in
identifying: i) the number of detected spikes in the dataset, and their distribution throughout
the sensor records; ii) the annual frequency content present in the dataset, and in the case
of the temperature sensor records the relationship of such frequency content to depth within
DA3147G01; and iii) the extent to which synchronisation between sensors of a similar type
occurs on a macro-scale.
The detailed discussion of the results presented in this chapter and Chapter Seven, focusing on
the inferences that can be made from the phenomena identified in the sensor records and the
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interpretation of second order events, is presented in Chapter Eight.
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Second order events
7.1 Introduction
As stated in Chapter Six, Chapters Six and Seven collectively present the results of the
application of the Non-Uniform Data Analysis Toolkit (NUDAT) to the Large Scale Gas
Injection Test’s (Lasgit’s) dataset. Chapter Six presents the results of the application of
NUDAT to Lasgit’s dataset from a macro-behaviour perspective, while Chapter Seven presents
the detailed investigation of three second order events highlighted by the toolkit.
The Exploratory Data Analysis (EDA) enabled by NUDAT, and presented in Chapters Six
and Seven, is intended to build on the analysis and reporting already performed by the
British Geological Survey (BGS) that has been summarised/referenced in Chapter Three. The
phenomena represented in Lasgit’s dataset that is exposed and quantified by the application of
NUDAT will be the focus of the reporting.
Within this chapter a brief description pertaining to the choice of events investigated is presented
in Section 7.2, followed by the detailed investigation of three second order events highlighted
by the toolkit in Sections 7.3 to 7.5. The discussion and inferences made from the results
presented in Chapters Six and Seven are subsequently presented in Chapter Eight.
7.2 Choice of event candidates investigated
The selection of the specific second order event candidates to be investigated was influenced
by the relative isolation and prominence of an event candidate impulse, and by the proximity
(both temporally and spatially) to known macro scale gas flow events that have occurred
during gas injection tests. The macro scale gas flow occurring from FL903 to FL901 and onto
UB902 at the end of 2009 (Section 3.3) encourages attention towards data arising from sensors
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located at or near the bottom of DA3147G01, and to data recorded during late 2009 and on
into 2010. The investigations of three events meeting this criteria are presented in the following
sections.
7.3 Event at 2010–01–10
Figure 7.1 shows the pore-water pressure sensor UB901 record with the event candidate results of
the corresponding de-trended residual sensor record. The absolute values of the event candidate
intensity are used here, derived from a 48 hour window length. The impulses above the Event
Candidate Threshold (ECT) are highlighted in darker grey. The time period corresponding
to the event candidate highlighted by the arrow is approximately between 2010–01–06 and
2010–01–14. This time period is presented in detail for a number of sensor records.
Figure 7.2 shows UB901’s sensor record between 2010–01–06 and 2010–01–14 in detail. The
event candidate intensity shown was derived using a 24 hour window. Within the time period
2010–01–06 to 2010–01–14, six sharp increases, or ‘steps’, in UB901’s reported pore-water
pressure are observed, ranging from 2 kPa to 5 kPa in magnitude. The reported pore-water
pressure does not have an appreciable change in magnitude between the steps.
Figure 7.3 shows the event candidate intensity in the specified time period for all in-bentonite
pore-water pressure sensor records. In this case, the event candidate intensities derived from
each sensor record are shown ranked by magnitude.
UB902 has a period of high intensity that synchronises closely with the intensity peak highlighted
in Figure 7.2. UB926 also has a high intensity event candidate near to the highlighted period, but
slightly offset. Figure 7.4 shows UB902’s sensor record between 2010–01–06 and 2010–01–14
in detail. The event candidate intensity shown was derived using a 24 hour window.
The reported pore-water pressure in UB902’s sensor record possesses a sharp drop of approxi-
mately 30 to 40 kPa that is closely synchronised with the largest positive step in Figure 7.2.
Three less well defined and smaller drops in pore-water pressure are also observed after the
synchronised event in the considered time period. Initially there is a positive trend within the
period observed, which appears to partially level off after the main drop.
Figure 7.5 shows UB926’s sensor record between 2010–01–06 and 2010–01–14 in detail. The
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Figure 7.1: Pore-water pressure sensor record UB901 (black line), with the de-trended residual
event candidate impulses (grey). Event candidates are highlighted in dark grey where they
exceed the ECT.
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Figure 7.2: Detailed view of UB901’s sensor record from 2010–01–06 to 2010–01–14.
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Figure 7.3: Intensity plot of in-bentonite pore-water pressure sensor records between 2010–01–06
and 2010–01–14 (ranked values).
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Figure 7.4: Detailed view of UB902’s sensor record from 2010–01–06 to 2010–01–14.
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event candidate intensity was derived using a 24 hour window and does not reach a sufficient
magnitude to cross the ECT line. The increased event candidate intensity that occurs slightly
before the highlighted period in UB926’s sensor record corresponds to a spike with a magnitude
of approximately 7 kPa. There is a slight downward trend within the period observed.
Figure 7.6 shows the event candidate intensity in the specified time period for all injection filter
and hydration mat sensor records. In this case the intensities are presented as absolute values
and not scaled. FL901 possesses a period of high intensity synchronised with with the period
highlighted in Figure 7.2. The detailed view of FL901’s sensor record between 2010–01–06 and
2010–01–14 is shown in Figure 7.7. During the highlighted period FL901’s reported pore-water
pressure drops sharply by approximately 17 kPa. There is a general downward trend within the
period observed.
As described in Section 3.3, FL903 is the gas injection source for Gas Test Two, which resulted
in major gas flow to FL901 and UB902. Figure 7.8 shows a detailed view of FL903’s sensor
record from 2010–01–06 to 2010–01–14. Figure 7.6 does not indicate an event synchronised
with the specified time period, an observation that is confirmed in Figure 7.8.
Figure 7.9 shows the event candidate intensity in the specified time period for all axial stress
sensor records. The intensities are presented as normalised values and derived from a 24 hour
window.
Sensor records PC901 and PB901 have high intensity regions that are synchronised with the
specified time period. Figures 7.10 and 7.11 show detailed views of PC901’s and PB901’s sensor
records respectively. Both PC901 and PB901 possess sudden increases of approximately 5 kPa
during the highlighted time period. These steps occur in the context of the sensors reporting
over 5MPa.
7.4 Event at 2010–06–27
Figure 7.12 shows the pore-water pressure sensor UB901 record with the event candidate results
of the corresponding de-trended residual sensor record. Absolute values of the event candidate
intensity are used here, derived from a 48 hour window length. Impulses above the ECT are
highlighted in darker grey. The time period corresponding to the event candidate highlighted
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Figure 7.5: Detailed view of UB926’s sensor record from 2010–01–06 to 2010–01–14.
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Figure 7.6: Intensity plot of injection filter and hydration mat sensor records between 2010–01–06
and 2010–01–14 (absolute SD values).
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Figure 7.7: Detailed view of FL901’s sensor record from 2010–01–06 to 2010–01–14.
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Figure 7.8: Detailed view of FL903’s sensor record from 2010–01–06 to 2010–01–14.
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Figure 7.9: Intensity plot of axial stress sensor records between 2010–01–06 and 2010–01–14
(normalised SD values, 24 hour window).
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Figure 7.10: Detailed view of PC901’s sensor record from 2010–01–06 to 2010–01–14.
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Figure 7.11: Detailed view of PB901’s sensor record from 2010–01–06 to 2010–01–14.
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by the arrow is approximately 2010–06–23 to 2010–07–01. This time period is presented in
detail for a number of sensor records.
Figure 7.13 shows UB901’s sensor record between 2010–06–23 and 2010–07–01 in detail. The
event candidate intensity shown is derived using a 24 hour window. Within the highlighted
time period the sensor record switches abruptly from possessing a low noise content to a
comparatively high noise content for approximately 28 hours, and then returns abruptly to the
preceding level of noise content.
A composite of the event candidate intensity in the specified time period for all axial stress
sensor records, in-bentonite pore-water pressure sensor records, radial stress sensor records,
and rock wall-water pressure sensor records is shown in Figure 7.14. An increase in the event
candidate intensity is observable across most of the range of sensor records during the time
period highlighted.
Notably the intensities of sensor records PC901, PC902, and PC903 (shown in Figure 7.15),
sensor records PB928 (shown in Figure 7.16), and sensor record UR911 (shown in Figure 7.17)
are exceptions to the otherwise ubiquitous increase in intensity seen in the highlighted period
in Figure 7.14.
PC901, PC902, and PC903’s sensor records have no observable disturbance present in the
highlighted time period. PB928 and UR911’s sensor records however do have a local increase in
noise magnitude during the highlighted time period, however similarly sized perturbations exists
nearby that reduce the comparative event candidate intensity measure. With the exception of
PC901, PC902, and PC90, all sensors listed in Figure 7.14 possess a phenomenon similar to
the originally identified event, each having a slightly varying magnitude and duration.
It is noted that the relative levels of noise before and after the increase during the identified events
are not necessarily similar in each sensor record. Specifically, UB925 possesses significantly less
noise immediately after the identified event in comparison to immediately before. Additionally,
events or event indicators such as those described above are not present in the temperature
sensor records arising from within DA3147G01, any of the filters or filter mat sensor records, or
in any of the sensor records originating outside of DA3147G01.
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Figure 7.12: Pore-water pressure sensor record UB901 (black line), with the de-trended residual
event candidate impulses (grey). Event candidates are highlighted in dark grey where they
exceed the ECT.
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Figure 7.13: Detailed view of UB901’s sensor record from 2010–06–23 to 2010–07–01.
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Figure 7.15: Detailed view of PC901, PC902, and PC903’s sensor records from 2010–06–23 to
2010–07–01.
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Figure 7.16: Detailed view of PB928’s sensor records from 2010–06–23 to 2010–07–01.
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Figure 7.17: Detailed view of UR911’s sensor records from 2010–06–23 to 2010–07–01.
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7.5 Event at 2010–11–29
Figure 7.18 shows the pore-water pressure sensor UB901 record with the event candidate
results of the corresponding de-trended residual sensor record. The absolute values of the event
candidate intensity are used here, derived from a 48 hour window length. Impulses above the
ECT are highlighted in darker grey. The time period corresponding to the event candidate
highlighted by the arrow is approximately 2010–11–20 to 2010–12–08. This time period is
presented in detail for a number of sensor records.
Figure 7.19 shows UB901’s sensor record between 2010–11–20 and 2010–12–08 in detail. The
event candidate intensity shown was derived using a 24 hour window. During this time, over a
period of approximately six days, an increase of approximately 6 kPa occurred. Immediately
before and after this transition phase, the sensor record possessed a constant downward
trend of approximately 0.9 kPa day -1, and a ‘low’ noise level (Standard Deviation (SD) of
approximately 0.2 kPa).
Figures 7.20, 7.21, 7.22, and 7.23 shows the event candidate intensity in the specified time
period for all in-bentonite pore-water pressure, axial stress, radial stress, and rock wall/bentonite
interface pore-water pressure sensor records respectively. Figures 7.20 and 7.22 depict the
absolute values of the SD, while Figures 7.21 and 7.23 depict the normalised values.
In addition to the seed event in UB901, an increase in intensity is present in UB902 (Figure 7.20).
Figure 7.21 possesses localised increases in intensity in PB927, PB924, and PB902. Most
prominently, in Figure 7.22, the sensor record of PR906 possesses a well synchronised and
prominent event candidate. Other radial stress sensors with notable event candidates include
PR917, and PR914. A marginal increase in intensity is present in PR912. In Figure 7.23 sensor
records UR922 and UR912 possess a marginal increase in intensity at the beginning and end of
the highlighted period respectively.
Figure 7.24 presents a detailed view of the sensor records arising from PR917, PR914, PR912,
and PR906 (Subfigures a) to d) respectively). With the exception of UR912, the increase in
SD noted in these sensor records all exceed the respective ECTs associated with each sensor
record. A drop of approximately 6 kPa occurs at the beginning of the highlighted period in
PR917. In contrast, an increase in noise during the highlighted period is present in PR914,
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Figure 7.18: Pore-water pressure sensor record UB901 (black line), with the de-trended residual
event candidate impulses (grey). Event candidates are highlighted in dark grey where they
exceed the ECT.
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Figure 7.19: Detailed view of UB901’s sensor record from 2010–11–20 to 2010–12–08.
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Figure 7.20: Intensity plot of in-bentonite pore-water pressure sensor records between 2010–11–
20 and 2010–12–08 (absolute SD values, 24 hour window).
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Figure 7.21: Intensity plot of axial stress sensor records between 2010–11–20 and 2010–12–08
(normalised SD values, 24 hour window).
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Figure 7.22: Intensity plot of radial stress sensor records between 2010–11–20 and 2010–12–08
(absolute SD values, 24 hour window).
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Figure 7.23: Intensity plot of rock wall/bentonite interface pore-water pressure sensor records
between 2010–11–20 and 2010–12–08 (normalised SD values, 24 hour window).
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PR912, and PR906. The increase in noise has positive influence on the magnitude in PR912,
but a negative influence on the magnitude of PR914 and PR906.
Figure 7.25 presents a detailed view of the sensor records arising from PB927, PB924, and
PB902’s sensor records. The increase in SDs noted in these sensor records all exceed the
respective ECTs associated with each sensor record. PB927 possesses an abrupt positive step
in magnitude of approximately 10 kPa. It is noted that other similar changes in magnitude
occur in PB927’s sensor record in close proximity to, but not within, the highlighted period.
PB924’s sensor record possesses a drop of approximately 10 kPa during a short period of noise
during the highlighted period. PB902’s sensor record however, possesses an abrupt drop of
approximately 4 kPa at the beginning of the highlighted time period.
Figure 7.25 presents a detailed view of the sensor records arising from UR922, UR912, UB902’s
sensor records. None of the sensor records depicted have an increase in SD that exceeds
the ECT. An abrupt drop of approximately 5 kPa is present at the start of the highlighted
period in UR922’s sensor record, while a similarly sized increase is present in UR912’s sensor
record at the end of the highlighted period. UB902’s sensor record possesses a perturbation
of approximately 10 kPa in the positive that then dissipates to the original trend during the
highlighted period.
7.6 Summary
Using NUDAT, Lasgit’s dataset has been systematically analysed in a way that has not previously
been attempted, i.e. on a second order scale, and while taking account of the non-uniformity
in the sampling rate of the sensor records. NUDAT’s event candidate detection process has
enabled the rapid identification of sets of sensor records that possess synchronously occurring
second order perturbations. In turn, this enables the specific sensor records relevant to an
identified second order event to be aggregated, and the identified event to be investigated in
detail. A detailed account of three such second order events identified by the application of
NUDAT to Lasgit’s dataset has been presented in the sections above.
The detailed discussion of the results presented in this chapter and Chapter Six, focusing on
the inferences that can be made from the phenomena identified in the sensor records and the
interpretation of second order events, is presented in Chapter Eight.
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Figure 7.25: Detailed view of a) PB927, b) PB924, and c) PB902’s sensor records from
2010–11–20 to 2010–12–08.
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Figure 7.26: Detailed view of a) UR922, b) UR912, and c) UB902’s sensor records from
2010–11–20 to 2010–12–08.
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Chapter Eight
Discussion of toolkit outputs and events
8.1 Introduction
A discussion of the results obtained from the application of the Non-Uniform Data Analysis
Toolkit (NUDAT) to the Large Scale Gas Injection Test’s (Lasgit’s) dataset as reported in
Chapters Six and Seven is presented within this chapter. Sections 8.2 and 8.3 explore and
interpret the physical implications of the toolkit outputs of each analytical process applied, and
the behaviours observed in the detected second order events respectively.
The toolkit outputs discussed in Section 8.2 include the spike detection results, the Non-
uniform Discrete Fourier Transform (NDFT) results, the aggregates of the event candidates,
and the smoothing/moving average results. Where possible, speculation on the cause of
detected/measured phenomena is made. Section 8.3 focuses on the potential physical interpre-
tations relating to each set of perturbations identified as a second order event. The conclusions
drawn from the interpretations made are intended to contribute to the overall understanding of
the experimental program by providing example cases of behaviours of potential interest within
a high level radioactive waste repository.
8.2 Discussion of the toolkit application results
As noted in the introduction, the following subsections discuss the macro-scale results obtained
through application of NUDAT to Lasgit’s dataset. This corresponds to the results that are
presented in Chapter Six. While the toolkit application and results are geared towards second
order information, the macro-scale implications of the toolkit outputs are considered in the
following subsections by interpretation of the aggregated results within the context of the
dataset as a whole, rather than focusing on specific second order occurrences.
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8.2.1 Spike detection
The detection of a spike by NUDAT, on average, less than once in every one hundred datum
points can be argued to be an indication of the infrequency of spike occurrence within the
dataset, and is therefore of little consequence to remove. Alternatively, comparing the total
number of spikes detected within the dataset (129,630) to the number of datum points arising
from a single sensor record (120,113) implies that approximately one sensor’s ‘worth’ of data
has been lost to spiking. However, useful experimental results have been obtained despite the
absence of data from a number of other sensors. Additionally, the equivalent loss of a sensor’s
worth of data in the situation where the losses are spread throughout the dataset rather than
concentrated in one place is likely to impose a lower impact on the quality of the data. It can
be reasoned therefore that the impact of the spike removal process on the quality of the data
is minimal, while the impact on the quality of any process subsequently applied to that data is
likely to be positive.
Consideration of the sensor records with the greatest and fewest number of spikes are notable
for being associated with a sensor that is reporting unexpectedly low values (UR931), and
a sensor with a relatively high magnitude range for its class (PT927), respectively. It is not
possible though to correlate propensity to spike with magnitude range, due to the varying
nature of the sensor records (trending, cyclic etc.). However, within DA3147G01, a slight
negative correlation between spike occurrence and sensor depth exists, as show in in Figure 8.1.
PC901, PC902, and PC903 are a visibly distinct locus in this figure.
It is unclear whether the clustering of spike occurrence distributions within broad sensor
classifications (Figure 6.2) is an indicator of anything significant. Most prominently, the
distinctions between the distributions suggest that the cause of spiking within the stress and
pore-water pressure sensor records in DA3147G01 is independent from the cause in their
corresponding integrated temperature sensor records. In turn, the sensor records arising from
the ‘canister associated’ sensors (i.e. those sensors in physical contact with the canister),
filter mats, or sensors not within DA3147G01 are clustered together, suggesting a further
separation.
Of particular interest in the latter grouping are the stress sensors in contact with the canister
(PC901, PC902, and PC903). These particular sensors are differentiated from the other stress
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Figure 8.1: Sensor record spike count with depth within DA3147G01. ‘Saltires’ signify tempera-
ture sensors, ‘circles’ signify pore-water pressure and stress sensors, and squares signify canister
stress sensors (PC sensors).
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sensors within DA3147G01 by being in contact with the canister, and from the other sensors in
the low spiking cluster by not being operator specified or for occurring outside of DA3147G01.
This implies that the canister may have some influence over sensor behaviour.
8.2.2 Initial NDFTs
The initial NDFT results (before trend removal) essentially serve to confirm that the process
is not of any quantitative use when there are significant trending components in the input
dataset. However, departures from the typical profile of the frequency domain seen within any
of the individual sensor types in Lasgit’s dataset typically correspond to large anomalies in the
particular sensor record in question. Notably, UT911 is an example of this feature. Inspection
of the frequency domain for a dataset that contains trending components may therefore be of
limited use in some cases to provide a basis for categorisation of behaviour.
Where there is no significant trending component to the input data the process provides
quantitative results that align very closely with de-trended input after removal of the zero
frequency component. This further serves to isolate the trending components as the complicating
issue with respect to the frequency domain.
8.2.3 Event candidate detection
8.2.3.1 Axial stress sensors
The overview of the event candidate information for the axial stress sensors within DA3147G01
(Figure 6.7) shows that there are two sets of sensors that have notable synchronisation of
responses, those located above the canister, and those below. Grouping of such synchronisations
by proximity is unsurprising, however the presence of one major synchronised event across
all sensors demonstrates that axial stress events may still occur globally to the experiment,
although less frequently in comparison to the occurrences in the subsets of axial sensors above
and below the canister.
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8.2.3.2 Pore-water pressure sensors within the bentonite buffer
The lack of an obvious macro scale synchronisation in the in-bentonite pore-water pressure
sensors (Figure 6.8) implies that perturbations in the pore-water pressure state are more localised
than changes in the axial stress state in the system. This is likely due to the low permeability
medium effectively isolating or partitioning the sensors from each other and from the boundary
conditions over short time scales. The aberrant intensity noted in UB902 caused by a macro
scale gas flow event demonstrates the effectiveness of this partitioning.
8.2.3.3 Injection filters and hydration mats
The macro scale synchronisation apparent in the injection filters and filter mats (Figure 6.9) is
attributed to their nature, i.e. operator controlled points of pore-water or gas pressure. The
gas injection test procedures (see Chapter Three, Harrington et al. (2008), and Cuss et al.
(2010)) typically involved synchronous control of all or most injection filters and hydration
mats, which would lead to prominent event candidates at those moments across the set of
sensors. Conversely, the pressures in the transducers would be stably maintained by mechanical
means (the pumps in the gas laboratory), leading to a notable absence of events between these
moments.
8.2.3.4 Lid displacements and retaining loads
The sub-setting of the different classes of displacement sensors and retaining load sensors
visible in Figure 6.10 are likely a result of the different measuring intent and orientations of the
sensors. While the evolution of various measured displacements is not discernible from the event
candidate information, a seasonality in the perturbations is implied. Greater event candidate
intensity in the summer months may imply temperature influenced displacement.
8.2.3.5 Pore-water pressures in the pressure relief holes
The Pressure Relief Holes (PRHs) are, once sealed with packers, largely isolated from the
experiment evolution, and hence more closely reflect the near field pore-water pressure conditions.
There are fewer physical processes occurring within the PRHs, with the measured parameter
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(the pore-water pressure) being influenced from outside the PRHs. As such the synchronisation
between event candidates across the pore-water pressure sensor records is not unexpected. The
lack of synchronisation between UR931 and the remaining PRH pore-water pressure sensors
appears to be as a result of the sensor malfunctioning, or reporting an ambient pressure in a
non-sealed environment, possibly exposed to atmosphere.
8.2.3.6 Radial stress sensors
The radial stress sensors in DA3147G01, with the exception of PR921, are the group of sensors
with the greatest visual similarity to one another throughout the lifetime of the experiment (see
Figure 3.9). As with the axial stress sensors, there are a number of localised synchronisations,
along with more global synchronisations between event candidates. Unlike the axial stress
sensors however, none of the sensors in question are located above the top or below the
bottom of the canister. This proximity may contribute to the slightly more uniform nature of
Figure 6.13.
8.2.3.7 Pore-water pressures at rock wall/bentonite interface
The pore-water pressure sensors at the bentonite/rock wall interface can be interpreted in the
same way as the radial stress sensors. The similar elevations and uniformity again point to the
proximity of the sensors producing a more uniform event candidate intensity plot. However, in
contrast with the in-bentonite pore-water pressure sensors, both a localised and a more global
event candidate synchronisation exist, suggesting that the sensor contact with the rock wall
bypasses the isolation of the bentonite. This assertion is in agreement with the observations
made regarding the sensors in the PRHs. The lack of synchronisation across the full sensor set
at the two most prominent global candidates suggests the possibility of a complexity in the
boundary condition of the experiment.
8.2.3.8 Temperature sensors
The result of the temperature sensor event candidate detection process (depicted in the event
candidate intensity plot in Figure 6.19) demonstrates a high degree of synchronisation between
almost all of the 57 sensor records depicted. As noted in Section 6.4.3, there is a sub-grouping
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of the sensors located above, and adjacent to and below the canister. A number of the lineations
depicting synchronisation are common to these sub-groupings however. Examples include the
abrupt increases and reductions in noise levels. Additionally, after the reduction in noise levels
mid 2010 there appears to be a slightly deeper seasonality depicted, with an appreciable lag
increasing with depth.
8.2.4 Discussion of smoothing results
There is no attributable cause apparent in the rest of the dataset for the temperature shifts
recorded in UT901 (Figure 6.23). Such a systematic aberration, in the absence of other
phenomena that coincide or synchronise with the steps, suggests a sensor or logging equipment
error. As seasonal temperature changes of between approximately ±0.5 ◦C and ±1.0 ◦C are
typical within the down-hole temperature records, the error introduced by suspected malfunctions
of this magnitude are likely to be insignificant. The reduction in temperature sensor records
noise that occurred mid 2010 is also visible in the sensor record, shown by the original data
(grey) matching more closely the overlain smoothed data (black). As with the systematic
aberration revealed by the smoothing process, there is no attributable cause that is apparent in
the rest of the dataset.
8.2.5 Discussion of the SSA derived trends
The majority of sensor records were determined to possess only one macro scale Singular
Spectrum Analysis (SSA) trending component after decomposition. This lack of detection of
more than one long term trend in many of the sensor records may be considered an absence
of evidence for multiple long term influences being present in the system. However, it is
also possible that the SSA process has subsumed one or more existing trends into a single
trend estimation in the majority of the sensor records. Since absence of evidence cannot be
considered to be evidence of absence, no assertion about the number of influences on the long
term/macro-scale trends can be made. As such the SSA derived trends are considered solely as
representative estimates of any aggregated trends within the dataset.
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8.2.6 De-trended NDFTs
The majority of the de-trended sensor records present a significant and well defined annual
peak in the frequency domain. Of those that have been highlighted in Chapter Six as more
ambiguous, many still possess an annual phase and amplitude measurement that has a strong
visual correlation to the de-trended signal. Examples include sensors PC901, PR906, PB901,
and FR901, all of which are depicted in Figure 8.2 with their respective calculated annual cycles
overlain.
Exceptions to this looser criteria for annual frequency determination include sensors PB927,
UR916, UR907, and UR910. Figure 8.3 depicts the derived annual frequency content along
with the input data. The increased presence of distortions and steps in the input data is cited
as the cause for the absence of useful frequency domain information.
Marginal correlations between the NDFT derived annual frequency content and the input data
are achieved in the majority of the PRH sensors. Figure 8.4 provides a visual example for UR931.
Additionally, the emergence of a measurable daily frequency component in the de-trended PRH
sensor records indicates that trend removal is a useful and necessary process where trending
exists.
The correlation in temperature sensor frequency content (amplitude and phase) with depth is
very strong within DA3147G01. The more complex physical processes, such as those measured
by the stress and pore-water pressure sensors, display detectable annual cycles (a prominent
peak at a wavelength of approximately 365 days in almost every de-trended sensor record) but
do not possess the tight correlation with depth that the more simply driven processes such
as those measured by the temperature sensors do. The modified NDFT procedure therefore,
appears to be finely sensitive to the experimental variations/distortions in the input data that
are introduced by non-cyclic processes.
Estimating the height within DA3147G01 of the canister temperature sensor (TC901) from
its measured annual amplitude and phase offset in relation to the correlations depicted in
Figures 6.26 and 6.27 theoretically places it at approximately 5m depth from surface.
Notably, three pore-water pressure sensors located at the rock wall/bentonite interface express
relatively larger annual cycle amplitudes than other similar sensors. These sensors are highlighted
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Figure 8.4: UR931’s visual correlation to ambiguous annual frequency content.
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in Figure 8.5. While annual frequency content has been measured in most of the rock
wall/bentonite interface pore-water pressure sensors (excluding those noted in Figure 8.3), the
seasonality is more visible in UR920, UR914, and UR912, even before de-trending, as shown in
Figure 8.6.
Figure 8.7 depicts the approximate locations of sensors UR912, UR914, and UR920 with
respect to the fractures in the rock wall, while Figure 8.8 depicts their relative positions within
DA3147G01. These sensors are either located on or in close proximity to recorded fractures,
however they are not unique in their intersections with such boundary conditions. For example,
sensor UR911 is located at the same height as UR912 and UR914, lies on the vertical ‘A’, and
hence intersects a major fracture feature. UR911 does not however possess the comparatively
large (in relation to other rock wall pore-water pressure sensors) annual cycles of UR912, UR914,
and UR920.
The modified NDFT process appears to be able to detect and enumerate accurately the
frequency content in the input time series data when distortions in the data are minimal, but
also provide a useful approximate enumeration of major frequency components in most cases
when minor distortions exist. Such enumerations have permitted a speculation on an unknown
parameter (the elevation of TC901) within the experimental set-up that can be confirmed when
decommissioning takes place, along with highlighting similarities in anomalous behaviour that
cannot be firmly correlated to boundary conditions.
8.2.7 Comparison of toolkit outputs before and after de-trending
The most notable difference when comparing toolkit output between trend possessing and
de-trended input is the improvement in frequency domain quantification. In the case of Lasgit,
a large number of annual cycles, and a small number of daily cycles have been effectively
quantified as a result of removing the trend from the input data. In contrast, the macro scale
observable effects of trend removal are limited however. As stated in Section 6.4.7, in most
cases the difference between the event candidate intensity plots before and after trend removal
is negligible when observed at the macro scale. Additionally, the removal of the trending
components appeared to have no influence on the smoothing/moving average function.
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Figure 8.8: Locations of sensors with comparatively large annual cycles in relation to deposition
hole arrangement.
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8.3 Discussion of the second order events detected
8.3.1 Event at 2010–01–10
The relative physical locations of the sensors relevant to the event identified on 2010–01–10 are
shown schematically in Figure 8.9. Arrows 1 and 2 in Subfigure 8.9a indicate the direction1
of the preceding macro scale gas flow from the injection point FL903 to FL901 and on to
UB902, as noted in Section 3.3. The + and − symbols in Subfigure 8.9b indicate the signs
of the steps identified in the sensor records depicted in Section 7.3.
Interpreting the collection of events within the paradigm of a dilatant gas flow mechanism
(i.e. where the gas pressure itself causes flow pathways to mechanically form, or ‘dilate’, through
the bentonite Engineered Barrier System (EBS)) would suggest a short lived gas flow pathway
formed between sensors UB902 and UB901, and a small flow occurred, originating from the
volume of gas contained in a previously formed flow pathway between FL901 and UB902,
subsequently arriving at UB901. The increases in stress present in PC901 and PB901 suggests
that this pathway was mechanically formed and gas passed between them. The lack of second
order event in filter FL903 suggests that this hypothetical flow pathway between FL901 and
UB902 was isolated from FL903.
Dilatant flow mechanisms such as that described above are typically identified (in part) in
laboratory test conditions by a characteristic gas flow rate into a clay system during pathway
formation (e.g. Cuss et al. 2011; Harrington and Horseman 2003, 1999). As the apparent
gas source for the potential second order gas flow event of interest is the reservoir of gas
contained within the previous flow path from FL901 to UB902, and hence not connected to a
flow measurement device, this aspect of flow mechanism/pathway formation conformation is
not present.
It is also possible that flow from the gas reservoir between FL901 and UB902 migrated to PC901
and PB901 in addition to UB901. The absence of a detected second order flow migration to other
proximate sensors, such as PB902, would indicate localised flow pathway(s). This interpretation
does not consider or dismiss the possibility of a mechanical induced pathway.
1Flow paths between each sensor are indeterminate. Arrows are indicative only of start and end points of
flow paths.
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Figure 8.9: Spacial orientation of sensors identified as part of event on 2010–01–10. a) Macro
scale gas flow from FL903 (injection filter) to FL901 and on to UB902. b) Locations and signs
of steps in sensor records.
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By further exploring the isolated nature of the flow, it is noted that a number of preferential flow
pathways potentially exist within DA3147G01 due to the pipework serving the instrumentation.
However, according to the information in Johannesson (2004) there is no such potential pathway
that could provide a complete route between UB902 and the sensors that reported increases in
measured stress/pore-water pressure. Similarly, there is no single common interface between
the canister/bentonite/rock wall that unites the relevant potential engineered preferential flow
pathways while also excluding the potential engineered pathway to PB902. This implies that
either: i) the apparent flow event exploited two separate interfaces simultaneously; ii) that a
single exploited interface, in this case the bentonite/rock wall interface, provided tortuous flow
routes to multiple destinations, but that the engineered pathway to PB902 was bypassed or
not viable; or iii) that a localised flow through the bentonite occurred.
Additionally, it has thus far been assumed that the flowing fluid in these events is a discrete
gaseous phase. Pore-water flow in a porous media, such as the bentonite EBS in question, will
move approximately uniformly though the pore space of an approximately homogeneous material.
The localisation of the apparent flows would require preferential pathways of significantly lower
permeability to enable such non-uniformity in pore-water flows. The swelling pressure developed
in the bentonite EBS suggests that significant water infiltration has occurred (Cuss et al.
2010), which will have induced sealing and reduced the effectiveness for water exploitation of
preferential pathways within the bentonite EBS, and hence made pore-water flow of this nature
unlikely. Flow events of the immediacy observed during this event are therefore more likely to
consist of the injected gas than pore-water.
With respect to the scale of the events investigated here, while the second order event that
comprised the initial observation was visible in the macro scale plot of the sensor record (UB901),
the events identified as synchronous were not visually discernible at macro scale visualisations.
The identified second order events possessed magnitudes as many as 103 times smaller than
the macro scale magnitudes of the sensor records they were contained within.
8.3.2 Event at 2010–06–27
Comparison of the sensors that express the phenomenon noted in the time period highlighted in
Figures 7.13 to 7.17 with those that do not, re-enforces a number of the potential sub-grouping
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of sensors previously inferred. The event is notable for only occurring within DA3147G01,
i.e. the phenomenon is absent in the PRH sensor records, displacement sensor records, and load
sensor records. Additionally, within DA3147G01, the phenomenon is absent in the temperature
sensor records and the injection filters/filter mat sensor records. While casual observation
suggests that the event is ubiquitously present in the remaining sensor records arising from
DA3147G01, the absence of any perturbations in the stress sensors on the canister surface
refutes this, and again segregates those sensors from the other stress sensors.
The event in question happened approximately seven days after Gas Test Two’s shut in phase
was stopped and a post gas injection hydraulic test was initiated. Coupled with the presence of
the phenomenon in both the total stress and pore-water pressure sensor records, this suggests
that the event may be a pore-water pressure perturbation. The potential source of such a
perturbation is uncertain however. There is an absence of a causative impulse recorded the
injection filter or filter mat sensor records, discounting a surge or similar from the gas laboratory.
Additionally, while an external influence on pore-water pressure in the facility may not be
present in the injection filter and hydration mat sensor records due to the gas laboratory pumps
ability to provide active pressure feedback, there is no perturbation in the PRH sensor records.
Additionally, it would be difficult to reconcile the evidence for the in bentonite pore-water
pressure sensors being largely isolated from one another with an apparent ability for a second
order pore-water event to permeate the system as a whole.
Alternatively, a perturbation in the stress state of the system may have been transmitted to
the pore-water pressure sensors through the stress bearing capacity of pore-water in a medium
such as compacted bentonite. Such a perturbation could plausibly be confined to DA3147G01.
The omni-directional response in the stress sensors (i.e. radially and axially) may point towards
the perturbation being transmitted through the non-structural ‘free’ water within the EBS in
this case, as opposed to the interlayer water.
Such a system wide perturbation in stress, pore-water pressure, or both simultaneously, could
potentially be caused by changes in the position of the retaining lid, or a change in the retaining
load effecting mechanical changes in the bentonite below. No atypical perturbation in the
displacement and load sensor records exist during the event window, however.
It is also possible that the recorded perturbations arise somehow from an unknown aspect of
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the logging system. This possibility is aligned with the concept of the ‘classes’ of sensor that
were implied in the spike occurrence clustering data, as only specific sub-groups of sensors
are affected. Other than the absence of other causation and the re-observation of sensor
groupings however, there is no direct evidence for this event being caused by the experimental
set-up.
The cause and source of the perturbations highlighted within the time window in question
remain open to speculation. While the temporary increase in noise reported may be a real
physical effect, or the result of an experimental artefact, the observation of which sensor records
they occur within reinforce the previous observations of sub-groups of sensors possessing similar
second order behaviours.
8.3.3 Event at 2010–11–29
In contrast to the two previous events discussed, in which the behaviours detected were
similar across the sensor records they were detected in (i.e. steps in magnitude at 2010–01–10
and noise increases at 2010–06–27), the behaviours detected during this event window are
significantly varied. Additionally, the locations of the perturbations identified in Section 7.5
are spread throughout the deposition hole without any apparent spatial pattern, as shown in
Figure 8.10. This casts an ambiguity over the analysis, and presents the possibility that the
detected perturbations have occurred synchronously at random, rather than causatively.
With this possibility in mind, PB927 is effectively discounted from the analysis of the event. As
noted in Section 7.5, other similar changed in magnitude occur in the sensor record in close
proximity to, but not within the event time window. This implies that the behaviour within the
window is not atypical for the sensor during that period, and therefore the synchronisation with
other perturbations in the experimental system is more likely to be coincidental.
The seed event in UB901’s sensor record is unique with respect to its form throughout the
dataset during the relevant time window. The drops in magnitude at the start of the event
window in PR917, PB902, and UR922, as a subset, are not correlated spatially or by sensor
type. The gains in magnitude that subsequently dissipate back to the initial sensor record
trend in UR912 and UB902 are also not correlated spatially or by sensor type. The sensors that
express increases in noise (PR914, PR912, and PR906) are correlated by sensor type, but not
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Figure 8.10: Locations of of sensors identified as part of event on 2010–11–29 in relation to
deposition hole arrangement.
223
Chapter Eight Discussion of toolkit outputs and events
spatially.
A possible connection between the sensors identified in this possible event is the fracture
network within the host rock surrounding DA3147G01. However there are too many unknowns
regarding preferential flow paths within the fracture network to speculate on the nature of flows
between the relevant sensors. Additionally, there are sensors identified within this event that are
not located on the deposition hole wall. The same is true regarding speculation on preferential
flow paths within the bentonite EBS, or possible points in the system that are significant but
are not instrumented.
Further discounting of perturbations that are not spatially correlated to the seed event allow
a simplification of the speculative process. It is noted however that this does not allow firm
conclusions to be drawn. Figure 8.11 depicts UB901, UB902, PB902, and PR906. These
sensors are located within the bottom of DA3147G01.
Within the narrower scope of the four sensors depicted in Figure 8.11 the possibility emerges
that a flow event took place from PB902 to UB901, although the suggested transmission of
pressure was not instantaneous as seen during the event at 2010–01–10, nor has there been a
macro scale gas flow event noted as intercepting that sensor. The added complexity in such a
transmission though may result from an interaction with other adjacent measurement points,
namely UB902 and PR906. The direction of the noise in PR906 implies a tentative source,
rather than a tentative receptor however.
8.4 Summary
The development of NUDAT and its subsequent application to Lasgit’s dataset has been
instrumental in highlighting and subsequently analysing a complex set of second order aspects
and events occurring during the experiment. Macro-scale interpretations of the aggregated
small scale, or ‘second order’ features revealed have been conducted along with in depth
interpretations of synchronised perturbations. To that end, the developed toolkit has been
shown to be accommodating of non-uniform time series input of a large scale, and sensitive
to second order events as many as 10 -3 times smaller in magnitude than the macro-scale
behaviour they are present in, exposing phenomena that would otherwise be occluded during
an Exploratory Data Analysis (EDA).
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Chapter Eight Discussion of toolkit outputs and events
Specifically, review of the toolkit outputs has highlighted evidence for localised flow pathway(s)
existing, with the possibility of gas pressure induced formation of pathways facilitating such flow
(i.e. a dilatant flow event). Additionally, there is evidence for sub-groups of sensors behaving
similarly over a variety of types of phenomena, for example, sensors PC901, PC902, and PC903
can be shown to be distinct from other stress sensors within DA3147G01, but similar to each
other with respect to spike propensity and response to global influences. This in turn implies
that the canister, as a common element to these sensors, is a significant influence on their
behaviours.
Furthermore, de-trending and frequency domain inspection reveals an almost ubiquitous annual
cycle in the dataset that is quantitatively measurable, and in the case of less distorted sensor
records, highly correlated with depth within DA3147G01. Additionally, a number of daily cycles
are detectable in various sensor records, highlighting the sensitivity of the toolkit.
Some of the information revealed is ambiguous, contradictory or unexplained however. The
reduced synchronisation between the in-bentonite pore-water pressure sensors, for example, is
not reflected in the 2010–06–27 event. Additionally, there are no apparent causative influences
for that event or the temperature anomaly revealed in UT901.
However, despite some inconclusive information, or in some cases partially contradictory
interpretations appearing possible, a number of clearly defined behaviours and events have
been identified. The interpretation of such aspects, such as the second order event occurring
at 2010–01–10, contributes to the body of evidence used to understand gas flow in saturated,
compacted clays. Additionally, the complexity, heterogeneity, and ambiguous sensitivity to the
boundary conditions of such an emplacement is highlighted by these interpretations.
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9.1 Introduction
In response to the need to safely dispose of the existing radioactive waste inventory resulting
from nuclear technologies, a programme of research has been undertaken to develop a deep
geological disposal facility capable of isolating the waste for 100,000 to 1,000,000 years. While
various conceptual models, such as the Swedish Kärnbränslesäkerhet [Nuclear Fuel Safety]
(KBS) concept, are well developed, a number of technical issues remain. Within the compacted
bentonite Engineered Barrier System (EBS) component of the KBS-3 model, significant
uncertainties associated with the formation of gas pathways and migration of gas exists. In
order to study the process of gas migration in a repository context the Large Scale Gas Injection
Test (Lasgit) was undertaken.
This PhD thesis has presented research undertaken in a detailed and systematic computational
analysis of the results produced through the operation of Lasgit. The objectives of this research
have been achieved through development and verification of a computational Exploratory Data
Analysis (EDA) methodology, and its application to Lasgit’s dataset. The implementation
of the EDA methodology resulted in the Non-Uniform Data Analysis Toolkit (NUDAT), a
computational toolkit capable of accommodating non-uniform input data and performing a
range of time series analysis techniques.
The discussion and interpretation of the outcome of such an analysis were intended to contribute
to the overall understanding of the experiment. Presented in this chapter is a summary of
the work done in achieving these objectives, a summary of the main conclusions drawn from
the interpretation, and a brief consideration on the possibilities for the continuation of this
research.
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9.2 Summary and conclusions of the research undertaken
9.2.1 Toolkit development
Challenges addressed during the development of NUDAT were the long-term nature and large
quantity of data to be analysed, the need for accommodation of non-uniform data, and the
requirement for exposure of small scale, or ‘second order’ information. The computational
solution developed in order to perform the desired EDA on Lasgit’s dataset was named NUDAT.
During the development of NUDAT, the choice of analytical techniques incorporated was
guided by the nature of the information sought from the dataset and the characteristics of the
dataset.
Generally required capabilities, i.e. those useful for the majority of datasets, such as smooth-
ing/moving average functions and trend detection and subsequent removal, were incorporated
into the toolkit. Other more specifically focused techniques such as frequency domain analysis,
spike detection for the specific type of spiking observed in the dataset, and second order event
detection were also incorporated. These techniques, when used in sequence/combination,
allowed for the exposure of second order features in the dataset that were of interest to the
analysis of the experiment.
The options pertaining to the handling of the non-uniformity present in the dataset were
explored during the development of the analytical software. Accommodation of non-uniform
input at the algorithmic level was decided to be the most appropriate course of action, in favour
of a preprocessor standardisation step. To this end, a collection of data analysis techniques
were developed or modified in order to accommodate such input.
In particular, non-uniformity was accommodated through: i) time scale windowing, as opposed
to point count windowing that was defined and adopted for any processes in the toolkit that
utilises a moving window; and ii) modifying the standard Discrete Fourier Transform (DFT)
procedure to decouple it from the time series sample rate and length and producing the Non-
uniform Discrete Fourier Transform (NDFT) allowed frequency content to be measured. The
processes implemented in NUDAT that utilise a moving window include the smoothing/averaging
functions, the spike detection, and the event candidate detection.
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In summary, the capabilities/processes implemented in NUDAT were:
– Moving averages/smoothing/down-sampling functions with multiple weighting profiles
– Spike (aberrant point) detection
– Trend detection and removal (SSA)
– Frequency domain analysis (NDFT)
– Event candidate detection, with event intensity ranking and cross time series synchronisa-
tion visualisation
Additionally, the capabilities incorporated into NUDAT, including those developed or modified
to accommodate non-uniform input, were chosen for a general applicability to time series data,
while remaining specifically relevant to the phenomena observed in Lasgit’s dataset.
9.2.2 Verification of the developed toolkit
In order to verify the capabilities and implementation of NUDAT, an application to a dataset
with known phenomena was undertaken. For this purpose an artificial dataset was created
with macro scale and second order features. The phenomena included in the created dataset
included long-term trends with distortions, seasonal (cyclic) behaviour, noise, spiking, and small
perturbations. The application of NUDAT to the artificial dataset demonstrated the successful
detection of trends with enough accuracy to render the residual effectively stationary, making it
suitable for further analysis. The frequency content was detected with high accuracy, and a
high sensitivity/accuracy/precision was found for the spike and event detection processes. The
success of the verification application in identifying correctly the known phenomena in the data
provided confidence in the validity of the subsequent analysis of Lasgit’s dataset.
9.2.3 Application of NUDAT to Lasgit’s dataset
Lasgit is a highly complex experiment, both in terms of experimental set-up, and operational
history. The dataset arising from Lasgit available to this research consisted of circa 27.5 million
datum points spread across approximately 175 time series records. The data are sampled
non-uniformly at an average of around 2.5 logs/hour. This equates to 157,362 logging cycles
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recorded for each sensor. While macro scale analyses of the experimental results have been
performed previously, little attention has been paid to the smaller scale phenomena present in
the dataset.
Application of NUDAT to Lasgit’s dataset consisted of spike detection and removal, followed
by frequency domain analysis, event candidate detection, and noise reduction. Additionally,
the de-spiked data underwent trend detection and removal, and the frequency domain analysis,
event candidate detection, and noise reduction subsequently repeated on the de-trended data.
The application process yielded information about spike propensity, frequency content, and
small scale perturbations in the dataset that are of potential interest to an analyst for further
investigation.
9.2.4 Exploratory data analysis results
An overall level of approximately 0.7% of the data were identified as spikes and subsequently
removed from further analysis. This equates to approximately one sensor records ‘worth’ of
data being removed, spread across the dataset. Distinct clusters of tendency to spike were also
observed in various sets/classes of sensors within DA3147G01.
Trend detection and removal exposed the seasonal variation present in the dataset. This allowed
more accurate measurement and quantification via the NDFT process. The annual frequency
content within the de-trended dataset was prominent, and in the case of the temperature
sensor records, highly ordered and correlated with depth of the sensors within DA3147G01.
While annual frequency content was present in most of the non-temperature sensors it was not
measurably correlated with depth.
A number of second order perturbations were detected by the event candidate detection process,
and in one case revealed by the noise reduction process. Perturbations as small as 103 times
smaller than the macro scale behaviour are clearly highlighted by this process. The synchronicity
of such perturbations within the experimental system was used as an indicator for the likelihood
of concurrent being interconnected. Three sets of NUDAT highlighted perturbations were
investigated and presented as second order events. The events were chosen for investigation
for having a prominent perturbation proximate both spatially and temporally to a previously
identified macro scale gas flow event.
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The events studied in detail occurred at approximately 2010–01–10, 2010–06–27, and 2010–11-
29. The first event studied, 2010–01–10, occurs across five sensors, all of which are located
towards the bottom of DA3147G01. Small drops in pressure are reported at sensor locations that
have previously been observed to have intercepted a macro scale gas flow event. Synchronously,
small increases are noted in nearby sensors. The second event studied, 2010–06–27, appeared
to have a global presence within DA3147G01. Closer inspection of the data revealed that
while the perturbation detected was almost ubiquitous, sensors attached to the canister did not
report the disturbance observed. The third event studied, 2010–11-29, consisted of a number
of perturbations more varied in nature than the previous two events, and with less overall
synchronicity.
9.2.5 Micro/macro scale behaviour and observations
Interpretation of many of the NUDAT’s results imply similarity of behaviour in the experimental
system across sensor classes. Propensity to spike distinctly divides sensors within DA3147G01
into temperature, non-temperature sensors, and canister attached sensors. This is compounded
by the correlation of spike occurrence with depth, which possesses three distinct locus of points
that have very little intersection with one another: i) the temperature sensors; ii) the pore-water
pressure and stress sensors; and iii) the canister attached sensors.
The exposure and quantification of an annual cycle almost ubiquitously throughout the dataset,
and in some cases a daily frequency cycle, implies a sensitivity to external influences like the air
temperature in Äspö. Variance within such measurements however are not adequately explained
by consideration of the knowledge of the boundary conditions.
Evidence of discrete flow pathways is present in the first event studied, with the possibility of
spontaneous pathway formation having taken place, potentially via a dilatant flow mechanism.
The second event studied further compounds the apparent classification of sensors into subsets.
While suggesting that the experiment may be sensitive to external influences, the exact nature
and cause of the second event studied remains unclear. The third event studied serves to
demonstrate the complexity of the system that remains unmonitored despite the high levels of
instrumentation as determination of the physical processes that occurred during the third event
is not possible.
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9.3 Overall conclusions
As a result of this research it is asserted that:
– A new toolkit, NUDAT, has been developed, capable of analysing the small scale, or
‘second order’ features within a time series based dataset that possesses non-uniformity,
such as Lasgit’s dataset.
– The processes implemented in the toolkit have been subjected to a series of verification
processes that provide confidence in the accuracy of the analytical components of the
toolkit for further applications that seek to quantify phenomena that may be of interest
to an analyst in such a dataset.
– Application of the toolkit to Lasgit’s dataset constitutes a robust and methodical ex-
ploration of the data which has facilitated the identification and analysis of small scale,
or ‘second order’ features in the dataset up to 103 times smaller than the macro scale
behaviour.
– The analysis interpretation identifies both global and localised events occurring, along
with apparent groupings of behaviours between classes of sensors, and a prominent
seasonal variation that is quantifiable across almost all of the dataset.
– The collections/sets of second order perturbations studied imply the possibility of ex-
perimental sensitivity to outside influences and also to the canister, and suggest the
possibility of dilatant flow like events occurring on a small scale.
9.4 Potential further research
A number of avenues for continuation of the research undertaken and presented in this thesis are
available. Given the size of Lasgit’s dataset, and the ongoing nature of the experiment, further
study of the experiment is warranted. Additionally, broadening of the scope of NUDAT through
development and addition of other analytical modules may also be of benefit. Application
of NUDAT to datasets derived from other experimental or monitoring programmes may also
be beneficial to both the ongoing characterisation and development of NUDAT, and to the
assisted programmes through analytical insight.
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9.4.1 Further research on Lasgit’s dataset
An immediately accessible continuation of the research presented in this thesis is the continuation
of the study of the second order events identified in Lasgit’s dataset. Three such events have
been detected, presented, and analysed in the previous chapters, however a number of other
prominent event candidate impulses, particularly in proximity to other gas injection campaigns,
are yet to be investigated in detail. Additionally, analysis of more recent data produced by the
operation of Lasgit may be of interest for analysis. In particular, analysis of the data produced
during the future of the experiment, in the period before decommissioning, may be beneficial.
Interpretations made from an analysis of such an experimental stage can be attempted to be
verified by direct observation during decommissioning. Further permutations of the toolkit’s
analytical parameters used during the analysis, may also contribute to the understanding of
the experiment by revealing or highlighting phenomena of interest that occur on a different
temporal scale to the scales thus far investigated.
9.4.2 Further research on other datasets
The dataset arising from the monitoring programme at Olkiluoto, a Underground Characterisa-
tion Facility (UCF) intended to become a radioactive waste repository, is likely to be suited to
analysis via application of NUDAT. Rock and air temperature records at a number of locations
on the site are recorded with a non-uniform sample rate. The use of NUDAT on datasets
derived by other experimental or monitoring programmes is not necessarily limited to datasets
derived from radioactive waste disposal activities, however. Other long term geotechnical,
environmental, economic etc. monitoring activities that generate time series may be suited to
analysis with NUDAT, or useful for characterisation of the analytical processes.
9.4.3 Further characterisation and development of NUDAT analytical
modules
Possible useful future developments of NUDAT include:
1. Characterisation of the behaviour of NUDAT when provided with input data containing
features not present in the validation dataset used in Chapter Five. Examples include the
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effects of:
(a) Modulated frequency content in a time series
(b) Trend or variability in seasonality
(c) Absence of a specifically targeted phenomenon
2. Development of and addition of analytical processes. Examples include:
(a) Modifying the whole of time series processes, e.g. the NDFT, to operate within a
moving window
(b) Implementation of a non-uniform accommodating autocorrelation function
(c) Trend significance detection and Moving Average over Shifting Horizon (MASH)
3. Optimisation and further parallelisation of the code allowing use in High Performance
Computing (HPC) environments.
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