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Transition metal dichalcogenides (TMDs) exhibit a remarkable exciton physics including bright and optically
forbidden dark excitonic states. Here, we show how dark excitons can be experimentally revealed by probing
the intraexcitonic 1s-2p transition. Distinguishing the optical response shortly after the excitation and after the
exciton thermalization allows us to reveal the relative position of bright and dark excitons. We find both in theory
and experiment a clear blueshift in the optical response demonstrating the transition of bright exciton populations
into lower-lying dark excitonic states.
DOI: 10.1103/PhysRevB.98.020301
Transition metal dichalcogenides (TMDs) are characterized
by tightly Coulomb-bound electron-hole pairs that efficiently
couple to light and that can be spin- and valley-selectively
excited [1–5]. Recent experimental and theoretical studies
show that besides these bright excitonic states, dark optically
inaccessible excitons [6–15] play a significant role for the
optical response [12,16,17] and the nonequilibrium dynamics
in TMDs [13,14,18–20]. In particular, the existence of energet-
ically lower dark exciton states strongly limits the efficiency
of light emission in these materials [16,18,21]. We distinguish
spin-forbidden dark states, where the Coulomb-bound electron
and hole exhibit opposite spin, from momentum-forbidden
dark states exhibiting a nonzero center of mass or angular
momentum [21]. Both cannot be accessed by light, since
photons cannot provide the required spin or momentum to
induce an interband transition into these states. Exciton pop-
ulations occupying dark states can be optically addressed
using midinfrared spectroscopy [22,23], however, so far, the
focus of these studies has been on revealing the radiative
recombination time and the exciton formation dynamics. The
exciton landscape and the microscopic origin of different types
of dark excitonic states has yet to be addressed. In particular,
the spectral position of momentum-forbidden dark excitons
has yet to be revealed, leaving the nature of the energetically
lowest states unclear.
In this Rapid Communication, we show how the entire
excitonic landscape including spin- and momentum-forbidden
dark excitons can be identified by investigating the temporal
evolution of the intraexcitonic 1s-2p transition. Our theo-
retical results, based on a fully quantum-mechanical the-
ory [12,17,24–26], are supported by femtosecond infrared
spectroscopy [22,23,27–29] probing intraexcitonic transitions
of bright and dark excitons [cf. Figs. 1(a) and 1(b)]. Each
excitonic state is characterized by its binding energy, which
also determines the 1s-2p transition energy. As a result, we can
identify different excitonic states based on their linear response
to an infrared probe pulse. Furthermore, distinguishing the
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response shortly after the optical excitation (coherent regime,
<100 fs) and after the exciton thermalization (incoherent
regime, >1 ps), we can track the exciton dynamics shifting
the population from optically excited coherent excitons to
incoherent excitonic states that are formed via exciton-phonon
scattering [18]. After thermalization, the largest exciton pop-
ulation will be accumulated in the energetically lowest state
according to the equilibrium Bose distribution. While the
coherent response is always determined by the 1s-2p transition
of the bright exciton with zero center-of-mass momentum Q,
the incoherent response will be dominated by the energetically
lowest exciton [Figs. 1(b) and 1(c)]. The latter is characterized
by a larger excitonic binding energy and thus a higher 1s-2p
separation. As a result, we theoretically predict a clear blueshift
in the optical response about 1–2 ps after the optical excitation
for materials with dark excitons as the energetically lowest
states [Fig. 1(d)]. Our results are supported by femtosecond
infrared spectroscopy, where the predicted blueshift for the ex-
emplary material of tungsten diselenide has been demonstrated
(Fig. 2).
To map the excitonic landscape in TMDs, we perform calcu-
lations on microscopic footing based on the density matrix for-
malism [30–32] with semiconductor Bloch equations in its core
[12,17,25]. To obtain access to the optical response of TMD
materials, we first solve the Heisenberg equation of motion
for the microscopic polarization pij (t) = 〈a†i aj 〉(t) with the
creation and annihilation operatorsa†i andaj and the compound
indices i,j containing all electronic quantum numbers, such
as the band index λ and the momentum q. The microscopic
polarization presents a measure for optical inter- and intraband
transitions. To account for the strong exciton physics in TMDs,







q [25,30,31]. The appearing eigenfunctions
φnq are obtained by solving the Wannier equation, which is
an eigenvalue equation for the exciton with the index n. Here,
we take into account optically accessible bright excitons that
are located within the light cone (Q ≈ 0). Furthermore, we
include momentum-forbidden intervalley dark excitonic states,
where the Coulomb-bound hole and electron are located in
different valleys. In particular, we include K-(′) and K-K (′)
2469-9950/2018/98(2)/020301(6) 020301-1 ©2018 American Physical Society
GUNNAR BERGHÄUSER et al. PHYSICAL REVIEW B 98, 020301(R) (2018)
FIG. 1. Theoretically predicted blueshift. (a) Schematic illustra-
tion of the modeled experiment, where first, a pump pulse induces a
coherent exciton density in the 1s state, which is then probed with a
weak pulse matching the energy of the intraexcitonic 1s-2p transition.
We can distinguish two scenarios, where the energetically lowest state
is either dark or bright. (b) For very short pump-probe delay times
(coherent limit), the coherent exciton density has not decayed yet
and dominates the linear optical response. (c) For longer delay times,
incoherent excitons have already been formed and have thermalized
through exciton-phonon coupling. In this incoherent limit, the optical
response is dominated by the lowest-lying excitonic states, where
the population of incoherent excitons is the largest. (d) Theoretically
predicted absorption spectrum for WSe2 in the coherent (yellow area)
and incoherent (blue area) regime. The first reflects the population of
bright K-K excitons, while the second results from the energetically
lowest dark K- excitons.
(-(′) and -K (′)) states with the hole at the K () point
and the electron either in the , ′, K , or K ′ valley. Here,
we also take into account the corresponding spin-forbidden
excitonic states, where the Coulomb-bound electron and hole
show opposite spin.
The considered many-particle Hamilton operator accounts
for the Coulomb interaction, exciton-phonon, and exciton-
light interaction. All occurring matrix elements are evaluated
within an effective Hamiltonian tight-binding approach and
explicitly include TMD characteristic symmetries and cou-
pling strengths. The exciton-phonon interaction has been taken
into account to calculate the excitonic linewidths as well as
the phonon-assisted formation and thermalization of incoher-
ent excitons [12,18]. The Coulomb interaction is considered
within the Keldysh potential [10,25,33–35]. The exciton-light
interaction is described by the light-matter Hamilton operator
in the p · A gauge [24,36,37] and consists of an intra- and
an interband contribution Hc-l =
∑
λ (HλλA·p + Hλ¯λA·p). While the
latter is determined by the expectation value of the momen-
tum operator and has been investigated in previous studies
[12,25,38], we focus here on the intraband HamiltonianHλλA·p =∑
λ jλ(k)A(t) a†λkaλk with jλ(k) as the intraband current pro-jected to the polarization direction eA of the incident light field
A(t) = A(t) eA. The current reads jλ(k) = − e0h¯ ∂ε
λ
k
∂k = − e0 h¯mλ k
with the effective mass mλ of the considered band λ [39].
The goal is to calculate the optical response of different
monolayer TMDs to a weak infrared probe pulse after co-
herently pumping the 1s exciton in two limiting cases: (i)
In the coherent limit shortly after the pump pulse (delay
time tpp < 100 fs), when the system is dominated by the
optically generated excitonic coherence pnQ [cf. the orange line
in Fig. 1(d)]. (ii) In the incoherent limit after exciton thermal-
ization (delay time tpp > 1 ps), when all interband coherences
have decayed and the optical response is solely determined by
the incoherent exciton density NnQ reflecting an equilibrium
Bose distribution [cf. the blue line in Fig. 1(d)]. While the
pump pulse excites coherent excitons, e.g., creates an excitonic
polarization, the infrared probe pulse induces intraexcitonic
coherences inducing transitions from 1s to 2p excitonic states
[Fig. 1(c)]. To determine the infrared absorption of TMDs, we









pn∗Q (t)pmQ(t) + NnmQ (t)
]
. (1)
This equation contains both the infrared response in the
coherent (first term) and incoherent limit (second term).
Here, we have introduced the excitonic intraband current
jnm =
∑
q,λ jλ(q)φn∗q φmq corresponding to the current jλ(q) =
− e0
mλ
q · eA weighted with excitonic wave functions. Here, mλ
denotes the effective mass of the considered electronic band
λ. Furthermore, NnmQ describes the incoherent exciton density
for n = m, while in the considered thermalized equilibrium
situation the off-diagonal terms n = m vanish.
The dynamics of the excitonic polarization pnQ(t) as a
response to a weak probe pulse is given by the TMD Bloch
equation (cf. Supplemental Material [40]). The exciton dis-
tribution NnQ(t) can be obtained by taking into account the
phonon-assisted formation of incoherent excitons as well as
their thermalization towards an equilibrium distribution. While
in a previous work [18] we have performed the full time-
and momentum-dependent calculations, here we exploit the
obtained thermalized Bose distribution of incoherent excitons.
After solving the TMD Bloch equation for the excitonic
polarization pnQ(t) in the coherent limit, we have access to
the intraband current from Eq. (1). Then, we can determine the
optical susceptibility χ (ω) = J (ω)
ε0ω2A0(ω) , where ε0 is the vacuum
permittivity. Assuming an ultrashort and weak intraband probe
pulse and furthermore neglecting terms higher than the fourth
order in the field, the linear midinfrared susceptibility reads,























εmQ − εnQ − iγ mnQ,ic − h¯ω
. (3)
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Here, we have introduced the quasistatic pump-induced ex-
citonic polarization pn0 at the time of the probe pulse and
a constant dephasing rate for the intraexcitonic transition
including γ mn0,c = γ n0,c + γ m0,c in the coherent and γ mnQ,ic in the
incoherent regime. Since a microscopic description of the
dephasing rates stemming from higher-order correlations is
beyond the scope of this Rapid Communication, we assume a
typical constant dephasing of 40 meV [12]. In both regimes,
we find that the absorption shows a Lorentzian shape. The
spectral position of the Lorentzians is determined by the energy
difference of the initial (n) and the final (m) excitonic state.
The absorption intensity is given by the optically excited
coherent or indirectly formed incoherent exciton populations
in the involved states. While the population of the initial state
enhances the absorption of the midinfrared probe pulse, the
population of the final state leads to negative contributions
that could eventually result in gain [41].
Evaluating Eqs. (2) and (3), we can calculate the optical
response of TMD materials to an infrared probe pulse both in
the coherent regime (tpp < 100 fs) directly after the pump pulse
and in the incoherent regime after the excitonic thermalization
(tpp > 1 ps). The corresponding probe absorption is shown
in Fig. 1(d) for the exemplary material tungsten diselenide
(WSe2). In the coherent limit (yellow area), the initially
pumped coherent 1s excitons dominate the optical response
to the infrared pulse. Here, the pronounced peak is located
at 160 meV corresponding to the energy difference between
the 1s and the 2p excitonic state of the bright K-K exciton.
Note that the 2p exciton consists of the states 2p+ and 2p−,
which are not energetically degenerated due to a nonvanishing
geometric phase in TMD monolayers [42]. As a result, we find
that the infrared absorption is given by a superposition of two
Lorentzian peaks.
For larger delay times between the pump and the probe
pulse, incoherent exciton populations are formed [12,18] and
have already thermalized into a Bose distribution. Here, pre-
dominantly lower energetic states are occupied [cf. Fig. 1(c)].
The excitonic landscape of WSe2 exhibits optically inacces-
sible dark states well below the initially pumped bright K-K
exciton [18]. These momentum-forbidden intervalley excitons
(K-) are located at different high-symmetry points of the
Brillouin zone. The involved conduction band at the  valley
shows a significantly larger effective mass compared to the
K valley [39], resulting in a higher excitonic binding energy
and therefore a larger 1s-2p separation. In the incoherent
regime, we find that the infrared resonance is blueshifted by
approximately 40 meV [cf. the blue area in Fig. 1(d)]. The new
peak at 200 meV corresponds to the 1s-2p transition energy
of the K- exciton. However, the peak shape deviates from
a Lorentzian and is a result of the linear response stemming
from multiple dark exciton states. Thus, measuring the 1s-2p
transition allows us to identify different dark exciton states and
their relative spectral positions, as will be discussed below.
To test the theoretical prediction, we perform a femtosecond
near-infrared pump/midinfrared probe experiment in a WSe2
monolayer. Our samples were prepared by mechanical exfo-
liation of WSe2 bulk crystals on viscoelastic substrates and
were subsequently transferred onto a chemical vapor deposited
(CVD) diamond window [43]. All measurements were per-
formed at room temperature and ambient conditions. A 90-fs
FIG. 2. Experimentally measured blueshift. Resonance energy
of the intraexcitonic 1s-2p transition in a monolayer WSe2 on a
diamond substrate as a function of the pump-probe delay time tpp
after resonant interband optical injection of coherent A 1s excitons.
We observe a clear blueshift of roughly 30 meV after a few ps. The
error bars represent the 95% confidence interval of the resonance
energy. The inset shows the real part of the pump-induced midinfrared
conductivity 
σ1 (corresponding to the optical absorption) as a
function of the photon energy for two characteristic pump delay times.
Here, colored spheres correspond to experimental data, while shaded
areas show the result of the Lorentz-oscillator model [22]. The gray
dots in the main figure show another experiment on monolayer WSe2
encapsulated by hexagonal boron nitride (hBN) demonstrating a clear
blueshift of the 1s-2p transition [27].
laser pulse centered at a wavelength of 742 nm selectively
injects bright K-K excitons with a vanishing center-of-mass
momentum. At a variable delay time tpp, we subsequently
probe the 1s-2p intraexcitonic transition with phase-locked
few-cycle midinfrared pulses covering the range of photon
energies between 125 and 210 meV. Complete amplitude-
and phase-sensitive electro-optic detection of the transmitted
probe wave form allows us to extract the real and imaginary
part of the dielectric function independently from each other
[22] and fit them both with the same set of parameters. This
imposes strict limits on the possible values of the fitting
parameters. Furthermore, the real part of the dielectric function
has a characteristic zero crossing where the optical absorption
exhibits its maximum [22]. This makes the extraction of the
resonance energy very precise. For the present study, we
have applied linearly polarized pump pulses, which optically
excite K and K ′ valleys. Co- and cross-polarized pump and
probe measurements are planned for the future and could reveal
the different energetic order of p− and p+ states.
The inset of Fig. 2 depicts the real part of the pump-induced
midinfrared conductivity 
σ (corresponding to optical ab-
sorption) for two characteristic delay times. The pump fluence
 = 16 μJ/cm2 is chosen such that a moderate exciton den-
sity of approximately 1012 cm−2 is maintained. Under these
conditions, excitation-induced energy renormalization is small
and can be neglected (cf. Supplemental Material). For both
delay times, a clear peak in 
σ is observable corresponding
to the intraexcitonic 1s-2p transition [22]. The peak energy
of this transition exhibits a distinct blueshift as the delay
time increases from 75 fs to 5.1 ps. A more systematic study
of the ultrafast evolution of the resonance energy extracted
by fitting the experimental data with a Lorentz oscillator is
shown in the main panel of Fig. 2. The resonance energy
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exhibits a strong blue shift from 162 meV at tpp = 75 fs to
179 meV at tpp = 275 fs. Within the next few picoseconds
the resonance energy still slightly increases, leading to a
saturation at a delay time of 5.1 ps and a total blueshift
of 26 meV. This observation is in excellent agreement with
the theoretical prediction of a blueshift [Fig. 1(d)] during
the process of exciton thermalization resulting in a strong
occupation of energetically lowest dark excitonic states. Once
the thermalization is reached after approximately 2 ps [18], the
blueshift is expected to saturate, as observed in the experiment.
Figure 2 also shows experimental results for a WSe2 mono-
layer covered with hexagonal boron nitride (hBN), where again
a clear blueshift due to the transition of bright to dark excitons
is observed. The decrease of the initial 1s-2p transition (from
160 to 140 meV with hBN) can be explained by the enhanced
screening [27]. The blueshift of approximately 15–155 meV
after exciton thermalization matches the 1s-2p transition of the
stronger bound dark K-K ′ exciton (cf. Supplemental Material
[40]). This implies that the encapsulation with hBN induces
significant changes to the exciton landscape. Due to a lattice
mismatch of WSe2 and hBN the encapsulation may induce
strain and change the orbital configuration in the z direction.
Both effects are known to strongly influence the energetic
position of the  valley [39,44]. However, further studies are
needed to fully understand the impact of hBN on the exciton
band structure in TMDs.
The excitonic landscape of each TMD material is different
and has been controversially discussed in the literature. Al-
though there is a huge number of investigations, e.g., on MoS2,
the relative spectral position of dark and bright states is still
unclear. While a temperature-dependent photoluminescence
(PL) study suggests that the bright excitonic state is the
lowest [16], recent experimental data in an in-plane magnetic
field imply that there should be a lower-lying spin-forbidden
excitonic state [7]. Even theoretical calculations yield different
orderings of dark and bright states in different TMD materials
[9,19,45,46]. Our approach allows us to directly address
this question, since the optical infrared response significantly
differs depending on the relative position of bright and dark
excitonic states. In Fig. 3, we show a direct comparison of the
theoretically calculated infrared absorption of the four most
studied TMD materials including (a) WSe2, (b) MoSe2, (c)
WS2, and (d) MoS2. Based on DFT-input parameters on the
electronic effective masses and band-gap energies [39], we
take into account the contribution of bright K-K as well as
dark K-K (′), K-(′), and -K (′) excitons. A further separation
of these states in spin-like and spin-unlike states is discussed
in the Supplemental Material [40]. We find that MoSe2 is the
only material that does not exhibit a blueshift [cf. Fig. 3(b)].
Surprisingly, we observe a small redshift due to a minor
population of spin-unlike K-K and spin-like K-K ′ excitons
[dashed line in Fig. 3(b)]. In contrast, the infrared absorption
of all other studied TMDs exhibits pronounced blueshifts
in the range of 30–40 meV, suggesting the existence of an
energetically lowest dark state.
The dark excitonic landscape of WS2 results in a similar
infrared absorption, as already discussed in the case of WSe2,
however, exhibiting a larger blueshift and a clearer separation
of the contribution of K-K and K- excitons due to the larger
effective masses of the  valley in WS2 [39]. For MoS2, we
FIG. 3. Comparison of different TMDs. Theoretical prediction
of the optical response to an infrared red probe pulse for monolayer
(a) WSe2, (b) MoSe2, (c) WS2, and (d) MoS2, distinguishing the
coherent (orange) and incoherent (blue) contribution including bright
K-K as well as dark K-K (′), K-(′), and -K (′) excitons. TMDs
exhibiting energetically lower-lying dark excitonic states are charac-
terized by a clear blueshift of the incoherent contribution. (a), (c) In
W-based TMDs, the equilibrium distribution of excitonic occupation
favors the low-lying K-(′) (solid blue lines) and K-K (′) states
(dashed lines). (b) In contrast, the major contribution in MoSe2 stems
from the bright K-K exciton, revealing that in this material dark
states are energetically higher. (d) In MoS2, the lowest states are
the dark -K (′) excitons. Note that there is no fitting involved in
this figure and the spectral position of all excitonic resonances has
been microscopically calculated based on the solution of the Wannier
equation.
reveal that the major contribution to the infrared absorption
stems from the dark -hole excitons, where the holes located
at the  point have a large effective mass, resulting in a strong
excitonic binding energy and consequently a pronounced
blueshift of 40 meV of the 1s-2p transition energy in the
incoherent regime. Here, the Coulomb exchange coupling lifts
up spin-like states leaving spin-unlike -K excitons as the
lowest states (cf. the Supplemental Material [40]). This has
already been confirmed in a recent experiment [7], where a
brightening of these states has been observed in the presence
of an in-plane magnetic field.
In conclusion, we have shown how the excitonic landscape
in monolayer transition metal dichalcogenides can be directly
mapped by probing the 1s-2p transition of dark and bright
excitons in infrared spectroscopy. We distinguish the optical
response shortly after excitation stemming from coherent
optically excited excitons and the response after exciton
thermalization reflecting the population of energetically lowest
incoherent excitons. This allows us to follow the exciton
dynamics in different regimes and, in particular, to identify
the energetically lowest state. We find that MoS2, WS2, and
WSe2 exhibit dark excitons lying below an optically accessible
state. Our work sheds light on the fascinating dark excitonic
landscape in TMDs and gives insights that will be relevant
for the technological exploitation of atomically thin two-
dimensional materials.
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