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THE CONVOLUTION ALGEBRA
JOHN HARDING, CAROL WALKER, AND ELBERT WALKER
Dedicated to the memory of Bjarni Jo´nsson
Abstract. For a complete lattice L and a relational structure X = (X, (Ri)I), we introduce
the convolution algebra LX. This algebra consists of the lattice LX equipped with an additional
ni-ary operation fi for each ni + 1-ary relation Ri of X. For α1, . . . , αni ∈ L
X and x ∈ X we
set fi(α1, . . . , αni)(x) = ⋁{α1(x1) ∧ ⋯ ∧ αni(xni) ∶ (x1, . . . , xni , x) ∈ Ri}. For the 2-element
lattice 2, 2X is the reduct of the familiar complex algebra X+ obtained by removing Boolean
complementation from the signature. It is shown that this construction is bifunctorial and
behaves well with respect to one-one and onto maps and with respect to products. When L is
the reduct of a complete Heyting algebra, the operations of LX are completely additive in each
coordinate and LX is in the variety generated by 2X. Extensions to the construction are made
to allow for completely multiplicative operations defined through meets instead of joins, as well
as modifications to allow for convolutions of relational structures with partial orderings. Several
examples are given.
1. Introduction
For a group G, its complex algebra G+ is obtained by defining a multiplication on the power
set of G by setting A ⋅ B = {ab ∶ a ∈ A, b ∈ B}. Complex algebras of groups were introduced
by Frobenius early in the development of group theory, and they play an essential role in the
development of Tarski’s [19] relation algebras.
As part of Tarski’s relation algebra program, Jo´nsson and Tarski [13, 14] extended the
notion of complex algebras to apply to any relational structure X = (X, (Ri)I), that is, any set
X with family of relations Ri (i ∈ I). For such X, if for i ∈ I the relation Ri is ni + 1-ary, then
relational image provides an ni-ary operation fi on the power set of X . The complex algebra X+
of this relational structure is the Boolean algebra of subsets of X with additional operations fi
(i ∈ I). These operations are additive in each component, a property expressed by saying that
they are operators. The complex algebras X+ are thus primary examples of what are known as
Boolean algebras with operators.
Complex algebras of relational structures were reintroduced into modal logic by Kripke [15].
A relational structure X = (X, (Ri)I) with a single binary relation is a Kripke frame, the elements
of X are called possible worlds, and the binary relation is known as an accessibility relation. The
complex algebra X+ is a normal modal algebra. It is common in logical circles to define what is
known as the 2 operation on the power set of X rather than the operation known as 3 that is
the one obtained through relational image by Jo´nsson and Tarski. But this is a matter of taste
since 2 and 3 are inter-definable via the Boolean algebra operations. An important aspect of
the use of Kripke frames in modal logic is the so-called correspondence theory. This relates first
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order properties of a Kripke frame X = (X,R), such as transitivity, to equational properties of
its complex algebra X+.
We may view the power set of a set X as the set of functions from X into the 2-element
Boolean algebra 2 = {0,1}. So the complex algebra X+ of a relational structure X can be viewed
as the Boolean algebra 2X equipped with a family of additional operations. If we ignore the
Boolean complementation, we obtain from the 2-element lattice, a complete lattice 2X equipped
with additional operations.
This process can be generalized. For a relational structure X = (X, (Ri)I) and a complete
lattice L, we define the convolution algebra LX = (LX , (fi)I) of X over L as follows. The set LX
of all functions from X to L is a complete lattice with the componentwise operations. For each
i ∈ I we use the ni + 1-ary relation Ri to define an ni-ary operation fi on this lattice where
(1) fi(α1, . . . , αni)(x) = ⋁{α1(x1) ∧⋯ ∧ αni(xni) ∶ Ri(x1, . . . , xni , x)}
This algebra LX is called the convolution algebra since the operations fi are convolutions of the
relations Ri in much the same way polynomial multiplication as a sum of certain products is a
convolution. For details see [10, Defn. 1.3.3].
The convolution algebra LX is a generalization of the complex algebra 2X. It is also a
generalization of a construction from fuzzy set theory introduced by Zadeh [20, 21]. The real
unit interval I = [0,1] with the binary operations max,min and the unary operation ¬x = 1 − x
of relative negation can be considered as a relational structure X = (I,max,min,¬) with two
ternary relations and one binary relation. The real unit interval I is also a complete lattice.
With remarkable foresight, Zadeh defined the truth value algebra of type-2 fuzzy sets to be what
we term here the convolution algebra IX. A detailed study of this algebra is found in [10].
Another relative of the convolution algebra is found in Foster’s work on bounded Boolean
powers [1, 4, 5]. In our terminology, Foster considered an algebra A as a relational structure,
and for a Boolean algebra B considered all functions α ∶ A→ B whose image is a finite partition
of unity. Operations were defined as in (1) with the resulting algebra denoted B[A]∗. Foster did
not need completeness of B due to his restrictions to specialized functions. Jo´nsson [12] later
recognized that Foster’s construction was simply the algebra of continuous functions from the
Stone space of B into A with the discrete topology.
Construction of the convolution algebra is bifunctorial. Let Lat be the category of complete
lattices with morphisms being maps that preserve binary meets and arbitrary joins, let Relτ be
the class of all relational structures of a given type τ with morphisms being p-morphisms, and let
Algτ be the category of algebras of type τ with morphisms being homomorphisms. Then there
is a bifunctor Conv ∶ Lat×Relτ → Algτ that is covariant in its first argument, and contravariant
in its second argument, that acts on objects by taking (L,X) to the convolution algebra LX.
The strongest properties of convolution algebras are obtained when L is well behaved.
Complete, meet-continuous distributive lattices are ones that satisfy x ∧ ⋁J yj = ⋁J(x ∧ yj).
They are exactly the lattice reducts of complete Heyting algebras. For L the lattice reduct of a
complete Heyting algebra, the operations of a convolution algebra LX are completely additive in
each argument, so are complete operators. So the study of such convolution algebras fits with
the setting of Boolean algebras with operators, or more generally, bounded distributive lattices
with operators [8]. In this setting, the negation-free fragment of the classical correspondence
theory carries through intact. In particular, we show the following.
Theorem. If L is the lattice reduct of a complete Heyting algebra with two or more elements,
then LX and 2X satisfy the same equations for each relational structure X.
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Various modifications and extensions to these results are given. For a frame X = (X, (Ri)I),
rather than defining operations fi on LX via (1), we can interchange the roles of meets and joins
and define operations gi on LX for each i ∈ I by setting
(2) gi(α1, . . . , αni)(x) = ⋀{α1(x1) ∨⋯∨ αni(xni) ∶ Ri(x1, . . . , xni , x)}
Let LX− be the collection of all functions from X to L with operations gi defined from
the relations Ri of X via (2). As noted above, the algebra 2X with the operations fi of (1) is
isomorphic to the complex algebra of X with the modal operators 3i obtained from the relations
Ri for i ∈ I. The algebra 2X− with the operations gi of (2) is isomorphic to the complex algebra of
X with the dual operators 2i = ¬3i¬ for each i ∈ I. One may include both families of operations
fi and gi for i ∈ I, and we denote the resulting algebra LX∗.
The symmetry between (1) and (2) yields results when L is a complete join-continuous
distributive lattice, i.e. the dual of a complete Heyting algebra. In this case, the convolution
algebra LX− satisfies all equations satisfied by 2X−. Thus when L is a complete Heyting algebra,
LX satisfies the same equations as the complex algebra X+ in the signature ∧,∨,0,1, (3i)I , and
when L is a complete dual Heyting algebra, LX− satisfies the same equations as the complex
algebra X− in the signature ∧,∨,0,1, (2i)I .
When L is a complete Heyting algebra and a complete dual Heyting algebra, LX∗ satisfies
the same equations as the complex algebra in the signature ∧,∨,0,1, (3i)I , (2i)I provided that
the equation does not involve both a 3i and 2j for some i, j ∈ I. Under the stronger assumption
that L is complete and completely distributive, we show that LX∗ satisfies all equations of the
complex algebra in the signature ∧,∨,0,1, (3i)I , (2i)I . This applies in particular when L is a
complete chain, or a finite distributive lattice.
This paper is arranged in the following way. The second section provides the basic definitions
and results. The third section provides the bifunctoriality of the convolution algebra construction
and related matters. The fourth section provides results regarding preservations of equations
and correspondence theory. The fifth section provides various generalizations of the convolution
construction. This includes such features as a version for dual operators such as the modal 2
operations, and versions corresponding to complex algebras of ordered relational structures. The
final section contains several examples.
2. Basic definitions and properties
For any natural number n ≥ 0, an n-ary relation on a set X is a subset R ⊆Xn, and an n-ary
operation on X is a function f ∶ Xn → X . This includes the case n = 0. A nullary relation on X
is either ∅ or {∅}, which are respectively interpreted as false and true, and a nullary operation
f ∶X0 →X is determined by its value on the sole element ∅ of X0, and is often written f( ) = x
and is interpreted as a constant in X . While nullary relations are perfectly well defined, they
will play no role in this paper. Indeed, we will consider only n + 1-ary relations on X for n ≥ 0,
and will produce from these n-ary operations on LX .
Definition 1. A type over a set I is a function τ ∶ I → N from a set I into the natural numbers.
Throughout the remainder of the paper, we will assume that we have a fixed type τ over a
set I, and for each i ∈ I, denote τ(i) = ni.
Definition 2. A relational structure of type τ is a pair X = (X, (Ri)I) consisting of a set X
and for each i ∈ I an ni + 1-ary relation Ri on X. An algebra of type τ is a pair A = (A, (fi)I)
consisting of a set A and for each i ∈ I an ni-ary operation fi on A.
4 HARDING
An n-ary operation f on a set X is an n + 1-ary relation on X where the n + 1-tuple(x1, . . . , xn+1) belongs to the relation iff f(x1, . . . , xn) = xn+1. Of course not every n + 1-ary
relation comes about in this way from an n-ary operation. This discussion shows that an algebra
of type τ is literally a relational structure of type τ , although not conversely.
Definition 3. Given a relational structure X = (X, (Ri)i) of type τ and a complete lattice L,
the convolution algebra of X over L is the algebra LX = (LX , (fi)I) of type τ , where for i ∈ I,
α1, . . . , αni ∈ LX and x ∈ X
fi(α1, . . . , αni)(x) = ⋁{α1(x1) ∧⋯ ∧αni(xni) ∶ (x1, . . . , xni , x) ∈ Ri}
Remark 4. For a relational structure X = (X, (Ri)I) of type τ and complete lattice L, each
ni + 1-ary relation Ri produces an ni-ary operation fi on LX . So LX is indeed an algebra of
type τ . However, there are additional operations of binary meet and join on L, and also nullary
operations of constants 0 and 1 on L, and these lift to componentwise operations on LX . So we
can consider LX to also have bounded lattice structure in addition to its operations (fi)I . Later,
it will often be the case that L will have the further structure of a Heyting algebra, and then
this Heyting structure will also lift componentwise to LX. We choose to treat the basic type of
LX as τ , and discuss the additional componentwise structure as the situation dictates.
While the convolution algebra has a predecessor in Zadeh’s algebra of type-2 fuzzy sets
[10, 20, 21], the general definition of the convolution algebra of a relational structure over a
complete lattice seems new to this paper. The following definition of the complex algebra of a
relational structure has a long history. It has its origin in the complex algebra of a group, but
obtained its general form in a series of papers of Jo´nsson and Tarski [13, 14]. We note that
there is a closely related notion in modal logic that gives a different version of the operations
obtained. These two approaches are interdefinable, and we find the original approach of Jo´nsson
and Tarski simpler to work with in the current setting.
Definition 5. Let X = (X, (Ri)I) be a relational structure of type τ , and let P(X) be the power
set of X. Define an algebra X+ = (P(X), (gi)I) of type τ , called the complex algebra of X, by
setting for each i ∈ I and each family of subsets A1, . . . ,Ani ⊆X
gi(A1, . . . ,Ani) = {x ∶ there exist x1 ∈ A1, . . . , xni ∈ Ani with (x1, . . . , xni , x) ∈ Ri}
Proposition 6. For a relational structure X, the Boolean algebra isomorphism φ ∶ 2X → P(X)
given by φ(α) = {x ∶ α(x) = 1} is an isomorphism from the convolution algebra 2X to the complex
algebra X+.
Proof. We must show that if i ∈ I, then φ(fi(α1, . . . , αni)) = gi(φ(α1), . . . , φ(αni)). Then for
x ∈X , making use of the fact that in the Boolean algebra 2 a join is equal to 1 if and only if one
of the joinends is equal to 1, we have the following.
x ∈ φ(fi(α1, . . . , αni)) iff fi(α1, . . . , αni)(x) = 1
iff α1(x1) ∧⋯∧ αn(xni) = 1 for some (x1, . . . , xni , x) ∈ Ri
iff α1(x1) = 1, . . . , αn(xni) = 1 for some (x1, . . . , xni , x) ∈ Ri
iff there are x1 ∈ φ(α1), . . . , xni ∈ φ(αni) with (x1, . . . , xni , x) ∈ Ri
iff x ∈ gi(φ(α1), . . . , φ(αni))
Since the meet in 2 of ∅ is 1, the above reasoning holds also for the case when ni = 0. 
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Many of the stronger results about convolution algebras LX are restricted to the setting
where L is a complete meet-continuous distributive lattice, meaning that it satisfies x ∧⋁J yj =
⋁J(x ∧ yj). Such L are exactly the lattice reducts of complete Heyting algebras.
Definition 7. An n-ary operation f on a lattice L is additive in its kth component if for each
finite family (yj)J in L and each x1, . . . , xk−1, xk+1, . . . , xn we have
f(x1, . . . , xk−1,⋁
J
yj, xk+1, . . . , xn) = ⋁
J
f(x1, . . . , xk−1, yj, xk+1, . . . , xn)
In a complete lattice, an operation is completely additive in the kth component if the same holds
for an arbitrary family (yj)J . Finally, f is called an operator if it is additive in each component,
and a complete operator if it is completely additive in each component.
The subject of Boolean algebras with operators was initiated by Jo´nsson and Tarski in
[13, 14]. A treatment of distributive lattices with operators is found in [8].
Proposition 8. Let L be a complete distributive lattice and X be a relational structure. Then
the operations (fi)I of the convolution algebra LX and the binary join and meet operations and
nullary bounds of LX are operators. If L is the lattice reduct of a complete Heyting algebra, then
these operations are complete operators.
Proof. We establish the result for complete operators when L is the lattice reduct of a complete
Heyting algebra. This uses the infinite distributive law a ∧ ⋁J bj = ⋁J a ∧ bj that holds in a
complete Heyting algebra. The argument that these operations are finitely additive when L is a
complete distributive lattice is identical except that it uses only the finitary version of this law
when J is a finite set, and this holds in any distributive lattice.
Let i ∈ I. We will show that fi is completely additive in its first component, the argument
for the kth component is identical. Let (βj)J be a family in LX and α2, . . . , αni ∈ LX . We must
show that
fi(⋁
J
βj, α2, . . . , αni) = ⋁
J
fi(βj , α2, . . . , αni)
Both are members of LX , hence are functions from X to L. So to show that they are equal,
it suffices to show that their evaluations at an element x ∈ X are equal. Using the definition
of fi, the fact that joins in LX are computed componentwise, and meet-continuity, we have the
following.
fi(⋁
J
βj , α2, . . . , αni)(x) = ⋁{(⋁
J
βj)(x1) ∧ α2(x2) ∧⋯∧ αni(xni) ∶ (x1, . . . , xni , x) ∈ Ri}
= ⋁{⋁
J
(βj(x1) ∧ α2(x2) ∧⋯∧ αni(xni)) ∶ (x1, . . . , xni , x) ∈ Ri}
= ⋁
J
⋁{(βj(x1) ∧α2(x2) ∧⋯ ∧αni(xni)) ∶ (x1, . . . , xni , x) ∈ Ri}
= ⋁
J
fi(βj , α2, . . . , αni)
Thus fi is a complete operator. The binary join operation is a complete operator in any complete
lattice, and the binary meet operation being a complete operator is a consequence of being meet-
continuous and distributive. Nullary operations are vacuously operators. 
A final property of convolution algebras is somewhat special to this topic, and will be applied
later in the paper to obtain results on preservation of equations.
6 HARDING
Definition 9. A function δ ∈ LX has finite support if {x ∶ δ(x) ≠ 0} is finite. An n-ary operation
f on LX is finitely supported if for each α1, . . . , αn ∈ LX
f(α1, . . . , αn) = ⋁{f(δ1, . . . , δn) ∶ δi ≤ αi and δi has finite support for each i ≤ n}
Proposition 10. For L a complete lattice and X a relational structure, the operations (fi)I of
LX as well as the binary join and meet operations and the nullary bounds are finitely supported.
Proof. That the binary meet and join operations of LX are finitely supported follows from the
fact that they are defined componentwise. That the bounds are finitely supported is trivial since
they have no arguments. Suppose i ∈ I. Since fi is order preserving, it follows that
(2.1) fi(α1, . . . , αni) ≥ ⋁{fi(δ1, . . . , δni) ∶ δj ≤ αj and δj has finite support for each j ≤ ni}
To show the other inequality, let x ∈X . Then
(2.2) fi(α1, . . . , αni)(x) = ⋁{α1(x1) ∧⋯ ∧αni(xni) ∶ (x1, . . . , xni , x) ∈ Ri}
For (x1, . . . , xni , x) ∈ Ri and 1 ≤ k ≤ ni, let δk be the function that takes the same value as αk at
xk and is zero otherwise. Then δk ≤ αk and is finitely supported. Further,
δ1(x1) ∧⋯∧ δni(xni) = α1(x1) ∧⋯ ∧αni(xni)
It follows from the definition of fi(δ1, . . . , δni)(x) that
α1(x1) ∧⋯∧ αni(xni) ≤ fi(δ1, . . . , δni)(x)
It follows from this and (2.2) that when the left hand side of (2.1) is evaluated at x, the result is
less than or equal to the right hand side of (2.1) evaluated at x. Since this is true for all x ∈X ,
we obtain the other inequality in (2.2), hence equality. 
3. Categorical aspects
Throughout this section we assume that we are given a type τ over a set I.
Definition 11. Let Lat be the category whose objects are complete lattices and whose morphisms
are those maps between complete lattices that preserve bounds, binary meets and arbitrary joins.
We seek categorical results concerning the the construction LX for a complete lattice L and
relational structure X of type τ . There are many slightly different versions of these results,
depending on the properties required of the morphisms between complete lattices L and M . We
establish results for one natural path below, and describe separately the modifications to other
closely related situations.
Definition 12. Let Algτ be the category whose objects are complete lattices with a family of
additional operations (fi)I of type τ and whose morphisms are the homomorphisms between
these bounded lattices with additional operations that preserve binary meets and joins.
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Proposition 13. For a relational structure X of type τ , there is a functor
Conv( ⋅ ,X) ∶ Lat→ Algτ
that takes a complete lattice L to the convolution algebra LX and takes a morphism φ ∶ L → M
to the homomorphism φX ∶ LX →MX given by φX(α) = φ ○ α.
Proof. The assignment on objects and morphisms is well defined, yields objects of Algτ , and
preserves composition. It remains to show for a morphism φ, that φX is a homomorphism.
The lower bound of LX is the function 0LX that takes the value 0L for each x ∈ X . Since
a morphism φ ∶ L → M in Lat preserves bounds, φX(0LX)(x) = φ(0L) = 0M for each x ∈ X . So
φX(0LX) = 0MX . Similarly, φX preserves the upper bound. For a family of functions (αj)J in LX ,
the join of this family in LX is computed componentwise. So φX(⋁J αj)(x) = φ(⋁J αj(x)). Since
φ preserves arbitrary joins and joins in MX are componentwise, this equals (⋁J φ○αj)(x). Thus
φX(⋁J αj) = ⋁J φX(αj). A similar argument shows that φX preserves binary meets.
Suppose that i ∈ I, and let fi be the additional ni-ary operation on LX and gi that on MX.
For α1, . . . , αni ∈ LX we must show that
φX(fi(α1, . . . , αni)) = gi(φX(α1), . . . , φX(αni))
Both sides of this equation are functions from X to M , so to show equality, it suffices to show
equality of the sides when evaluated at some x ∈ X . Using the definition of φX, the definition of
fi, and that φ preserves arbitrary joins and finite meets, we have the following.
φX(fi(α1, . . . , αni))(x) = ⋁{φ(α1(x1)) ∧⋯ ∧ φ(αni(xni)) ∶ (x1, . . . , xni , x) ∈ Ri}
This is equal to gi(φX(α1), . . . , φX(αn))(x). 
Remark 14. There are many modifications that can be made to this result. The objects
obtained in the image of the functor Conv( ⋅ ,X) are not only bounded lattices with additional
operations of type τ , but are complete lattices. For a map φ ∶ L→M , we require that φ preserve
arbitrary joins and finite meets to obtain that φX is compatible with the operations fi (i ∈ I).
Otherwise, properties of φ transfer directly to properties of φX ∶ LX →MX. If φ preserves bounds,
so does φX, and if φ preserves arbitrary meets, so does φX. This is a consequence of the fact that
these operations are coordinatewise in both LX and MX.
Proposition 15. Let X be a relational structure of type τ and (Lj)J a family of complete lattices.
Then there is an isomorphism that preserves the bounded lattice operations and the additional
operations of type τ given by Φ ∶ (∏J Lj)X →∏J(LXj ) where
Φ(α)(j)(x) = α(x)(j)
Proof. It is routine that Φ is an isomorphism of bounded lattices. Suppose i ∈ I. We use fi for
the operation of (∏J Lj)X, for j ∈ J we use f ij for the operation of LXj , and we use gi for the
operation of ∏J LXj . Let α1, . . . , αni ∈ (∏J Lj)X, x ∈ X, and j ∈ J . Then
fi(α1, . . . , αni)(x) = ⋁{α1(x1) ∧⋯ ∧αni(xni) ∶ (x1, . . . , xni , x) ∈ Ri}
Since joins in the lattice ∏J Lj are componentwise,
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fi(α1, . . . , αni)(x)(j) = ⋁{α1(x1)(j) ∧⋯∧ αni(xni)(j) ∶ (x1, . . . , xni , x) ∈ Ri}
So the definition of Φ gives
Φ(fi(α1, . . . , αni))(j)(x) = ⋁{Φ(α1)(j)(x1) ∧⋯∧Φ(αni)(j)(xni) ∶ (x1, . . . , xni , x) ∈ Ri}
So the definition of f ji gives
Φ(fi(α1, . . . , αni))(j)(x) = f ji (Φ(α1)(j), . . . ,Φ(αni)(j))(x)
Since this holds for each x ∈ X we have Φ(fi(α1, . . . , αni))(j) = f ji (Φ(α1)(j), . . . ,Φ(αni)(j)).
Then, since this holds for each component j ∈ J , it follows from the fact that the operation gi of
the product ∏J LAj is componentwise, that Φ(fi(α1, . . . , αni)) = gi(Φ(α1), . . . ,Φ(αni)). 
Proposition 16. Let X be a relational structure of type τ that has at least one element, and let
φ ∶ L → M be a morphism in the category Lat. Then φ is one-one iff φX is one-one, and φ is
onto iff φX is onto.
Proof. This is a trivial consequence of the definition of φX in Proposition 13. 
Remark 17. It is easily seen that the categories Lat and Algτ have products that are given by
the usual cartesian products. So Proposition 15 says that for a fixed relational structure X, the
functor Conv( ⋅ ,X) preserves products. Proposition 16 states that this functor Conv( ⋅ ,X) also
preserves and reflects injective and surjective maps.
Before shifting focus to categories of relational structures, we discuss a modification of the
convolution construction to apply to general lattices without any completeness conditions under
the restriction that the relational structure X is finite, or more generally, that X is what we call
predecessor-finite.
Definition 18. A relational structure X = (X, (Ri)I) of type τ is predecessor-finite if for each
x ∈X and each i ∈ I, the set of predecessors {(x1, . . . , xni) ∈Xni ∶ (x1, . . . , xni , x) ∈ Ri} is finite.
Definition 19. Let X be a predecessor-finite relational structure of type τ . For a lattice L, define
a lattice LX with additional operations (fi)I of type τ by setting
fi(α1, . . . , αni)(x) = ⋁{α1(x1) ∧⋯ ∧αni(xni) ∶ (x1, . . . , xni , x) ∈ Ri}
Note that this join is a finite join since X is predecessor-finite.
Remark 20. This allows for numerous small modifications to our results. For each predecessor-
finite relational structure X of type τ , there is a functor from the category of lattices and
lattice homomorphisms to the category of lattices with additional operations of type τ and
their homomorphisms. This functor again preserves products, and preserves and reflects one-
one and onto maps. Corresponding results hold for the convolutions of bounded lattices and
predecessor-finite relational structures.
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We shift our focus in the consideration of categorical aspects to relational structures and
the morphisms between them, the so-called p-morphisms. For a complete account, see [9], but
the essential ideas are simple. There is a categorical duality between the category of sets and
functions and the category of power set Boolean algebras and the complete homomorphisms
between them. This duality takes a function p ∶ X → Y to the complete Boolean algebra
homomorphism p−1 from the power set of Y to the power set of X . For relational structures
X and Y of type τ , the functions p from X to Y with p−1 giving a homomorphism from the
complex algebra Y+ to the complex algebra X+ are exactly the p-morphisms from X to Y [9].
Definition 21. For relational structures X = (X, (Ri)I) and Y = (Y, (Si)I) of type τ , a function
p ∶ X → Y is a p-morphism if for each i ∈ I and x ∈ X,
{(y1, . . . , yni) ∶ (y1, . . . , yni, p(x)) ∈ Si} = {(p(x1), . . . , p(xni)) ∶ (x1, . . . , xni , x) ∈ Ri}
For a type τ , we let Relτ be the category whose objects are the relational structures of type τ and
whose morphisms are the p-morphisms between them.
Proposition 22. For a bounded lattice L and type τ , there is a contravariant functor
Conv(L, ⋅ ) ∶ Relτ → Algτ
that takes a relational structure X to LX, and takes a p-morphism p ∶ X→Y to the homomorphism
pL ∶ LY → LX given by pL(β) = β ○ p.
Proof. Clearly this assignment on objects and morphisms is well defined, produces an object
of Algτ , and contravariantly preserves composition. It remains to show that for p ∶ X → Y a
p-morphism, that pL is a morphism in Algτ .
Let (βj)J be a family in LY . Then for x ∈X , making use of the fact that meets in LX and
LY are componentwise and the definition of pL, we have
(⋀
J
pL(βj))(x) = ⋀
J
βj(p(x)) = (⋀
J
βj)(p(x)) = (pL(⋀
J
βj))(x)
So pL preserves arbitrary meets, and similarly preserves arbitrary joins. That it preserves the
bounds follows since (pL(0LY ))(x) = 0LY (p(x)) = 0L for all x ∈ X , so pL(0LY ) is the zero of LX ,
with a similar argument showing that pL(1LY ) = 1LX .
Suppose that i ∈ I and that fi is the ni-ary operation of LX corresponding to the ni + 1-ary
relation Ri of X, and that gi is the ni-ary operation of LY corresponding to the ni+1-ary relation
Si of Y. Let β1, . . . , βni ∈ LY and x ∈X . The definition of a p-morphism in Definition 21 gives
gi(β1, . . . , βni)(p(x)) = ⋁{β1(y1) ∧⋯∧ βni(yni) ∶ (y1, . . . , yni, p(x)) ∈ Si}
= ⋁{β1(p(x1)) ∧⋯ ∧ βni(p(xni)) ∶ (x1, . . . , xni , x) ∈ Ri}
= fi(pL(β1), . . . , pL(βni))(x)
Since this is true for each x ∈X , we have pL(gi(β1, . . . , βni)) = fi(pL(β1), . . . , pL(βni)). 
Remark 23. Adaptations to the functor Conv( ⋅ ,X) were outlined in Remark 20 depending on
properties of the morphisms φ ∶ L→M between complete lattices chosen. Essentially, properties
of φ are lifted to properties of φX. That is not the case with the contravariant functor Conv(L, ⋅ ).
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For a p-morphism p ∶ X→Y, the lattice homomorphism pL is as well behaved as one could hope,
preserving all joins and meets and the bounds.
Remark 24. Further properties of Conv( ⋅ ,X) are given in Propositions 15 and 16. It preserves
products and preserves and reflects one-one and onto maps. The category Relτ has coproducts
given in an obvious way by union. It is easily seen that Conv(L, ⋅ ) takes coproducts to products,
meaning
L⊕J Xj ≃ ∏
J
LXj
Additionally, it is easily seen that Conv(L, ⋅ ) takes one-one p-morphisms p ∶ X → Y to onto
homomorphisms pL ∶ LY → LX, and it takes onto p-morphisms to one-one homomorphisms.
Results of this section are summarized in the following.
Theorem 25. There is a bifunctor Conv( ⋅ , ⋅ ) ∶ Lat×Relτ → Algτ that is covariant in the first
argument and contravariant in the second. This functor preserves products in the first argument,
and takes coproducts to products in the second. This functor preserves and reflects one-one and
onto maps in the first argument. In the second argument it takes one-one maps to onto maps,
and onto maps to one-one maps.
4. Preservation of equations
As mentioned in the introduction, there is a body of work known as correspondence theory
that relates first order properties of a relational structure X to equational properties of the
complex algebra X+. Our aim in this section is to relate the equations that are valid in a
convolution algebra LX to the equations that are valid in the complex algebra X+. There is a
basic limitation from the outset. Correspondence theory uses the full Boolean algebra signature
of the complex algebra X+ as well as the additional operations of type τ from relations of X.
In general, the lattice L used to form the convolution algebra will not even have a negation, so
there will be no negation inherited by the convolution algebra LX. We thus restrict attention to
the negation-free fragment of the language, that is, the portion formed using the binary lattice
operations ∧,∨, the bounds 0,1, and the additional operations (fi)I for the type τ .
Proposition 26. If L is a non-trivial, complete, bounded lattice, then for a relational structure
X, the complex algebra X+ is isomorphic to a subalgebra of the convolution algebra LX. So any
equation in the negation-free language that is valid in LX is also valid in X+.
Proof. If L is non-trivial, then there is an embedding φ of the 2-element lattice 2 into L that pre-
serves bounds and finite, hence arbitrary, meets and joins. By Theorem 25, φX is an embedding
of 2X into LX, and by Proposition 6 the complex algebra X+ is isomorphic to 2X. 
While the convolution algebra LX is defined for any complete algebra L and any relational
structure X, it is for complete lattices L that are reducts of complete Heyting algebras where it
enjoys its best properties. We further specialize matters temporarily.
Definition 27. A spatial lattice L is a bounded lattice that is isomorphic to the lattice of open
sets of a topological space.
Obviously any spatial lattice is complete and distributive. Moreover, it satisfies x ∧⋁J yj =
⋁J x ∧ yj since finite meets of open sets are given by intersections and arbitrary joins of open
sets are given by unions. Complete lattices satisfying this infinite distributive law are known
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as frames. It is not the case that every frame is isomorphic to the open sets of a topological
space. The ones that are are called spatial frames. We introduce the term spatial lattice to
avoid conflict with the use of frame as a relational structure X. For further details, see [17].
Proposition 28. For L a non-trivial spatial lattice and X a relational structure, LX and X+
satisfy the same equations in the negation-free language.
Proof. Suppose that L is the lattice of open sets of a topological space (Z,µ). Then, from the
definition of a topological space, L is a bounded sublattice of the power set P(Z) that is closed
under arbitrary joins. By Theorem 25, LX is isomorphic to a subalgebra of P(Z)X. Since the
lattice P(Z) is isomorphic to 2Z , we have LX is isomorphic to a subalgebra of (2Z)X. Theorem 25
gives that Conv( ⋅ ,X) preserves products, so (2Z)X is isomorphic to (2X)Z . So LX is isomorphic
to a sublagebra of (2X)Z , hence satisfies all equations in the negation-free signature that are
satisfied by 2X. Proposition 26 shows that all equations satisfied by LX are satisfied by 2X. 
It is well known [17] that every finite distributive lattice is isomorphic to the lattice of open
sets of a topological space, namely the topology of downsets of its poset of join irreducibles.
This provides the following.
Corollary 29. For L a non-trivial, finite, distributive lattice, and X a relational structure, LX
and X+ satisfy the same equations in the negation-free language.
We turn our attention to generalizing Proposition 28 to general frames, that is, lattices that
are reducts of complete Heyting algebras.
Definition 30. For a set A and natural numbers 1 ≤ k ≤ n, the kth projection on A is the
map pink ∶ A
n
→ A defined by setting pink (a1, . . . , an) = ak. For natural numbers k,n and maps
g ∶ An → A and f1, . . . , fn ∶ Ak → A, the generalized composite g[f1, . . . , fn] ∶ Ak → A is defined by
setting
g[f1, . . . , fn](a1, . . . , ak) = g(f1(a1, . . . , ak), . . . , fn(a1, . . . , ak))
We frequently write an element (a1, . . . , ak) ∈ Ak as a⃗. With this notation, we write the kth
projection as pink (a⃗) = ak and the generalized composite as g[f1, . . . , fn](a⃗) = g(fa(a⃗), . . . , fn(a⃗)).
Definition 31. A clone K on a set A is a subset of {f ∣f ∶ An → A for some n ∈ N} such that for
each 1 ≤ k ≤ n the kth projection pink belongs to K and K is closed under generalized composition.
For any set of operations on A, there is a smallest clone on A containing it. This is called the
clone generated by the operations.
Recall that a subset D of a partially ordered set P is directed if for each non-empty subset
S ⊆D there is an element ofD that is an upper bound of this set. The following can be expressed
more generally, but this is sufficient for our purposes.
Definition 32. A function f ∶ L→M from a complete lattice L to a complete latticeM preserves
directed joins if for each directed subset (xj)J in L we have f(⋁J xj) = ⋁J f(xj).
A function that preserves directed joins is easily seen to be order preserving. So the joins
on both sides of the equation in Definition 32 are directed joins. We will apply this notion to
operations f ∶ Ln → L on a lattice L. Here we consider Ln as a lattice in its own right and
consider directed families (a⃗j)J of elements in Ln. To avoid a conflict with subscripts, we write
the kth component of a⃗j as akj . Thus a⃗j = (a1j , . . . , anj ).
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Proposition 33. If L is a complete lattice and f ∶ Ln → L preserves joins in each coordinate,
then f preserves directed joins.
Proof. For a directed family (a⃗j)J in Ln we have ⋁J a⃗j = (⋁J a1j , . . . ,⋁J anj ). Repeatedly applying
that f is additive in each coordinate we have
f(⋁
J
a⃗j) = ⋁
j1∈J
⋯ ⋁
jn∈J
f(a1j1 , . . . , anjn)
Note that a different index must be used for each component to allow cross terms. This expression
is greater than or equal to ⋁J f(a⃗j) = ⋁J f(a1j , . . . , anj ) since there the first expression is a join
of a larger set of terms. Using the directedness of (a⃗j)J , each term in the first expression lies
beneath one in the second. So the expressions are equal, and f preserves directed joins. 
Proposition 34. If L is a complete lattice and S is a set of operations on L that preserve
directed joins, then each member of the clone generated by S preserves directed joins.
Proof. It is easily seen that the projection maps pink preserve directed joins. For n, k ∈ N suppose
that g ∶ Ln → L and f1, . . . , fn ∶ Lk → L preserve directed joins. Then for a directed family (a⃗j)J
in Lk we have
g(f1(⋁
J
(a⃗j), . . . , fn(⋁
J
a⃗j)) = g(⋁
J
f1(a⃗j), . . . ,⋁
J
fn(a⃗j))
Since (⋁J f1(a⃗j), . . . ,⋁J fn(a⃗j)) = ⋁J(f1(a⃗j), . . . , fn(a⃗j)) and this is a directed join, we have
g[f1, . . . , fn](⋁
J
a⃗j) = ⋁
J
g[f1, . . . , fn](a⃗j)
Since the clone generated by S is the closure of the union of the set S with the projections
under generalized composition, each member of this clone preserves directed joins. 
Proposition 35. Let L be a complete lattice and X be a set. If S is a set of operations on
LX that preserve directed joins and are finitely supported in the sense of Definition 9, then each
member of the clone generated by S preserves directed joins and is finitely supported.
Proof. Proposition 34 shows that every member of the clone generated by S preserves directed
joins, and clearly the projections are finitely supported. It remains to show that if n, k ∈ N and
g ∶ (LX)n → LX and f1, . . . , fn ∶ (LX)k → LX preserve directed joins and are finitely supported,
then the generalized composite g[f1, . . . , fn] is finitely supported. Let α1, . . . , αn ∈ LX and set
α⃗ = (α1, . . . , αn). Then let (δ⃗j)J be the family of finitely supported elements of LX that lie
beneath α⃗. Note that (δ⃗j)J is a directed family, so
g[f1, . . . , fn](⋁
J
δ⃗j) = ⋁
J
g[f1, . . . , fn](δ⃗j)
Since α⃗ = ⋁J δ⃗j we have g[f1, . . . , fn](α⃗) = ⋁J g[f1, . . . , fn](δ⃗j), and therefore the generalized
composite is finitely supported. 
Theorem 36. Let L be the lattice reduct of a complete Heyting algebra that has at least two
elements. Then for any relational structure X, the algebras LX and 2X satisfy the same equations
involving the additional operations (fi)I and the bounded lattice operations.
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Proof. Proposition 26 shows that any equation s ≈ t in the bounded lattice operations and the
operations (fi)I that is valid in LX is valid in X+. We must show that if s ≈ t is valid in the
algebra 2X, then it is valid in LX.
Let S be the operations (fi)I of LX together with the bounded lattice operations on LX, and
let K be the clone generated by S. By Proposition 8 the operations in S are complete operators,
hence preserve joins in each component. So by Proposition 33, the operations in S preserve
directed joins. Proposition 10 provides that the operations in S are also finitely supported.
Then Proposition 35 yields that each member of K is finitely supported. In particular, s and t
are finitely supported.
Assume that the terms s and t are n-ary, and let α⃗ = (α1, . . . , αn) be an n-tuple in LX . Let(δ⃗j)J be the family of n-tuples of finitely supported elements of LX that lie beneath α⃗. Since s
and t are finitely supported, we have
s(α⃗) = ⋁{s(δ⃗j) ∶ j ∈ J} and t(α⃗) = ⋁{t(δ⃗j) ∶ j ∈ J}
To show that s(α⃗) = t(α⃗), it is sufficient to show that s(δ⃗j) = t(δ⃗j) for each j ∈ J .
If δ⃗ = (δ1, . . . , δn) is an n-tuple of finitely supported elements of LX , then collectively,
δ1, . . . , δn take finitely many values in L. Since the bounded sublattice generated by a finite
subset of bounded distributive lattice is finite, there is a finite bounded sublattice M of L such
that each of δ1, . . . , δn take values in M , hence with δ⃗ an n-tuple of elements of MX.
Since there is a bounded lattice embedding ofM into L that preserves finite, hence arbitrary
joins, Theorem 25 gives that MX is a subalgebra of LX with respect to the operations in S. So
the result sM(δ⃗) of evaluating the term s at the n-tuple δ⃗ of MX is equal to the result sL(δ⃗) of
evaluating the term s at the n-tuple δ⃗ of elements of LX. Since M is a finite distributive lattice,
Corollary 29 provides that MX satisfies the same equations in the operations S as 2X. So if s ≈ t
is valid in 2X, then it is valid in MX, and hence sM(δ⃗) = tM(δ⃗), giving that sL(δ⃗) = tL(δ⃗).
So if δ⃗ is any n-tuple of finitely supported elements of LX , then s(δ⃗) = t(δ⃗) in LX. This in
particular applies to each δ⃗j for j ∈ J . It follows that s(α⃗) = t(α⃗) in LX. Since this is true for
each n-tuple α⃗ in LX, we have that s ≈ t is valid in LX. 
We have shown that for a non-trivial, complete, meet-continuous distributive lattice, the
algebras LX and X+ satisfy the same equations in the negation-free language. We show that these
conditions are necessary. Completeness is required for the definition of the convolution algebra
to be sensible. We will show that distributivity is required even in the finite setting and in the
fragment of the language that does not use the lattice operations. Among complete distributive
lattices, meet-continuity is required to preserve equations valid in the complex algebra.
Proposition 37. For L a complete bounded lattice and Z2 the 2-element group considered as a
relational structure, these are equivalent.
(1) The operation of LZ2 corresponding to addition of Z2 is associative
(2) L is distributive
Proof. Let ∗ be the operation of LZ2 corresponding to addition + of Z2. We consider Z2 = {0,1}
and elements of LZ2 as ordered pairs (a0, a1) of elements of L. Then
[(a0, a1) ∗ (b0, b1)](x) = {(a0 ∧ b0) ∨ (a1 ∧ b1) if x = 0(a0 ∧ b1) ∨ (a1 ∧ b0) if x = 1
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Suppose that (a0, a1), (b0, b1) and (c0, c1) are ordered pairs of elements of L. We make a
calculation using the common device of representing meet by juxtaposition and join by addition
to increase readability. Using this notation, (a0, a1) ∗ (b0, b1) = (a0b0 + a1b1, a0b1 + a1b0).
[(a0, a1) ∗ (b0, b1)] ∗ (c0, c1) = ((a0b0 + a1b1)c0 + (a0b1 + a1b0)c1, (a0b0 + a1b1)c1 + (a0b1 + a1b0)c0)
(a0, a1) ∗ [(b0, b1) ∗ (c0, c1)] = (a0(b0c0 + b1c1) + a1(b0c1 + b1c0), a0(b0c1 + b1c0) + a1(b0c0 + b1c1))
If L is distributive, these two expressions are equal, hence ∗ is associative in LZ2 . This
can also be obtained from our general results since a0, a1, b0, b1, c0, c1 generate a finite bounded
sublatticeM of L, andMZ2 satisfies the same equations as Z+, and multiplication is associative in
the complex algebra of any group. Conversely, suppose that ∗ is associative in LZ2 . Let a0, b0, b1
be arbitrary elements of L. Choose a1 to be the 0 of L, and c0, c1 to both be the 1 of L. Then
comparing the first components of each of the above expressions gives a0b0 + a0b1 = a0(b0 + b1),
which is the distributive law. 
For the following result we recall that for a set X , the largest relation on X is X ×X . We
denote this as ∇X . For a complete lattice L, and X = (X,∇X), the convolution algebra LX has
an additional unary operation f .
Proposition 38. For L a complete bounded distributive lattice, these are equivalent.
(1) L(X,∇X) satisfies f(a) ∧ f(b) = f(f(a) ∧ b) for each set X
(2) L satisfies u ∧⋁J vj = ⋁J u ∧ vj hence is the lattice reduct of a complete Heyting algebra
Proof. To see that the first condition implies the second, suppose that u ∈ L and vj (j ∈ J) is a
family of elements in L indexed over a set J . Consider the convolution algebra L(J,∇J). In this
convolution algebra take the elements α,β ∶ J → L defined by setting α(j) = u for each j ∈ J and
β(j) = vj for each j ∈ J . Note that for any γ ∶ J → L, that
f(γ)(j) = ⋁{γ(i) ∶ i∇Jj}
So f(γ)(j) = ⋁{γ(i) ∶ i ∈ J} for each j ∈ J . In particular, f(γ) is a constant function. We write
f(γ) = w if this constant function takes value w. Simple calculations give
f(α) = u, f(β) = ⋁
J
vj and f(f(α) ∧ β) = ⋁
J
u ∧ vj
Since we have assumed that L(J,∇J) satisfies f(a)∧ f(b) = f(f(a)∧ b), it follows that u∧⋁J vj =
⋁J u ∧ vj . Thus L is the reduct of a complete Heyting algebra.
For the converse, let X be a set. The operation f of the complex algebra (X,∇X)+ is given
by f(A) = ∅ if A = ∅, and f(A) = X otherwise. It follows that this complex algebra satisfies
f(f(a) ∧ b) = f(a) ∧ f(b). The result then follows from Theorem 36. 
5. Extensions
In this section we describe a number of extensions to the method of constructing convolution
algebras and the results obtained about convolution algebras. These extensions are very much
in the spirit of the results previously obtained, and the proofs are similar. All these extensions
are initiated by corresponding extensions to the construction of complex algebras, particularly
as it is applied in applications to modal logic. The reader should see [9] for an account. We
begin with a counterpart of Definition 7.
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Definition 39. An n-ary operation f on a lattice L is multiplicative in its kth component if for
each finite family (yj)J in L and each x1, . . . , xk−1, xk+1, . . . , xn we have
f(x1, . . . , xk−1,⋀
J
yj, xk+1, . . . , xn} = ⋀
J
f(x1, . . . , xk−1, yj , xk+1, . . . , xn)
In a complete lattice, an operation is completely multiplicative in its kth component if the same
holds for an arbitrary family (yj)J . Finally, f is called a dual operator if it is multiplicative in
each component, and a complete dual operator if it is completely multiplicative in each component.
In modal logic, the operator 3 is an operator and its counterpart 2 is a dual operator. Both
can be obtained from a relational structure. We have discussed how operators fi are obtained
from a relational structure X by taking relational image. We next discuss how dual operators
are obtained. We temporarily introduce some unconventional terminology and notation, that of
the dual complex algebra X−. The reader should compare with Definition 5.
Definition 40. Let X = (X, (Si)I) be a relational structure of type τ , and let P(X) be the power
set of X. Define an algebra X− = (P(X), (hi)I) of type τ , called the dual complex algebra of X,
by setting for each i ∈ I and each family of subsets A1, . . . ,Ani ⊆X
hi(A1, . . . ,Ani) = {x ∶ for each (x1, . . . , xni , x) ∈ Si there is 1 ≤ j ≤ ni with xj ∈ Aj}
It is well known [9], and easily seen, that each of the operations (hi)I , as well as the lattice
operations ∧,∨, of the dual complex algebra X− are complete dual operators. We connect these
dual complex algebras with an extension of convolution algebras as follows.
Definition 41. Given a relational structure X = (X, (Si)I) of type τ and a complete lattice L,
define an algebra LX− = (LX , (gi)I) of type τ , called the dual convolution algebra of X over L,
by setting for each i ∈ I, each α1, . . . , αni ∈ LX and each x ∈X
gi(α1, . . . , αni)(x) = ⋀{α1(x1) ∨⋯∨ αni(xni) ∶ (x1, . . . , xni , x) ∈ Si}
As the following result shows, the relationship between dual complex algebras and dual
convolution algebras is completely analogous to the relationship between complex algebras and
convolution algebras.
Proposition 42. For a relational structure X, the dual convolution algebra 2X− is isomorphic
to the dual complex algebra X−.
Proof. We show the Boolean algebra isomorphism φ ∶ 2X → P(X) given by φ(α) = {x ∶ α(x) = 1}
is an isomorphism from the dual convolution algebra 2X− to the dual complex algebra X−. Let
i ∈ I, α1, . . . , αni ∈ 2X , and x ∈X .
x ∈ φ(gi(α1, . . . , αni)) iff gi(α1, . . . , αni)(x) = 1
iff for each (x1, . . . , xni , x) ∈ Si we have α1(x1) ∨⋯∨ αni(xni) = 1
iff for each (x1, . . . , xni , x) ∈ Si there is 1 ≤ j ≤ ni with αj(xj) = 1
iff for each (x1, . . . , xni , x) ∈ Si there is 1 ≤ j ≤ ni with xj ∈ φ(αj)
iff x ∈ hi(φ(α1), . . . , φ(αni))
The above reasoning holds also for the case when ni = 0. In this case, hi( ) = {x ∶ x /∈ Si}. 
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Results for convolution algebras have their counterparts for dual convolution algebras. For
functorial matters, we require the category Lat− of complete lattices and maps that preserve
bounds, finite joins, and arbitrary meets. We summarize matters below.
Theorem 43. There is a bifunctor Conv− ∶ Lat− ×Relτ → Algτ that is covariant in the first
argument and contravariant in the second. This bifunctor preserves products and preserves and
reflects one-one and onto maps in the first argument. In the second argument, it takes coproducts
to products, one-one maps to onto maps, and onto maps to one-one maps.
Matters are best behaved when L is the lattice reduct of the dual of a complete Heyting
algebra, or in other words, a complete Browerian lattice.
Theorem 44. For L a complete Browerian lattice, the operations of LX−, including the lattice
meet and join, are complete dual operators. Further, if L is non-trivial, then LX− and X− satisfy
the same equations in the negation-free language.
One can combine the processes of forming complex algebras and dual complex algebras [9].
The type of a relational structure can be extended to an ordered pair τ = (τ1, τ2) of types, with a
relational structure X = (X, (Ri)I , (Sj)J) of this extended type being a set X with two families
of relations, a family (Ri)I of type τ1, and a family (Sj)J of type τ2. The complex algebra of this
extended relational structure X∗ = (P(X), (fi)I , (gj)J) consists of the power set of X with two
families of operations, one family (fi)I of operators of type τ formed from the relations (Ri)I ,
and a family (gj)J of dual operators formed from the relations (Sj)J .
Definition 45. For a bounded lattice L and relational structure X = (X, (Ri)I , (Sj)J) of extended
type τ = (τ1, τ2), let LX∗ = (LX , (fi)I , (gj)J) where
fi(α1, . . . , αni)(x) = ⋁{α1(x1) ∧⋯ ∧αni(xni) ∶ (x1, . . . , xni , x) ∈ Ri}
gi(α1, . . . , αnj)(x) = ⋀{α1(x1) ∨⋯ ∨αnj(xnj) ∶ (x1, . . . , xnj , x) ∈ Sj}
Call LX∗ the convolution of the extended relational structure X over L.
If X has ordinary type τ , its convolution algebra LX is the extended convolution algebra
LX∗ when X is considered to have extended type (τ,∅), and its dual convolution algebra LX− is
the extended convolution algebra LX∗ when X is considered to have extended type (∅, τ). There
are natural extensions to our results for these extended convolution algebras.
Proposition 46. Let X be a relational structure of extended type τ = (τ1, τ2). Then the extended
convolution algebra 2X∗ is isomorphic to the extended complex algebra X∗.
Proof. The proofs of Propositions 6 and 42 can be combined. 
Let Lat∗ be the category of bounded lattices with morphisms being maps that preserve
bounds and arbitrary joins and meets. For an extended type τ = (τ1, τ2) let a p-morphism
between relational structures X = (X, (Ri)I , (Sj)J) and Y = (Y, (R′i)I , (S′j)J) of this extended
type be a function p ∶ X → Y that is a p-morphism considered as a function from (X, (Ri)I)
to (Y, (R′i)I) and from (X, (Sj)J) to (Y, (S′j)J). Then let Relτ be the category of relational
structures of extended type τ and the p-morphisms between them. Finally, let Algτ be the
category of algebras consisting of bounded lattices with additional families of operations of
types τ1 and τ2 together with the homomorphisms between them. Combining earlier results
gives the following.
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Theorem 47. For τ an extended type, there is a bifunctor Conv( ⋅ , ⋅ ) ∶ Lat∗ ×Relτ → Algτ that
is covariant in the first argument and contravariant in the second. This bifunctor preserves
products and preserves and reflects one-one and onto maps in the first argument, and takes
coproducts to products and interchanges one-one and onto maps in the second argument.
The complete lattices L that worked well with the convolution construction were ones that
satisfied the meet continuous law: x∧⋁J yj = ⋁J x∧yj , and the ones that worked well with the dual
convolution construction were ones that satisfied the join continuous law: x ∨⋀J yj = ⋀J x ∨ yj.
To work well with the extended convolution construction requires L to be complete and both
join and meet continuous. Rich sources of such lattices are the reducts of any complete Boolean
algebra, that is, any complete Boolean lattice, and complete chains.
Proposition 48. Let L be a complete lattice that is both meet and join continuous and let X
be a relational structure of extended type τ = (τ1, τ2). Then the operations (fi)I of type τ1 of
the extended convolution algebra LX∗ are complete operators, the operations (gj)J of type τ2
are complete dual operators, and the lattice operations of LX∗ are both complete operators and
complete dual operators.
Equational properties of extended convolution algebras are more delicate to determine.
Again, any equation in the negation-free language that is valid in LX∗, where L is non-trivial,
is valid in the extended complex algebra X∗. When considering the converse, it is necessary to
have both join continuity and meet continuity of L to ensure that for all extended relational
structures X, that LX∗ satisfies the negation-free equations that hold in X∗. This is because
these conditions are required for the convolution algebra and dual convolution algebra to satisfy
all such equations. However, we do not know whether these conditions are sufficient. A useful
partial result, somewhat analogous to Proposition 28, is given below.
Definition 49. Let L be a complete lattice. Then L satisfies the complete distributive law, and
is called a completely distributive lattice, if for each set J and each family of indexed families
aj,k where k ∈Kj for each j ∈ J ,
⋀
j∈J
⋁
k∈Kj
aj,k = ⋁
α∈∏J Kj
⋀
j∈J
aj,α(j)
Examples of completely distributive lattices include any finite distributive lattice, any power
set lattice P(X), and any complete chain. In fact, there is a characterization of completely
distributive lattices, but this requires a further definition.
Definition 50. A map ϕ ∶ L →M between complete lattices is a complete homomorphism if it
preserves arbitrary joins and arbitrary meets. We say that M is a complete sublattice of L if
M is a subset of L and the identical embedding is a complete homomorphism, and that M is a
complete homomorphic image of L if there is a complete homomorphism from L onto M .
A complete sublattice R of a power set lattice P(X) is called a complete ring of sets. It is
a collection of subsets of X that is closed under arbitrary unions and intersections. Raney [18]
has given the following characterization of completely distributive lattices.
Proposition 51. A complete lattice is completely distributive iff it is a complete homomorphic
image of a complete ring of sets.
In conjunction with our earlier categorical results, this provides the following.
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Proposition 52. Let L be a non-trivial, complete, completely distributive lattice and let X be
an extended relational structure. Then LX∗ and X∗ satisfy exactly the same equations in the
negation-free language.
Proof. Apply Proposition 51. There is a set Z, a complete ring of sets S with the identical
embedding i ∶ S → P(Z) a complete homomorphism, and a complete homomorphism ϕ ∶ S → L
mapping S onto L. By Theorem 47, since i ∶ S → P(Z) is a one-one map in Lat∗, there is an
embedding of SX∗ into (P(Z))X∗, and since ϕ ∶ S → L is an onto map in Lat∗ we have that LX∗
is a homomorphic image of SX∗. Since P(Z) is isomorphic to 2Z and the convolution functor
preserves products in its first argument, we have (P(Z))X∗ is isomorphic to ∏Z 2X∗. So LX∗ is a
homomorphic image of a subalgebra of a product of copies of 2X∗, and by Proposition 46 these
copies of 2X∗ are isomorphic to the extended convolution algebra X∗. 
One would hope to extend this result and obtain an analog of Theorem 36 that applies
when L is a complete lattice that is both meet and join continuous. However, there is a problem
extending the proof of Theorem 36 to this setting since it involves creating a clone of operations,
some of which are finitely supported, and others dually finitely supported, and control of the
situation is lost. This remains an open problem that we state below.
Problem 1. If L is a non-trivial complete lattice that is both join and meet continuous, and
X is an extended relational structure, do the extended convolution algebra LX∗ and the extended
complex algebra X∗ satisfy the same equations in the negation-free language? Does this hold if
L is a non-trivial complete Boolean lattice?
Another feature can be added to relational structures and the resulting formation of complex
algebras, that of a partial ordering. See [9] for details.
Definition 53. For τ = (τ1, τ2) an extended type, X = (X,≤, (Ri)I , (Sj)J) is an ordered, extended
relational structure of type τ if it is an extended relational structure of type τ with an additional
partial ordering on X that satisfies for each i ∈ I and j ∈ J
if (x1, . . . , xni , x) ∈ Ri and x ≤ y then (x1, . . . , xni , y) ∈ Ri
if (x1, . . . , xnj , x) ∈ Sj and y ≤ x then (x1, . . . , xnj , y) ∈ Sj
The relations Ri are called up-closed and the relations Sj are called down-closed.
Recall that a subset A of a partially ordered set (X,≤) is an up-set if x ∈ A and x ≤ y implies
that y ∈ A, and that a subset A of (X,≤) is a down-set if x ∈ A and y ≤ x implies that y ∈ A.
The following is found in [9], and is not difficult to see directly.
Proposition 54. Let X be an ordered extended relational structure. Then the collection of upsets
of X is a subalgebra Xu of the complex algebra X∗ of X considered as an extended relational
structure. We call Xu the up-set complex algebra of X.
Recall that for a complete lattice L and poset (X,≤), the collection of order preserving
functions α ∶X → L forms a bounded sublattice of the product LX that is closed under arbitrary
joins and meets.
Proposition 55. For L a complete lattice and X an ordered extended relational structure, the
set LX
u
of order preserving functions from X to L is a subalgebra of the extended convolution
algebra LX. We call LX
u
the ordered extended convolution of X over L.
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Proof. Suppose that i ∈ I and α1, . . . , αni ∈ LX . If x, y ∈X with x ≤ y, then
fi(α1, . . . , αni)(x) = ⋁{α1(x1) ∧⋯ ∧αni(xni) ∶ (x1, . . . , xni , x) ∈ Ri}
Since Ri is up-closed, if (x1, . . . , xni , x) ∈ Ri, then (x1, . . . , xni , y) ∈ Ri. Since f(α1, . . . , αni)(y)
is a join of a larger set, it follows that fi(α1, . . . , αni)(x) ≤ fi(α1, . . . , αni)(y), showing that
fi(α1, . . . , αni) is order preserving.
Let j ∈ J and α1, . . . , αnj ∈ LX . For x, y ∈X with x ≤ y
gj(α1, . . . , αnj)(y) = ⋀{α1(x1) ∨⋯ ∨ αnj(xnj) ∶ (x1, . . . , xnj , y) ∈ Sj}
Since Sj is down-closed, if (x1, . . . , xni , y) ∈ Sj , then (x1, . . . , xni , x) ∈ Sj. Since gj(α1, . . . , αnj)(x)
is the meet of a larger set, it follows that gj(α1, . . . , αnj)(x) ≤ gj(α1, . . . , αnj)(y), showing that
gj(α1, . . . , αnj) is order preserving. 
Examining this proof shows somewhat more. The images under the operations fi and gj of
any functions in LX are order preserving. We next have the expected correspondence between
ordered convolution algebras and ordered complex algebras.
Proposition 56. For an ordered extended relational structure X, the ordered extended complex
algebra Xu is isomorphic to the ordered extended convolution algebra 2X
u
.
Proof. We know there is an isomorphism φ ∶ 2X∗ → X∗ where φ(α) = {x ∶ α(x) = 1}. We need
only note that φ is a bijection between the subalgebras 2X
u
of order preserving functions and Xu
of up-sets. 
Since joins and meets in the complete lattice of order-preserving functions fromX to L agree
with joins and meets in the complete lattice LX , we have the following from Proposition 48.
Proposition 57. For L a complete lattice that is both meet and join continuous and X an
ordered relational structure of extended type τ = (τ1, τ2), the operations (fi)I of type τ1 of the
ordered extended convolution algebra LX
u
are complete operators, the operations (gj)J) of type τ2
are complete dual operators, and the lattice operations are both complete operators and complete
dual operators.
For the matter of functoriality, the definition of p-morphisms must be restricted. We say
that a function p ∶ X→Y between ordered extended relational structures is an order p-morphism
if p is order preserving and it is a p-morphism from X to Y considered as extended relational
structures. For an extended type τ we let Reluτ be the category of ordered extended relational
structures of type τ and the order p-morphisms between them.
Theorem 58. For an extended type τ there is a bifunctor Convu( ⋅ , ⋅ ) ∶ Lat∗ ×Reluτ → Algτ taking
a complete lattice L and ordered extended relational structure X to the ordered convolution LX
u
.
Proof. This follows from Theorem 47 once we notice for a morphism φ ∶ L →M in Lat∗ and an
order preserving p-morphism p ∶ X → Y, that φX maps an order preserving function α ∶ X → L
to an order preserving function φX(α) ∶X →M , and that pL maps an order preserving function
β ∶ Y → L to an order preserving function pL(β) ∶ X → L. This is because φX(α) = φ ○ α and
pL(β) = β ○ p are composites of order preserving functions. 
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Remark 59. There are further properties of this bifunctor. In the first argument, it preserves
products and preserves and reflects one-one and onto maps. To show that it preserves onto maps,
for β ∶ X → M order preserving consider α(x) = ⋁{a ∶ φ(a) ≤ β(x)}. In the second argument,
it takes coproducts to products. It is not the case that it takes one-one maps to onto maps.
Consider p mapping the a 2-element antichain X to a 2-element chain Y and the induced map
p2 ∶ 2Y → 2X. This cannot be onto since there are 3 order-preserving maps from Y to 2 and 4
order-preserving maps from X to 2. It does take an order-embedding p ∶ X→Y to an onto map;
for α ∶ X → L order preserving consider β(y) = ⋁{α(x) ∶ p(x) ≤ y}. In the second argument,
onto maps are taken to one-one maps.
There are two directions for further generalization. We will not develop these here, but will
leave them as problems for further study. Following [9], relational structures can be equipped also
with topological structure, primarily that of Priestley spaces. For such an ordered topological
extended relational structure X, the order-topological version of its complex algebra consists of
its clopen up-sets. These clopen up-sets correspond to continuous order preserving maps from X
to the 2-element lattice 2 with the discrete topology. In extending this to convolution algebras
LX there are many options featuring topological structure on L.
Problem 2. Develop an order-topological version of convolution algebras LX.
A second direction involves the presence of further structure on L. Our results are best
behaved when L is the lattice reduct of a complete Heyting algebra. In this case L carries a
natural Heyting implication → and negation ¬. These lift to the full convolution algebra LX
by taking the coordinatewise operations in the power LX . When applied to the convolution
algebra 2X realizing the complex algebra, this negation is the Boolean negation that plays an
important role in many of the more interesting aspects of correspondence theory. It would be of
interest if portions of the correspondence theory can be developed using a Heyting implication
and negation, at least in simple cases such as convolution algebras over linear algebras, or other
well understood settings.
Problem 3. Incorporate Heyting negation and implication into a type of correspondence theory
for convolution algebras.
6. Examples
Here we discuss several examples placing convolution algebras in the context of various
algebraic structures considered in extensions of classic logic. These include Heyting versions of
monadic algebras and relation algebras, and the truth value algebra from type-2 fuzzy sets. In
discussing these examples, we consider more specific equations that are preserved when forming
convolution algebras. Due to the specific nature of these equations, we obtain some results that
are outside the scope of the more general results on preservations of equations given before.
There is surely much more to be done in this direction, but the following points to some paths.
Definition 60. A unary operation 3 on a bounded lattice L is a closure operator if it is order
preserving and satisfies (i) a ≤ 3a and (ii) 33a = 3a. A closure operator is finitely additive if
it additionally satisfies (iii) 30 = 0 and (iv) 3(a∨b) =3a∨3b. A unary operation 2 on L is an
interior operator if it is order preserving and satisfies (i) 2a ≤ a and (ii) 22a = 2a. An interior
operator is finitely multiplicative if it additionally satisfies (iii) 21 = 1 and (iv) 2(a∧b) = 2a∧2b.
Proposition 61. Let L be a complete distributive lattice and X = (X,R) be a relational structure
with a binary relation R. Then for f the additional unary operation of LX we have
THE CONVOLUTION ALGEBRA 21
(1) f(a ∨ b) = f(a) ∨ f(b) and f(0) = 0 holds in LX, so f is an operator
(2) a ≤ f(a) holds in LX iff R is reflexive
(3) f(f(a)) ≤ f(a) holds in LX iff R is transitive
Thus f is a finitely additive closure operator iff R is reflexive and transitive. Dually, the operation
g of LX− is a finitely multiplicative interior operator iff R is reflexive and transitive.
Proof. The first statement is given by Proposition 8. For the forward direction of the second
statement, suppose that x ∈ X . Consider the function α = χ{x} that takes value 1 at x and 0
elsewhere. Then since α(x) ≤ f(α)(x) we have that 1 = ⋁{α(y) ∶ (y, x) ∈ R}. Thus (x,x) ∈ R,
showing that R is reflexive. For the converse, suppose that R is reflexive. Then for any function
α ∈ LX we have α(x) ≤ ⋁{α(y) ∶ (y, x) ∈ R} since (x,x) ∈ R. Thus α ≤ f(α). For the forward
direction of the third statement, let x, y, z ∈X with (x, y), (y, z) ∈ R. Let α again be the function
taking value 1 at x and 0 elsewhere. It is easy to see that f(f(α))(z) = 1. Since f(f(α)) ≤ f(α),
it follows that f(α)(z) = 1, hence (x, z) ∈ R. So R is transitive. Conversely, if R is transitive,
then for any α ∈ LX and any x ∈X
f(f(α))(z) = ⋁{f(α)(y) ∶ (y, z) ∈ R} = ⋁{⋁{α(x) ∶ (x, y), (y, z) ∈ R}
Thus since R is transitive, f(f(α))(z) ≤ f(α)(z), showing that f(f(α)) ≤ f(α).
This establishes that the operation f of LX is a finitely additive closure operator iff R is
reflexive and transitive. That the operation g of LX− is a finitely multiplicative interior operator
iff R is reflexive and transitive follows by duality. To see this, let Ld be the order dual of the
lattice L. Then g is the operation on LX formed by taking the operation of (Ld)X. The operation
g is a finitely multiplicative interior operator on LX iff it is a finitely additive closure operator
on (LX)d = (Ld)X , and this occurs iff R is reflexive and transitive. 
We next consider the first of our specific instances, that of monadic Heyting algebras [16].
Definition 62. A monadic Heyting algebra is a Heyting algebra H with a finitely additive closure
operation 3 and a finitely multiplicative interior operation 2 that satisfy
(1) 23a =3a
(2) 32a = 2a
(3) 3(3a ∧ b) =3a ∧3b
Monteiro and Varsavsky [16] introduced functional monadic Heyting algebras. These were
ones constructed as follows: for a complete Heyting algebra L and set X , define operations 3
and 2 on LX by setting
3(α)(x) = ⋁{α(y) ∶ y ∈ X} and 2(α)(x) = ⋀{α(y) ∶ y ∈X}
They showed that with these operations and the natural Heyting algebra structure that LX is a
monadic Heyting algebra. The following is obvious from the definitions.
Proposition 63. Let L be a complete Heyting algebra and X be a set. Let X = (X,∇X ,∇X) be
the relational structure of extended type τ = (1,1) where ∇X is the relation X×X. Then Monteiro
and Varsavsky’s functional monadic Heyting algebra is the extended convolution algebra LX∗.
Remark 64. Let us consider the fact that this LX∗ satisfies the axions for monadic Heyting
algebras in the context of the results on preservation of equations we have given. That 3 is a
finitely additive closure operator and 2 is a finitely multiplicative interior operator are given by
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Proposition 61, and that equation (3) of Definition 62 holds by Theorem 36 since L is a Heyting
algebra. The dual condition to (3) involving 2 does not hold unless L is a dual Heyting algebra
(see Proposition 38). That equations (1) and (2) of Definition 62 hold does not follow from any
results so far established, but is easily verified directly.
In [2] it was shown by using amalgamation techniques that every monadic Heyting algebra
is a subalgebra of a functional monadic Heyting algebra. In other words, the variety of monadic
Heyting algebras is generated by the convolution algebras of the extended relational structures(X,∇X ,∇X). This can be viewed as analogous to completeness results from modal logic stating
that certain varieties of modal algebras are generated by complex algebras of classes of relational
structures. The key tool in such completeness results for complex algebras is the notion of
canonical extensions as introduced by Jo´nsson and Tarski [13, 14]. So far analogous questions
are completely untouched for convolution algebras. We record this below as an open problem.
Problem 4. Is there a procedure akin to canonical extensions for complex algebras that would
provide, in some instances, results saying that certain varieties of lattices with additional oper-
ators are generated by the convolution algebras that they contain?
We next consider matters related to relation algebras. We begin with the definition of a
relation algebra as given by Tarski.
Definition 65. A relation algebra is an algebra (B,∧,∨,¬,0,1, ; ,⌣,1′) where (B,∧,∨,¬,0,1) is
a Boolean algebra and
(1) a; (b; c) = (a; b); c
(2) a; 1′ = a = 1′;a
(3) (a ∨ b); c = (a; c) ∨ (b; c) and a; (b ∨ c) = (a; b) ∨ (a; c)
(4) (a⌣)⌣ = a
(5) (a ∨ b)⌣ = a⌣ ∨ b⌣
(6) (a; b)⌣ = b⌣;a⌣
(7) (a⌣;¬(a; b)) ∨ ¬b = ¬b
It is a consequence of these axioms that De Morgan’s identities hold,
(8) a; b ≤ c⇔ a⌣;¬c ≤ ¬b⇔ ¬c; b⌣ ≤ ¬a
It is well known that for a group G = (G, ⋅,−1 , e) considered as a relational structure with one
ternary relation, the group multiplication ⋅, one binary relation −1, and one unary relation {e}
for the group identity, that the complex algebra G+ is a relation algebra. We next extend this
to the convolution algebra setting. Here is the first instance where we include Heyting algebra
operations in our considerations.
Proposition 66. For a group G = (G, ⋅,−1 , e) and complete Heyting algebra L, the convolution
algebra LG is a Heyting algebra with pseudocomplement ¬ and an additional binary operation ;,
unary operation ⌣, and constant 1′ that satisfies
(1) a; (b; c) = (a; b); c
(2) a; 1′ = a = 1′;a
(3) (a ∨ b); c = (a; c) ∨ (b; c) and a; (b ∨ c) = (a; b) ∨ (a; c)
(4) (a⌣)⌣ = a
(5) (a ∨ b)⌣ = a⌣ ∨ b⌣
(6) (a; b)⌣ = b⌣;a⌣
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(7) (a⌣;¬(a; b)) ∨ ¬b = ¬b
The convolution algebra also satisfies the following modified form of De Morgan’s identities
(8′) a; b ≤ ¬¬c⇔ a⌣;¬c ≤ ¬b⇔ ¬c; b⌣ ≤ ¬a
These agree with De Morgan’s identities except the first c is replaced by ¬¬c. Finally, this
convolution algebra satisfies the original form of De Morgan’s identities iff L is a Boolean algebra.
Proof. That equations (1)-(6) hold in LG is an immediate consequence of Theorem 36 since they
hold in the complex algebra G+. Equation (7) and De Morgan’s identities (8′) must be considered
separately since they involve the Heyting negation ¬.
Equation (7) is equivalent to a⌣;¬(a; b) ≤ ¬b, and by the nature of the Heyting negation,
this is equivalent to (a⌣;¬(a; b)) ∧ b = 0. Suppose α,β ∈ LG and x ∈ G. Then
[(α⌣;¬(α;β)) ∧ β](x) = ⋁{α⌣(y) ∧ ¬(α;β)(z) ∶ yz = x} ∧ β(x)
= ⋁{α⌣(y) ∧ β(x) ∧ ¬(α;β)(z) ∶ yz = x}
= ⋁{α(y)∧ β(x) ∧ ¬(α;β)(z) ∶ y−1z = x}
If y−1z = x, then yx = z, so α(y) ∧ β(x) ≤ (α;β)(z), and therefore α(y) ∧ β(x) ∧ ¬(α;β)(z) = 0.
So the expression above is equal to 0, showing that equation (7) holds.
We now consider the modified form of De Morgan’s identities (8′). We first note that due
to the nature of the Heyting negation, these are equivalent to the following.
(a; b) ∧ ¬c = 0 ⇔ (a⌣;¬c) ∧ b = 0 ⇔ (¬c; b⌣) ∧ a = 0
Let α,β, γ ∈ LG. Having (α;β) ∧ ¬γ = 0 is equivalent to (α;β)(z) ∧ ¬γ(z) = 0 for all z ∈ G.
Using the fact that (α;β)(z) = ⋁{α(x) ∧ β(y) ∶ xy = z}, an application of meet continuity gives
the first of the items below. Using the fact that for λ ∈ LG we have λ⌣(u) = λ(u−1), the other
two items follow similarly by evaluating the left side at an arbitrary y ∈ G for the second item,
and at an arbitrary x ∈ G for the third item.
(α;β) ∧ ¬γ = 0 ⇔ α(x) ∧ β(y) ∧ ¬γ(z) = 0 for all x, y, z with xy = z
(α⌣;¬γ) ∧ β = 0 ⇔ α(x) ∧ ¬γ(z) ∧ β(y) = 0 for all x, y, z with x−1z = y
(¬γ;β⌣) ∧α = 0 ⇔ ¬γ(z) ∧ β(y) ∧ α(x) = 0 for all x, y, z with zy−1 = x
Since xy = z iff x−1z = y iff zy−1 = x, these statements are equivalent.
For the further comment about LG satisfying the original form (8) of De Morgan’s identities
iff L is Boolean, note that if L is Boolean, then ¬¬c = c, so LG satisfiying the modified identities
implies that it satisfies the original identities. Conversely, if LG satisfies the original identities,
then taking b = 1′ we have that LG satisfies a ≤ c⇔ ¬c ≤ ¬a. Then since ¬a ≤ ¬¬¬a holds in
any Heyting algebra, this condition gives that ¬¬a ≤ a holds in LG, and this implies that the
Heyting reduct of LG is Boolean, and this implies that L is Boolean. 
Definition 67. A binary operation ⋅ on a lattice L is residuated if for each a, b ∈ L there is a
largest element a / b in {c ∶ a ⋅ c ≤ b} and a largest element b /a in {c ∶ c ⋅ a ≤ b}.
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There has been recent interest in the study of lattices with a residuated binary operation [6].
It is well known that any binary operation that is completely additive in each argument, i.e.
is a complete operator, is residuated. In view of Proposition 8, the convolution algebra LX of
any relational structure X with a ternary relation over a complete Heyting algebra L provides
a binary complete operator. So the study of convolution algebras may provide a good source of
complete Heyting algebras with additional residuated operations. We next make a small example
in this direction tied to our study of relation algebras.
Example 68. For a Heyting algebra L and group G, let 0′ be defined to be the element ¬1′ in
the convolution algebra LG. Thus
1′(x) = { 0 if x ≠ e
1 if x = e
and 0′(x) = { 1 if x ≠ e
0 if x = e
Note that α;γ ≤ 0′ iff (α;γ)(e) = 0. Since (α;γ)(e) = ⋁{α(x−1) ∧ γ(x) ∶ x ∈ G} it follows that(α;γ) ≤ 0′ iff γ(x) ≤ ¬α(x−1) for each x ∈ G, which occurs iff γ ≤ ¬(α⌣). Applying similar
reasoning to γ;α ≤ 0′ gives
α /0′ = ¬(α⌣) = 0′ /α
So the convolution algebra is a Heyting algebra with residuated monoidal operation ; with unit
1′ and constant 0′. Using the easily verified fact that ¬(a⌣) = (¬a)⌣ in the convolution algebra,
it additionally satisfies
(0′ /a) /0′ = ¬¬a = 0′ / (a /0′) and 0′ /a = a /0′
This is related to structures called bounded gbi-algebras By Galatos and Jipsen [11], but their
gbi-algebras satisfy (0′ /a) /0′ = a = 0′ / (a /0′). So the convolution algebra LG is a gbi-algebra
iff L is Boolean.
Our final example of a convolution algebra is the one that originated our interest in the
topic, the algebra of truth values of type-2 fuzzy sets as introduced by Zadeh [20, 21]. In the
terminology of the current paper, it becomes the following.
Definition 69. Let I = [0,1] be real the unit interval. We consider I as a bounded lattice, and
also consider I = (I,∧,∨,¬,0,1) as a relational structure with two binary operations, one unary
operation, and two nullary operations, hence with two ternary relations, one binary relation, and
two unary relations. The truth value algebra for type-2 fuzzy sets is the convolution algebra II
that is (II,⊓,⊔,∗,10,11) where ⊓ and ⊔ are convolutions of ∧ and ∨, ∗ is the convolution of ¬,
and 10 and 11 are the convolutions of 0,1.
In [10], and in many other papers referenced there, basic properties of the truth value algebra
are developed. The current techniques outlined in this note not only encompass many of these,
but also open the path to further results. Suppose that J is any extended relational structure over
I with operations ∧,∨,¬,0,1 and also perhaps including t-norms and co-norms. Then consider
an extended convolution algebra IJ∗ where some of these operations are convoluted using joins
and others with meets. Since I is a complete chain, hence a completely distributive lattice, we
may apply Proposition 52 to obtain that the negation-free equations valid in IJ∗ are exactly
those valid in the extended complex algebra J∗. So there are powerful tools to study properties
of mixed convolutions of the operations of I = (I,∧,∨,¬,0,1) as well as mixed convolutions of
various t-norms and co-norms and also of other relations on I.
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