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Abstrakt
Tato bakalárˇská práce je zameˇrˇena na simulacˇní metodu Monte Carlo, zejména na její aplikaci prˇi
modelování pohotovosti systému˚ s nezávislými prvky. Soucˇástí práce je vytvorˇení programu v jazyce
Matlab, který umožnˇuje modelování pohotovosti systému˚ s nezávislými prvky a rˇešení souvisejících
úloh metodou Monte Carlo i analyticky. Du˚ležitou cˇást práce tvorˇí také srovnání analytické a simu-
lacˇní metody rˇešení a odhad chyby, k níž došlo prˇi simulaci.
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Abstract
The bachelor thesis focuses on the Monte Carlo method, in particular on its application in availability
modeling of systems with independent components. A part of the thesis is dedicated to a program
implementation in Matlab, the program allows availability modeling of systems with independent
components and solving related problems either by the Monte Carlo method or analytically. Another
inportant part of this thesis is a comparison of analytical and simulation solving methods and estima-
tion of the error caused by the simulation.
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Seznam použitých zkratek a symbolu˚
CLV – Centrální limitní veˇta
CUDA – Compute Unified Device Architecture
GUI – Grafické uživatelské rozhraní (Graphical User Interface)
MC – Monte Carlo
MTTF – Strˇední doba provozu do poruchy (Mean Time To Failure)
MTTR – Strˇední doba do opravy (Mean Time To Repair)
NV – Náhodná velicˇina
PRSD – Procentuální relativní smeˇrodatná odchylka (Percentage Relative Stan-
dard Deviation)
R – Množina reálných cˇísel
TTF – Doba do poruchy (Time To Failure)
TTR – Doba do opravy (Time To Repair)
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61 Úvod
Tato práce je zameˇrˇena na modelování pohotovosti systému˚ s nezávislými prvky pomocí simulacˇní
metody Monte Carlo.
Význam slova „systém“ v kontextu této práce bude vysveˇtlen dále, intuitivneˇ si však lze prˇedstavit
jakýkoli soubor prvku˚, stroju˚, cˇi jiných soucˇástí, které spolupracují a dohromady vytvárˇí jeden funkcˇní
celek, naprˇíklad prˇístroj z technické praxe, výrobní linku, pocˇítacˇ, cˇi trˇeba lidské teˇlo.
Zameˇrˇme se naprˇíklad na pru˚myslové systémy. Zájmem jejich provozovatele je docílit chodu
systému s nejmenší možnou chybovostí, nebot’ v du˚sledku chyb je provoz systému prˇerušen a je
trˇeba vymeˇnit cˇi nahradit vadné prvky, což vede k financˇním ztrátám. Proto je pro provozovatele
takového systému výhodné znát jeho prˇibližnou spolehlivost ješteˇ prˇed jeho uvedením do provozu.
Díky této simulaci budoucího chodu systému je schopen optimalizovat provozní náklady, urcˇit, kolik
zameˇstnancu˚ bude potrˇeba k údržbeˇ systému, odhadnout prˇedpokládané výnosy, apod.
K chybám systémových prvku˚ mu˚že dojít z du˚vodu výrobních vad, lidského zavineˇní, obycˇejného
stárnutí materiálu˚, cˇi zcela náhodneˇ. Tato práce se zabývá práveˇ systémy, v nichž k selháním dochází
bez zjevných prˇícˇin.
Strukturu práce lze rozcˇlenit na teoretickou a praktickou cˇást. Teorií se zabývají kapitoly 2 až 5.
Ve 2. kapitole je shrnuta základní teorie z oblasti pravdeˇpodobnosti, statistiky a Booleovy algebry.
Další trˇi kapitoly se pak veˇnují hlavním tématu˚m práce, tedy systému˚m, teorii spolehlivosti a metodeˇ
Monte Carlo. Jelikož je Monte Carlo metodou simulacˇní, je odhadována také chyba, k níž prˇi jejím
použití dochází.
Kapitoly 6 až 8 se zabývají praktickou stránkou práce, tedy zejména aplikací metody Monte Carlo
na problém modelování pohotovosti systému˚ s nezávislými prvky. Pro srovnání je tato úloha rˇešena
také analyticky. Další du˚ležitou soucˇástí práce je implementace algoritmu˚ pro modelování pohotovosti
systému a vyrˇešení vybraných inženýrských úloh týkajících se této problematiky.
72 Základní teoretické poznatky
Tato kapitola si klade za cíl prˇedevším strucˇné objasneˇní neˇkterých pojmu˚ a základních
teoretických poznatku˚ z ru˚zných oboru˚. Jsou uvedeny pouze základy nutné pro pochopení dalšího
textu, více je možné najít v odkazované literaturˇe.
Hlavním tématu˚m (systému˚m, metodeˇ Monte Carlo, teorii spolehlivosti) jsou pak veˇnovány sa-
mostatné kapitoly.
2.1 Teorie pravdeˇpodobnosti
Podkladem pro tuto sekci je skriptum [3], kde lze najít podrobný výklad týkající se teorie pravdeˇpo-
dobnosti.
2.1.1 Pravdeˇpodobnost
Náhodný pokus je každý deˇj, jehož výsledek není možné s jistotou prˇedpoveˇdeˇt. Množina Ω všech
možných vzájemneˇ neslucˇitelných výsledku˚ daného pokusu se nazývá základní prostor. Náhodným
jevem je libovolná podmnožina A množiny Ω, elementárním jevem pak libovolná jednoprvková
podmnožina ω množiny Ω.
Pravdeˇpodobnost P(A) oznacˇuje míru ocˇekávatelnosti výskytu náhodného jevu A, pro její hod-
notu platí P(A) ∈ ⟨0,1⟩.
Definice 2.1 (Klasická (Laplaceova) definice pravdeˇpodobnosti) Je-li základní prostor konecˇná ne-
prázdná množina elementárních jevu˚ {ω1, . . . ,ωn} , které mají stejnou šanci, tj. stejnou pravdeˇpodob-
nost výskytu
1
n

, pak pravdeˇpodobnost, že prˇi realizaci náhodného pokusu jev A nastane, je
P(A) =
m
n
,
kde m je pocˇet výsledku˚ (elementárních jevu˚) prˇíznivých jevu A a n pocˇet všech možných výsledku˚.
Pro zpracování výsledku˚ náhodného pokusu je trˇeba nejprve vytvorˇit model, který co nejlépe
popisuje realitu, tímto modelem je tzv. náhodná velicˇina.
2.1.2 Náhodná velicˇina
Definice 2.2 (Náhodná velicˇina) Náhodná velicˇina X (zkráceneˇ NV X) je reálná funkce X : Ω→ R
taková, že pro každé reálné cˇíslo x je množina
{ω ∈Ω : X (ω)< x}
náhodným jevem.
Jsou rozlišovány dva základní typy náhodné velicˇiny, náhodná velicˇina s diskrétním rozdeˇlením
pravdeˇpodobnosti (diskrétní NV) a se spojitým rozdeˇlením pravdeˇpodobnosti (spojitá NV). Diskrétní
náhodná velicˇina nabývá pouze spocˇetneˇ mnoha hodnot, zatímco spojitá mu˚že nabýt všech hodnot
8z urcˇitého intervalu, jejím prˇíkladem je náhodneˇ vybrané reálné cˇíslo z intervalu (0;1), doba do prask-
nutí žárovky, apod.
K popisu diskrétní NV se používá pravdeˇpodobnostní a distribucˇní funkce.
Definice 2.3 (Pravdeˇpodobnostní funkce) Necht’ diskrétní náhodná velicˇina X nabývá spocˇetneˇ
mnoha hodnot {x1,x2, . . .}. Funkce P(X = xi) = P(xi) se nazývá pravdeˇpodobnostní funkce náhodné
velicˇiny. Platí
P(xi)≥ 0 a
∞
∑
i=1
P(xi) = 1.
Definice 2.4 (Distribucˇní funkce) Necht’ X je náhodná velicˇina. Reálnou funkci F (x) definovanou
pro všechna x ∈ R vztahem
F (x) = P(X < x)
nazýváme distribucˇní funkcí náhodné velicˇiny X.
Distribucˇní funkce tedy každému reálnému cˇíslu prˇirˇazuje pravdeˇpodobnost, že náhodná velicˇina na-
bude hodnoty menší než toto cˇíslo.
K popisu spojité náhodné velicˇiny se kromeˇ distribucˇní funkce používá hustota pravdeˇpodobnosti.
Pravdeˇpodobnostní funkci nemá smysl pro spojitou NV definovat, pravdeˇpodobnost, že spojitá NV
nabude konkrétní hodnoty x, je totiž nulová pro všechna x ∈ R.
Definice 2.5 (Hustota pravdeˇpodobnosti) Hustota pravdeˇpodobnosti f (x) spojité náhodné velicˇiny
je reálná nezáporná funkce taková, že
F (x) =
xˆ
−∞
f (t)dt
pro −∞< x < ∞.
Pro modelování doby do výskytu události (naprˇ. doby do poruchy výrobku) je navíc používána
tzv. hazardní funkce λ (t). Necht’ NV X prˇedstavuje dobu do události. Je-li známo, že po dobu t ne-
došlo k události, pak λ (t) ·∆t vyjadrˇuje pravdeˇpodobnost, že k události dojde v následujícím krátkém
cˇasovém úseku délky ∆t.
Definice 2.6 (Hazardní funkce) Je-li X nezáporná náhodná velicˇina se spojitým rozdeˇlením popsa-
ným distribucˇní funkcí F (t), definujeme pro F (t)< 1 hazardní funkci λ (t) vztahem
λ (t) =
f (t)
1−F (t) .
92.1.3 Cˇíselné charakteristiky náhodné velicˇiny
Cˇíselné charakteristiky náhodné velicˇiny X popisují vybrané vlastnosti této náhodné velicˇiny a pou-
žívají se také pro srovnávání ru˚zných náhodných velicˇin. Dále jsou definovány nejdu˚ležiteˇjší cˇíselné
charakteristiky, uvedené definicˇní vztahy platí, konverguje-li daná rˇada cˇi integrál absolutneˇ.
• Obecný moment r-tého rˇádu (pro r ∈ N) se znacˇí E (X r) nebo µr,
µr =∑
(i)
xri ·P(xi) (diskrétní NV), µr =
∞ˆ
−∞
xr · f (x)dx (spojitá NV).
• Strˇední hodnota se znacˇí E (X) nebo µ ,
µ =∑
(i)
xi ·P(xi) (diskrétní NV), µ =
∞ˆ
−∞
x · f (x)dx (spojitá NV).
• Rozptyl se znacˇí D(X) nebo σ2,
σ2 =∑
(i)
(x−µ)2 ·P(xi) (diskrétní NV), σ2 =
∞ˆ
−∞
(x−µ)2 · f (x)dx (spojitá NV).
Pro rozptyl rovneˇž platí D(X) = E (X−E (X))2 = E X2− (E (X))2.
• Smeˇrodatná odchylka σ je definována vztahem σ =
√
σ2.
• Kvantily diskrétní NV se obvykle neurcˇují, pro spojitou NV je kvantil xp, kde p∈ ⟨0;1⟩, takové
cˇíslo, pro které platí
F (xp) = p.
Rˇíkáme, že xp je 100p%-ní kvantil dané náhodné velicˇiny.
2.1.4 Vybraná diskrétní rozdeˇlení
Z diskrétních rozdeˇlení pravdeˇpodobnosti bude jmenováno rozdeˇlení alternativní, binomické a Pois-
sonovo. V souvislosti s nimi je trˇeba vysveˇtlit, co jsou to Bernoulliovy pokusy a Poissonu˚v proces.
Uvažujme pokus, který má práveˇ dva možné výsledky, s pravdeˇpodobností p nastane úspeˇch a
s pravdeˇpodobností 1− p neúspeˇch. Náhodná velicˇina X popisující výsledek pokusu má alternativní
rozdeˇlení. Posloupnost takových nezávislých pokusu˚ se oznacˇuje jako Bernoulliovy pokusy.
Má-li náhodná velicˇina X binomické rozdeˇlení, píšeme X →Bi(n, p). Pravdeˇpodobnostní funkce
udává pravdeˇpodobnost, že v n Bernoulliho pokusech dojde ke k úspeˇchu˚m, platí
P(X = k) =

n
k

pk (1− p)n−k .
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Poissonu˚v proces popisuje pocˇet náhodných událostí v pevném cˇasovém intervalu délky t. Rych-
lost výskytu událostí (znacˇí se λ ) je v pru˚beˇhu celého intervalu konstantní. Dále platí, že pravdeˇpo-
dobnost výskytu více než jedné události v limitneˇ krátkém cˇasovém intervalu je nulová. Pocˇty událostí
ve vzájemneˇ disjunktních intervalech jsou nezávislé, pravdeˇpodobnost výskytu události proto nezá-
visí na cˇase, který uplynul od minulé události.
Má-li náhodná velicˇina X Poissonovo rozdeˇlení, píšeme X → Po(λ t). Pravdeˇpodobnostní funkce
udává pravdeˇpodobnost, že v cˇasovém intervalu délky t dojde ke k událostem, platí
P(X = k) =
(λ t)k e−λ t
k!
.
2.1.5 Vybraná spojitá rozdeˇlení
V této cˇásti jsou popsány vlastnosti vybraných spojitých rozdeˇlení pravdeˇpodobnosti, jež jsou zminˇo-
vána v dalším textu.
Rovnomeˇrné rozdeˇlení je takové rozdeˇlení, jehož hustota pravdeˇpodobnosti je na neˇjakém inter-
valu (a;b) konstantní a mimo tento interval nulová. Fakt, že náhodná velicˇina pochází z rovnomeˇrného
rozdeˇlení, se znacˇí X → R(a;b). Pro hustotu pravdeˇpodobnosti a distribucˇní funkci platí
f (x) =

1
b−a x ∈ (a;b)
0 x /∈ (a;b) ,
F (x) =

0 x ∈ (−∞;a⟩
x−a
b−a x ∈ (a;b)
1 x ∈ ⟨b;∞) .
Exponenciální rozdeˇlení se používá k popisu doby do výskytu události v Poissonoveˇ procesu a
je tak hojneˇ využíváno v teorii spolehlivosti. Zápis X → Exp(λ ) znacˇí, že má náhodná velicˇina X
exponenciální rozdeˇlení s parametrem λ . Pro hustotu pravdeˇpodobnosti, distribucˇní a hazardní funkci
platí
f (t) =

λ · e−λ t t > 0
0 t 5 0,
F (t) =

1− e−λ t t > 0
0 t 5 0,
λ (t) =
f (t)
1−F (t) =
λ · e−λ t
1−1+ e−λ t = λ .
Díky tomu, že je hazardní funkce exponenciálního rozdeˇlení konstantní, bývá tomuto rozdeˇlení prˇe-
zdíváno „rozdeˇlení bez pameˇti“. Prˇi modelování doby do selhání systému tímto rozdeˇlením jsou si
totiž následující dveˇ pravdeˇpodobnosti:
• pravdeˇpodobnost, že systém, který pracoval bez poruchy po dobu t0, bude pracovat bez poruchy
ješteˇ alesponˇ po dobu t,
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• pravdeˇpodobnost, že systém, který dosud nebyl v provozu, bude pracovat bez poruchy alesponˇ
po dobu t
rovny. Exponenciální rozdeˇlení je tedy vhodné pro modelování chování systému˚, u nichž dochází
k poruše zcela náhodneˇ, tj. ne v du˚sledku výrobních vad cˇi opotrˇebení.
Erlangovo rozdeˇlení popisuje dobu do výskytu k-té události v Poissonoveˇ procesu. Náhodou
velicˇinu s tímto rozdeˇlením lze tedy chápat jako soucˇet k nezávislých náhodných velicˇin s exponen-
ciálním rozdeˇlením. Pro hustotu pravdeˇpodobnosti platí vztah
f (t) =

λ (λ t)k−1e−λ t
(k−1)! t > 0
0 t ≤ 0.
(2.1)
Zápis X → Erlang(k,λ ) znacˇí, že náhodná velicˇina X pochází z Erlangova rozdeˇlení s parametry k a
λ . [4]
Normální rozdeˇlení je du˚ležité zejména proto, že jím lze za urcˇitých podmínek aproximovat
rˇadu jiných rozdeˇlení. Pu˚vod náhodné velicˇiny X z normálního rozdeˇlení je oznacˇován zápisem X →
N

µ;σ2

, kde parametr µ (strˇední hodnota) charakterizuje polohu tohoto rozdeˇlení a parametr σ2
charakterizuje rozptýlení hodnot okolo strˇední hodnoty. Hustota pravdeˇpodobnosti je dána výrazem
f (x) =
1
σ
√
2π
· e−
(x−µ)2
2σ2
a jejím grafem je tzv. Gaussova krˇivka.
Jelikož hodnoty distribucˇní funkce normálního rozdeˇlení nelze spocˇíst analyticky, je pro jejich
urcˇení využíván prˇevod na tzv. normované normální rozdeˇlení N (0;1). Hustota pravdeˇpodobnosti
bývá obvykle znacˇena ϕ (z), platí
ϕ (z) =
1√
2π
· e− z
2
2 .
Distribucˇní funkce normovaného normálního rozdeˇlení se znacˇí φ (z) a její hodnoty v mnoha bo-
dech byly vycˇísleny pomocí numerických metod a tabelovány. Je-li X náhodná velicˇina s normálním
rozdeˇlením N

µ;σ2

, pro její distribucˇní funkci F (x) platí prˇevodní vztah
F (x) = φ

x−µ
σ

.
Pro kvantily normovaného normálního rozdeˇlení bude dále používáno oznacˇení zp.
2.2 Statistika
Tato sekce vychází z [4]. Je zde popsán výbeˇrový soubor a jeho charakteristiky, uvedeny neˇkteré
limitní veˇty a shrnuto, cˇím se zabývá teorie odhadu.
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2.2.1 Základní soubor vs. výbeˇrový soubor
Množina všech prvku˚, které jsou sledovány prˇi statistickém výzkumu, se nazývá populace, neboli
základní soubor. Nejbeˇžneˇjším statistickým výzkumem je tzv. výbeˇrové šetrˇení, kdy je zkoumána
jen cˇást populace, nazývaná výbeˇr, neboli výbeˇrový soubor. Záveˇry ucˇineˇné o výbeˇru jsou poté
induktivneˇ prˇenášeny na celou populaci.
Výbeˇrový soubor je obvykle získáván metodou náhodného výbeˇru, v neˇmž má každý prvek
populace stejnou šanci na zarˇazení do výbeˇrového souboru. Je-li n-krát opakován náhodný pokus,
jehož výsledkem je hodnota náhodné velicˇiny X , a jsou-li tyto pokusy nezávislé, je tímto postupem
získán náhodný výbeˇr X1, . . . ,Xn z náhodné velicˇiny X o rozsahu n.
Údaj sledovaný u výbeˇrového souboru se nazývá promeˇnná a její jednotlivé hodnoty varianty
této promeˇnné. Promeˇnné podléhají následujícímu deˇlení:
• Kategoriální promeˇnná se nedá meˇrˇit, její varianty se dají pouze rozdeˇlit do trˇíd a jsou vyjá-
drˇeny slovneˇ.
• Numerická promeˇnná je meˇrˇitelná a její varianty jsou vyjádrˇeny cˇíselneˇ. Deˇlí se na diskrétní
a spojitou.
• Diskrétní promeˇnná nabývá konecˇného nebo spocˇetného množství variant.
• Spojitá promeˇnná nabývá jakýchkoli hodnot z množiny R cˇi její podmnožiny.
2.2.2 Neˇkteré charakteristiky výbeˇrového souboru
Základními charakteristikami výbeˇrového souboru jsou výbeˇrový pru˚meˇr a výbeˇrový rozptyl. Vý-
beˇrový pru˚meˇr lze chápat jako výbeˇrový proteˇjšek strˇední hodnoty základního souboru, výbeˇrový
rozptyl pak jako proteˇjšek rozptylu základního souboru.
Výbeˇrový pru˚meˇr je náhodná velicˇina definovaná vztahem
X¯ =
1
n
·
n
∑
i=1
Xi,
kde X1, . . . ,Xn je náhodný výbeˇr a n jeho rozsah.
Výbeˇrový rozptyl je mírou variability výbeˇrového souboru, jedná se o náhodnou velicˇinu danou
vztahem
s2 =
1
n−1 ·
n
∑
i=1
(Xi− X¯)2 ,
kde X1, . . . ,Xn je náhodný výbeˇr a n jeho rozsah. Výbeˇrová smeˇrodatná odchylka s je pak dána jako√
s2.
2.2.3 Limitní veˇty
Definice 2.7 (Konvergence podle pravdeˇpodobnosti) Je dána posloupnost náhodných velicˇin {Xn}
a náhodná velicˇina X. Jestliže pro každé ε > 0 platí
lim
n→∞P(|Xn−X |< ε) = 1,
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pak rˇíkáme, že posloupnost náhodných velicˇin {Xn} konverguje k náhodné velicˇineˇ X podle pravdeˇ-
podobnosti.
Veˇta 2.1 (Slabý zákon velkých cˇísel) Necht’ X1,X2, . . . je nekonecˇný náhodný výbeˇr z rozdeˇlení se
strˇední hodnotou µX a konecˇným rozptylem σ2X , kde X1,X2 . . . jsou nekorelované náhodné velicˇiny.
Potom výbeˇrový pru˚meˇr
X¯n =
1
n
·
n
∑
i=1
Xi
vypocˇítaný z prvních n pozorování konverguje podle pravdeˇpodobnosti k µX , tedy
lim
n→∞P(|X¯n−µX |< ε) = 1
pro každé ε > 0.
Veˇta 2.2 (Centrální limitní veˇta) Jsou-li Xi nezávislé náhodné velicˇiny se stejným (libovolným) roz-
deˇlením a s konecˇným rozptylem, pak výbeˇrový pru˚meˇr má prˇi dostatecˇneˇ velkém pocˇtu pozorování
prˇibližneˇ normální rozdeˇlení.
Píšeme
X¯ ∼ N

µX ,
σ2X
n

nebo též
X¯−µX
σX
√
n∼ N (0,1) ,
kde µX je strˇední hodnota a σ2X rozptyl náhodné velicˇiny X.
2.2.4 Teorie odhadu
Teorie odhadu se zabývá odhadem parametru˚ populace na základeˇ znalosti charakteristik výbeˇrového
souboru. Základními typy jsou bodový a intervalový odhad.
Bodový odhad je používán, je-li trˇeba parametr populace aproximovat konkrétním cˇíslem, které
je dále používáno ve výpocˇtech. Základními vlastnostmi dobrého odhadu T populacˇního parametruΘ
jsou nestrannost, eficience a konzistence. Odhad je nestranný, pokud E (T ) =Θ. Nejlepším nestran-
ným odhadem je odhad eficientní, tedy ten, který má nejmenší rozptyl ze všech nestranných odhadu˚
parametru Θ. Pokud se odhad T = Tn s rostoucím rozsahem výbeˇru zprˇesnˇuje (platí lim
n→∞E (Tn) = Θ,
lim
n→∞D(Tn) = 0), je tento odhad konzistentní.
Intervalový odhad je reprezentován intervalem spolehlivosti ⟨TD,TH⟩, v neˇmž odhadovaný po-
pulacˇní parametr Θ leží s pravdeˇpodobností 1−α , platí
P(TD ≤Θ≤ TH) = 1−α.
Cˇíslo α se nazývá hladina významnosti, nejcˇasteˇji se volí α = 0,05.
Je-li urcˇován tzv. oboustranný interval spolehlivosti, je pravdeˇpodobnost, že odhadovaný parametr
leží pod dolní mezí TD, rovna pravdeˇpodobnosti, že leží nad horní mezí TH , tedy
P(Θ< TD) = P(Θ> TH) =
α
2
.
Tento interval se pak nazývá 100(1−α)% interval spolehlivosti pro parametr Θ.
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2.3 Booleova algebra
Booleova algebra slouží pro práci s promeˇnnými, jež nabývají práveˇ dvou hodnot, tyto hodnoty se
oznacˇují symboly 0 a 1 nebo L a H a vyjadrˇují naprˇíklad stavy spínacˇe (sepnut/rozepnut) nebo stavy
systémového prvku (v provozu/mimo provoz).
Definice 2.8 (Logická promeˇnná) Jestliže x je logická promeˇnná, která mu˚že nabývat pouze dvou
hodnot (0,1), musí platit:
x = 1, když x ̸= 0, a x = 0, když x ̸= 1.
Definice 2.9 (Booleovská funkce) Booleovská funkce f (xn−1, . . . ,x1,x0) o n promeˇnných
xn−1, . . . ,x1,x0 je zobrazení
f : {0,1} n →{0,1} ,
kde {0,1}n je množina všech usporˇádaných n-tic hodnot promeˇnných xn−1, . . . ,x1,x0.
Základními operátory Booleovy algebry jsou operátor logického soucˇtu a operátor logického sou-
cˇinu. Jsou-li x0 a x1 logické promeˇnné, logický soucˇet x0+ x1 je definován následovneˇ:
x0+ x1 = 1⇔ (x0 = 1∨ x1 = 1) , x0+ x1 = 0⇔ (x0 = 0∧ x1 = 0) .
Pro logický soucˇin x0 · x1 platí
x0 · x1 = 1⇔ (x0 = 1∧ x1 = 1) , x0 · x1 = 0⇔ (x0 = 0∨ x1 = 0) .
Du˚sledkem je zákon idempotence, podle neˇhož
x0+ x0 = x0, x0 · x0 = x0.
Další zákony Booleovy algebry lze nalézt v [11].
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3 Metoda Monte Carlo
Simulacˇní metoda Monte Carlo je založena na teorii pravdeˇpodobnosti a matematické statistice. Byla
formulována matematiky Johnem von Neumannem a Stanislawem Ulamem beˇhem druhé sveˇtové
války.
Matematické metody založené na statistickém výbeˇru byly známy již odedávna, kvu˚li cˇasové
nárocˇnosti výpocˇtu˚ však nemohly být v praxi široce používány. V roce 1945 byl na univerziteˇ v Pen-
sylvánii dokoncˇen první elektronický pocˇítacˇ ENIAC, Stanislaw Ulam v této události videˇl prˇíležitost
pro nové uplatneˇní statistických metod. Veˇdci Národní laboratorˇe Los Alamos ve Spojených státech
amerických se v té dobeˇ zabývali chováním neutronu˚, konkrétneˇ bylo zkoumáno, do jaké vzdále-
nosti proniknou neutrony skrz ru˚zné materiály. Tento problém, jež byl tradicˇními deterministickými
metodami nerˇešitelný, vyrˇešili Neumann a Ulam v roce 1947 práveˇ pomocí metody Monte Carlo
s využitím nových možností výpocˇetní techniky. [9]
Pomocí modelování náhodných velicˇin a následného statistického zpracování lze vyrˇešit rˇadu
komplikovaných úloh, i takových, které s náhodou nemají nic spolecˇného. Díky rychlému vývoji vý-
pocˇetní techniky našla metoda Monte Carlo uplatneˇní v širokém spektru prˇírodoveˇdných, technických
i ekonomických oboru˚. Naprˇíklad v matematice ji lze využít k rˇešení integrálu˚, zejména vícerozmeˇr-
ných, nebo k rˇešení systému˚ lineárních rovnic. [5]
3.1 Generování náhodných cˇísel
Každá aplikace metody Monte Carlo vyžaduje generování náhodných cˇísel, tj. generování hodnot
náhodné velicˇiny s urcˇitým rozdeˇlením. Obvykle jsou nejprve generována náhodná cˇísla z rovnomeˇr-
ného rozdeˇlení R(0;1), která jsou, má-li modelovaná náhodná velicˇina jiné rozdeˇlení pravdeˇpodob-
nosti, dále prˇepocˇítávána do požadovaného rozdeˇlení.
Prˇirozeným zdrojem náhodných cˇísel jsou jsou hry založené na náhodeˇ, naprˇíklad házení mincí,
karetní a kostkové hry, ruleta. V hazardních hrách jsou tyto metody stále používány, nicméneˇ pro
pocˇítacˇovou simulaci se nehodí, protože jsou prˇíliš pomalé, navíc vygenerovanou posloupnost cˇísel
není možné zopakovat. Neˇkteré moderní fyzikální generátory jsou již dostatecˇneˇ rychlé, ale neopako-
vatelnost vygenerovaných sekvencí je stále nevýhodou.
Veˇtšina beˇžneˇ používaných generátoru˚ náhodných cˇísel je založena na pocˇítacˇové implemen-
taci jednoduchých rekurzivních algoritmu˚. Jelikož jsou tyto algoritmy deterministické, jsou takové
generátory oznacˇovány jako generátory pseudonáhodných cˇísel. Prˇíkladem je lineární kongruentní
generátor, který pracuje na základeˇ rekurentního prˇedpisu
Xi+1 = aXi+ c (mod m)
se zvolenou pocˇátecˇní hodnotou X0. [6]
3.2 Princip metody
Obecný postup rˇešení úlohy, jejímž prˇesným výsledkem je hodnota θ , pomocí metody Monte Carlo
lze rozdeˇlit do neˇkolika bodu˚:
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1. Nejprve je trˇeba formulovat novou úlohu, jež má stochastický charakter a stejný výsledek jako
pu˚vodní úloha. Nová úloha spocˇívá v simulování pu˚vodní úlohy pomocí náhodné velicˇiny X ,
jejíž strˇední hodnota je rovna θ .
2. Nová úloha je rˇešena pomocí mnohokrát opakovaných náhodných pokusu˚, jejichž výsledkem
je hodnota náhodné velicˇiny X . V praxi jsou realizovány jako pocˇítacˇem generovaná pseudo-
náhodná cˇísla, obvykle z rovnomeˇrného rozdeˇlení R(0;1), která jsou dále prˇepocˇítávána do
rozdeˇlení náhodné velicˇiny X . Je tedy získán náhodný výbeˇr X1,X2, . . .Xn o rozsahu n, který je
dále trˇeba statisticky zpracovat.
3. Je urcˇen výsledek nové (stochastické) úlohy jako výbeˇrový pru˚meˇr X¯ náhodného výbeˇru
X1,X2, . . .Xn. Podle veˇty 2.1 výbeˇrový pru˚meˇr s rostoucím n konverguje ke strˇední hodnoteˇ
NV X , zde tedy k hodnoteˇ θ .
4. Nakonec je trˇeba vyjádrˇit chybu rˇešení, tedy odchylku výsledku X¯ stochastické úlohy od vý-
sledku θ úlohy pu˚vodní.
Jelikož však Monte Carlo není jednou konkrétní metodou, ale spíše souborem metod, mu˚že se postup
v závislosti na aplikaci mírneˇ lišit.
Prˇi programové realizaci metody MC není trˇeba si pamatovat celý náhodný výbeˇr (všech n hod-
not). Je urcˇován výbeˇrový pru˚meˇr X¯ , stacˇí tedy v cyklu spolu s generováním hodnot náhodné velicˇiny
tyto hodnoty pru˚beˇžneˇ scˇítat a konecˇný soucˇet vydeˇlit cˇíslem n pro získání výbeˇrového pru˚meˇru. Po-
dobneˇ se postupuje i v prˇípadeˇ urcˇování rozptylu náhodného výbeˇru, jak bude popsáno v následující
sekci.
3.2.1 Urcˇení chyby
Vzhledem k tomu, že se jedná o stochastickou metodu, nelze prˇesneˇ urcˇit chybu rˇešení, tzn. nelze
vycˇíslit odchylku |X¯−θ |. Namísto toho se urcˇuje pravdeˇpodobnost, že je tato odchylka menší než
neˇjaké kladné cˇíslo
ε = α · σX√
n
,
kde α ∈ R+, σX je smeˇrodatná odchylka náhodné velicˇiny X a n je rozsah náhodného výbeˇru. [1]
S využitím Centrální limitní veˇty (Veˇta 2.2) lze psát
P(|X¯−µX | ≤ ε) = P

|X¯−µX | ≤ α · σX√n

= P

−α ≤ X¯−µX
σX
√
n≤ α

= (3.1)
=
αˆ
−α
1√
2π
e−
1
2 x
2
dx = φ (α)−φ (−α) = φ (α)− [1−φ (α)] = 2φ (α)−1,
kde µX znacˇí strˇední hodnotu X , jež je ze zadání úlohy rovna θ , a φ (α) je hodnota distribucˇní funkce
normovaného normálního rozdeˇlení v bodeˇ α . Z (3.1) plyne, že bude-li se rozsah náhodného výbeˇru
n zvyšovat, bude se zvyšovat také prˇesnost odhadu.
17
Opacˇneˇ lze najít cˇíslo ε takové, že odchylka od prˇesného rˇešení je menší než ε s pravdeˇpodobností
1−α . Z pohledu teorie odhadu je tedy urcˇován 100(1−α)% interval spolehlivosti pro parametr
X¯−µX ve tvaru ⟨TD;TH⟩= ⟨−ε;ε⟩. Tento interval je symetrický okolo nuly díky symetrii normálního
rozdeˇlení, jímž je podle CLV náhodná velicˇina X¯ aproximována, kolem strˇední hodnoty µX . Platí tedy
P(−ε ≤ X¯−µX ≤ ε) = P(|X¯−µX | ≤ ε) = 2φ (a)−1 = 1−α (3.2)
Jednoduchými úpravami lze vyjádrˇit neznámou ε .
2φ (a)−1 = 1−α
φ (a) = 1− α
2
a = ε ·
√
n
σX
= z1− α2
ε =
σX√
n
· z1− α2 (3.3)
Hodnotou ε , prˇi níž je rovnost (3.2) splneˇna, je tedy σX√n · z1− α2 .
Ze vzorce (3.3) lze rovneˇž vyjádrˇit, jaký musí být rozsah výbeˇrového souboru, aby pravdeˇpodob-
nost, že je odchylka |X¯−θ | menší nebo rovna jisté hodnoteˇ ε > 0, byla rovna cˇíslu 1−α , tedy
n =
σX
ε
· z1− α2
2
. (3.4)
Smeˇrodatná odchylka σX =

D(X) obvykle není známa, je tedy trˇeba nahradit ji vhodným bo-
dovým odhadem. Jako bodový odhad rozptylu se nabízí výbeˇrový rozptyl s2, je tedy trˇeba oveˇrˇit, zda
je tento odhad nestranný, tedy jestli je strˇední hodnota výbeˇrového rozptylu rovna rozptylu D(X).
E

s2

= E

1
n−1 ·
n
∑
i=1
(Xi− X¯)2

= E

n
n−1 ·
1
n
n
∑
i=1
(Xi− X¯)2

=
=
n
n−1 ·E

1
n
n
∑
i=1
X2i − X¯2

=
1
n−1 ·
n
∑
i=1
E

X2i
− n
n−1 ·E

X¯2

=
=
n
n−1 ·

σ2X +µ
2
X
− n
n−1 ·

σ2X
n
+µ2X

= σ2X
Nestrannost výbeˇrového rozptylu s2 jako odhadu skutecˇného rozptylu D(X) byla potvrzena, smeˇro-
datnou odchylku σX tedy lze odhadnout výbeˇrovou smeˇrodatnou odchylkou s.
Další používanou mírou prˇesnosti odhadu X¯ je procentuální relativní smeˇrodatná odchylka PRSD
(z anglického Percentage Relative Standard Deviation), definovaná vztahem
PRSD = 100 · s
X¯ ·√n .
Pro n→ ∞ konverguje PRSD k relativní chybeˇ odhadu X¯ , pro níž platí
VX¯ =

D(X¯)
E (X¯)
=

D(X)
n
E (X)
=
σX
µX ·√n
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a bývá také nazývána variacˇní koeficient náhodné velicˇiny X¯ .
Jak v prˇípadeˇ hledání intervalu spolehlivosti pro parametr X¯−µX (odchylku od prˇesného rˇešení),
tak i v prˇípadeˇ urcˇování PRSD, je k výpocˇtu nutná znalost výbeˇrové smeˇrodatné odchylky s. Prˇi rˇešení
úlohy metodou MC je tedy potrˇeba pocˇítat nejen výbeˇrový pru˚meˇr, ale i výbeˇrový rozptyl s2, pomocí
neˇhož lze výbeˇrovou smeˇrodatnou odchylku spocˇíst. Platí
s2 =
1
n−1 ·
n
∑
i=1
(Xi− X¯)2 = 1n−1 ·
n
∑
i=1

X2i −2XiX¯ + X¯2

=
=
1
n−1 ·

n
∑
i=1
X2i −2nX¯X¯ +nX¯2

=
1
n−1 ·

n
∑
i=1
X2i −nX¯2

,
pro výpocˇet s tedy vedle strˇední hodnoty X¯ stacˇí znát již pouze sumu druhých mocnin hodnot Xi,
kterou je možné pocˇítat v cyklu spolu se sumou hodnot Xi.
3.3 Prˇíklad použití metody Monte Carlo
Výše uvedený postup bude nyní znázorneˇn prˇi výpocˇtu urcˇitého integrálu funkce jedné promeˇnné.
Nejjednodušším zpu˚sobem výpocˇtu integrálu pomocí metody Monte Carlo je využití geometrické in-
terpretace integrálu. Je-li funkce f (x) nezáporná na intervalu ⟨a;b⟩, urcˇitý integrál od a do b z funkce
f (x) je roven obsahu plochy ohranicˇené grafem funkce f (x), osou x a prˇímkami x = a a x = b.
Prˇíklad 3.1
Úkolem je odhadnout hodnotu urcˇitého integrálu
2ˆ
−2
1√
2π
· e− x
2
2 dx
a prˇesnost tohoto odhadu.
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Obrázek 3.1: Geometrická interpretace integrálu z prˇíkladu 3.1
Podle geometrické interpretace integrálu je pocˇítán obsah oblasti Φ znázorneˇné na obrázku 3.1.
Tuto oblast je trˇeba ohranicˇit vhodnou, nejlépe co nejmenší, obdélníkovou oblastí Ω. Abychom tak
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mohli ucˇinit, nejprve najdeme maximum integrované funkce na intervalu ⟨−2;2⟩. Snadno zjistíme,
že má maximum v bodeˇ x = 0 a pro jeho hodnotu platí f (0) = 1√
2π < 0,4. Jako ohranicˇující oblast Ω
tedy zvolíme obdélník ⟨−2;2⟩×⟨0;0,4⟩. Pro obsah S oblasti Ω platí S = 1,6.
Necht’ [x,y] je náhodný bod z oblasti Ω. Oznacˇíme-li symbolem I obsah oblasti Φ, pro pravdeˇpo-
dobnost, že náhodný bod [x,y] leží v oblasti Φ, platí
P([x,y] ∈Φ) = I
S
.
Pro hledaný obsah I tedy platí
I = S ·P([x,y] ∈Φ) .
Dále postupujme podle bodu˚ uvedených v sekci 3.2.
1. Náhodnou velicˇinou X je ohodnocení náhodného bodu [x,y] z oblastiΩ v závislosti na tom, zda
leží v oblasti Φ cˇi nikoliv, tedy
X =

S když [x,y] ∈Φ
0 když [x,y] /∈Φ . (3.5)
2. Náhodný výbeˇr spocˇívá v generování n náhodných bodu˚ [xi,yi] z oblasti Ω a urcˇení, zda platí
Xi = 0 nebo Xi = S podle (3.5), viz obrázek 3.2.
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Obrázek 3.2: Generování náhodných bodu˚ z oblasti Ω z prˇíkladu 3.1
3. Hledanou hodnotou integrálu, resp. obsahu I, je strˇední hodnota náhodné velicˇiny X , kterou
odhadneme výbeˇrovým pru˚meˇrem X¯ náhodného výbeˇru X1,X2, . . . ,Xn, tedy
I ≈ X¯ = 1
n
·
n
∑
1
Xi. (3.6)
(Oznacˇíme-li nin pocˇet vygenerovaných bodu˚, jež padly do oblasti Φ, mu˚žeme rovneˇž psát
I ≈ X¯ = S · nin
n
,
tento zápis je ekvivalentní s (3.6) a je vhodneˇjší pro implementaci.)
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4. Odchylku ε od prˇesného rˇešení urcˇíme podle (3.3). Za hladinu významnosti α dosadíme
α = 0.05 a za n rozsah realizovaného náhodného výbeˇru. Jelikož smeˇrodatná odchylka σX není
známa, nahradíme ji výbeˇrovou smeˇrodatnou odchylkou s náhodného výbeˇru X1,X2, . . . ,Xn. Je-
likož náhodná velicˇina X nabývá pouze dvou hodnot, z nichž jedna je nulová, lze vzorec pro
výpocˇet s upravit tímto zpu˚sobem:
s =
 1
n−1 ·

n
∑
i=1
X2i −nX¯2

=

1
n−1 · (ninS
2−nX¯2).
Není tedy nutné pocˇítat pru˚beˇžneˇ sumu X2i , stacˇí dosadit n, nin, S a X¯ .
Realizaci úlohy provedeme implementací v jazyce Matlab, viz výpis 3.1.
1 function [ I, epsilon, PRSD ] = priklad_3_1( a, b, n, alpha )
2 % a, b integrační meze
3 % n rozsah náhodného výběru
4 S=(b-a)*0.4; % obsah obdélníkové oblasti Omega
5 n_in=0; % počet bodů, které padly pod křivku
6 for i=1:n
7 x=rand()*(b-a)+a; % generování náhodných hodnot z R(a;b)
8 y=rand()*0.4; % generování náhodných hodnot z R(0;0.4)
9 % rozhodnutí, zda [x,y] leží pod křivkou
10 if y < exp(-(x^2)/2)/sqrt(2*pi)
11 n_in=n_in+1; % navýšení počtu náh. bodů, které padly pod křivku
12 end
13 end
14 I=S*n_in/n; % výběrový průměr
15 s=sqrt((n_in*S^2-n*I^2)/(n-1)); % výběrová směrodatná odchylka
16 epsilon=(s*norminv(1-alpha/2))/sqrt(n);
17 PRSD=100*s/(I*sqrt(n));
Výpis 3.1: Implementace prˇíkladu 3.1 v jazyce Matlab
Výsledky úlohy (s prˇesností na cˇtyrˇi desetinná místa) v závislosti na pocˇtu provedených náhod-
ných pokusu˚ jsou zaznamenány v následující tabulce. Je patrné, že se výpocˇetní cˇas s rostoucím n
zvyšuje prˇibližneˇ lineárneˇ. Hodnoty ε a PRSD dle ocˇekávání s rostoucím n klesají, prˇesnost odhadu
se tedy zvyšuje.
Rozsah náhodného výbeˇru (n) 102 103 104 105 106 107
Odhad hodnoty integrálu (I) 0.9120 0.9472 0.9430 0.9552 0.9547 0.9544
Výbeˇrová smeˇrodatná odchylka 0.7961 0.7867 0.7871 0.7848 0.7849 0.7850
Hodnota ε prˇi α = 0.05 0.1560 0.0488 0.0154 0.0049 0.0015 0.0005
Skutecˇná chyba odhadu |I− X¯ | 0.0425 0.0073 0.0115 0.0007 0.0002 0.0001
PRSD 8.73% 2.63% 0.83% 0.26% 0.08% 0.03%
Cˇas výpocˇtu v sekundách 0.0004 0.0020 0.0174 0.1718 1.6955 16.9145
Tabulka 3.1: Výsledky úlohy 3.1
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Proces zprˇesnˇování odhadu a konvergenci k hodnoteˇ I s rostoucím rozsahem náhodného výbeˇru
(pro n od 104 do 2 ·106) zachycuje také graf na obrázku 3.3.
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Obrázek 3.3: Výsledek prˇíkladu 3.1 v závislosti na rozsahu náhodného výbeˇru
Výsledkem úlohy, tedy odhadem tohoto urcˇitého integrálu získaným metodou MC, je hodnota
0.9544. S pravdeˇpodobností 0.95 je chyba tohoto odhadu nižší než 5 · 10−4, viz poslední sloupec
tabulky 3.1.
△
Poznámka 3.1 Funkce z prˇíkladu 3.1 je hustotou pravdeˇpodobnosti normovaného normálního roz-
deˇlení. Rˇešený integrál lze tedy vyjádrˇit také jako
I = φ (2)−φ (−2) .= 0.9544997.
Jelikož jsou hodnoty distribucˇní funkce φ (z) normovaného normálního rozdeˇlení tabelovány, bylo
možné urcˇit hodnotu I a porovnávat ji s odhadem X¯ , prˇestože primitivní funkci k 1√
2π · e−
x2
2 nelze
vyjádrˇit pomocí konecˇného pocˇtu elementárních funkcí.
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4 Systémy a jejich reprezentace
Úkolem kapitoly je objasnit, co v kontextu této práce znamená pojem systém a související pojmy
komponenta, stavový indikátor, stavový vektor, stavový prostor a systémová funkce. Vychází prˇede-
vším z [1].
4.1 Komponenta
Definice 4.1 (Komponenta) Jednotka se nazývá komponentou, jestliže má následující vlastnosti:
1. Má konecˇný pocˇet diskrétních známých stavu˚.
2. Je znám mechanismus prˇechodu mezi jejími stavy.
Komponenta je urcˇená konecˇnou množinou diskrétních stavu˚, jichž mu˚že nabýt. Stav komponenty
je oznacˇen promeˇnnou b, která se nazývá stavový indikátor. V urcˇitém cˇase t se komponenta nachází
v práveˇ jenom z teˇchto stavu˚. Tato práce se zabývá komponentami, které mají práveˇ dva možné stavy:
Stav 0 Jednotka je mimo provoz, závada však byla detekována a probíhá oprava. Po dokoncˇení
opravy bude jednotka opeˇt v provozu. Platí b = 0.
Stav 1 Jednotka je v provozu, tedy v operativním stavu. Platí b = 1.
Obecneˇ však komponenta mu˚že nabývat širšího spektra stavu˚. Jedná se naprˇíklad o pasivní stav, kdy
nedošlo k závadeˇ, ale jednotka je uvedena mimo provoz, stav, kdy byla detekována závada, proza-
tím však není možné zahájit opravu, stav záteˇže, ve kterém je jednotka náchylneˇjší k opotrˇebení, a
o mnoho dalších.
Historie komponenty mu˚že být popsána jako posloupnost prˇechodu˚ mezi jednotlivými stavy. Prˇe-
chody mezi stavy mohou mít stochastickou i deterministickou povahu. Deterministickou zmeˇnou
stavu je naprˇíklad plánované uvedení komponenty mimo provoz z du˚vodu údržby. Z pohledu pro-
blematiky této práce jsou však du˚ležité prˇechody stochastické, ty se dále deˇlí na prˇechody zpu˚sobené
vzájemným ovlivnˇováním jednotlivých komponent a prˇechody zpu˚sobené vlastním náhodným proce-
sem jedné komponenty.
Z du˚vodu zjednodušení jsou dále uvažovány pouze posledneˇ jmenované prˇechody, tedy takové,
které se týkají jediné komponenty. Prˇíkladem náhodného jevu, který zpu˚sobí zmeˇnu stavu kompo-
nenty, mu˚že být naprˇíklad náhlé prasknutí žárovky.
4.2 Systém
Systém je souborem n komponent, n ∈ N. Každá z komponent je opatrˇena stavovým indikátorem,
urcˇujícím, ve kterém z možných stavu˚ se daná komponenta nachází, i-tá komponenta má stavový
indikátor bi. Vektor stavových indikátoru˚ se nazývá stavovým vektorem systému a znacˇí se B, platí
B = (b1,b2, . . .bn). Množina všech možných stavových vektoru˚ se nazývá stavovým prostorem sys-
tému a znacˇí se V . Jelikož jsou uvažovány pouze komponenty mající práveˇ dva možné stavy, velikost
stavového prostoru V je 2n.
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Stav systému v cˇase t je jednoznacˇneˇ urcˇen stavy jednotlivých komponent v cˇase t, tedy prˇí-
slušným stavovým vektorem systému. V nejjednodušším prˇípadeˇ má systém práveˇ dva možné stavy,
v provozu a mimo provoz. Závislost stavu systému na stavech jeho komponent popisuje systémová
funkce.
Systém je možné chápat také jako stavový vektor meˇnící se v cˇase. Zmeˇna stavového vektoru je
du˚sledkem zmeˇny stavu neˇkteré z komponent. Dále jsou uvažovány pouze systémy, jejichž kompo-
nenty se navzájem neovlivnˇují, systémem je tedy dále myšlen systém s nezávislými komponentami.
4.2.1 Systémová funkce
Jedná se o funkci, která každému stavu systému prˇirˇazuje práveˇ jedno reálné cˇíslo. Definicˇním oborem
systémové funkce je tedy stavový prostor systému, oborem hodnot množina reálných cˇísel cˇi její
podmnožina. K jednomu systému je možné prˇirˇadit více funkcí, každá z nich mu˚že vypovídat o jiné
kvaliteˇ systému.
Prˇíklad 4.1
Uvažujme systém o dvou komponentách reprezentujících potrubí s proudící kapalinou. První kompo-
nenta má pru˚tok 0.3 m3s−1, druhá 0.2 m3s−1. Stavový indikátor i-té komponenty bi je roven cˇíslu 1,
je-li komponenta v provozu, a cˇíslu 0, je-li mimo provoz.
Systémová funkce vyjadrˇující pru˚tok systémem má tvar
S (B) = 0.3b1+0.2b2.
△
Prˇíklad 4.2
Uvažujme systém z prˇedchozího prˇíkladu.
Najdeˇme nyní systémovou funkci, která vrací cˇíslo 1, je-li systém v provozu (je v provozu alesponˇ
jedna z komponent), a cˇíslo 0, je-li mimo provoz (pru˚tok systémem je nulový). Tuto funkci mu˚žeme
zapsat naprˇíklad následujícím zpu˚sobem:
S (B) =

1
0
jestliže b1+b2 > 0
jestliže b1+b2 = 0.
K jednomu systému tedy zrˇejmeˇ je možné prˇirˇadit více ru˚zných systémových funkcí.
△
Poznámka 4.1 Systémovou funkci z prˇíkladu (4.2) je možné považovat za funkci logických promeˇn-
ných. Prˇejde tak do tvaru
S (B) = b1+b2
a bude stále vracet hodnotu 1 v prˇípadeˇ funkcˇnosti systému a hodnotu 0 v opacˇném prˇípadeˇ.
Nyní je již možné prˇistoupit k definici systému.
Definice 4.2 (Systém) Systém je souborem komponent, na neˇmž je definována alesponˇ jedna systé-
mová funkce.
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4.2.2 Reprezentace systému pomocí schématu
Tato sekce se veˇnuje hledání systémové funkce v prˇípadech, kdy je k dispozici schéma popisující
strukturu systému. V literaturˇe bývá oznacˇováno pojmy funkcˇní schéma, nebo také blokové schéma.
Jedná se o orientovaný graf mající dva speciální vrcholy (dále ve schématech oznacˇovány jako „vstup“
a „výstup“), zbylé vrcholy reprezentují komponenty systému. Orientovaná hrana spojující dva vrcholy
znacˇí, že existuje prˇímá cesta mezi prˇíslušnými systémovými prvky ve smeˇru vyznacˇeném šipkou.
Je trˇeba zdu˚raznit, že toto schéma popisuje logickou strukturu systému, která nemusí nijak sou-
viset se strukturou fyzickou. Má pouze prˇehledneˇ znázornit, jaké kombinace komponent musí být
v provozu, aby byl v provozu celý systém, a usnadnit tak hledání prˇíslušné systémové funkce.
Hledanou systémovou funkcí je zde funkce definovaná na stavovém prostoru systému, která vrací
hodnotu 0 nebo 1 v závislosti na stavu systému. Systém je v provozu (ve stavu 1), existuje-li cesta ze
vstupu na výstup pouze prˇes funkcˇní komponenty, v opacˇném prˇípadeˇ je systém mimo provoz. Práce
se dále zabývá prˇedevším tímto typem systémové funkce, proto již není trˇeba systémovou funkci
považovat za reálnou funkci reálných promeˇnných. Nebude-li uvedeno jinak, bude systémová funkce
dále chápána jako booleovská funkce logických promeˇnných, což povede ke zjednodušením a ke
zprˇehledneˇní zápisu.
Na konkrétním prˇíkladu budou nyní vysveˇtleny výše zminˇované pojmy a ukázán postup
nalezení systémové funkce podle schématu popisujícího logickou strukturu (dále jen strukturu) sys-
tému.
2
1
vstup    výstup3
Obrázek 4.1: Schéma systému z prˇíkladu 4.3
Prˇíklad 4.3
Je dán systém o trˇech komponentách. Jeho struktura je znázorneˇna na obrázku 4.1. Je-li i-tá kompo-
nenta v provozu, platí bi = 1, je-li mimo provoz, platí bi = 0. Stavovým prostorem systému je tedy
tato množina vektoru˚:
V = {(0,0,0) ,(0,0,1) ,(0,1,0) ,(0,1,1) ,(1,0,0) ,(1,0,1) ,(1,1,0) ,(1,1,1)} ,
obsahující všechny možné kombinace stavu˚ jednotlivých komponent, tj. všechny možné stavy sys-
tému.
Nyní je trˇeba nalézt systémovou funkci, která bude vracet hodnotu 1, je-li systém v provozu, a
hodnotu 0, je-li mimo provoz. K tomu poslouží obrázek 4.1. Systém je v provozu, pokud je možné
najít cestu ze vstupu na výstup pouze prˇes komponenty, které jsou v provozu. Musí tedy být v provozu
komponenta cˇ. 3 a alesponˇ jedna z komponent cˇ. 1 a 2, tomu odpovídají stavové vektory (0,1,1),
(1,0,1) a (1,1,1).
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Oznacˇme V1 = {(0,1,1) ,(1,0,1) ,(1,1,1)}množinu vektoru˚ oznacˇujících stavy, v nichž je systém
v provozu a V0 =VrV1 = {(0,0,0) ,(0,0,1) ,(0,1,0) ,(1,0,0) ,(1,1,0)}množinu stavových vektoru˚,
pro které je systém mimo provoz. Jednoduše ukážeme, že hledanou systémovou funkcí je
S (B) = (b1+b2) ·b3,
stacˇí oveˇrˇit, že ∀B ∈V0 : S(B) = 0 a ∀B ∈V1 : S(B) = 1. △
Základními strukturami systému jsou cˇisteˇ sériová a cˇisteˇ paralelní struktura. V teˇchto prˇípadech
je nalezení systémové funkce snadné.
n výstup1vstup 2
(a) Sériová struktura
n
2
1
vstup    výstup
(b) Paralelní struktura
Obrázek 4.2: Schémata základních logických struktur systému˚
Prˇíklad 4.4 (Sériová struktura)
Je-li systém složen z n komponent spojených sérioveˇ (viz obrázek 4.2a), je v provozu pouze tehdy,
jsou-li v provozu všechny komponenty. Systémová funkce má tvar
S (B) = b1 ·b2 · . . . ·bn.
△
Prˇíklad 4.5 (Paralelní struktura)
Má-li systém n komponent paralelní strukturu (viz obrázek 4.2b), je v provozu práveˇ tehdy, když je
v provozu alesponˇ jedna komponenta. Systémová funkce má tvar
S (B) = 1− (1−b1) · (1−b2) · . . . · (1−bn).
Lze snadno oveˇrˇit, že má-li alesponˇ jeden ze stavových indikátoru˚ hodnotu 1, platí S (B) = 1.
△
O neˇco složiteˇjší strukturou je sério-paralelní kombinace. Již z názvu je však patrné, že systé-
movou funkci je možné nalézt zkombinováním postupu˚ používaných u cˇisteˇ paralelní a cˇisteˇ sériové
struktury. Jednoduchým prˇípadem sério-paralelní kombinace je i systém z prˇíkladu 4.3.
Jiné systémy, jež nemají sério-paralelní strukturu, je možné na tuto strukturu prˇevést. K tomu
se používají naprˇíklad metody využívající hledání minimálních rˇezu˚ a minimálních drah (anglicky
minimal cut set, minimal tie set).
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4.2.3 Metoda minimálních drah, metoda minimálních rˇezu˚
Tyto metody slouží ke hledání systémových funkcí systému˚, jež nemají sério-paralelní strukturu, nebo
je tato struktura prˇíliš složitá. Prˇed jejich vysveˇtlením je trˇeba nejprve definovat neˇkteré pojmy.
Dráha je množina komponent, pro které platí, že jsou-li všechny v provozu, je v provozu celý
systém. Minimální dráhou je taková množina komponent, která je dráhou a pro níž platí, že po
odebrání libovolného prvku již dráhou není.
Rˇez je množina komponent, pro neˇž platí, že jsou-li všechny mimo provoz, je nutneˇ mimo provoz
celý systém. Minimálním rˇezem je každá množina komponent, která je rˇezem a která po odebrání
libovolného prvku již dále rˇezem není.
Necht’ je dáno schéma popisující strukturu systému. Postup nalezení systémové funkce pomocí
metody minimálních drah je následující:
1. Nejprve je trˇeba nalézt všechny minimální dráhy a sestavit alternativní schéma s ekvivalentní
strukturou. Komponenty tvorˇící minimální dráhu jsou spojeny do série, jednotlivé minimální
dráhy jsou poté propojeny paralelneˇ.
2. Dalším krokem je zapsání systémové funkce podle postupu˚ používaných v prˇíkladech 4.4 a 4.5.
3. Nakonec je trˇeba roznásobit systémovou funkci a upravit podle pravidel Booleovy algebry, tedy
prˇedevším zredukovat mocniny stavových indikátoru˚ na jednicˇky.
Postup pomocí metody minimálních rˇezu˚ je obdobný. Liší se pouze v bodeˇ 1, kdy jsou urcˇovány
minimální rˇezy, jejichž komponenty jsou propojeny paralelneˇ, jednotlivé minimální rˇezy jsou poté
spojeny do série. Výsledkem obou metod je vždy stejný tvar systémové funkce, nazývá se normali-
zovaný tvar systémové funkce.
Prˇíklad 4.6 (Obecná struktura)
Prˇíkladem systému, jehož struktura není sério-paralelní, je systém na obrázku 4.3a. Pro nalezení od-
povídající systémové funkce je nutné tento graf systému prˇevést na ekvivalentní sério-paralelní kom-
binaci. K tomu využijeme minimální dráhy, jsou jimi množiny {1,2}, {1,4} a {3,4}. Jednotlivé prvky
v množinách spojíme do série, množiny navzájem propojíme paralelneˇ, viz obrázek 4.3b.
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(a) Obecná struktura
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výstup
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1 4vstup    
(b) Ekvivalentní sério-paralelní struktura
Obrázek 4.3: Systém z prˇíkladu 4.6
Na graf budeme pohlížet jako na paralelní spojení skupin sérioveˇ propojených komponent a prˇi
hledání systémové funkce využijeme poznatku˚ z prˇíkladu˚ 4.4 a 4.5. Prˇi beˇžném znacˇení tedy získáme
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funkci
S (B) = 1− (1−b1b2) · (1−b1b4) · (1−b3b4),
kterou dále upravíme na tvar
S (B) = b1b2+b1b4+b3b4−b1b3b24−b21b2b4−b1b2b3b4+b21b2b3b24.
Jelikož S (B) je funkce logických promeˇnných, pro neˇž platí bki = bi, kde i,k ∈ N, lze všechny druhé
mocniny zredukovat na první. Funkce tedy prˇejde do tvaru
S (B) = b1b2+b1b4+b3b4−b1b3b4−b1b2b4−b1b2b3b4+b1b2b3b4 =
= b1b2+b1b4+b3b4−b1b3b4−b1b2b4. (4.1)
Podobneˇ lze úlohu rˇešit metodou minimálních rˇezu˚. Teˇmi jsou množiny {1,3}, {1,4} a {2,4}.
Zapíšeme systémovou funkci
S (B) = [1− (1−b1) · (1−b3)] · [1− (1−b1) · (1−b4)] · [1− (1−b2) · (1−b4)] .
Po roznásobení a úpraveˇ prˇejde funkce opeˇt do normalizovaného tvaru (4.1).
△
Poznámka 4.2 Má-li systémová funkce normalizovaný tvar, je možné stavové indikátory bi nahradit
pravdeˇpodobnostmi pi, že je i-tá komponenta v jistém cˇase v provozu. Výsledkem systémové funkce
pak není pouze stav systému (hodnota 0 nebo 1), ale prˇímo pravdeˇpodobnost, že je systém v uvažo-
vaném cˇase v provozu. Tato pravdeˇpodobnost bude dále definována jako pohotovost.
Prˇíklad 4.7
Uvažujme opeˇt systém z prˇíkladu (4.6). Jeho normalizovanou systémovou funkci již známe, jedná se
o funkci
S (B) = b1b2+b1b4+b3b4−b1b3b4−b1b2b4.
Urcˇeme nyní pravdeˇpodobnost, že je systém v jistém cˇase v provozu, víme-li, že pro pravdeˇpodobnosti
pi, že je v tomto cˇase v provozu i-tá komponenta, platí
p1 = 0,95, p2 = 0,9, p3 = 0,85, p4 = 0,8.
Jak již bylo rˇecˇeno, pro tento úcˇel je trˇeba stavové indikátory bi nahradit pravdeˇpodobnostmi pi. Do
upravené funkce poté dosadíme konkrétní hodnoty pravdeˇpodobností, tedy
S (B) = p1 p2+ p1 p4+ p3 p4− p1 p3 p4− p1 p2 p4 =
= 0,95 ·0,9+0,95 ·0,8+0,85 ·0,8−0,95 ·0,85 ·0,8−0,95 ·0,9 ·0,8 =
= 0,8795.
Pravdeˇpodobnost, že je systém v uvažovaném cˇase v provozu, je 0,8795.
△
Je však nutné si uveˇdomit, že hledání normalizované systémové funkce je nárocˇné, v prˇípadeˇ
obecných systému˚ o stovkách komponent až nemožné. Proto je trˇeba najít univerzálneˇjší zpu˚sob, jak
vypocˇíst pohotovost systému v prˇípadeˇ, kdy normalizovaná systémová funkce není k dispozici.
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5 Základy teorie spolehlivosti
Úkolem této kapitoly je definování neˇkterých pojmu˚ z teorie spolehlivosti. Zejména je trˇeba objasnit,
co znamená pohotovost systému, jejíž kvantifikace je hlavním cílem této bakalárˇské práce. Kapitola
cˇerpá z [1] a další dále odkazované literatury.
Pojmy budou vysveˇtlovány na jedné komponenteˇ, nebo prˇesneˇji na systému tvorˇeném jedinou
komponentou, která má práveˇ dva možné stavy, 0 a 1. Prˇechod ze stavu 1 do stavu 0 bude dále
nazýván poruchou, prˇechod ze stavu 0 do stavu 1 opravou.
5.1 Doba do poruchy, doba do opravy
Prˇedpokládejme, že je systém v cˇase t = 0 v provozu. K první poruše dojde v cˇase X . Doba X , po
kterou byl systém v provozu, se nazývá doba do poruchy. Doba do poruchy je dále považována za
náhodnou velicˇinu, pro níž platí:
• Distribucˇní funkce se znacˇí F1 (t) a vyjadrˇuje pravdeˇpodobnost, že na intervalu (0, t) dojde
k poruše.
• Hustota pravdeˇpodobnosti se znacˇí f1(t).
• Strˇední hodnota se nazývá strˇední doba provozu do poruchy a je oznacˇována zkratkou MTTF
(z anglického mean time to failure).
• Hazardní funkce se nazývá intenzita poruch.
Analogicky lze definovat náhodnou velicˇinu doba do opravy, platí pro ni:
• Distribucˇní funkce F0 (t) vyjadrˇuje pravdeˇpodobnost, že na intervalu (0, t) dojde k opraveˇ.
• Hustota pravdeˇpodobnosti se znacˇí f0(t).
• Strˇední hodnota se nazývá strˇední doba do opravy a je oznacˇována zkratkou MTTR (z ang-
lického mean time to repair).
• Hazardní funkci se rˇíká intenzita oprav.
5.1.1 Intenzita poruch
Typickým tvarem grafu hazardní funkce náhodné velicˇiny MTTF je tzv. vanová krˇivka, viz obrázek
5.1. Tento graf se deˇlí na trˇi cˇásti vymezující trˇi typická období života komponenty:
I První cˇást krˇivky je klesající, odpovídající období se nazývá období cˇasných poruch.
Jedná se o dobu, kdy jsou odhaleny naprˇ. výrobní vady.
II Druhá cˇást krˇivky je konstantní, prˇípadneˇ je možný lehký lineární náru˚st. V této dobeˇ
dochází k poruchám pouze z vneˇjších prˇícˇin, nazývá se období stabilního života.
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Obrázek 5.1: Vanová krˇivka
III V této cˇásti krˇivka roste. Jedná se o období stárnutí, k poruchám dochází prˇedevším
z du˚vodu opotrˇebení komponenty.
V jednotlivých obdobích bývá intenzita poruch obvykle modelována ru˚znými rozdeˇleními pravdeˇpo-
dobnosti, nebot’ je obtížné vyjádrˇit celou krˇivku pomocí jediné funkce. V neˇkterých prˇípadech také
mu˚že fáze I nebo III zcela chybeˇt. [2, 3]
5.2 Spolehlivost a pohotovost systému
Definice 5.1 (Spolehlivost) Spolehlivost R(t) je pravdeˇpodobnost, že až do cˇasu t nedojde
k poruše.
Definice 5.2 (Nepohotovost) Nepohotovost U (t) je pravdeˇpodobnost, že je v cˇase t systém mimo
provoz.
Definice 5.3 (Pohotovost) Pohotovost A(t) je pravdeˇpodobnost, že je v cˇase t systém v provozu. Platí
A(t) = 1−U (t).
Urcˇit spolehlivost systému R(t) je snadné. Vzhledem k definici spolehlivosti zrˇejmeˇ platí
R(t) = 1−F1 (t) ,
kde F1 (t) je distribucˇní funkce doby do poruchy.
Pro urcˇení pohotovosti A(t) nejprve definujme funkci A(t | k) jako pravdeˇpodobnost, že je systém
v cˇase t v provozu, meˇl-li dosud k poruch. Jev „systém je v cˇase t v provozu“ je možné chápat jako
souhrn nekonecˇneˇ mnoha jevu˚ „systém je v cˇase t v provozu, meˇl-li dosud práveˇ k poruch“, jelikož
se tyto jevy navzájem vylucˇují, pohotovost systému v cˇase t lze vyjádrˇit jako následující soucˇet:
A(t) =
∞
∑
k=0
A(t | k) . (5.1)
Pro k = 0 se jedná o jev „až do cˇasu t nedošlo k poruše systému“, pravdeˇpodobnost jeho nastání
je z definice rovna spolehlivosti, platí tedy A(t | 0) = R(t).
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Obrázek 5.2: Elementární jev ω2
Urcˇeme nyní A(t | 1), tedy pravdeˇpodobnost, že je systém v cˇase t v provozu, došlo-li dosud
k práveˇ jedné poruše. Jev „systém je v cˇase t v provozu, meˇl-li dosud práveˇ jednu poruchu“ je možné
popsat jako soubor spojitých elementárních jevu˚ ω2 „v cˇase t1 došlo k poruše, následneˇ v cˇase t2
k opraveˇ, od opravy až od cˇasu t je systém v provozu“ (viz obrázek 5.2):
1. K selhání došlo v nekonecˇneˇ malém intervalu dt1 v cˇase t1 s pravdeˇpodobností f1(t1)dt1.
2. Selhání bylo následováno opravou v cˇasovém intervalu dt2 v cˇase t2, kde t1 < t2 < t; cˇas události
opravy se meˇrˇí od t1 a pravdeˇpodobnost této události je f0(t2− t1)dt2.
3. Od cˇasu opravy (t2) do cˇasu t setrvává systém v operativním stavu s pravdeˇpodobností 1−
F1(t− t2).
Tyto trˇi události jsou nezávislé, pravdeˇpodobnost elementárního jevu ω2 je proto rovna soucˇinu jejich
pravdeˇpodobností, platí P(ω2) = f1 (t1)dt1 · f0 (t2− t1)dt2 · [1−F1 (t− t2)]. Pravdeˇpodobnost A(t | 1)
tedy lze vyjádrˇit následovneˇ:
A(t | 1) =
tˆ
0
tˆ
t1
f1 (t1) · f0 (t2− t1) · [1−F1 (t− t2)]dt1dt2. (5.2)
Stav
Čast2t10
1
tt2k-1 t2k
Obrázek 5.3: Elementární jev ω2k
Událost ω2 dále zobecníme na k selhání v cˇasech t1, t3, . . . , t2k−1 a k oprav v cˇasech t2, t4, . . . , t2k.
Od cˇasu t2k do cˇasu t systém setrvává v provozu. Tento jev oznacˇme ω2k, viz obrázek 5.3. Pro prav-
deˇpodobnost jeho nastání platí
P(ω2k) = f1 (t1)dt1 · f0 (t2− t1)dt2 · . . . · f0 (t2k− t2k−1)dt2k [1−F1(t− t2k)] .
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Pro A(t | k) tedy platí
A(t | k) =
tˆ
0
tˆ
t1
. . .
tˆ
t2k−1
P(ω2k) = (5.3)
=
tˆ
0
tˆ
t1
. . .
tˆ
t2k−1
f1 (t1) f0 (t2− t1) . . . f0 (t2k− t2k−1) [1−F1(t− t2k)]dt1 dt2 . . .dt2k,
což mu˚žeme dosadit do (5.1). Pohotovost A(t) je tedy dána nekonecˇnou sumou vícerozmeˇrných inte-
grálu˚.
5.2.1 Prˇípad exponenciálního rozdeˇlení
Jak již bylo naznacˇeno, exponenciální rozdeˇlení se používá pro modelování náhodné velicˇiny doba
do poruchy v období stabilního života. TTF má exponenciální rozdeˇlení s parametrem λ , který je
zárovenˇ konstantní hazardní funkcí a je oznacˇován jako intenzita poruch. Hustota pravdeˇpodobnosti
TTF se znacˇí f1 (t), distribucˇní funkce F1 (t). Platí
f1 (t) = λ e−λ t a F1 (t) = 1− e−λ t .
Pro strˇední hodnotu doby do poruchy platí
MTTF =
∞ˆ
0
t · e−λ t dt = lim
x→∞
xˆ
0
t ·λ e−λ t dt = lim
x→∞

− x
eλx
− 1
λ
· e−λx+ 1
λ

=
1
λ
.
Podobneˇ TTR má exponenciální rozdeˇlení s parametrem µ , který se nazývá intenzita oprav. MTTR
je analogicky rovna 1µ a pro hustotu pravdeˇpodobnosti TTR platí
f0 (t) = µ e−µt .
Pro pohotovost A(t) v tomto prˇípadeˇ platí
A(t) =
µ
λ +µ
+
λ
λ +µ
e−(λ+µ)t . (5.4)
Du˚kaz.
Po vhodné úpraveˇ integracˇních mezí a dosazení za F1 (t− t2k) prˇejde (5.3) na tvar
A(t | k) =
t2ˆ
0
t3ˆ
0
. . .
t2kˆ
0
tˆ
0
f1 (t1) f0 (t2− t1) . . . f0 (t2k− t2k−1)e−λ (t−t2k) dt1 dt2 . . .dt2k.
Proved’me dále substituci
B(k, t2k) =
t2ˆ
0
t3ˆ
0
. . .
t2kˆ
0
f1(t1) f0(t2− t1) . . . f0(t2k− t2k−1)dt1 dt2 . . .dt2k−1,
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po dosazení do (5.1) dostáváme
A(t) =
tˆ
0
∞
∑
k=0
B(k, t2k)e−λ (t−t2k) dt2k = e−λ t +
tˆ
0
∞
∑
k=1
B(k, t2k)e−λ (t−t2k) dt2k. (5.5)
Povšimneˇme si, že B(k, t2k) je hustotou pravdeˇpodobnosti cˇasu poslední (k-té) opravy. Jelikož v tomto
vícerozmeˇrném integrálu nezáleží na porˇadí operací, mu˚žeme jej prˇeusporˇádat a popsaný proces chá-
pat jako posloupnost k poruch následovanou posloupností k oprav. Náhodnou velicˇinu popisující cˇas,
kdy byl systém v provozu, oznacˇme tk1 a její hustotu pravdeˇpodobnosti g1

tk1

. Cˇas, kdy byl systém
mimo provoz, oznacˇme tk0 a prˇíslušnou hustotu pravdeˇpodobnosti g0

tk0

. Hustotu pravdeˇpodobnosti
soucˇtu t2k = tk0 + t
k
1 mu˚žeme zapsat jako
B(k, t2k) =
t2kˆ
0
g1 (x)g0 (t2k− x)dx.
Využijme nyní toho, že náhodné velicˇiny TTF a TTR mají exponenciální rozdeˇlení. Náhodná velicˇina
tk1 , resp. t
k
0 , je v tom prˇípadeˇ soucˇtem k náhodných velicˇin pocházejících z téhož exponenciálního
rozdeˇlení a má tedy Erlangovo rozdeˇlení s parametry k a λ , resp. k a µ . Podle (2.1) tedy platí
B(k, t2k) =
t2kˆ
0
λ (λ t2k)k−1 e−λ t2k
(k−1)! ·
µ (µ (t2k− x))k−1 e−µ(t2k−x)
(k−1)! dx =
=
λ kµk
(k−1)!(k−1)!
t2kˆ
0
tk−12k e
−λ t2k (t2k− x)k−1 e−µ(t2k−x) dx.
Pro další postup je potrˇebná znalost Laplaceovy transformace, potrˇebnou teorii lze najít v [12]. Platí
L (B(k, t2k)) =

λ
s+λ
· µ
s+µ
k
.
Dále urcˇíme Laplaceovu transformaci sumy ∑∞k=1 B(k, t2k)
L

∞
∑
k=1
B(k, t2k)

=
∞
∑
k=1

λ
s+λ
· µ
s+µ
k
=
λµ
s(s+λ +µ)
jako soucˇet geometrické rˇady a provedeme zpeˇtnou transformaci:
∞
∑
k=1
B(k, t2k) =
λµ

1− e−(λ+µ)t2k
λ +µ
.
Po dosazení do (5.5) a následné integraci získáváme práveˇ vzorec (5.4) pro výpocˇet pohotovosti
systému o jedné komponenteˇ v cˇase t. [1]
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6 Výpocˇet pohotovosti systému
Tato kapitola je steˇžejní cˇástí celé bakalárˇské práce, jejím úkolem je popsat algoritmy pro výpocˇet
pohotovosti systému, jehož komponenty se navzájem neovlivnˇují. Náhodné velicˇiny doba do poru-
chy a doba do opravy každé ze systémových komponent jsou modelovány pomocí exponenciálního
rozdeˇlení.
Pohotovost systému je kvantifikována nejprve analyticky, poté je na tento problém aplikována
metoda Monte Carlo. Nedílnou soucˇástí kapitoly je také srovnání teˇchto dvou metod a zhodnocení,
kdy je vhodneˇjší použít metodu Monte Carlo a kdy naopak analytické rˇešení.
6.1 Zadání úlohy a základní poznatky
Jak již bylo naznacˇeno, je rˇešena obecná úloha s tímto zadáním:
Je dán systém s n nezávislými komponentami a prˇíslušná systémová funkce S (B). Dále
je známa intenzita poruch λi a intenzita oprav µi každé z komponent. Urcˇete pohotovost
systému v cˇase t.
Je trˇeba shrnout neˇkteré poznatky, jichž bude využíváno v obou metodách výpocˇtu.
Stavový prostor V zadaného systému cˇítá 2n vektoru˚. Dosazením jednotlivých stavových vektoru˚
do systémové funkce lze stavový prostor rozdeˇlit na dveˇ disjunktní podmnožiny:
V0 = {B ∈V | S (B) = 0} ,
V1 = V rV0.
Je-li urcˇována pohotovost systému v cˇase t, je vlastneˇ vycˇíslována pravdeˇpodobnost, že je v tomto
cˇase systém v provozu.
Pro urcˇení pravdeˇpodobnosti pi (t), že je v cˇase t v provozu i-tá komponenta, lze použít vzorec
pi (t) =
µi
λi+µi
+
λi
λi+µi
e−(λi+µi)t (6.1)
odvozený v sekci 5.2.1.
Dále je trˇeba vyjádrˇit pravdeˇpodobnost P(B, t), že se v cˇase t systém nachází ve stavu odpovída-
jícím konkrétnímu stavovému vektoru B = (b1,b2, . . . ,bn). Oznacˇíme-li
βi (t) =

pi (t)
1− pi (t)
jestliže bi = 1
jestliže bi = 0,
lze hledanou pravdeˇpodobnost P(B, t) zapsat vztahem
P(B, t) =
n
∏
i=1
βi (t) . (6.2)
Nyní již lze prˇistoupit ke konkrétním metodám rˇešení. V obou prˇípadech bude hledána nepohoto-
vost U (t), pohotovost pak bude vyjádrˇena jako 1−U (t). [1]
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6.2 Kvantifikace pohotovosti systému s nezávislými prvky analyticky
Nepohotovost systému U (t) v cˇase t je pravdeˇpodobnost, že je systém v tomto cˇase mimo provoz, tedy
že se nachází ve stavu patrˇícím do množiny V0. Tato pravdeˇpodobnost je soucˇtem pravdeˇpodobností
P(B j, t), že je v tomto cˇase systém ve stavu B j ∈V0. Nepohotovost tedy lze vyjádrˇit následovneˇ:
U (t) = P(S (B) = 0, t) =
2n
∑
j=1,B j∈V0
P(B j, t) =
2n
∑
j=1,B j∈V0

n
∏
i=1
β ji (t)

. (6.3)
Rovnost (6.3) vede na jednoduchý algoritmus pro kvantifikaci nepohotovosti systému v urcˇitém
cˇase t. Pomocí vypocˇtené nepohotovosti U (t) již snadno vyjádrˇíme pohotovost systému A(t) v cˇase
t, platí A(t) = 1−U (t).
Algoritmus 6.1 (Analytický výpocˇet pohotovosti systému)
1. Inicializovat promeˇnnou U, U = 0.
2. Projít všech 2n stavových vektoru˚ ze stavového prostoru V .
(a) Pro každý stavový vektor B j oveˇrˇit, zda platí S (B j) = 0.
i. Pokud ano, vypocˇítat pravdeˇpodobnost P(B j, t) tohoto stavu podle (6.2) a prˇicˇíst ji
k nepohotovosti U .
(b) Pokracˇovat dalším vektorem, tedy vrátit se k bodu (a).
3. Urcˇit pohotovost systému v uvažovaném cˇase jako 1−U .
1 function [ res ] = Pohotovost_analyticky( S, n, p )
2 % S systémová funkce (handle)
3 % n počet komponent systému
4 % p vektor pravděpodobností, že je i-tá komponenta
5 % v uvažovaném čase v provozu
6 U=0;
7 for j=1:2^n
8 B=r2B(j,n); % funkce pro určení j-tého stavového vektoru
9 if S(B)==0 % dosazení stavového vektoru do systémové funkce
10 U=U+Pr(B,n,p); % inkrementace nedostupnosti U
11 end
12 end
13 res=1-U; % hledaná pohotovost
Výpis 6.1: Zdrojový kód algoritmu pro analytický výpocˇet pohotovosti systému
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j=1:2n
S(Bj)=0
Ano
U=U+P(Bj) 
U=0    n … počet komponent
    S … systémová funkce
    p … vektor pi(t)
Určit Bj
Ne
A=1–U
Určit P(Bj) 
Obrázek 6.1: Vývojový diagram algoritmu pro analytický výpocˇet pohotovosti systému
6.3 Rˇešení pomocí metody Monte Carlo
Prˇi hledání nepohotovosti U (t) metodou Monte Carlo lze postupovat podle kroku˚ uvedených v sekci
3.2.
Nejprve je trˇeba urcˇit náhodnou velicˇinu X vhodnou k simulování této úlohy. Touto náhodnou
velicˇinou je ohodnocení stavového vektoru B j ze stavového prostoru V podle toho, zda je pro tento
stavový vektor systém v provozu cˇi nikoliv, tedy
X =

1 když S (B j) = 0
0 když S (B j) ̸= 0.
(6.4)
Je trˇeba oveˇrˇit, že NV X je skutecˇneˇ vhodným odhadem nepohotovosti systému, tedy ukázat, že
strˇední hodnota X je rovna nepohotovosti U (t). Platí
E (X) =
2n
∑
j=1
X j ·P(B j, t) =
2n
∑
j=1,B j∈V0
P(B j, t) =U (t) ,
viz (6.3), náhodná velicˇina X je tedy zvolena vhodneˇ.
Náhodný pokus spocˇívá v generování náhodných stavových vektoru˚ tak, aby platilo, že konkrétní
stavový vektor B j bude vygenerován s pravdeˇpodobností P(B j, t), a v následném urcˇení hodnoty X j
podle (6.4). Pravdeˇpodobnost pi (t), že je i-tá komponenta v cˇase t v provozu, je známa, resp. lze
vypocˇíst pomocí (6.1). Náhodný stavový vektor B j lze tedy urcˇit pomocí tohoto algoritmu:
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Algoritmus 6.2 (Náhodný výbeˇr stavového vektoru)
1. Inicializovat nulový vektor B j o délce n.
2. Projít všech n komponent.
(a) Pro i-tou komponentu vygenerovat náhodné cˇíslo ξ z R(0;1).
(b) Je-li ξ < pi (t), prˇepsat hodnotu na i-té pozici vektoru B j na 1.
Po N opakováních tohoto pokusu je získán náhodný výbeˇr X1,X2, . . .XN . Výbeˇrový pru˚meˇr X¯
tohoto náhodného výbeˇru je odhadem strˇední hodnoty náhodné velicˇiny X , a tedy i nepohotovosti
U (t). Pohotovost systému lze tedy odhadnout hodnotou 1− X¯ .
Postup výpocˇtu pohotovosti systému shrnuje následující algoritmus:
Algoritmus 6.3 (Výpocˇet pohotovosti systému metodou Monte Carlo)
1. Inicializovat promeˇnnou n0 na hodnotu 0. Tato promeˇnná reprezentuje pocˇet vygenerovaných
náhodných vektoru˚, pro které je systém mimo provoz.
2. Vygenerovat N náhodných stavových vektoru˚ B j pomocí algoritmu 6.2.
(a) Pro každý B j urcˇit, zda platí S (B j) = 0.
i. Pokud ano, inkrementovat n0 o hodnotu 1.
(b) Pokracˇovat dalším vektorem, tedy bodem (a).
3. Urcˇit pohotovost systému v uvažovaném cˇase jako 1− n0N .
4. Kvantifikovat prˇesnost rˇešení.
1 function [ res, epsilon, PRSD ] = Pohotovost_MC( S, n, p, N, alpha )
2 % S systémová funkce (handle)
3 % n počet komponent systému
4 % p vektor pravděpodobností, že je i-tá komponenta
5 % v uvažovaném čase v provozu
6 % N počet náhodných výběrů
7 n_0=0; % počet stavových vektorů, pro které je systém mimo provoz
8 for i=1:N
9 B=rand(1,n)<p; % vygenerován náhodný stavový vektor
10 if S(B)==0 % dosazení stavového vektoru do systémové funkce
11 n_0=n_0+1;
12 end
13 end
14 res=1-n_0/N; % hledaná pohotovost
15 s=sqrt((N-n_0-n_0*n_0/N)/(N-1)); % výběrová směrodatná obchylka
16 epsilon=s*norminv(1-alpha/2)/sqrt(N);
17 PRSD=100*s/((n_0/N)*sqrt(N));
Výpis 6.2: Zdrojový kód algoritmu pro výpocˇet pohotovosti systému metodou MC
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j=1:N
S(Bj)=0
Ano
 n0=n0+1
 n0=0    n … počet komponent
    N … počet náh. výběrů
    S … systémová funkce
    p … vektor pi(t)
Vygenerovat 
Bj
Ne
Bj=zeros(n)
i=1:n
ξ=rand()
ξ<pi(t)
Bj(i)=1
Ano
N, p
A=1–n0/N
Ne
Bj
Obrázek 6.2: Vývojový diagram algoritmu pro výpocˇet pohotovosti metodou MC
6.3.1 Prˇesnost rˇešení
Pro urcˇení PRSD a odchylky ε od prˇesného rˇešení (s hladinou významnosti α) je trˇeba znát výbeˇrovou
smeˇrodatnou odchylku s. Díky tomu, že má náhodná velicˇina X alternativní rozdeˇlení, stacˇí pro urcˇení
s znát pouze pocˇet pokusu˚, ve kterých NV nabyla hodnoty 0, tedy hodnotu n0. Hodnoty 1 tedy nabyla
v N−n0 prˇípadech. Platí
s =
 1
N−1 ·

N
∑
i=1
X2i −NX¯2

=

1
N−1 ·

(N−n0)− n
2
0
N

.
Tuto hodnotu již stacˇí dosadit do vzorcu˚ pro výpocˇet ε a PRSD.
6.4 Modifikace úlohy
6.4.1 Výpocˇet výkonu systému
Oborem hodnot systémové funkce nemusí být vždy pouze množina {0,1}. Není-li chápána jako lo-
gická funkce, mu˚že po dosazení stavových indikátoru˚ jednotlivých komponent vypovídat o jakékoliv
vlastnosti systému, naprˇíklad systémová funkce z prˇíkladu 4.1 vyjadrˇuje pru˚tok potrubím v uvažo-
vaném cˇase. Jiným meˇrˇítkem výkonu systému mu˚že být rychlost výroby na montážní lince, výkon
generátoru elektrické energie, apod. Výkonem tedy dále není myšlen pouze elektrický výkon (vypro-
dukovaná elektrická energie za jednotku cˇasu), ale rychlost výroby libovolného produktu.
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Je-li zadána systémová funkce tohoto typu, je možné urcˇit pravdeˇpodobný výkon Q(t) (prˇípadneˇ
rychlost produkce) systému v urcˇitém cˇase t analyticky pomocí vzorce
Q(t) =
2n
∑
j=1
P(B j, t) ·S (B j) , (6.5)
který lze jednoduše algoritmizovat:
Analytický výpocˇet výkonu systému
1. Inicializovat promeˇnnou Q, Q = 0.
2. Projít všech 2n stavových vektoru˚ ze stavového prostoru V .
(a) Pro každý stavový vektor B j inkrementovat Q o hodnotu S (B j) ·P(B j, t).
3. Pravdeˇpodobný výkon systému v uvažovaném cˇase je roven Q.
Pravdeˇpodobný výkon systému v cˇase t lze rovneˇž spocˇíst pomocí metody MC. Náhodnou velicˇinou
X je zde hodnota systémové funkce pro náhodneˇ vygenerovaný stavový vektor B j. Strˇední hodnota
této NV je rovna pravdeˇpodobnému výkonu systému v uvažovaném cˇase. Algoritmus se zásadneˇ
neliší od toho pro výpocˇet pohotovosti systému, rozdíl však je v urcˇování prˇesnosti. NV X již nemá
alternativní rozdeˇlení, mu˚že nabýt až 2n hodnot, je tedy nutné pru˚beˇžné pocˇítat sumu X2i pro následné
dosazení do vzorce pro výpocˇet výbeˇrové smeˇrodatné odchylky s.
Algoritmus 6.4 (Výpocˇet výkonu systému metodou Monte Carlo)
1. Inicializovat promeˇnné q a m na hodnotu 0.
2. Vygenerovat N náhodných stavových vektoru˚ B j pomocí algoritmu 6.2.
(a) Pro každý B j inkrementovat q o hodnotu S (B j).
(b) Pro každý B j inkrementovat m o hodnotu (S (B j))2.
3. Urcˇit pravdeˇpodobný výkon systému v uvažovaném cˇase jako qN .
4. Urcˇit výbeˇrovou smeˇrodatnou odchylku s jako

1
N−1 ·

m− q2N

, urcˇit ε a PRSD.
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6.4.2 Výpocˇet pru˚meˇrného výkonu v intervalu
Pro urcˇení pravdeˇpodobného výkonu Q(t) systému v cˇase t použijeme vzorec (6.5). Pru˚meˇrný výkon
Qp (t0; t1) v intervalu (t0; t1) pak vyjádrˇíme jako
Qp (t0; t1) =
1
t1− t0
t1ˆ
t0
Q(t)dt =
1
t1− t0
t1ˆ
t0
2n
∑
j=1
P(B j, t) ·S (B j)dt =
=
1
t1− t0
2n
∑
j=1
S (B j) ·
t1ˆ
t0
P(B j, t)dt. (6.6)
Pomocí tohoto vzorce lze pru˚meˇrný výkon systému vypocˇítat analyticky. Je však nutné provést cel-
kem 2n integrací, což mu˚že být nárocˇné již pro systémy o nízkém pocˇtu komponent, viz sekce 8.2.1.
Efektivneˇji lze úlohu rˇešit metodou MC. Náhodnou velicˇinou je zde hodnota systémové funkce
v náhodneˇ vygenerovaném cˇase z intervalu (t0; t1). Strˇední hodnota této NV udává práveˇ pravdeˇpo-
dobnou pru˚meˇrnou hodnotu systémové funkce v intervalu (t0; t1).
Algoritmus 6.5 (Výpocˇet pru˚meˇrného výkonu metodou Monte Carlo)
1. Inicializovat promeˇnné q a m na hodnotu 0.
2. Vygenerovat N náhodných cˇísel ξ j z intervalu (t0; t1) pomocí prˇepocˇtu z R(0;1). Pro každý
cˇas ξ j:
(a) Vygenerovat náhodný stavový vektor B j pomocí algoritmu 6.2.
(b) Inkrementovat q o hodnotu S (B j) a m o hodnotu (S (B j))2.
3. Urcˇit pru˚meˇrný výkon systému jako qN , urcˇit ε a PRSD stejneˇ jako v algoritmu 6.4.
Vynásobíme-li Qp (t0; t1) délkou cˇasového intervalu, tedy hodnotou (t1− t0), získáme množství
produktu, které systém pravdeˇpodobneˇ vyrobí od cˇasu t0 do cˇasu t1.
Vrací-li systémová funkce pouze hodnoty 0 a 1 podle toho, jestli je systém v provozu, je výsled-
kem algoritmu pru˚meˇrná pohotovost v intervalu (t0; t1). Vynásobíme-li tuto hodnotu cˇíslem (t1− t0),
získáme dobu, po kterou bude systém pravdeˇpodobneˇ v provozu beˇhem intervalu (t0; t1).
Zdrojové kódy algoritmu˚ 6.4.1, 6.4 a 6.5 jsou uvedeny v prˇíloze A.1.
6.4.3 Alternativy systémové funkce
Je-li urcˇována pohotovost systému, je trˇeba znát mechanismus, který umožní urcˇit, zda je pro kon-
krétní stavový vektor B = (b1,b2, . . . ,bn) systém v provozu, cˇi nikoliv. Takovým mechanismem ne-
musí nutneˇ být systémová funkce. Místo ní mu˚že být zadána naprˇíklad pravdivostní tabulka nebo
matice sousednosti reprezentující strukturu systému.
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Pravdivostní tabulka Jedná se o tabulku o 2n rˇádcích a n+1 sloupcích, kde n je pocˇet komponent
systému. Prvních n sloupcu˚ reprezentuje všech 2n stavu˚ systému. Poslední sloupec obsahuje nuly
a jednicˇky podle toho, zda je pro daný stavový vektor systém v provozu. Jako vstup pochopitelneˇ
nemusí být zadávána celá tabulka, postacˇí poslední sloupec, tedy sloupcový vektor o délce 2n.
Urcˇit, zda je systém pro daný stav komponent v provozu, je snadné, stacˇí prˇecˇíst hodnotu v prˇí-
slušném rˇádku tohoto sloupcového vektoru.
Matice sousednosti Maticí sousednosti je cˇtvercová matice o rozmeˇrech (n+2)× (n+2), kde
n je pocˇet komponent systému, jehož strukturu tato matice reprezentuje. První rˇádek a sloupec matice
je rezervován pro vstupní systémový prvek, poslední rˇádek a sloupec pak pro výstup. Ostatní rˇádky
a sloupce reprezentují systémové komponenty. Matice je tvorˇena pouze cˇísly z množiny {0,1}, resp.
{false, true} . Cˇíslo 1 na pozici [a,b] znacˇí, že existuje prˇímá orientovaná cesta z prvku a do prvku b,
viz prˇíklad 6.1.
Pro rozhodnutí o pru˚chodnosti systému (tj. pro urcˇení, zda je pro daný stavový vektor B systém
zadaný maticí sousednosti v provozu) jsou použity funkce uvedené v prˇíloze A.2.
1
2
3
4
vstup výstup
Obrázek 6.3: Schéma systému z prˇíkladu 6.1
Prˇíklad 6.1
Strukturu jistého systému zachycuje schéma na obrázku 6.3. Tuto strukturu je možné zapsat maticí
sousednosti
↓ 1 2 3 4 ↑
→
1
2
3
4
←

0 1 1 0 1 0
0 0 0 1 0 0
0 0 0 1 0 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 0

nebo také pomocí pravdivostní tabulky 6.1, respektive jako vektor posledního sloupce
v = (0,1,0,1,0,1,1,1,0,1,1,1,0,1,1,1)T .
△
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b1 b2 b3 b4
0 0 0 0
0 0 0 1
0 0 1 0
0 0 1 1
0 1 0 0
0 1 0 1
0 1 1 0
0 1 1 1
S (B)
0
1
0
1
0
1
1
1
b1 b2 b3 b4
1 0 0 0
1 0 0 1
1 0 1 0
1 0 1 1
1 1 0 0
1 1 0 1
1 1 1 0
1 1 1 1
S (B)
0
1
1
1
0
1
1
1
Tabulka 6.1: Tabulková forma systémové funkce z prˇíkladu 6.1
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6.5 Srovnání metod
Porovnávat obeˇ metody z hlediska prˇesnosti nemá smysl, v prˇípadeˇ analytického rˇešení je získán
prˇesný výsledek, zatímco v prˇípadeˇ metody Monte Carlo pouze jeho odhad. Metoda MC tedy nemu˚že
být prˇesneˇjší.
Vhodným kritériem pro porovnání metod je výpocˇetní cˇas. Je trˇeba zjistit, pro jak rozsáhlé sys-
témy je možné výpocˇet realizovat. Pro testování obou zpu˚sobu˚ výpocˇtu je zvolena tato úloha:
Je dán systém o n komponentách, jež jsou rˇazeny sérioveˇ. Pravdeˇpodobnost p, že je i-tá
komponenta v jistém cˇase v provozu je rovna 0.999. Urcˇete pohotovost systému v cˇase t
pomocí algoritmu˚ 6.1 (analyticky) a 6.3 (metodou MC).
Pohotovost takto jednoduchého systému by pochopitelneˇ nebylo nutné rˇešit teˇmito algoritmy, nicméneˇ
pro porovnání metod je systém vhodný. Využijeme práveˇ toho, že lze pohotovost v uvažovaném cˇase
t vypocˇíst jednoduše pomocí vzorce
A(t) = pn, (6.7)
kde n je pocˇet komponent. Je tedy možné porovnat výsledky metody MC s prˇesným rˇešením i v prˇí-
padeˇ systému˚ o velkém pocˇtu komponent, které již z du˚vodu cˇasové nárocˇnosti nejsou pomocí algo-
ritmu 6.1 rˇešitelné.
Úloha byla rˇešena pro ru˚zná n analyticky i metodou MC za stejných podmínek na notebooku
s procesorem Intel Core i7. Systém byl zadán nejprve maticí sousednosti ve tvaru
0 1 0 · · · 0 0
0 0 1 0 0
0 0 0 0 0
...
. . .
0 0 0 0 1
0 0 0 0 0

a poté systémovou funkcí
S (B) = b1 ·b2 · . . . ·bn,
kde n je pocˇet komponent. Byl zaznamenáván prˇedevším výpocˇetní cˇas, v prˇípadeˇ zadání systému
systémovou funkcí znacˇen τF , v prˇípadeˇ matice sousednosti τM.
V prˇípadeˇ metody MC byl zaznamenáván také odhad nepohotovosti systému X¯ , skutecˇná chyba
rˇešení |1− X¯−A(t)| a prˇesnost vyjádrˇená pomocí PRSD a ε prˇi hladineˇ významnosti α = 0.05.
Výbeˇrový soubor meˇl rozsah 105. Výsledky pro neˇkterá n jsou uvedeny v tabulkách 6.2 (systém
zadáván systémovou funkcí) a 6.3 (systém zadáván maticí sousednosti), rozsáhlejší tabulky lze nalézt
v prˇíloze (B.2 a B.3). Z teˇchto tabulek je patrné, že výpocˇetní cˇas roste prˇibližneˇ lineárneˇ vzhledem
k pocˇtu komponent.
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n X¯ 1− X¯ A(t) |1− X¯−A(t)| ε PRSD τF [s]podle (6.7) (α = 0.05)
10 0,00987 0,99013 0,99004 0,00009 0,00061 3,17% 0,6537
20 0,01998 0,98002 0,98019 0,00017 0,00087 2,21% 0,7181
50 0,04955 0,95045 0,95121 0,00076 0,00135 1,38% 0,8872
100 0,09523 0,90477 0,90479 0,00002 0,00182 0,97% 0,9702
200 0,18109 0,81891 0,81865 0,00026 0,00239 0,67% 1,2583
400 0,33026 0,66974 0,67019 0,00045 0,00291 0,45% 1,996
Tabulka 6.2: Rˇešení metodou MC, zadána systémová funkce
n X¯ 1− X¯ A(t) |1− X¯−A(t)| ε PRSD τM [s]podle (6.7) (α = 0.05)
10 0,00968 0,99032 0,99004 0,00028 0,00061 3,20% 7,288
20 0,02001 0,97999 0,98019 0,0002 0,00087 2,21% 11,84
50 0,04875 0,95125 0,95121 0,00004 0,00133 1,40% 26,66
100 0,09614 0,90386 0,90479 0,00093 0,00183 0,97% 53,76
200 0,18224 0,81776 0,81865 0,00089 0,00239 0,67% 120,5
400 0,32842 0,67158 0,67019 0,00139 0,00291 0,45% 287,8
Tabulka 6.3: Rˇešení metodou MC, zadána matice sousednosti
Výsledky analytického rˇešení pro neˇkterá n znázornˇuje tabulka 6.4. Je patrné, že s rostoucím
n roste výpocˇetní cˇas exponenciálneˇ. Po zvýšení pocˇtu komponent o 1, se výpocˇetní cˇas prˇibližneˇ
zdvojnásobí, což odpovídá faktu, že je vyhodnocováno všech 2n stavu˚ systému. Je-li systém zadán
maticí sousednosti, výpocˇet trvá déle než v prˇípadeˇ systémové funkce, nebot’ pro každý stavový vek-
tor je nutné vyhodnocovat pru˚chodnost systému. Kompletní tabulka pro n ∈ {1,2, . . . ,24} je uvedena
v prˇíloze (B.1).
n 2n A(t) U (t) τF [s] τM [s]
5 32 0,99500999 0,00499001 0,000563438 0,001442991
10 1024 0,99004488 0,00995512 0,011270815 0,040868155
15 32768 0,985104546 0,014895454 0,359183579 1,451981013
20 1048576 0,980188865 0,019811135 12,87711559 47,8219628
21 2097152 0,979208676 0,020791324 24,43293188 95,72386145
22 4194304 0,978229467 0,021770533 48,93312174 193,9155361
23 8388608 0,977251238 0,022748762 99,80701629 392,5519846
24 16777216 0,976273987 0,023726013 201,1574471 780,3699182
Tabulka 6.4: Analytické rˇešení
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Podle tabulky 6.4 se dá odhadovat, že vypocˇíst analyticky pohotovost systému o 30 komponen-
tách by trvalo prˇes 3 hodiny, o 40 komponentách prˇibližneˇ 140 dní a o 50 komponentách více než 400
let. Výpocˇet je sice možné zefektivnit naprˇíklad paralelizací, i tak jej však pro vysoké pocˇty kompo-
nent nebude možné realizovat. Prˇitom metodou Monte Carlo trval výpocˇet pohotovosti systému o 50
komponentách s uvedenou prˇesností necelou sekundu.
Je trˇeba mít na pameˇti, že uvažovaný systém meˇl velice specifickou strukturu, v prˇípadeˇ obec-
ného systému se mu˚že lišit zejména cˇas nutný k vyhodnocení pru˚chodnosti systému zadaného maticí
sousednosti. Pohotovost obecneˇjších systému je rˇešena v kapitole 8.
45
7 Implementace programu a paralelizace
Algoritmy uvedené v prˇedchozí kapitole byly implementovány v podobeˇ funkcí v jazyce Matlab.
Následneˇ byl vytvorˇen program s grafickým uživatelským rozhraním (viz obrázek 7.1), který zahr-
nuje všechny tyto funkce. Umožnˇuje tak rˇešení pohotovosti systému˚ zadaných ru˚znými zpu˚soby a
souvisejících úloh metodou Monte Carlo i analyticky.
Dále byly vytvorˇeny funkce, které pro urcˇení pohotovosti systému zadaného maticí sousednosti
využívají paralelní výpocˇty.
7.1 Popis vytvorˇeného programu
Prˇedmeˇtem této sekce není popis použitých kódu˚, nebot’ ty nejdu˚ležiteˇjší již byly uvedeny a další
lze najít v textové prˇíloze a na prˇiloženém CD, zabývá se spíše uživatelským popisem funkcˇnosti
programu. Více informací je uvedeno v nápoveˇdeˇ k programu, která je spustitelná prˇímo z GUI.
Obrázek 7.1: Grafické uživatelské rozhraní
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7.1.1 Typy úloh
Úlohy rˇešitelné tímto programem jsou rozdeˇleny na 6 typu˚:
1. Urcˇení pohotovosti systému v zadaném cˇase.
2. Modelování pohotovosti systému v pru˚beˇhu zadaného cˇasovém intervalu.
3. Výpocˇet pru˚meˇrné pohotovost systému v daném cˇasovém intervalu.
4. Výpocˇet pravdeˇpodobného výkonu systému v zadaném cˇase.
5. Modelování pravdeˇpodobného výkonu systému v cˇasovém intervalu.
6. Urcˇení pru˚meˇrného výkonu systému v cˇasovém intervalu.
Typy 3. a 6. jsou rˇešitelné pouze metodou Monte Carlo, ostatní lze rˇešit i analyticky.
7.1.2 Práce s programem
Zadání systému
Systém je možné zadat pomocí matice sousednosti, systémové funkce, nebo prˇípadneˇ pomocí
pravdivostní tabulky. Matici sousednosti a pravdivostní tabulku lze zadat prˇímo do GUI nebo nacˇíst
ze souboru. Systémová funkce je zadávána formou textového rˇeteˇzce. Prˇi rˇešení posledních trˇí typu˚
úloh je systém zadáván pomocí systémové funkce vyjadrˇující výkon systému.
Prˇi testování bylo zjišteˇno, že nejefektivneˇjším zpu˚sobem zadání systému je obvykle systémová
funkce. Nicméneˇ snadneˇjší než vytvorˇit systémovou funkci obvykle bývá sestavit matici sousednosti.
Proto byl implementován také algoritmus pro prˇevod matice sousednosti na odpovídající systémovou
funkci.
Je-li systém zadán maticí sousednosti, je možné vytvorˇit tzv. „bloky k/m“, neboli skupiny m kom-
ponent, které jsou v provozu práveˇ tehdy, když je v provozu alesponˇ k z nich. (Bude dále vysveˇtleno
v sekci 8.4.)
Obrázek 7.2: Vzorové sério-paralelní kombinace
Soucˇástí programu je možnost vygenerování systémové funkce a matice sousednosti systému˚,
jejichž struktura odpovídá neˇkterému ze schémat na obrázku 7.2. Mezi vzorovými systémy jsou dále
zarˇazeny prˇíklady rˇešené v následující kapitole.
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Zadání hazardních funkcí
Intenzita poruch a oprav je zadávána maticí o rozmeˇrech 2× n, kde n je pocˇet komponent
systému. Na prvním rˇádku je intenzita poruch a na druhém intenzita oprav jednotlivých komponent.
Také je možné zadat prˇímo pravdeˇpodobnosti, že jsou systémové komponenty v provozu v konkrétním
cˇase, v neˇmž má být urcˇována pohotovost cˇi výkon systému.
Výstup
Výstupem je vždy hledaná hodnota pohotovosti cˇi výkonu systému, nebo vhodné grafické zná-
zorneˇní výsledku. V prˇípadeˇ úloh typu 2. (resp. 5.) je vykreslena lomená cˇára znázornˇující závislost
pohotovosti systému (resp. pravdeˇpodobného výkonu) na cˇase v zadaném intervalu, s daným krokem.
V prˇípadeˇ rˇešení metodou MC je vždy urcˇena (a prˇípadneˇ graficky znázorneˇna) také prˇesnost
rˇešení. Výchozí hodnota hladiny významnosti je 0.05, je však možné ji zmeˇnit v Nastavení.
7.2 Paralelizace
Tato sekce je veˇnována paralelizaci základních algoritmu˚ pro výpocˇet pohotovosti systému, jež je
zadán maticí sousednosti, metodou MC i analyticky. Úloha bude rozdeˇlena do neˇkolika soucˇasneˇ
probíhajících vláken, z nichž každé vykoná cˇást výpocˇtu. Cílem je optimalizace algoritmu˚ a dosažení
kratšího výpocˇetního cˇasu.
Metoda MC je vhodná k paralelizaci, nebot’ jednotlivé náhodné pokusy jsou na sobeˇ nezávislé
a mohou být rˇešeny v ru˚zných vláknech. Je-li urcˇována pohotovost systému zadaného maticí sou-
sednosti, jsou v jednotlivých vláknech generovány náhodné stavové vektory a poté je urcˇováno, zda
je pro vygenerovaný stavový vektor systém v provozu. Pro vypocˇtení pohotovosti stacˇí urcˇit pocˇet
vektoru˚, pro které je systém v provozu a vydeˇlit jej celkovým pocˇtem vygenerovaných vektoru˚.
Podobneˇ v prˇípadeˇ analytického rˇešení lze systémové vektory, pro neˇž je trˇeba vyhodnotit pru˚-
chodnost, rozdeˇlit na neˇkolik cˇástí a ty vyhodnocovat v ru˚zných vláknech.
7.2.1 Paralelní cyklus v Matlabu
Matlab umožnˇuje jednoduchou paralelizaci cyklu˚ s pevným pocˇtem opakování pomocí klícˇového
slova parfor. Pocˇet vláken, v nichž výpocˇet probíhá, je roven nejvýše pocˇtu jader procesoru. Zdro-
jové kódy funkcí pro paralelní výpocˇet pohotovosti systému ve cˇtyrˇech vláknech jsou uvedeny v prˇí-
loze A.3.1.
7.2.2 Technologie CUDA
Efektivneˇji lze tyto algoritmy paralelizovat pomocí technologie CUDA (Compute Unified Device
Architecture). Tato technologie umožnˇuje využívat grafické karty znacˇky NVIDIA k paralelním vý-
pocˇtu˚m.
Jednotlivá vlákna jsou zde organizována do bloku˚, tyto bloky pak do mrˇížky. V prˇípadeˇ grafické
karty použité v této simulaci mu˚že v každém bloku být maximálneˇ 1024 vláken, bloku˚ v mrˇížce pak
je maximálneˇ 65535×65535. Dále nesmí být prˇekrocˇeno maximální množství využitelné pameˇti.
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V jednotlivých vláknech jsou spoušteˇny tzv. CUDA kernely, tyto speciální funkce se zapisují do
souboru˚ s prˇíponou .cu, syntaxe je podobná jazyku C++. Kódy CUDA kernelu˚ pro urcˇení pru˚chod-
nosti systému metodou MC i analyticky jsou uvedeny v prˇíloze A.3.3. Prˇí jejich tvorbeˇ bylo cˇerpáno
z [10].
Bitové operace
Kratšího výpocˇetního cˇasu a nízkých pameˇt’ových nároku˚ je dosaženo také díky používání
tzv. bitových operací. Jsou užívány promeˇnné a vektory promeˇnných datového typu unsigned int
o délce 32 bitu˚. Binární zápis takové promeˇnné se skládá ze 32 cˇíslic (0/1), z nichž každá reprezentuje
stav jednoho systémového prvku. Prˇi analytickém výpocˇtu je pro zapsání jednoho stavového vektoru
využívána pouze jedna promeˇnná délky 32 bitu˚, výpocˇet metodou MC je optimalizován i pro delší
stavové vektory, tj. pro systémy o vyšším pocˇtu komponent.
Práce s kernely v Matlabu
Pracovat se soubory s prˇíponou .cu, které obsahují CUDA kernely, je možné prˇímo z prostrˇedí
Matlab. Nejprve je však potrˇeba pomocí externího kompilátoru (NVIDIA CUDA Compiler) vytvorˇit
také soubor PTX (z anglického Parallel Thread Execution). Z teˇchto dvou souboru˚ lze v Matlabu
vytvorˇit objekt kernel.
Matlab dále umožnˇuje alokaci polí na grafické karteˇ, tato pole jsou používána jako vstupní i
výstupní promeˇnné kernelu˚. Pro realizaci náhodných pokusu˚ v metodeˇ MC, zde se jedná o generování
náhodných stavových vektoru˚, je na grafické karteˇ prˇedem vytvorˇeno pole náhodných cˇísel z R(0;1)
o délce n ·N, kde n je pocˇet komponent systému a N je pocˇet provádeˇných náhodných pokusu˚. Pro
vygenerování i-tého stavového vektoru je tak použito n cˇísel z tohoto pole od pozice i · n dále (prˇi
indexování od 0).
Zdrojový kód funkcí pracujících s CUDA kernely z prostrˇedí Matlab je uveden v prˇíloze A.3.2.
7.2.3 Porovnání výpocˇetního cˇasu
Pro testování je zvolena stejná úloha jako v sekci 6.5, jde o urcˇení pohotovosti systému, jehož kompo-
nenty jsou rˇazeny sérioveˇ. Je tak možné porovnat výpocˇetní cˇas paralelních algoritmu˚ se sekvencˇními,
používanými práveˇ v sekci 6.5. Testování probeˇhlo na notebooku s procesorem Intel Core i7 a grafic-
kou kartou NVIDIA GeForce GT 555M.
V tabulkách 7.1 a 7.2 je zaznamenána doba rˇešení této úlohy pomocí sekvencˇních algoritmu˚ a
obou typu˚ algoritmu˚ paralelních. Cˇas výpocˇtu˚ využívajících technologii CUDA byl meˇrˇen vcˇetneˇ
alokace potrˇebných promeˇnných na grafické karteˇ. V prˇípadeˇ metody MC bylo generováno vždy 105
náhodných pokusu˚.
Pocˇet komponent 5 10 15 20 21 22 23 24
Technologie CUDA 0,051 0,051 0,052 0,072 0,098 0,146 0,247 0,463
Cyklus parfor 0,149 0,177 0,697 14,64 29,23 55,51 112,1 223,1
Sekvencˇní funkce 0,001 0,041 1,451 47,82 95,72 193,9 392,5 780,3
Tabulka 7.1: Srovnání sekvencˇních a paralelních algoritmu˚ (analytické rˇešení)
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Pocˇet komponent 10 20 50 100 200 300 400 500
Technologie CUDA 0,057 0,057 0,073 0,084 0,155 0,269 0,426 0,628
Cyklus parfor 2,373 3,936 7,535 14,94 32,19 56,38 80,22 109,4
Sekvencˇní funkce 7,288 11,84 26,66 53,76 120,5 205,4 287,8 397,6
Tabulka 7.2: Srovnání sekvencˇních a paralelních algoritmu˚ (metoda MC)
Závislost výpocˇetního cˇasu (v sekundách) na pocˇtu komponent znázornˇují také grafy na obrázku
7.3. Pro lepší názornost bylo pro svislou osu zvoleno logaritmické meˇrˇítko.
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Obrázek 7.3: Grafické znázorneˇní rychlosti sekvencˇních a paralelních algoritmu˚
Z tabulek a grafu˚ je patrné, že použití cyklu parfor je výhodné až pro systémy o více než deseti
komponentách. Rˇešením úlohy ve cˇtyrˇech vláknech lze dle ocˇekávání dosáhnout prˇibližneˇ cˇtyrˇikrát
kratšího výpocˇetního cˇasu než v prˇípadeˇ jednovláknové úlohy.
Požitím technologie CUDA bylo dosaženo výrazneˇ lepších výsledku˚. Naprˇíklad pro 500 kompo-
nent byla tato úloha vyrˇešena prˇibližneˇ 600krát rychleji než v prˇípadeˇ sekvencˇního algoritmu.
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8 Rˇešení vybraných inženýrských úloh
V této kapitole je s využitím vytvorˇeného programu modelována pohotovost systému˚ a rˇešeny další
související praktické úlohy. Cílem je prˇedevším vytvorˇit si prˇibližný obrázek o tom, jaké úlohy z praxe
je možné metodami uvedenými v kapitole 6 rˇešit.
Náhodné velicˇiny TTF a TTR jednotlivých komponent jsou vždy modelovány exponenciálním
rozdeˇlením.
8.1 Modelování pohotovosti systému požární ochrany
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Obrázek 8.1: Systém požární ochrany
Obrázek 8.1 znázornˇuje blokové schéma systému pro detekci požáru, jež byl vytvorˇen podle [8]. Sys-
tém lze primárneˇ rozdeˇlit na trˇi cˇásti, subsystém pro detekci kourˇe, subsystém pro detekci vysokých
teplot a cˇást umožnˇující manuální ovládání. Komponentami jsou všechny prvky systému, jejichž poru-
cha mu˚že zpu˚sobit nefunkcˇnost celého systému. V následující tabulce je uveden význam jednotlivých
komponent a jejich intenzita poruch a intenzita oprav, jednotkou je h−1.
oznacˇení popis komponenty intenzita poruch intenzita oprav
1 zdroj stejnosmeˇrného proudu 3 ·10−5 0.018
2, . . . ,7 detektory kourˇe 8.7 ·10−4 0.025
8 požární hlásicˇ 1.1 ·10−4 0.02
9 manuální ovládání 2 ·10−5 0.01
10, . . . ,15 teplotní detektory 1.3 ·10−3 0.03
16 tlakový spínacˇ 2.5 ·10−4 0.11
17 spínací relé 4.3 ·10−4 0.11
Úkolem je modelovat pohotovost systému od uvedení do provozu v cˇase t0 = 0 h do cˇasu t1 =
336 h, tedy po dobu dvou týdnu˚.
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8.1.1 Rˇešení
Má být modelována pohotovost systému v zadaném cˇasovém intervalu. Urcˇíme tedy pohotovost sys-
tému v cˇasech od t0 do t1 s krokem naprˇíklad 6 h.
Podle zadaného schématu lze vytvorˇit odpovídající matici sousednosti. Tuto matici sousednosti
a hodnoty hazardních funkcí stacˇí nacˇíst do vytvorˇeného programu a úlohu poté vyrˇešit metodou
Monte Carlo i analyticky. Výsledek analytického rˇešení a rˇešení metodou MC pro 106 náhodných
pokusu˚ znázornˇují grafy na obrázku 8.2.
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Obrázek 8.2: Modelování pohotovosti systému požární ochrany
Jinou možností je vytvorˇit systémovou funkci. K tomu lze využít možnost prˇevodu matice sou-
sednosti na systémovou funkci, kterou program poskytuje. Zde však bude vysveˇtlen postup rucˇního
sestavení.
Nejdrˇíve najdeme systémové funkce ST a SK subsystému˚ oznacˇených hesly „teploty“, resp. „kourˇ“.
ST = (b2+b3) · (b4+b5) · (b6+b7) ·b8
SK = (b10+b11+b12) · (b10+b11+b12)
Systémová funkce celého systému má tvar
S (B) = b1 · (ST +(b9+SK) ·b16) ·b17.
Tuto systémovou funkci taktéž mu˚žeme zadat do programu a vyrˇešit úlohu obeˇma metodami. Graf
rˇešení metodou MC není trˇeba uvádeˇt, prˇíliš se neliší od prˇedchozího prˇípadu. Graf analytického
rˇešení je pochopitelneˇ stejný jako na obrázku 8.2a, liší se pouze výpocˇetní cˇas.
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Jelikož se jedná o pomeˇrneˇ jednoduchý sério-paralelní systém, není obtížné najít ani normalizo-
vaný tvar systémové funkce. Platí
ST = (1− (1−b2) · (1−b3)) · (1− (1−b4) · (1−b5)) · (1− (1−b6) · (1−b7)) ·b8,
SK = (1− (1−b10) · (1−b11) · (1−b12)) · (1− (1−b13) · (1−b14) · (1−b15)) ,
S (B) = b1 · (1− (1−ST ) · (1− ((1− (1−b9) · (1−SK)) ·b16))) ·b17.
V tomto tvaru je funkce méneˇ prˇehledná, lze však použít poznámku 4.2. Pravdeˇpodobnost, že je i-
tá komponenta v daném cˇase v provozu, vypocˇteme podle 6.1 a tyto pravdeˇpodobnosti dosadíme
do normalizované funkce. Tento zpu˚sob výpocˇtu pohotovosti je nejrychlejší, není však použitelný
v prˇípadeˇ složiteˇjších systému˚.
Pravdivostní tabulku nemá smysl vytvárˇet, systém se skládá ze 17 komponent, stavu˚ je tedy cel-
kem 131072.
Úloha byla rˇešena s pomocí vytvorˇeného programu i s využitím paralelních výpocˇtu˚. Doba rˇe-
šení úlohy metodou MC (pro ru˚zné rozsahy výbeˇrového souboru), analyticky i prˇímým dosazením je
zaznamenána v tabulce 8.1, všechny cˇasy jsou v sekundách.
Zpu˚sob zadání Zpu˚sob rˇešení
Metoda MC
Analyticky
103 104 105 106
Systémová funkce
využit program 2.87 5.43 31.11 286.29 87.83
cyklus parfor 12.75 13.87 21.92 95.28 42.19
Matice sousednosti
využit program 5.03 26.08 245,1 > 1000 358.38
cyklus parfor 12.92 20.09 88.61 771.22 123.43
technologie CUDA 0.74 0.81 1.42 6.68 0.76
Dosazení do normalizované syst. funkce - 0.024
Tabulka 8.1: Doba rˇešení úlohy 8.1 v sekundách
Potvrdilo se, že použití cyklu parfor je výhodné až v prˇípadeˇ složiteˇjších výpocˇtu˚. Ukázalo se
také, že v prˇípadeˇ technologie CUDA je tuto úlohu vhodneˇjší rˇešit analyticky než metodou MC, nebot’
prˇesného výsledku bylo dosaženo za pouhých 0.76 sekund.
8.2 Pru˚meˇrný výkon elektrických generátoru˚
Tento prˇíklad se zabývá výpocˇtem pru˚meˇrného výkonu systému. Cílem je prˇedevším poukázat na
to, že již v prˇípadeˇ systému˚ o nízkém pocˇtu komponent je obtížné kvantifikovat pru˚meˇrný výkon
analyticky, a je výhodné použít metodu MC.
Schéma na obrázku 8.3 znázornˇuje soustavu elektrických generátoru˚. Komponenta 1 reprezentuje
prˇívod paliva, má intenzitu poruch λ1 a intenzitu oprav µ1. Komponenty 2 a 3 jsou elektrické generá-
tory, každý o výkonu 100 MW, intenziteˇ poruch λ2 a intenziteˇ oprav µ2. Úkolem je spocˇíst pru˚meˇrný
výkon systému beˇhem šesti meˇsícu˚, tedy od cˇasu t0 = 0h do cˇasu t1 = 4320h.
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Obrázek 8.3: Soustava elektrických generátoru˚
8.2.1 Analytické rˇešení
Systémová funkce má tvar
S (B) = b1 · (100b2+100b3) ,
vrací tak výkon soustavy v MW v závislosti na stavu systému. Je snadné si rozmyslet, že výkon
bude nenulový pouze pro stavy B = (b1,b2,b3) ∈ {(1,0,1) ,(1,1,0) ,(1,1,1)} . Platí S ((1,0,1)) =
S ((1,1,0)) = 100MW a S ((1,1,1)) = 200MW.
Pro urcˇení pravdeˇpodobného pru˚meˇrného výkonu Qp (t0; t1) použijeme vzorec (6.6), který lze
v tomto prˇípadeˇ zjednodušit na tvar
Qp (0; t1) =
100
t1
·
 t1ˆ
0
P((1,0,1) , t)dt+
t1ˆ
0
P((1,1,0) , t)dt+2 ·
t1ˆ
0
P((1,1,1) , t)dt
 .
Za použití vzorce (6.2) získáváme
P((1,0,1) , t) = P((1,1,0) , t) =
=
µ1+λ1 e−(λ1+µ1)t
λ1+µ1
· µ2+λ2 e
−(λ2+µ2)t
λ2+µ2
·

1− µ2+λ2 e
−(λ2+µ2)t
λ2+µ2

,
P((1,1,1) , t) =
µ1+λ1 e−(λ1+µ1)t
λ1+µ1
·

µ2+λ2 e−(λ2+µ2)t
λ2+µ2
2
.
Po dosazení konkrétních hodnot a následné integraci vychází
4320ˆ
0
P((1,0,1) , t)dt =
4320ˆ
0
P((1,1,0) , t)dt = 327.852,
4320ˆ
0
P((1,1,1) , t)dt = 3564.74.
Platí tedy
Qp (0;4320) =
100
4320
· (2 ·327.852+2 ·3564.74) .= 180.2126
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8.2.2 Rˇešení metodou Monte Carlo
Náhodnou velicˇinou X je zde pravdeˇpodobný výkon systému v náhodneˇ vygenerovaném cˇase t ∈
(0;4320). Hledanou hodnotou je strˇední hodnota X¯ této NV.
Algoritmus 6.5 pro výpocˇet pru˚meˇrného výkonu je soucˇástí programu. Stacˇí tedy správneˇ zadat
systémovou funkci a cˇasový interval.
Výsledky pro ru˚zné rozsahy výbeˇrového souboru jsou zaznamenány v tabulce 8.2.
Rozsah výbeˇrového souboru 102 103 104 105 106
Odhad pru˚meˇrného výkonu (X¯) 182 180.8 180.78 179.935 180.1995
Hodnota ε prˇi α = 0.05 8.064 2.809 0.873 0.283 0.089
Skutecˇná chyba odhadu |Qp− X¯ | 1.787 0.587 0.567 0.278 0.013
PRSD 2.261 0.793 0.246 0.080 0.025
Cˇas výpocˇtu v sekundách 0.002 0.01 0.10 0.98 9.72
Tabulka 8.2: Výsledky rˇešení úlohy 8.2 metodou MC
Obrázek 8.4 znázornˇuje výsledky této úlohy graficky. Interval (0;4320) je rozdeˇlen na osm stejneˇ
velkých podintervalu˚, každému z nich v grafu odpovídá jeden sloupec. Jednotlivé sloupce jsou rozdeˇ-
leny na neˇkolik dílu˚ podle relativní cˇetnosti vypocˇtených hodnot pravdeˇpodobného výkonu v cˇasech,
které padly do prˇíslušného podintervalu. Žlutá lomená cˇára spojuje pru˚meˇrné hodnoty výkonu v jed-
notlivých podintervalech, zelenou linkou je znázorneˇn pru˚meˇrný výkon v celém intervalu (0;4320).
Šedé linky znázornˇují interval, v neˇmž se skutecˇná pru˚meˇrná hodnota pravdeˇpodobného výkonu na-
chází s pravdeˇpodobností 0.95, v obrázku 8.4b již tyto linky nejsou rozeznatelné.
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Obrázek 8.4: Grafické znázorneˇní pru˚meˇrného výkonu
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8.3 Produkce systému pro plneˇní lahví
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Obrázek 8.5: Schéma systému pro plneˇní lahví
Schéma na obrázku 8.5 znázornˇuje zjednodušený systém sloužící k cˇišteˇní lahví, plneˇní trˇemi druhy
nápoju˚, etiketování, zavícˇkování a balení. Následující tabulka uvádí MTTF a MTTR jednotlivých
typu˚ komponent v hodinách. U typu˚ komponent, kde je to relevantní, je rovneˇž uvedeno, kolik lahví
zvládne zpracovat (roztrˇídit, naplnit, ...) beˇhem jedné hodiny.
oznacˇení komponenty MTTF MTTR lahve/h
1 3600 4 -
2 8640 16 -
3, . . . ,6 2160 20 300
7,8 5040 10 600
9, . . . ,14 2160 20 200
15, . . . ,17 2880 6 400
18, . . . ,20 2880 8 400
21, . . . ,23 5040 8 400
Dále je zadána systémová funkce S (B), která pro každý stavový vektor vrací rychlost produkce
tohoto systému v uvažovaném cˇase.
S (B) = b1 ·b2 ·min

6
∑
i=3
300bi,
8
∑
i=7
600bi,
14
∑
i=9
200bi,
17
∑
i=15
400bi,
20
∑
i=18
400bi,
23
∑
i=21
400bi

Úkol je podobný jako v prˇedchozím prˇíkladu, cílem je urcˇit pru˚meˇrnou produkci systému v pru˚-
beˇhu jednoho meˇsíce, tedy od cˇasu t0 = 0h do cˇasu t1 = 720h, s chybou menší než 0.1 (prˇi hladineˇ
významnosti 0.05). Tento systém se skládá z vyššího pocˇtu komponent, pru˚meˇrná produkce je tak
soucˇtem 223 urcˇitých integrálu˚ a vypocˇítat ji analyticky by bylo velice obtížné. Úloha tedy bude rˇe-
šena pouze metodou Monte Carlo.
Dalším úkolem je urcˇit pru˚meˇrnou pohotovost systému beˇhem jednoho meˇsíce, je-li dáno, že sys-
tém je v provozu práveˇ pro ty stavy, pro neˇž je výsledkem výše uvedené systémové funkce nenulová
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hodnota. Tentokrát je požadováno, aby chyba odhadu byla nižší než 10−4 prˇi téže hladineˇ význam-
nosti.
8.3.1 Rˇešení metodou Monte Carlo
Vstupem je nyní pocˇet komponent, matice intenzit poruch a oprav a systémová funkce. Intenzitu
poruch a oprav získáme jako prˇevrácenou hodnotu MTTF a MTTR. Systémová funkce je zadávána
formou textového rˇeteˇzce, tedy v následující podobeˇ:
b1*b2*min([300*(b3+b4+b5+b6),600*(b7+b8),200*(b9+b10+b11+b12+b13+
b14),400*(b15+b16+b17),400*(b18+b19+b20),400*(b21+b22+b23)])
Pru˚meˇrný výkon má být odhadnut s chybou nižší než 0.1. Pocˇet náhodných pokusu˚, které je nutné
provést pro dosažení této prˇesnosti, vypocˇteme pomocí vzorce 3.4. Smeˇrodatnou odchylku σX na-
hradíme odhadem výbeˇrové smeˇrodatné odchylky s náhodné velicˇiny X , která znacˇí pravdeˇpodobný
výkon systému v náhodneˇ vygenerovaném cˇase t ∈ (0;720). Pro získání tohoto odhadu provedeme
prˇedvýpocˇet o nízkém pocˇtu náhodných pokusu˚, tedy naprˇíklad 104.
Odhad výbeˇrové smeˇrodatné odchylky s byl stanoven na 114.2, tento prˇedvýpocˇet trval 0.22
sekund. Do vzorce dále dosadíme ε = 0.1 a α = 0.05, získáme tak odhad pocˇtu náhodných pokusu˚,
které je trˇeba provést,
N =
σX
ε
· z1− α2
2
≈

114.2
0.1
· z0.975
2
.
= 5009000.
Simulace metodou MC byla tedy realizována pro N náhodných pokusu˚. Výpocˇet pru˚meˇrné hod-
noty pravdeˇpodobného výkonu trval prˇibližneˇ 109 sekund. Výsledkem je hodnota 1166.24, chyba
odhadu s pravdeˇpodobností 0.95 není vyšší než 0.0989. Touto pru˚meˇrnou rychlostí je systém scho-
pen beˇhem jednoho meˇsíce naplnit 839692 lahví.
V prˇípadeˇ urcˇování pru˚meˇrné pohotovosti byl také nejprve proveden prˇedvýpocˇet, na jeho zá-
kladeˇ byla výbeˇrová smeˇrodatná odchylka s odhadnuta cˇíslem 0.054 a pocˇet náhodných pokusu˚,
které je trˇeba realizovat, stanoven na 1120000. Výpocˇet pru˚meˇrné pohotovosti prˇi tomto pocˇtu ná-
hodných pokusu˚ trval 35,4 sekund. Výsledkem je hodnota 99,704%, systém tedy bude v provozu
pravdeˇpodobneˇ 717 hodin a 52 minut.
Pro srovnání si všimneˇme, že pokud by systém pracoval zcela bez poruch, bylo by za 720 hodin
neprˇetržitého provozu zpracováno celkem 864000 lahví.
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8.4 Proces výroby kovu˚
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Obrázek 8.6: Pru˚myslový systém výroby kovu˚, podle [7, str. 133]
Tento prˇíklad slouží k vysveˇtlení jedné z možností vytvorˇeného programu. Je-li systém zadán pomocí
matice sousednosti, lze navíc vytvorˇit tzv. „bloky k/m“. Jedná se o skupiny m komponent, z nichž
musí být alesponˇ k v provozu, aby byla v provozu celá skupina. Systém na obrázku 8.6 obsahuje trˇi
takové bloky. Blok komponent 1, . . . ,3 znázornˇuje trˇi zdroje napájení, z nichž musí být v provozu
alesponˇ dva. Další dva bloky reprezentují skupiny pecí, z nichž musí být v provozu vždy vyznacˇený
pocˇet.
Systém stacˇí zadat do programu pomocí beˇžné matice sousednosti, bez ohledu na vyznacˇené
bloky. Tuto matici znázornˇuje graf na obrázku 8.7a. Dále je trˇeba zvolit možnost „Správa bloku˚“,
prˇidat tyto trˇi skupiny komponent a zadat, kolik komponent ve které skupineˇ musí být minimálneˇ
v provozu.
V následující tabulce jsou uvedeny hodnoty MTTF a MTTR jednotlivých komponent v hodinách.
Hodnoty jsou prˇevzaty z [7, str. 145].
oznacˇení komponenty MTTF MTTR
1,2,3 2300 4
3, . . . ,10 860 24
11,12 1250 24
13,14 380 8
15,16 900 12
Úkolem je modelovat pohotovost tohoto systému od spušteˇní v cˇase t0 = 0h do cˇasu t1 = 200h a
metodou MC urcˇit, po jakou cˇást tohoto cˇasového intervalu bude systém pravdeˇpodobneˇ v provozu.
8.4.1 Rˇešení
Pohotovost systému byla modelována v zadaném intervalu s krokem 10h. Pro odhad pohotovosti
v každém z teˇchto cˇasu˚ metodou MC bylo použito 105 náhodných pokusu˚. Pro urcˇení pru˚meˇrné hod-
noty pohotovosti bylo generováno celkem 106 náhodných pokusu˚. Graf na obrázku 8.7b znázornˇuje
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krˇivku pohotovosti urcˇenou analyticky (cˇervená krˇivka) i její odhad metodou MC (zelená lomená
cˇára).
Pru˚meˇrná pohotovost systému na zadaném intervalu (o délce 200h) byla odhadnuta cˇíslem 0.99827,
odchylka od prˇesné hodnoty je s pravdeˇpodobností 0.95 menší než 8 ·10−5. Systém tedy bude v pro-
vozu pravdeˇpodobneˇ 0.99827 ·200 .= 199.654h, tedy prˇibližneˇ 199 hodin a 39 minut.
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Obrázek 8.7: Rˇešení prˇíkladu v sekci 8.4
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9 Záveˇr
Hlavním cílem této bakalárˇské práce bylo seznámení se simulacˇní metodou Monte Carlo a její apli-
kace na problematiku urcˇování pohotovosti systému. Nejprve však bylo nutné veˇnovat se teorii, tedy
uvést základní poznatky z oblasti pravdeˇpodobnosti a statistiky, definovat systémy s nezávislými
prvky a objasnit princip metody Monte Carlo a základy teorie spolehlivosti.
V praktické cˇásti byly prˇedstaveny algoritmy pro simulacˇní i analytický výpocˇet pohotovosti sys-
tému˚ s nezávislými prvky v období stabilního života. Tyto algoritmy byly navíc modifikovány tak,
aby systém mohl být místo systémové funkce zadáván také pravdivostní tabulkou, nebo pomocí ma-
tice sousednosti, která popisuje jeho strukturu. Vedle modelování pohotovosti systému byl urcˇován
také tzv. výkon systému. Jedná se o úlohu prˇíbuznou, v podstateˇ jde o urcˇení pravdeˇpodobné hodnoty
systémové funkce, která vypovídá o jisté vlastnosti systému, jíž lze vyjádrˇit cˇíselneˇ.
Algoritmy byly implementovány v jazyce Matlab a porovnávány z hlediska cˇasové složitosti.
Bylo oveˇrˇeno, že v prˇípadeˇ analytického rˇešení roste výpocˇetní cˇas exponenciálneˇ vzhledem k po-
cˇtu komponent, což znemožnˇuje analytické rˇešení pohotovosti rozsáhlejších systému˚. Výpocˇetní cˇas
metody Monte Carlo roste vzhledem k pocˇtu komponent prˇibližneˇ lineárneˇ. Výhodou simulacˇního
rˇešení je rovneˇž to, že lze prˇedem urcˇit, kolik náhodných pokusu˚ je trˇeba provést, aby bylo dosaženo
požadované prˇesnosti prˇi jisté hladineˇ významnosti.
Pro snadneˇjší rˇešení pohotovosti systému a souvisejících úloh byl vytvorˇen program s grafickým
uživatelským rozhraním, který používá zmíneˇné simulacˇní i analytické algoritmy.
Algoritmy pro urcˇení pohotovosti systému zadaného maticí sousednosti byly dále optimalizovány
pomocí paralelních výpocˇtu˚. Využitím paralelního cyklu v prostrˇedí Matlab byl výpocˇetní cˇas dle
ocˇekávání zkrácen prˇibližneˇ tolikrát, kolik jader meˇl procesor. Výrazneˇjšího zrychlení bylo dosaženo
použitím technologie CUDA, která umožnˇuje provádeˇní paralelních výpocˇtu˚ na grafické karteˇ. Je
trˇeba zmínit, že byl pro tento úcˇel algoritmus znacˇneˇ upraven, naprˇíklad použitím bitových operací.
Poslední cˇást byla veˇnována neˇkolika konkrétním prˇíkladu˚m z inženýrské praxe a návodu, jak
k jejich rˇešení využít zmíneˇný program.
Téma této práce nabízí prostor k dalšímu rozširˇování. Naprˇíklad je možné zkoumat pohotovost
systému˚ v období cˇasných poruch a v období stárnutí, zabývat se komponentami, které nabývají
veˇtšího pocˇtu stavu˚, nebo pru˚beˇžneˇ udržovanými systémy. Soucˇástí predikce chování systému je také
odhalování jeho slabých míst, tedy identifikace komponent, které nejcˇasteˇji zaprˇícˇinˇují výpadky, a
následné navyšování spolehlivosti systému.
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A Zdrojové kódy
A.1 Výpocˇet výkonu systému
A.1.1 Analytický výpocˇet pravdeˇpodobného výkonu systému
1 function [ Q ] = Vykon_analyticky( S, n, p )
2 % S systémová funkce (handle) udávající výkon systému
3 % n počet komponent systému
4 % p vektor pravděpodobností provozu jednotlivých komponent
5 Q=0; % pravděpodobný výkon systému
6 for j=1:2^n
7 B=r2B(j,n); % f-ce pro určení j-tého st. vektoru
8 Q=Q+Pr(B,n,p)*S(B); % inkrementace výstupní proměnné
9 end
Výpis A.1: Zdrojový kód algoritmu 6.4
A.1.2 Výpocˇet pravdeˇpodobného výkonu systému metodou Monte Carlo
1 function [ Q, epsilon, PRSD ] = Vykon_MC( S, n, p, N, alpha )
2 % S systémová funkce (handle) udávající výkon systému
3 % n počet komponent systému
4 % p vektor pravděpodobností provozu jednotlivých komponent
5 % N rozsah výběrového souboru
6 q=0; % součet prvních mocnin NV
7 m=0; % součet druhých mocnin NV
8 for i=1:N
9 B=rand(1,n)<p; % vygenerován náhodný stavový vektor
10 vykon=S(B); % výkon systému ve stavu B
11 q=q+vykon;
12 m=m+vykon*vykon;
13 end
14 Q=q/N; % pravděpodobný výkon systému
15 s=sqrt((m-q*q/N)/(N-1)); % výběrová směrodatná obchylka
16 epsilon=s*norminv(1-alpha/2)/sqrt(N);
17 PRSD=100*s/(Q*sqrt(N));
Výpis A.2: Zdrojový kód algoritmu 6.5
A.1.3 Výpocˇet pru˚meˇrného výkonu systému metodou Monte Carlo
1 function [ Qp, epsilon, PRSD ] = VykonPrum_MC( S, n, intenzita, N, od, do )
2 % Vypočte průměrný výkon v intervalu <od,do>.
3 % S systémová funkce (handle) udávající výkon systému
4 % n počet komponent systému
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5 % intenzita vektory intenzity poruch a oprav
6 % N rozsah výběrového souboru
7 q=0; % součet prvních mocnin NV
8 m=0; % součet druhých mocnin NV
9 lambda=intenzita(1,:); % vektor intenzity poruch jednotlivých komponent
10 mu=intenzita(2,:); % vektor intenzity oprav jendotlivých komponent
11 for i=1:N
12 time=rand()*(do-od)+od; % vybrán náhodný čas z intervalu <od,do>
13 p=Pit(lambda,mu,time); % určeny pravděpodobnosti provozu komponent
14 B=rand(1,n)<p; % vygenerován náhodný stavový vektor
15 vykon=S(B); % výkon systému ve stavu B
16 q=q+vykon;
17 m=m+vykon*vykon;S
18 end
19 Qp=q/N; % pravděpodobný průměrný výkon systému v intervalu <od,do>
20 s=sqrt((m-q*q/N)/(N-1)); % výběrová směrodatná obchylka
21 epsilon=s*norminv(1-alpha/2)/sqrt(N);
22 PRSD=100*s/(Qp*sqrt(N));
Výpis A.3: Zdrojový kód algoritmu 6.6
A.2 Rozhodnutí o pru˚chodnosti sytému
1 function [ pruchozi ] = PruchodB( A, B )
2 % Rozhodne o stavu systému daného matici sousednosti A a stavovým vektorem B.
3 vyber=logical([ 1 B 1 ]);
4 % ořeže matici A o řádky a sloupce příslušné nefunkčním komponentám
5 A_orez=A(vyber,vyber);
6 % volá funkci pro zjištění, zda existuje cesta ze vstupu na výstup
7 pruchozi=Pruchodnost(A_orez);
Výpis A.4: Zdrojový kód funkce PruchodB(A,B)
1 function [ pruchozi ] = Pruchodnost( A )
2 % Rozhoduje, zda v systému daném maticí sousednosti A existuje
3 % cesta ze vstupu na výstup.
4 n=length(A); % počet prvků systému (komponenty + vstup + výstup)
5 stare=false(1,n);
6 stare(1)=true; % všechny již navštívené komponenty
7 nove=A(1,:); % pouze naposledy navštívené komponenty
8 pruchozi=false; % příznak průchodnosti systému
9 while any(nove)>0 % nebyly navštíveny nové komponenty -> konec (0)
10 suma=any(A(nove,:),1);
11 if suma(end)==true % navštíven koncový prvek -> konec (1)
12 pruchozi=true;
13 return
14 end
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15 nove=suma&(~stare);
16 stare=stare|suma;
17 end
Výpis A.5: Zdrojový kód funkce Pruchodnost(A)
A.3 Paralelizace
A.3.1 Použití paralelního cyklu v Matlabu
1 function [ res, epsilon, PRSD, time ] = Parfor_MC( A, n, p, N, alpha )
2 % A matice sousednosti
3 % n počet komponent systému
4 % p vektor pravděpodobností provozu jednotlivých komponent
5 % N rozsah výběrového souboru
6 tic
7 pole=zeros(1,N);
8 parfor i=1:N
9 B=rand(1,n)<p; % vygenerován náhodný stavový vektor
10 if PruchodB(A,B)==false % vyhodnocena průchodnost
11 pole(i)=1;
12 end
13 end
14 n_0=sum(pole); % počet stavových vektorů, pro které byl systém mimo provoz
15 time=toc;
16 res=1-n_0/N; % hledaná pohotovost
17 s=sqrt((n_0-n_0*n_0/N)/(N-1)); % výběrová směrodatná obchylka
18 epsilon=s*norminv(1-alpha/2)/sqrt(N);
19 PRSD=100*s/((n_0/N)*sqrt(N));
Výpis A.6: Simulacˇní algoritmus, využit cyklus parfor
1 function [ res ] = Parfor_A( A, n, p )
2 % A matice sousednosti
3 % n počet komponent systému
4 % p vektor pravděpodobností provozu jednotlivých komponent
5 U=zeros(1,4);
6 parfor i=1:4 % úloha běží ve 4 vláknech
7 for j=((i-1)*2^(n-2)+1):(i*2^(n-2)) % v každém vlákně 1/4 stavů
8 B=r2B(j,n); % f-ce pro určení j-tého st. vektoru
9 if PruchodB(A,B)==false % vyhodnocena průchodnost
10 U(i)=U(i)+Pr(B,n,p); % inkrementace nedostupnosti
11 end
12 end
13 end
14 res=1-sum(U); % pohotovost systému
Výpis A.7: Analytický algoritmus, využit cyklus parfor
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A.3.2 Práce s CUDA v prostrˇedí Matlab
1 function [ res, epsilon, PRSD, time ] = CUDA_MC( M, p, N, alpha )
2 % M matice sousednosti
3 % p vektor pravděpodobností provozu jednotlivých komponent
4 % N rozsah náhodného výběru, upraví se dle velikosti bloků a gridu
5 n=length(M)-2; % počet komponent systému
6 A=prevod_mat(M,32); % převod matice sousednosti na vektor uint32
7 reset(gpuDevice()); % uvolnění paměti GPU
8 k=parallel.gpu.CUDAKernel(’Pohot_MC.ptx’,’Pohot_MC.cu’); % vytvořen kernel
9 tic;
10 b_size=min(N,1000); % počet vláken na blok
11 g_size=min(ceil(N/b_size),5000); % rozměry mřížky bloků
12 N=b_size*g_size; % úprava počtu náhodných pokusů
13 k.ThreadBlockSize=[b_size 1 1]; % nastavení rozměrů bloku
14 k.GridSize=[g_size 1]; % nastavení rozměrů mřížky
15 pole=gpuArray.rand([1,N*n],’single’); % vytvoření pole náh. čísel na GPU
16 v=gpuArray(zeros(1, N, ’int32’)); % alokován výstupní vektor
17 P=single(gpuArray(p)); % vektor p -> GPU
18 [~,vystup,~,~]=feval(k,n,pole,v,P,A); % spuštění kernelu
19 n_0=gather(sum(vystup)); % počet stavů, pro které je systém mimo provoz
20 res=1-n_0/N; % výsledná pohotovost
21 time=toc;
22 s=sqrt((n_0-n_0*n_0/N)/(N-1)); % výběrová sm. obchylka
23 epsilon=s*norminv(1-alpha/2)/sqrt(N);
24 PRSD=100*s/((n_0/N)*sqrt(N));
Výpis A.8: Práce s CUDA v Matlabu (simulacˇní algoritmus)
1 function [ res, time ] = CUDA_A( M, p )
2 % M matice sousednosti
3 % p vektor pravděpodobností provozu jednotlivých komponent
4 n=length(M)-2; % počet komponent systému
5 A=prevod_mat(M,32); % převod matice sousednosti na vektor uint32
6 reset(gpuDevice()); % uvolnění paměti GPU
7 k=parallel.gpu.CUDAKernel(’Pohot_A.ptx’,’Pohot_A.cu’); % vytvořen kernel
8 tic;
9 b_size=min(1024,2^n); % počet vláken na blok
10 g_size=min((2^n)/b_size,2^14); % rozměry mřížky bloků
11 davka=2^n/(b_size*g_size);
12 k.ThreadBlockSize=[b_size 1 1]; % nastavení rozměrů bloku
13 k.GridSize=[g_size 1]; % nastavení rozměrů mřížky
14 v=gpuArray(zeros(1, 2^n, ’single’)); % alokován výstupní vektor na GPU
15 P=single(gpuArray(p)); % vektor p -> GPU
16 [vystup,~]=feval(k,n,v,P,A,davka);
17 res=1-gather(sum(vystup)); % výsledná pohotovost
18 time=toc;
Výpis A.9: Práce s CUDA v Matlabu (analytický algoritmus)
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A.3.3 Zdrojové kódy CUDA
1 __global__ void mc(int K, float *pole, int *v, float *P, unsigned int *A)
2 {
3 int idx = blockIdx.x * blockDim.x + threadIdx.x; // číslo vlákna
4 const int CH=32;
5 int rozsah = (K+2-1)/CH+1; // kolik int32 je potreba
6 unsigned int B[16]; // naposledy navštívené komponenty
7 unsigned int stare[16]; // již navštívené nebo nefunkční komp.
8 unsigned int suma[16];
9 int pruchozi=0; // příznak průchodnosti systému
10 int pokracovat=1; // příznak vynulován, je-li B nulový
11 for(int i=1; i<K+1; i++) // vygenerovani náhodného
12 { // stavového vektoru
13 if(pole[idx*K+i-1]<P[i-1])
14 B[i/CH]|=1<<(i%CH);
15 }
16 B[rozsah-1]|=1<<((K+1)%CH); // zapsání čísla 1 na pozici výstupu
17 for(int i=0; i<rozsah; i++)
18 { stare[i]=~B[i]; // nefunkční komponenty
19 B[i]=B[i]&A[i]; // funkční komponenty dostupné ze vstupu
20 stare[i]|=B[i]; } // přidány již navštívené komponenty
21 while(pokracovat==1 && pruchozi==0)
22 { for(int i=0; i<rozsah; i++)
23 suma[i]=0;
24 for(int i=1; i<K+1; i++) // do proměnné suma zaznamenány nově
25 { // přístupné komponenty
26 if((B[i/CH]&(1<<(i%CH)))>0)
27 { for(int j=0; j<rozsah; j++)
28 suma[j]=suma[j]|A[rozsah*i+j]; }
29 }
30 if ( ( suma[rozsah-1]&(1<<((K+1)%CH)) )>0 )
31 pruchozi=1; // nalezen výstupní prvek
32 for(int i=0; i<rozsah; i++)
33 { B[i]=(suma[i]^stare[i])&suma[i];// odebrány již navštívené
34 stare[i]=stare[i]|B[i]; } // aktualizace již navštívených
35 pokracovat=0; // pokud byly navštíveny nové komponenty -> 1
36 for(int i=0; i<rozsah; i++)
37 { if(B[i]>0)
38 pokracovat=1; }
39 }
40 v[idx]=1-pruchozi;
41 }
Výpis A.10: CUDA kernel (simulacˇní algoritmus)
1 __global__ void analyt(int K, float *v, float* P, unsigned int *A, int D)
2 {
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3 int id = blockIdx.x * blockDim.x + threadIdx.x; // číslo vlákna
4 unsigned int B;
5 unsigned int nove;
6 unsigned int stare;
7 unsigned int suma;
8 int pruchozi;
9 v[id]=0;
10 for(int d=0;d<D;d++) // v 1 vlákně může být vyhodnoceno více stavů
11 {
12 B=(id*D+d)<<1; // stavový vektor
13 nove=B; // naposledy navštívené komponenty
14 nove|=1<<K+1; // zapsání čísla 1 na pozici výstupu
15 stare=~B; // nefunkční komponenty
16 nove=nove&A[0]; // funkční komponenty dostupné ze vstupu
17 stare|=nove; // přidány již navštívené komponenty
18 pruchozi=0; // příznak průchodnosti systému
19 while (nove!=0 && pruchozi==0)
20 {
21 suma=0;
22 for(int i=1;i<K+1;i++) // do proměnné suma zaznamenány nově
23 { // přístupné komponenty
24 if ((nove&(1<<i))>0)
25 {
26 suma=suma|A[i];
27 }
28 }
29 if ((suma&(1<<K+1))>0)
30 pruchozi=1; // mezi novými komponentami nalezena výstupní
31 nove=(suma^stare)&suma; // odebrány již navštívené
32 stare=stare|nove; // aktualizace již navštívených
33 }
34 if(pruchozi==0) // pokud systém není průchozí,
35 { // určena pravděpodost nastání stavu
36 float prod=1;
37 for(int i=1; i<(K+1); i++)
38 {
39 if ((B&(1<<i))>0)
40 prod=prod*P[i-1];
41 else
42 prod=prod*(1-P[i-1]);
43 }
44 v[id]+=prod;
45 }
46 }
47 }
Výpis A.11: CUDA kernel (analytický algoritmus)
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B Testování algoritmu˚ pro výpocˇet pohotovosti systému
n 2n A(t) U (t) τF [s] τM [s]
1 2 0,999 0,001 0,000718409 0,000206288
2 4 0,998001 0,001999 0,000530083 0,000270945
3 8 0,997002999 0,002997001 0,000311482 0,000350997
4 16 0,996005996 0,003994004 0,000395638 0,000649653
5 32 0,99500999 0,00499001 0,000563438 0,001442991
6 64 0,99401498 0,00598502 0,000932906 0,002626839
7 128 0,993020965 0,006979035 0,001637973 0,005277796
8 256 0,992027944 0,007972056 0,003181527 0,010211265
9 512 0,991035916 0,008964084 0,006034638 0,020140296
10 1024 0,99004488 0,00995512 0,011270815 0,040868155
11 2048 0,989054835 0,010945165 0,024118538 0,092683002
12 4096 0,98806578 0,01193422 0,045924824 0,181991533
13 8192 0,987077715 0,012922285 0,091441693 0,364248877
14 16384 0,986090637 0,013909363 0,177848877 0,732124182
15 32768 0,985104546 0,014895454 0,359183579 1,451981013
16 65536 0,984119442 0,015880558 0,739096857 2,938267094
17 131072 0,983135322 0,016864678 1,482807441 5,905300321
18 262144 0,982152187 0,017847813 2,931839897 11,82186581
19 524288 0,981170035 0,018829965 6,020835407 23,77697498
20 1048576 0,980188865 0,019811135 12,87711559 47,8219628
21 2097152 0,979208676 0,020791324 24,43293188 95,72386145
22 4194304 0,978229467 0,021770533 48,93312174 193,9155361
23 8388608 0,977251238 0,022748762 99,80701629 392,5519846
24 16777216 0,976273987 0,023726013 201,1574471 780,3699182
Tabulka B.1: Test analytického algoritmu
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n X¯ 1− X¯ A(t) |1− X¯−A(t)| ε PRSD τF [s]podle (6.7) (α = 0.05)
5 0,00455 0,99545 0,99501 0,00044 0,00042 4,68% 0,6499
10 0,00987 0,99013 0,99004 0,00009 0,00061 3,17% 0,6537
15 0,01458 0,98542 0,9851 0,00032 0,00074 2,60% 0,6956
20 0,01998 0,98002 0,98019 0,00017 0,00087 2,21% 0,7181
25 0,02564 0,97436 0,9753 0,00094 0,00098 1,95% 0,731
30 0,02876 0,97124 0,97043 0,00081 0,00104 1,84% 0,7675
35 0,03466 0,96534 0,96559 0,00025 0,00113 1,67% 0,7565
40 0,03914 0,96086 0,96077 0,00009 0,0012 1,57% 0,7766
45 0,04339 0,95661 0,95598 0,00063 0,00126 1,48% 0,8192
50 0,04955 0,95045 0,95121 0,00076 0,00135 1,38% 0,8872
60 0,05778 0,94222 0,94174 0,00048 0,00145 1,28% 0,9182
70 0,06728 0,93272 0,93236 0,00036 0,00155 1,18% 0,8753
80 0,07648 0,92352 0,92308 0,00044 0,00165 1,10% 0,9969
90 0,08659 0,91341 0,91389 0,00048 0,00174 1,03% 0,9383
100 0,09523 0,90477 0,90479 0,00002 0,00182 0,97% 0,9702
150 0,1431 0,8569 0,86064 0,00374 0,00217 0,77% 1,1253
200 0,18109 0,81891 0,81865 0,00026 0,00239 0,67% 1,2583
250 0,22276 0,77724 0,7787 0,00146 0,00258 0,59% 1,4173
300 0,2601 0,7399 0,74071 0,00081 0,00272 0,53% 1,6222
350 0,29559 0,70441 0,70456 0,00015 0,00283 0,49% 1,8062
400 0,33026 0,66974 0,67019 0,00045 0,00291 0,45% 1,996
450 0,3664 0,6336 0,63748 0,00388 0,00299 0,42% 2,1984
500 0,39436 0,60564 0,60638 0,00074 0,00303 0,39% 2,3545
600 0,45128 0,54872 0,54865 0,00007 0,00308 0,35% 2,6873
700 0,50443 0,49557 0,49641 0,00084 0,0031 0,31% 3,0608
800 0,54949 0,45051 0,44915 0,00136 0,00308 0,29% 3,471
Tabulka B.2: Test simulacˇního algoritmu, systém zadán systémovou funkcí
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n X¯ 1− X¯ A(t) |1− X¯−A(t)| ε PRSD τM [s]podle (6.7) (α = 0.05)
5 0,00519 0,99481 0,99501 0,0002 0,00045 4,38% 5,008
10 0,00968 0,99032 0,99004 0,00028 0,00061 3,20% 7,288
15 0,01517 0,98483 0,9851 0,00027 0,00076 2,55% 9,571
20 0,02001 0,97999 0,98019 0,0002 0,00087 2,21% 11,84
25 0,02426 0,97574 0,9753 0,00044 0,00095 2,01% 14,10
30 0,02988 0,97012 0,97043 0,00031 0,00106 1,80% 16,55
35 0,03465 0,96535 0,96559 0,00024 0,00113 1,67% 19,33
40 0,03928 0,96072 0,96077 0,00005 0,0012 1,56% 21,98
45 0,04493 0,95507 0,95598 0,00091 0,00128 1,46% 24,35
50 0,04875 0,95125 0,95121 0,00004 0,00133 1,40% 26,66
60 0,05688 0,94312 0,94174 0,00138 0,00144 1,29% 31,54
70 0,06587 0,93413 0,93236 0,00177 0,00154 1,19% 36,96
80 0,07705 0,92295 0,92308 0,00013 0,00165 1,09% 42,86
90 0,08761 0,91239 0,91389 0,0015 0,00175 1,02% 47,85
100 0,09614 0,90386 0,90479 0,00093 0,00183 0,97% 53,76
150 0,14015 0,85985 0,86064 0,00079 0,00215 0,78% 86,43
200 0,18224 0,81776 0,81865 0,00089 0,00239 0,67% 120,5
250 0,22221 0,77779 0,7787 0,00091 0,00258 0,59% 156,3
300 0,2606 0,7394 0,74071 0,00131 0,00272 0,53% 205,4
350 0,29512 0,70488 0,70456 0,00032 0,00283 0,49% 249,1
400 0,32842 0,67158 0,67019 0,00139 0,00291 0,45% 287,8
450 0,36314 0,63686 0,63748 0,00062 0,00298 0,42% 336,9
500 0,39227 0,60773 0,60638 0,00135 0,00303 0,39% 397,6
Tabulka B.3: Test simulacˇního algoritmu, systém zadán maticí sousednosti
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C Prˇíloha na CD
Prˇiložené CD obsahuje
• zdrojové kódy programu popsaného v sekci 7.1,
• uživatelskou prˇírucˇku k tomuto programu,
• zdrojové kódy ostatních algoritmu˚ zminˇovaných v této práci,
• elektronickou verzi této práce.
