Abstract-The existence of mixed pixels is a major problem in remote-sensing image classification. Although the soft classification and spectral unmixing techniques can obtain an abundance of different classes in a pixel to solve the mixed pixel problem, the subpixel spatial attribution of the pixel will still be unknown. The subpixel mapping technique can effectively solve this problem by providing a fine-resolution map of class labels from coarser spectrally unmixed fraction images. However, most traditional subpixel mapping algorithms treat all mixed pixels as an identical type, either boundary-mixed pixel or linear subpixel, leading to incomplete and inaccurate results. To improve the subpixel mapping accuracy, this paper proposes an adaptive subpixel mapping framework based on a multiagent system for remotesensing imagery. In the proposed multiagent subpixel mapping framework, three kinds of agents, namely, feature detection agents, subpixel mapping agents and decision agents, are designed to solve the subpixel mapping problem. Experiments with artificial images and synthetic remote-sensing images were performed to evaluate the performance of the proposed subpixel mapping algorithm in comparison with the hard classification method and other subpixel mapping algorithms: subpixel mapping based on a back-propagation neural network and the spatial attraction model. The experimental results indicate that the proposed algorithm outperforms the other two subpixel mapping algorithms in reconstructing the different structures in mixed pixels.
I. INTRODUCTION

R
EMOTE sensing has become an important source of land use/cover information at a range of spatial and temporal scales [1] . Traditional classification techniques assign every pixel to a single class, but remote-sensing images, particularly at coarse spatial resolutions, are commonly dominated by mixed pixels that contain more than one class on the ground [2] . To obtain the subpixel information, soft classification techniques and spectral unmixing algorithms have been used to obtain the fraction of each class in a pixel [3] - [5] . However, the subpixel spatial attribution of the different classes in a pixel will still be unknown with these techniques. The subpixel mapping technique introduced by Atkinson [6] can obtain the subpixel location of each class in a pixel by dividing a pixel into subpixels. These subpixels are assigned to different classes by subpixel mapping, with the constraint that the total number of subpixels of a given class is directly proportional to the percentage cover of that class for the original larger pixel [6] . By the subpixel mapping technique, a classification map with a finer resolution can be obtained, based on the fraction of the soft classification or spectral unmixing.
Before the concept of subpixel mapping was introduced by Atkinson, some other methods [7] had already been proposed to produce a fine map from a coarse map. After that, many methods were proposed based on spatial dependence [6] , as proposed by Atkinson in 1997 , which refers to the tendency for spatially proximate observations of a given property to be more alike than more distant observations. Atkinson considered that there are two basic types of algorithms for subpixels mapping [8] . The items in one type are the regression-type algorithms, such as the geostatistical methods [9] - [11] , extensions of the linear mixture model [12] and the feed-forward backpropagation artificial neural network [13] - [15] . The items in the other type are based on spatial optimization, such as the pixel-swapping algorithm [16] - [18] , Hopfield neural network [19] - [21] , genetic algorithms [22] and differential evolution [23] . Furthermore, the spatial AC [24] , Markov random fields [25] - [27] and a borderline segmentation technology [28] have also been proposed to tackle the subpixel mapping problem.
For the mixed pixel problem, Fisher [29] suggested that it is actually composed of four types of pixels: discrete subpixel, boundary pixels, intergrade pixels and linear subpixels. However, many subpixel mapping approaches ignore the different inherent structures in mixed pixels and consider the mixed pixels as an identical type, for example, boundarymixed pixels or linear subpixels. The boundary-mixed pixels are the most common type in remotely sensed images. Furthermore, the linear subpixel phenomenon is also very important for remote-sensing image interpretation [29] . For example, it is important for land-cover classes with linear subpixel features, such as roads and rivers. Most methods can perform well for boundary-mixed pixels. For linear subpixels, an improved pixel-swapping algorithm, namely, linearized PSA, has been proposed to map rural linear land-cover features [17] . However, the type of mixed pixel cannot be determined automatically, and boundary-mixed pixels and linear subpixels may exist for the same class, so this method is limited to landcover classes that contain only the linear subpixel type.
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At present, most algorithms assume that only one type of mixed pixel, either boundary-mixed pixel or linear subpixel, exists for a particular land-cover class, which is not realistic. The critical problem is determining the different types of mixed pixels adaptively and implementing the corresponding approaches for the different types of mixed pixels.
To solve the problem mentioned above, an adaptive subpixel mapping algorithm based on a multiagent system (MAS) for remote-sensing imagery (MASSM) is proposed. In the proposed algorithm, two types of mixed pixels (boundary pixels and linear subpixels) are synchronously considered by utilizing the abilities of selfadaption and global optimization of the MAS. The MAS is a community of individual agents cooperating to achieve a prescribed system goal, with the advantage of distributed and concurrent problem solving [30] , [31] . Due to the excellent performance in parallel processing and global optimization, MASs have been widely used in a variety of fields, such as image segmentation [32] , [33] , air traffic control [34] , [35] , electronic commerce [36] , [37] and policy modeling [38] .
Although MASs have been widely used, there are still few reports about their application in subpixel mapping due to the complexity of remote-sensing imagery. To utilize the advantages of distribution and global optimization for an MAS in subpixel mapping, different agents should be designed to detect features in mixed pixels and implement the corresponding subpixel mapping processing. To detect the two types of mixed pixels (boundary pixels and linear subpixels), an adaptive feature detection agent is designed by calculating the maximum linearization index (MLI) for the mixed pixel. After the type of pixel (pure pixel, boundary-mixed pixel or linear subpixel) is determined, the corresponding subpixel mapping agent (pure subpixel mapping agent, boundary subpixel mapping agent or linear subpixel mapping agent) is created to implement operations, including diffusion and mapping. It should be noted that only mixed pixels need to be mapped. For a boundary-mixed pixel, a traditional AC is used to determine the labels of the subpixels. For a linear subpixel, however, as the width of the detected line is always larger than one pixel in traditional line detection methods, a linear subpixel feature cannot be reconstructed well with these methods. Therefore, a novel subpixel line mapping algorithm is proposed in the linear subpixel mapping agent to determine the subpixels, which make up the linear subpixel feature by extracting the center line in the fraction image. Finally, if conflicts arise between the different agents, such as the feature detection agent and the subpixel mapping agent, a decision agent is then used to determine the final distribution in the mixed pixel. With the global control of different agents, an optimal subpixel mapping result can be obtained. The experimental results with both artificial images and remote-sensing images indicate that the proposed algorithm outperforms the other two traditional algorithms in reconstructing the different structures in mixed pixels.
A short description of subpixel mapping and MASs is presented in Section II. Section III gives the details of adaptive subpixel mapping based on an MAS. Section IV analyzes the experimental results with three artificial images and two remotely sensed images. Finally, Section V concludes this paper.
II. BACKGROUND
A. subpixel Mapping
The key issue in subpixel mapping is how to determine an optimal subpixel distribution of each class in a pixel. Spatial dependence, as proposed by Atkinson in 1997, inspired from Tobler's first law [39] , is the universal criterion, which refers to the tendency for spatially proximate observations of a given property to be more alike than more distant observations [6] . A coarser fraction image is obtained by a spectral unmixing technique, as the input image and each pixel is divided into × subpixels, where S represents the scale factor. The number of subpixels for each land-cover class is then determined by the abundances of the fraction image. Fig. 1 illustrates the principle of subpixel mapping and describes a simple example with two classes. In the fraction image, as shown in Fig. 1(a) , assuming the scale fraction S is 4, a coarse pixel is divided into 16 (4 × 4) subpixels, and 0.5 in the fraction image means that 8 (16 × 0.5) subpixels belong to land-cover class 1. Fig. 1(b) and (c) describe two possible distributions of subpixels, and the former is superior to the latter, with higher spatial dependence.
Generally speaking, four kinds of features can be utilized in image processing: low-level visual features, local features, local-global features and biologically inspired features [40] , [41] . However, these features are always based on the assumption that all pixels in the image are pure pixels, which is unreasonable in remotely sensed images. Fisher [29] suggested that there are four types of mixed pixels in remotely sensed images (see Fig. 2 ), as follows [42] . 1) Small subpixel objects: the size of the object is smaller than the size of the pixel. 2) Boundary pixels: the sizes of two or more land-cover classes on the ground may be larger than the sizes of the pixel, but parts of their boundaries lie in a single pixel. 3) Intergrade pixels: a pixel allocates a space for a transition from a cluster of one class to a cluster of another class. 4) Linear subpixels: the length of a land-cover class may be longer than a pixel but its width is thinner, and the land-cover class runs through a pixel. Many subpixel mapping methods have been proposed to tackle the different types of mixed pixels: subpixel objects [43] , [44], boundary pixels [16] , [24] , [28] , intergrade pixels and linear subpixels [17] , [18] . Many of the subpixel mapping methods are based on the spatial dependence assumption, as proposed by Atkinson [6] . Given this assumption, only the boundary-mixed pixel and linear subpixel types satisfy this assumption. When it comes to the subpixel objects and intergrade pixels, it is hard to determine the distribution without auxiliary information [42] .
Many methods have been proposed to solve the problem of subpixel mapping in a boundary-mixed pixel or linear subpixel; however, they assume that all mixed pixels belong to the same class, which is obviously unrealistic. For example, if the width of a road is greater than one pixel, the type of mixed pixel may be a boundary-mixed pixel, otherwise the type is a linear subpixel. To map the two kinds of mixed pixels simultaneously, an adaptive method is necessary that can detect the different types of mixed pixels automatically and conduct the corresponding subpixel mapping method.
B. Multiagent Systems
Multiagent systems are systems composed of multiple interacting computing elements known as agents [45] . An agent is an encapsulated computer system that is situated in some environment, either geometrical or numerical, and is capable of flexible, autonomous action in that environment, in order to meet its design objectives [46] . It has characteristics such as autonomy, social ability, reactivity and proactivity [47] . Agents have been widely applied in computer vision and image processing, for applications such as image segmentation [31] , [48] and feature extraction [49] . Agents locally interact with their environments in the course of problem solving. Responding to different local constraints received from their task environments, agents can select and exhibit different behavioral patterns. The behavioral patterns of agents may be predefined and activated by certain conditions from the agent environment [31] . Fig. 3 illustrates the typical structure of an MAS [50] . The system contains a number of agents that interact with one another through communication. Every agent has control over parts of the environment, but the problem solving relies on the coordination and interaction of different agents. In an MAS, an agent is influenced by the environment and other agents. It has to coordinate with the others to meet their objectives. However, sometimes the objective of an agent may be different from the others' and conflict may occur in the pursuit of its own goal. In such cases, a consultation mechanism is necessary for conciliating the contradiction, in order to achieve the purpose.
With the ability of self-adaptation, an MAS can deal with the different structures in mixed pixels. Our proposed method based on an MAS is motivated by the intention of identifying different structures in mixed pixels with corresponding algorithms. The intention is not to simply apply every algorithm on each pixel, but to select an appropriate algorithm, varying automatically with the detected features and environment. In addition, agents may conflict with others, and it is important to coordinate agents with different objectives to obtain the optimal global solution.
III. ADAPTIVE SUBPIXEL MAPPING BASED ON
A MULTIAGENT SYSTEM With the advantages of distribution and global optimization, this paper proposes an adaptive subpixel mapping algorithm based on an MASSM to conduct subpixel mapping.
To apply an MAS to subpixel mapping, MASSM is designed to consist of three layers, as follows. In the first layer, feature detection agents (FDAs) are used to detect the different structures in mixed pixels, including boundary-mixed pixels and linear subpixels. The middle layer consists of subpixel mapping agents (SMAs) that reconstruct features with different subpixel mapping algorithms based on FDAs. The highest level consists of decision agents (DAs) that coordinate the contradictions between FDAs and SMAs.
In MASSM, the set of agents A, A = {A is the SMAs, and A D is the DA. To describe the set of agents A with these different kinds of agents, A = {A F , A M , A D }, a universal structure of the agent set is defined. Taking A F as an example, the structure can be represented
1) E F is the environment information of agent A F ; 2) F is the status of current agent A F ; 3) F is the rule library of A F ; 4) B F is the set of possible behavioral patterns ofA F .
Furthermore, A F + is the offspring agent of A F , and A F − is the parent agent.
In the subpixel mapping problem, the fraction image can be represented as
is the fraction value of pixel P i, j for class c, (m, n) is the height and width of the fraction image, and C is the band number. The steps of the proposed approach can be summarized as follows.
Generally speaking, there are two ways of initialization for the FDAs. One way is to spread the agents equally on the image, and the other is to spread them randomly. In this paper, we have adopted the former strategy. The other strategy will be experimented on in the parameter analysis section to test the impact of initialization on the accuracy of the proposed method. Every agent A F communicates with the environment E F , and different types of mixed pixels can be detected by E F and the rule library F . In this paper, only the boundary-mixed pixels and linear subpixels are considered, which means that a mixed pixel without a linear subpixel feature will be labeled as a boundary-mixed pixel. This task can be simplified by detecting if there is a linear subpixel feature in the mixed pixel.
For different types of mixed pixels, specific SMAs will be created respectively. As only two types of mixed pixels are taken into consideration, SMAs may contain three different types of agents: 1) pure subpixel mapping agent; 2) boundary subpixel mapping agent; and 3) linear subpixel mapping agent.
As the sphere of influence for different agents may overlap with each other, a decision agent is necessary for conciliating the contradictions of FDAs and SMAs.
The general flow is as shown in Fig. 4 . In this paper, the impact of parameter N, the number of original FDAs in the fraction image, and the life threshold T of the SMAs are also taken into account.
The process of MASSM is as follows.
A. Feature Detection Agent
To reconstruct the different features in a mixed pixel, the type of mixed pixel should be first determined. In this step, a feature detection agent is utilized to detect the type of subpixel structure, where boundary pixels and linear subpixels are considered. As only the boundary-mixed pixel and linear subpixel are taken into consideration, the feature detection agent can be simplified as a linear subpixel feature detection agent.
Fig. 5 describes how to decide whether a linear subpixel feature exists in a mixed pixel. In this paper, D is the side length of the square neighborhood, and is set as 5. Putting the grid into a uniform coordinate system and setting the origin at the upper left, then every pixel P i , j will get a coordinate (i + 0.5, j + 0.5). For example, the coordinate of pixel P 0,0 at the upper left is represented as (0.5, 0.5).
Assuming the agent A F is located in the center pixel P i, j , which has C classes, for every class c it may diffuse to neighboring pixels that have the same class c. The environment E F = F ∪ {ε F } indicates the neighboring pixel F of the current agent A F , and the pixel ε F the agent occupies is defined as
The status F = {CR F , PL F , flag F } indicates the control area CR F of pixel P i, j and the pixel set PL F of agent A F and its offspring agents, as illustrated in Fig. 5 , which are labeled with yellow, and the flag F shows the type of P i, j . If P i, j is a mixed pixel, flag F = 1, otherwise flag F = 0. The ∧ symbol means the "AND" operator, and the ∨ symbol represents the "OR" operator.
To determine if there is a linear subpixel feature, every possible line across the center pixel should be verified. The decision procedure involves three steps.
First, find all possible lines. Any line in the picture can be represented by pixels it passes through, and the task is to find all the pixel sets. Lines between L a and L c occupy the same pixels as L c and, therefore, lines between L c and L d can delegate all possible lines. Then, the following formula can be used to represent all the lines as L λ
In (2), β λ is the angle between the current possible line L λ and
Second, the line L λ rotates from L c to L d with a fixed angle τ , and the corresponding pixel set PL F λ , which represents the line L λ , can be determined by examining if line L λ interacts with the control area CA F of pixels in E F as (3). As illustrated in Fig. 5 , the line L e can be represented with pixels, which are labeled with yellow
The CA F is the control area of pixel P i, j , and it is the set of all AR i , j . In the coordinate system, every pixel is represented with a grid square, which is represented as AR i , j for pixel P i , j . The region of the grid square for pixel 
In (4), MLI is the maximum linearization index, which is calculated by (5) and (6), and ρ is the threshold to determine if there is a linear subpixel feature. In this paper, ρ was set to the experiential value of 0.5. G λ (c ) ≥ D is used to make sure that only lines that go through the center pixel are thought to be linear subpixel features, to avoid excess determination
where ψ λ (c) means the possibility of a line existing for class c
where E F is the environment information of agent A F , as defined in (1); PL F λ is the pixel set, which represents the line L λ , which can be determined by (3); G λ (c) is the number of pixels in PL F λ for class c whose fraction values are greater than zero; and H λ (c) is the number of pixels in E F for class c whose fraction values are greater than zero.
Although the linear subpixel feature detection algorithm can determine whether there is a linear subpixel feature, it cannot ensure what the exact angle is, due to lots of lines occupying (a) (b) (c) Fig. 6 . Diffusion of different types of pixels. The yellow pixel is a pure pixel, which belongs to class c, the blue pixel is a pure pixel, which belongs to class w, and the red pixel is a mixed pixel that contains classes c and w.
(a) Center agent in a pure pixel may diffuse to its neighboring pixels that contain the same class. (b) Center pixel is a boundary pixel, and the agent in it diffuses to the neighboring mixed pixels that have the same land-cover class as the center one. (c) Center pixel has a linear subpixel feature, and the agent in it will diffuse along the detected direction of the line.
the same pixel set. This is described in Fig. 5 , where L e and L f occupy an identical pixel set. Therefore, a method to confirm the angle of line and diffuse the agent is essential. With regard to a mixed pixel that cannot be affirmed to be a linear subpixel feature component, it is considered to be a boundary-mixed pixel.
B. Mechanism of the subpixel Mapping Agent
Since the type of a mixed pixel has been determined by FDA, the corresponding subpixel mapping agent should be implemented for the different types of pixels. As mentioned before, a pixel may be a pure pixel, boundary pixel or linear subpixel. The subpixel mapping agent can be represented
where A M P is the pure subpixel mapping agent, A M B is the boundary subpixel mapping agent, and A M L is the linear subpixel mapping agent. For the agent A M , which is found in a pixel P i, j , the environment E M can be described as
The status M = {η M , δ M , f M } shows some attributes of agent A M . The value of η M indicates whether the current agent A M is a parent agent or offspring agent. If A M is a parent agent, η M = 1, otherwise η M = 0. The value of δ M means the dominant class in the pixel, which should be assigned preferentially. f M is the current life of A M to control the diffusion.
1) Diffusion of Pure SMA: subpixel mapping is not required for a pure pixel; however, the diffusion of the agent in a pure pixel has an impact on the result of subpixel mapping for the neighboring mixed pixels.
For the agent A M P located in a pure pixel P i, j , which belongs to class c, δ M P = c. The behavioral pattern B M P indicates the diffusion of agent A M P . If the life f M P < T , the agent A M P may spread to its neighboring pixels, as Fig. 6 (a) depicts. The rule M P to determine the offspring agent set DF M P of agent A M P is described as
It is obvious that the pure SMA may diffuse to mixed pixels, and it is assumed that a mixed pixel that contains an offspring pure SMA is a boundary-mixed pixel, and a boundary SMA will be created instead of the offspring pure SMA. Finally, every subpixel in center pixel P i, j will be assigned to class c.
2) Mapping With Boundary SMA:
The boundary-mixed pixels consist of two types: one is determined by FDA and the other is the mixed pixel, which the offspring of pure SMA or boundary SMA locates in. For the boundary-mixed pixel P i, j , which is determined by FDA, a boundary SMA A M B is created. In the status M , η M B = 1 and 
After that, the rule M B M to implement subpixel mapping employs the attraction model as (10) . It estimates the class of subpixels according to the class proportion of its neighboring pixels by calculating the attraction values of the different classes
1) p a,b (c) is the attraction value for subpixel p a,b and class c; 2) P i , j (c) is the fraction value for pixel P i , j and class c;
It is illustrated in Fig. 7 and defined as (11) , in which coordinates of the subpixel and pixel should be integrated into the same coordinate system. In addition to the Euclidean space, some other metric learning algorithms [51] , [52] can be utilized in the design of the subpixel mapping agent.
The attraction value of every subpixel for the predominant class can be calculated by (10) , and subpixels assigned to that class can be determined by constraint of the abundance, and the attraction values. The rest of the classes are equal to each other, and every class will get a subpixel by turn, with the limitations of abundance of the remaining classes, and attraction values of the unlabeled subpixels for the other classes. Fig. 7 . Illustration of the labeling of pixels and subpixels, the coordinate system, and the distance calculation between pixels and subpixels.
3) Mapping With Linear SMA: After a linear subpixel feature is detected by FDA in a mixed pixel P i, j for class c, the linear SMA A M L is created. No matter whether it is a parent agent or offspring agent, the same diffusion mechanism will be selected.
The behavioral pattern
, and B M L M is the implementation of subpixel mapping.
To implement the subpixel mapping, a center line should be determined first, as Fig. 8 illustrates. Fig. 8(a) shows the fraction values of pixels of P i, j and its neighboring pixels for class c. First, a binary operation should be implemented to obtain a binary image by comparing with the threshold of abundance, which is set as zero. Then, a line-fitting algorithm is applied to the binary image to extract a center line. Finally, pixels in E M L , except the two endpoints, should be mapped by the distance of the subpixel to the center line.
To fit a line, a least-squares-based line-fitting method is employed. Put the 3 × 3 grid into a coordinate system and set the origin point at the top left. Then, every pixel P i , j of set E M L and subpixel p a,b in P i , j will get a uniform coordinate, as depicted in Fig. 8 by (12)
In Fig. 8 , the resize factor S is 4 and, therefore, the coordinate of the top left subpixel is p 0,0 = (0.5, 0.5), while that of the top left pixel is P 0,0 = (2, 2). In the procedure of line fitting, only coordinates of pixels are used. As Fig. 8 declares, a linear subpixel feature has been detected by the previous FDA, and pixels that contain the class c form the linear subpixel feature. The rule to implement the subpixel mapping line can be represented as Assuming that there are ω pixels in set E M L , then the center line can be determined bȳ
L may diffuse to, should be determined with rule M L D . The rule to determine DF M L is as follows. Let L i , j be the line connecting the neighboring pixel P i , j and center pixel P i, j . As the position of the line has been figured out, the angle α i , j between L and L i , j can be calculated. The two pixels with the smallest two angles will be selected as the endpoints of the line, and the center agent will diffuse to them, as illustrated in Fig. 9 
After the direction of diffusion has been determined, the distribution of classes in the pixels, except the two endpoints, should be determined. The rule for mapping the center pixel and neighboring pixels is to calculate the distance of subpixel p a,b in pixel P i , j and line L by (16) , in which L : y = Ax + B. Fig. 8(d) illustrates the distance of the subpixel to the center line. subpixels in pixel P i , j will be sorted by the distances, and subpixels that are near to the line will be labeled as the target class, with the constraint of abundance. For the rest of the subpixels of pixel P i , j , the attraction values of the subpixels and neighboring pixels will determine the attribution of every other subpixel, as in the way of subpixel mapping of the boundary feature
C. Decision Agent
Because of the existence of different types of mixed pixels, an agent with a single function cannot obtain the best result. Therefore, the MAS is employed to solve the problem. However, agents in the MAS cannot always keep up and sometimes may conflict with others, as they have their own particular aims, besides the common objective. In order to maximize the individual target, an agent may hinder the process of other agents. Therefore, a consultation mechanism is essential to resolve the conflict so that the common goal of the MAS can be fulfilled. During the diffusion of a SMA, it may run up 
against some pixels that have been handled by other SMAs. For these controversial areas, a decision agent A D is used to determine the optimal result. In this paper, the environment E D of agent A D in pixel P i, j can be defined as E D = P i, j , and the status D = {A M , p f }, in which A M is the current subpixel mapping agent, which diffuses to pixel P i, j , and p f is the type of pixel P i, j , which was determined previously. A M can be pure SMA, boundary SMA or linear SMA. p f can be pure pixel, boundary-mixed pixel or linear subpixel. Most contradictions happen between linear SMAs and boundary SMAs. If two SMAs conflict with each other and one of them is a linear SMA, the linear subpixel feature detection agent will be utilized by the decision agent to determine what exactly the type of mixed pixel is. Then, similar steps will be taken as previous. However, if the two conflicted SMAs are both boundary SMAs or linear SMAs, then the rule of "first come, first served" is used.
Generally speaking, a linear subpixel is given priority over other types of pixels. In this way, potential linear subpixel features can be preserved and reconstructed as soon as possible.
D. Stopping Condition
Parameters such as the number N of original FDA in the fraction image and the life threshold T of SMA control the implementation of MAS in the subpixel mapping, lower values of which may result in a portion of the pixels being ignored. To avoid this, a compromised way is to apply an AC on unsettled pixels after all the agents in the image have died out.
IV. EXPERIMENTS AND ANALYSIS
The subpixel mapping algorithm should ideally be applied on a fraction image generated by the spectral unmixing of a remotely sensed image. However, in this way, errors due to soft classification and some other processes are introduced in the assessment of the subpixel mapping method. To evaluate subpixel mapping algorithms solely, synthetic images are created by degrading a classification map to a simulated fraction image, by the use of a resize factor. In this way, the original classification map can be used as a reference image to evaluate the different subpixel mapping methods. However, to confirm the reliability of the proposed method, another procedure to implement the subpixel mapping is applied to the remotely sensed images to further test the effectiveness of our proposed method.
To verify the performance of the proposed algorithm, three artificial images and two remotely sensed images are employed. Artificial images, including an image containing only boundary features, an image containing only linear subpixel features, and an image containing both features, are used to facilitate the design and development of the algorithm. Another two remotely sensed images are employed to test the validation of the algorithm on more complex imagery. Hard classification (HC), a BP neural network (BP) and an AC (AM) are used to compare the results with the proposed algorithm, and the accuracy of the different methods is provided.
In this paper, two novel recently proposed indices, quantity disagreement (QD) and allocation disagreement (AD) [53] , are utilized to evaluate the subpixel mapping results of the different subpixel mapping methods. The QD is the amount of difference between the reference map and a comparison map that is due to the less than perfect match in the proportions of the categories. The AD is the amount of difference between the reference map and a comparison map that is due to the less than optimal match in the spatial allocation of the categories, given the proportions of the categories in the reference and comparison maps. The calculation of the two components is described in [53] . Moreover, the overall accuracy (OA) is also utilized. In addition, as the subpixel mapping methods focus on the mixed pixel problem, other kind of indices, adjusted OA [23] , adjusted QD and adjusted AD, are also utilized. These indices are calculated only for mixed pixels, and they ignore the subpixels that have a pure pixel as parent in the fine-resolution image.
In addition, to test the statistical significance of the differences in accuracy for two classification results, the McNemar's test [54] is used to compare the misclassification rates with the different methods. For the two classification maps C 1 and C 2 , the McNemar's test compares the number of pixels misclassified inC 1 
The McNemar's test accepts the hypothesis that the two classification methods have the same error rate at significance level α if the value is less than or equal to χ 2 α,1 [57] . In other words, if the McNemar's value is greater than χ 2 α,1 , the two classification algorithms are significantly different. In this paper, the significance level α is set as 0.05, which means χ 2 α,1 = 3.841459.
A. Experiment 1-Artificial Images
The artificial images are illustrated in Fig. 10 . To assess the performance of the proposed method in reconstructing different features in mixed pixels, three artificial images with different structures are tested. Fig. 10(a) contains three landcover classes labeled with different colors, and only the boundary feature is considered. Given the size of the image, the resize factor can be set to 2, 4, 5, 8, 10, etc. In this experiment, it is set to 10. Fig. 10(b) contains only linear subpixel features whose widths vary from one to three pixels to form linear subpixels, given the resize factor of 4. Fig. 10(c) contains three land-cover classes, and both a boundary feature and linear subpixel feature are included. To construct the linear subpixel features, the widths of lines are set to two to three pixels, given the resize factor of 6.
The three images are tested by HC, the BP neural network, the AC and the proposed method, separately, and the results are illustrated in Fig. 11 . As the size of the images is too large to interpret accurately, a partial enlarged view is provided for each method. For data 1, the result of MASSM is similar to that of AM, and HC has the worst performance. However, MASSM does well in some details, as seen in Fig. 11(j1) . Compared with the reference classification map, the detailed maps of the different methods show that MASSM has a better effect than the other two methods in reconstructing boundary pixels. For data 2, the detailed map is cut from the polygon in the lower right corner. The lines of the detailed maps for MASSM are continuous, while for the other three methods, however, they are fractured. It is obvious that MASSM outperforms the other three methods, and the linear subpixel features can be reconstructed effectively. When it comes to data 3, the same conclusion can be made. Although the result of MASSM for data 3 is not as good as data 2, because of the complexity, it is still better than the others. The results of the BP and AM methods cannot extract a complete line; however, MASSM can achieve this.
The quantitative indices lead to the same conclusion as the visual assessment. Table II shows the accuracy of the different methods for the artificial images. For the linear subpixel features in data 2, the MASSM method has the best performance, and it decreases the adjusted AD from 0.173 and 0.132 to 0.108, when compared with BP and AM, respectively. Complete linear subpixels are not easily mapped with BP and AM, while MASSM is more suitable because of the adaptive mechanism for the different types of mixed pixels. Even for the boundary features in data 1, gains of 4.77% and 0.47% for the adjusted OA over BP and AM can be achieved. MASSM outperforms BP and AM, not only for the linear subpixel features but also for the boundary features. For data 3, with both features, the adjusted AD gives an improvement over BP and AM of 0.098 and 0.025. Generally speaking, the adjusted indices can reveal more distinct differences than the original ones. In addition, only allocation disagreement exists in the subpixel mapping results as the fraction images were simulated and are thought to be accurate. According to the statistical accuracy, the MASSM method exhibits the best overall classification accuracy for both features, when compared with the other two methods.
In addition to the classification accuracy, Table III (10.32) . Although the value is still well above 3.841459, to some extent, it indicates that MASSM and AM both have the ability to map the boundary pixels.
B. Experiment 2-TM Remotely Sensed Image
subpixel mapping of remotely sensed images is a more complex problem as more land-cover classes may be contained in the mixed pixels. To better verify the performance of the proposed algorithm in a real environment, two remotely sensed images are used.
The proposed algorithm is tested with a 30-m resolution multispectral Landsat TM image from the three Gorges, China, as shown in Fig. 12 . The size of the TM image is 280 × 160. To form linear subpixels, the resize factor is set to 8. Three classes can be distinguished in this image.
To estimate the error introduced by the classification method, many pixels were manually selected as the ground truth, as Fig. 12(b) illustrates. In this paper, the reference classification map was obtained by classifying the original remotely sensed image with SVM, and the accuracy of SVM is shown in Table IV . As this image was not so complex, so that the distinct differences between classes can be observed, along with the impact of the selection of ground truth, SVM can be seen to be highly accurate, and the result was thought to be suitable for the experiments with subpixel mapping.
The most important feature in Fig. 12(a) is the river, which belongs to a linear feature. With the BP and AM methods, the river cannot be reconstructed well. However, the MASSM method can apparently obtain a better result than the previous methods. As Fig. 12 illustrates, the river in the MASSM result is continuous and complete, while that of the AM result has apparent holes in it, and the BP result is badly fractured.
The accuracies listed in Table V indicate the effectiveness of the proposed method. Compared with the previous artificial image 1, which contains only boundary features, this test Table VI demonstrates that MASSM gives significantly different results than the other subpixel mapping methods, compared to the critical value (3.841459). The TM image is less complex, and pure pixels occupy quite a few proportions, especially for the vegetation. As the river does not occupy the main part of the image, and the boundary features are not so apparent, because of the large resize factor, the gain in accuracy is far below that of the artificial images. The confusion matrix in Table VII reveals that the MASSM method has a better result than BP and AM on the river, and the greatest confusion is between urban and vegetation because they are the main land-cover classes in this image and intersect with each other. However, both the visual assessment and accuracies still indicate that MASSM is an effective method in mapping the different structures in mixed pixels, compared with BP and AM.
C. Experiment 3-QuickBird Remotely Sensed Image
In this section, a multispectral QuickBird (March 2004; 2.4 m resolution) dataset is classified with eCognition software to preserve the internal consistency of classes. The size of the QuickBird data is 180 × 180. The classification map is then degraded to obtain a simulated fraction image with a resize factor of 6, which is greater than the widths of most of the linear features in this dataset. The three subpixel mapping methods and HC are then used, and the results are shown in Fig. 13 .
Unlike the TM image, the QuickBird image was classified by eCognition software to overcome the spectral diversity of the same classes, such as the house class. The classification accuracy is illustrated in Table VIII . This result shows that misclassification happens between road and vegetation, due to the geographic proximity. Similarly, it also occurs between house and bare soil.
These kinds of misclassification may occur in the following subpixel mapping experiments. However, this classification map can be used as a reference image for subpixel mapping, with an OA of 93.92%.
The visual comparison of the three results suggests that the MASSM method is superior to the other three methods. Fractured lines can be clearly found in the results of BP and AM. For the HC method, although the straight road in the left of Fig. 13(c) looks acceptable, the quantity information has been lost. The AM method obtains an acceptable result on boundary features, while linear subpixel features cannot be reconstructed well as they are thought to be boundary features, and the corresponding algorithm destroys the continuity of lines. The BP method performs worse than AM and MASSM, for both linear features and boundary features. The MASSM method works well with most roads, except some sections where the environment is too complex. Some of the enlarged views demonstrate that the MASSM method is better than the BP and AM methods, as Fig. 13 (g)-(k) illustrates. Table IX value is compared to a critical value, as shown in Table X . This indicates that MASSM gives a significantly different performance, compared to the other methods, as discussed in this experiment. There are four classes in the QuickBird image, and the situation of mixed pixels is more complex than with the artificial images. Most roads belong to linear features, and other classes are thought to be boundary features. The confusion matrix in Table XI shows that the MASSM method produces better results than the other methods for the road class. The house class was mainly confused with vegetation because of the geographic proximity. Although the results of the house class with the MASSM method are a little inferior to AM, the other two classes have a higher precision than BP and AM. However, MASSM outperforms the other methods in mapping the different features in mixed pixels, in both visual assessment and accuracy.
House Road Vegetation Bare soil 
D. Parameter Analysis
Parameters are important to the MASSM method, and when it comes to subpixel mapping, two different types of parameters are considered. One is the resize factor S, which is relevant to the subpixel mapping itself, and the other type are parameters belonging to MASSM, which include the agent number N and the agent life T . As the interaction between N and T is so strong, they should be considered carefully. The impacts of some other procedures are also discussed.
1) Impact of the Resize Factor S:
In this analysis, test 3 of the artificial images in Fig. 10 and the QuickBird image in Fig. 13 are used. Fig. 14 illustrates the impact of S for both images. Generally speaking, the accuracy decreases as S increases. This is because, as S increases, the internal structure of a mixed pixel will be too complex to interpret and hard to reconstruct. The spatial dependence assumption does not work when S is too large. For the artificial image, the adjusted OA is still acceptable, even when S is 18, because the shapes of classes are simple and regular. However, the accuracy of the QuickBird image appears to decrease as S increases. The adjusted OA is less than 0.6 when S is more than 8. It is therefore impossible to enhance the resolution infinitely. The choice of suitable resize factor is important in subpixel mapping.
2) Impact of Agent Number N and Agent Life T :
In this analysis, test 3 of the artificial images in Fig. 10 and the QuickBird image in Fig. 13 are used. The resize factor S is 6 for both the artificial image and the QuickBird image. Fig. 15 depicts the impact of different N and T on the accuracy. As the selection of one parameter has an impact on the other, different combinations of N and T are tested. It can be seen that the accuracy differs for the different combinations. The precision with different combinations of N and T is compared to each other and that of the AC. The curves of different T are similar to each other, and the optimal N for every T may be the same. Generally speaking, the agent number N should be set at a higher level to detect different structures in images, and the life T should be set at a lower level to avoid confusion between different features. There are, though, still some combinations that do not fulfill the previous assumption. However, Fig. 15 reveals that the accuracy of most combinations is higher than that of the AM method. It may be difficult to obtain the highest accuracy when applying MASSM; however, MASSM outperforms the AM method in most cases.
3) Impact of the Decision Agent: In the proposed method, a decision agent is an essential component for coordinating the contradictions of other agents, such as the feature detection agent and subpixel mapping agent, to obtain a global solution. However, the effectiveness of the decision agent in improving the accuracy of subpixel mapping still needs to be verified. In this experiment, three artificial images and two remotely sensed images are used to test the impact of the decision agent on the proposed method. As Fig. 16 illustrates, no matter which decision agent is used, the proposed method performs better than the traditional AC. However, when the decision agent is utilized, the accuracy of the proposed method can be improved for most datasets, except artificial image 1. This is because artificial image 1 contains only boundary features, and few contradictions exist to invoke the decision agent. Generally speaking, the decision agent can improve the accuracy of subpixel mapping, and it is an essential component of the proposed method.
4) Impact of the Initialization of the Feature Detection Agents:
Generally speaking, there are two kinds of initialization of the FDAs. One approach is to spread the agents equally on the image, and the other is to spread them randomly. In this paper, we adopt the former strategy. To confirm the reliability of the proposed method, we undertook some experiments regarding the initial placement of the FDAs. Artificial image 3 and remotely sensed image 2 were experimented with, and the proposed method with a random strategy of FDAs was executed 10 times. As Fig. 17 illustrates, the initial placement of FDAs has little impact on the accuracy of the proposed method. For both images, the accuracy with a random strategy fluctuates around the accuracy of the equality strategy. In other words, the two strategies are both suitable for the proposed method.
5) Impact of the Procedure of the Experiments:
In this experiment, two remotely sensed images are used. In this procedure, the steps are: 1) resample the original high-resolution image to the coarser scale, using a point-spread function in which the size is 3 × 3 and the variance is 0.4, adding Gaussian noise in which the variance is 5; 2) The fully constrained least squares method is applied to obtain the fraction image at the coarse resolution; 3) BP, the AC and the proposed method are applied to the fraction image generated at 2); and 4) Classification of the original high-resolution image is used to test the accuracy of the different subpixel mapping methods. For the TM image, the resize factor is 8, and for the QuickBird image it is 6. As Fig. 18 illustrates, due to the errors introduced by the spectral unmixing and classification, the accuracies of the subpixel mapping methods implemented on the results of the spectral unmixing are decreased greatly when compared with those based on a fraction image derived from the classification map. However, the experiments reveal that the proposed method can obtain a higher accuracy than the other two subpixel mapping methods when conducted on a fraction image that was generated by the spectral unmixing of a coarse image.
V. CONCLUSION
In this paper, a novel subpixel mapping framework based on an MAS, namely MASSM, was proposed to adaptively deal with the different types of mixed pixels. Most traditional subpixel mapping methods focus on how to maximize the spatial dependence, while ignoring the inherent structures in mixed pixels, such as a linear subpixel, which may not be effectively reconstructed by this kind of approach. To avoid the problem, three kinds of agents, FDAs, SMAs and DAs, are designed to tackle the problem of subpixel mapping in the proposed MASSM algorithm to better reconstruct the different types of mixed pixels.
In MASSM, FDAs are first created to determine the types of mixed pixels by calculating the MLI. By use of the FDAs, the pixels can be classified into three kinds of pixels: pure pixel, boundary-mixed pixel and linear subpixel. The different types of pixels then have the corresponding SMAs applied, which are used to finish the task of the subpixel mapping. In particular, a novel subpixel mapping method for linear subpixel features is proposed by extracting the center line. Lastly, DAs are used to coordinate any contradiction that occurs during the implementation of FDAs and SMAs, to obtain the optimal subpixel mapping result.
In the experiments using different images (three synthetic artificial images and two synthetic remote-sensing images), compared with the traditional subpixel mapping methods (the BP subpixel mapping algorithm and the spatial attraction subpixel mapping model), MASSM was able to achieve better results with a higher subpixel mapping accuracy. This confirms that MASSM is appropriate for the subpixel mapping of remote-sensing images. Our future work will focus on further improvements to the proposed technique, such as the adaptive selection of parameters.
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