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We consider a low redshift (z < 0.7) cosmological dataset comprising megamasers, cosmic
chronometers, type Ia SNe and BAO, which we bin according to their redshift. For each bin,
we read the value of H0 by fitting directly to the flat ΛCDM model. Doing so, we find that H0
descends with redshift, allowing one to fit a line with a non-zero slope of statistical significance
2.1σ. Our results are in accord with a similar descending trend reported by the H0LiCOW collabo-
ration. If substantiated going forward, early Universe solutions to the Hubble tension will struggle
explaining this trend.
INTRODUCTION
Driven by successive results [1–3] favouring a higher
value of the Hubble constant H0, cosmology is in a
state of flux. Remarkably, independent local determi-
nations of H0 based on Cepheids/Type Ia Supernovae
(SNe) (SH0ES) [1], strongly-lensed quasar time delay
(H0LiCOW) [2] and water megamasers (The Megamaser
Cosmology Project) [3] all appear to be converging to an
overall result that is discrepant at the ∼ 5σ level with
the lower value reported by the Planck mission based on
the cosmological model ΛCDM [4] (see [5] for a review).
Moreover, simple physically motivated changes in dark
energy seem not to significantly alter the local distance
ladder calibration by Cepheids [6].
Given the tension, it is imperative to address system-
atics, and calibration is a good place to start. Replacing
Cepheids with Tip of the Red Giant Branch as a cal-
ibrator for Type Ia SNe, the Carnegie-Chicago Hubble
Program have found an intermediate value [7], which is
about 1.2σ away from the Planck value and 1.7σ, 1.3σ,
1.2σ from SH0ES, H0LiCOW and Megamaser Cosmology
Project, respectively. The result is the subject of an ongo-
ing dispute [8, 9]. Nevertheless, it has also recently been
demonstrated that a combination of low-redshift cosmo-
logical data also favour a central value H0 ∼ 70 km s−1
Mpc−1 that is within 2σ of all experiments [10].
Evidently some soul searching is required to convince
ourselves that Hubble tension indeed implies deviations
from ΛCDM. Among various ideas put forward to ad-
dress the tension, the early dark energy (EDE) proposal
[11] has attracted a lot of attention. The idea is to retain
ΛCDM for the late-time cosmology, but reduce the sound
horizon radius at drag epoch rd by turning on a cosmo-
logical constant at early times (z & 3000), which dilutes
away like radiation or faster at later times. A similar re-
duction in rd may be achieved through other mechanisms
[12–16].
Here, motivated by a recent H0LiCOW observation
that H0 decreases with lens redshift [2], we take a closer
look at, or alternatively, fine-grain the dataset favour-
ing an intermediate value [10] to see if it hides a similar
feature. While the H0LiCOW result is of low statistical
significance at 1.9σ (reduced to 1.7σ with the inclusion of
DES J0408-5354 [17]), importantly there is no indication
that the trend is due to unaccounted systematics [18].
Note, changing the cosmology from ΛCDM to wCDM in-
flates the errors [2], so if real, this is a model-dependent
trend, providing a potentially new diagnostic for Hubble
tension.
Concretely, our fine-graining process involves binning
the Dutta et al. [10] dataset by redshift. This analy-
sis has difficulties stemming from a decreasing quality of
data as one increases redshift. Therefore, we restrict our
attention to redshift z ≤ 0.7, more or less the range of
interest for H0LiCOW, and adopt non-uniform bin sizes
to identify the appropriate redshift favoured by data.
As expected, we recover the H0 value of [10] from data
in the range 0.002 < z ≤ 0.7, but demonstrate that
once the data is binned, the differences between bins
can exceed 1σ, thus making combining the data ques-
tionable. Notably, the overall value masks a descending
trend across the bins, the significance of which we find
is 2.1σ. Note, our analysis here does not make use of
strongly-lensed time delay and is completely independent
of H0LiCOW.
If the H0LiCOW result is substantiated going forward,
there are a number of implications. First, this trend can-
not be explained by keeping ΛCDM and adjusting the
sound horizon using early Universe physics as in [11–13],
since this will only raise and lower the trend. Thus, we
may be staring at preliminary evidence for a new cosmol-
ogy at late times.
Secondly, it is tempting to adopt a different, admittedly
speculative, perspective on Hubble tension. Namely, it
is conceivable that Hubble tension is still down to two
numbers, not the two numbers most consider, namely
H0 ∼ 74 km s−1 Mpc−1 (SH0ES) versus H0 ∼ 67 km s−1
Mpc−1 (Planck), but rather the slope and intercept of
descending line in H0 with redshift. If true, this provides
further hints on the missing piece of the cosmological puz-
zle, which may be crying out for model building beyond
ΛCDM.
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Let us open with the data. We make use of the follow-
ing observational results in the redshift range z ≤ 0.7:
• We employ distances from megamaser hosting
galaxies: UGC 3789, NGC 6264, NGC 6323, NGC
5765b, CGCG 074-064 and NGC 4258 in the range
0.002 ≤ z ≤ 0.034 [3, 19, 20].
• We include cosmic chronometer (CC) data from
[21–27], restricted to the range of interest.
• Our BAO data comprises isotropic measurements
by the 6dF survey (z = 0.106) [28], SDSS-MGS sur-
vey (z = 0.15) [29], as well as the anisotropic mea-
surements by BOSS-DR12 at z = 0.38, 0.51, 0.61
[30].
• We incorporate 924 Type Ia SNe from the Pantheon
dataset in the range 0.01 < z ≤ 0.7 [31], including
both the statistical and systematic uncertainties.
Our overall dataset here is similar to [10], but differs
in a number of aspects. Firstly, and most obviously, we
have cut the higher redshift data z > 0.7. Secondly, in-
stead of three masers, we now have access to six. Note,
in contrast to [10], following [3] we allow for errors in
redshift and corrections for peculiar velocities. We have
removed the strong lensing time-delay measurements by
H0LiCOW [32] to facilitate a later independent compar-
ison. Since we will later bin the data, we have upgraded
the compressed Pantheon data in terms of H(z)/H0 [33]
(see also [34]) to the full dataset. On the negative side, we
have dropped the measurements of fσ8, but the omission
of this data is not expected to change the conclusions.
METHODOLOGY
Any trend in H0 with redshift is model-dependent.
Here we focus on flat ΛCDM, which is described by two
parameters: the Hubble constant H0 and matter density
Ωm. We note that CC data is expressed in terms of the
Hubble parameter directly, so one can easily fit the model.
For megamasers, the relevant distance is the angular di-
ameter distance DA(z), which can be approximated as
[3],
DA ≈ cz
H0(1 + z)
(
1− 3Ωmz
4
+
Ωm(9Ωm − 4)z2
8
)
. (1)
Following [3] we convert between velocities and redshift
v = cz, allow for an inflated error in the velocities to take
into account uncertainties in peculiar velocities σpec =
250 km s−1 and extremize the following function:
χ2 =
6∑
i=1
[
(vi − vˆi)2
σ2v,i + σ
2
pec
+
(D(vi/c)− Dˆi)
σ2D,i
]
, (2)
where the velocities vi are treated as nuisance parame-
ters and vˆi, Dˆi, σv,i, σD,i denote the velocities and galaxy
distances inferred from modeling maser disks [3].
For SNe, as is common practice, we fit the distance
modulus
µ = m−M = 25 + 5 log10
(
DL(z)
Mpc
)
, (3)
where m is the apparent magnitude, M is the absolute
magnitude - expected to be M ≈ −19.3 - that we treat as
a fitting parameter, and DL(z) is the luminosity distance,
DL(z) ≡ c(1 + z)
∫ z
0
dz′
H(z′)
. (4)
The BAO data involves fitting the following cosmolog-
ical distances,
DA(z) ≡ DL(z)
(1 + z)2
, DH(z) ≡ c
H(z)
,
DV (z) ≡ [(1 + z)DA(z)] 23 [zDH(z)] 13 (5)
It is important to note that BAO actually measures these
quantities divided by rd and is only sensitive to the prod-
uct rdH(z), which forms the crux of arguments for an
early Universe solution to the Hubble tension. In essence,
with BAO data fixed, a higher value of H0 requires a
lower value of rd and points to some missing physics be-
fore recombination that would reduce this length scale.
We refer the reader to [35] for further discussion on this
degeneracy.
To be fully transparent, it is worth noting that we fit
all parameters subject to the following flat priors [39]:
H0 ∈ (0, 100), Ωm ∈ (0, 1), rd ∈ (0, 200), M ∈ (−50, 0).
FIG. 1: Overlapping probability distribution functions for
each bin plotted alongside the overall constraint.
BINNING
Overall the dataset is of mixed quality and becomes
sparse at higher redshift. Here we employ a non-uniform
binning strategy that is designed to achieve a number of
3results. Neglecting the CC data, which is not so con-
straining and sparse relative to Type Ia SNe, but is im-
portant in lifting a degeneracy between BAO and SNe
alone, we construct the bins so that the weighted aver-
age redshifts of masers, SNe and BAO coincide. At the
same time, we attempt to ensure that the data in a bin
is sufficiently constraining and importantly that no data
is omitted below z ≤ 0.7.
Bin Data
1 Masers, SNe
2 iso BAO, SNe, CC
3 SNe, CC
4-6 aniso BAO, SNe, CC
TABLE I: Summary of the data in each bin.
More concretely, observe that we can define a weighted
average redshift of the cosmological probes in a given bin:
z¯i =
∑Ni
k zk(σk)
−2∑Ni
k (σk)
−2 , (6)
where σk denotes the error in the observable at redshift
zk. Our strategy is simply to construct bins so that z¯i
for a given data type in that bin coincide, thus allowing
us to assign a definite redshift to each bin.
To this end, we can start from z = 0.7 and work back-
wards in redshift. The upper cut-off is a nominal value,
but cannot be much greater than this value as otherwise
the BAO data at z = 0.51 and z = 0.61 gets binned
together. This strategy quickly leads to three bins:
bin 4: z¯4 = 0.38 ∈ (0.321, 0.47],
bin 5: z¯5 = 0.51 ∈ (0.47, 0.557],
bin 6: z¯6 = 0.61 ∈ (0.557, 0.7], (7)
where we have denoted the weighted average value in each
bin. By construction the redshifts coincide with BAO.
To get the first, second and third bin, we identify the
weighted average for the masers using σ2k = σ
2
v,k +σ
2
pec +
σ2D,k [3], which includes an inflated error due to peculiar
velocities σpec = 250 km s
−1. This contribution is im-
portant as it brings the weighted average redshift into a
range where SNe data exists. We are motivated to put
the isotropic BAO data at z = 0.106 and z = 0.15 in
the same bin to improve the constraining power, reduce
the overall number of bins and ensure that the two data
points mirror anisotropic BAO data, which at each red-
shift is also two data points. The remaining SNe we al-
locate to the final redshift range. Following the outlined
procedure, the remaining bins are
bin 1: z¯1 = 0.021 ∈ (0, 0.029],
bin 2: z¯2 = 0.122 ∈ (0.029, 0.21],
bin 3: z¯3 = 0.261 ∈ (0.21, 0.321]. (8)
While this leads to non-uniform bins, and a bin where
SNe and CC appear alone, we emphasise again that this
way we can confidently assign a definite redshift to each
bin. The binning is summarised in Table I.
RESULTS
Having discussed the preliminaries, we come to the re-
sults. First and foremost, employing the Python package
emcee [36], we identify the best-fit for the four parame-
ters for the entire dataset through Markov Chain Monte
Carlo (MCMC) [40]. The outcome is illustrated in Table
II, confirming that an intermediate value of H0 ∼ 70 km
s−1 Mpc−1 is preferred [10]. Moreover, Ωm and rd agree
with Planck values, Ωm = 0.315±0.007, rd = 147.09±0.26
Mpc and M = −19.36 is consistent with SH0ES analysis
[37].
H0 [
km
s Mpc
] Ωm rd [Mpc] M
69.74+1.60−1.56 0.30
+0.02
−0.02 144.83
+3.44
−3.34 −19.36+0.05−0.05
TABLE II: Best-fit values of the maser+CC+SNe+BAO
dataset over the redshift range z ≤ 0.7.
Following similar analysis, but tailoring the MCMC to
the data in the bin, we identify the best-fit values for
the parameters in each bin as shown in Table III and
illustrated in Figure 1. As is evident, there is a trend
whereby H0 decreases with redshift. This is primarily
down to the higher H0 value coming from the masers in
the first bin, but the anisotropic BAO data is also playing
a role in driving H0 lower. In the process, the best-fit
values for rd and M start to drift outside of 1σ of the
canonical values. Note, we have imposed no assumptions
and it is simply data that is guiding us in this direction.
FIG. 2: The best-fit line against the binned data. The line is
2.1σ removed from the flat line null hypothesis.
To get a handle on the significance, we follow ear-
lier H0LiCOW analysis [2] to establish a null hypothesis.
4This is done by shifting the probability distribution func-
tion (pdf) for each bin to the central value favoured by
the complete dataset H0 = 69.74, before drawing a set of
six mock H0 values using the respective pdfs. Once this
is done, we perform a weighted fit to identify a line and
repeat 105 times. Doing so, one will find a normal distri-
bution peaked on a zero slope from where one can infer
confidence intervals. We fit the same linear regression
through the data with the original binned H0 values and
find that the slope of the data falls 2.1σ away from the
slope of the null hypothesis. Concretely, we find the best-
fit line has slope m = −21.62 with intercept H0 = 73.59.
We illustrate it against the binned data in Figure 2.
z¯ H0 [
km
s Mpc
] Ωm rd [Mpc] M
0.021 73.41+3.10−2.88 0.51
+0.33
−0.34 − −19.26+0.09−0.09
0.122 69.85+3.17−3.10 0.26
+0.10
−0.09 143.08
+7.14
−6.74 −19.36+0.09−0.09
0.261 69.10+12.46−12.12 0.27
+0.20
−0.15 − −19.39+0.40−0.33
0.38 71.90+6.42−6.03 0.22
+0.11
−0.09 143.94
+9.94
−8.91 −19.33+0.15−0.15
0.51 59.98+7.64−6.45 0.37
+0.12
−0.10 164.05
+17.66
−15.92 −19.65+0.23−0.23
0.61 58.72+6.40−5.87 0.44
+0.12
−0.10 161.04
+13.31
−11.55 −19.59+0.18−0.17
TABLE III: Neglecting the velocity nuisance parameters in
the first bin, we record the best-fit values for the Hubble con-
stant, matter density, the sound horizon radius and absolute
magnitude of Type Ia SNe in the remaining bins.
DISCUSSION
H0LiCOW have reported a descending trend of mea-
sured H0 with lens redshift, which is not the result of any
obvious systematic. The deviation from a horizontal line
is currently 1.7σ. In this letter using a combined dataset
of masers, SNe, BAO and CC, which overall favour a cen-
tral value for H0, we have provided independent evidence
for such a trend in a similar redshift range with statisti-
cal significance 2.1σ. While our slope is consistent with
H0LiCOW, there is a curious difference in the intercept.
That being said, it should be borne in mind that the
underlying data is different in nature.
On the robustness of the result, it is worth noting that
the correlation is driven by both bins 5 and 6. In other
words, removing one of the bins will not make a dif-
ference. Alternatively, one can start removing datasets.
Eliminating SNe from the analysis does not change the
result, while removing BAO leaves our analysis resting
on CC data, which only inflates the error bars so that a
horizontal line can be fitted. We cannot remove CC as
it is instrumental in breaking the degeneracies from both
BAO and SNe.
Once again we reiterate that we have not assumed a
prior on rd and have let the data do the talking. This
is essentially to ensure our analysis only depends on late
Universe physics. Nonetheless, we have checked that if
one adopts a Planck prior on rd, the significance of the
line decreases to 1.4σ and further decreasing rd to the
values favoured by the EDE proposal, the binned values
of H0 are fully consistent with a horizontal line. Note,
there is a tautological quality to the latter. Since BAO
strongly constrains fitting, adopting a prior on rd is tan-
tamount to fixing H0 from the outset, which is precisely
what we wanted to avoid.
Finally, one may be concerned that H0 in the last two
bins, namely H0 ∼ 60 km s−1 Mpc−1, is too low com-
pared to Planck. Clearly, since H0LiCOW reports higher
than expected values, i. e. H0 ∼ 80 km s−1 Mpc−1, at
lower lens redshift, as observed, there is a discernible dif-
ference in the intercept. However, just as we have high
and low values in bins, but the overall best-fit is a central
value (Table II), it is conceivable that the Planck result
for flat ΛCDM is an “averaged” value, which is essentially
a coarse-grained value for H0.
In the big picture, provided these results can be sub-
stantiated in future, they will call into question early
Universe solutions to the Hubble tension. In essence, a
descending feature in H0 cannot be explained by fiddling
with the length scale rd, while ΛCDM is kept intact, since
this will simply raise and lower the trend, but will not re-
move it. In effect, this trend, if real, is pointing to a
late-time resolution to the problem whereby ΛCDM is
replaced by a new cosmological model, or may even have
an astrophysical resolution. Some musings on a potential
explanation for such a feature will appear soon [38].
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