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Biologists and management authorities such as the World Health Organisation require monitoring of 
water pollution for adequate management of aquatic ecosystems. Current water sampling techniques 
based on human samplers are time consuming, slow and restrictive. This thesis takes advantage of the 
recent affordability and higher flexibility of Unmanned Aerial Vehicles (UAVs) to provide innovative 
solutions to the problem. 
The proposed solution involves having one UAV, “the leader”, equipped with sensors that are capable 
of accurately estimating the wave height in an aquatic environment, if the region identified by the leader 
is characterised as having a low wave height, the area is deemed suitable for landing. A second UAV, 
“the follower UAV”, equipped with a payload such as an Autonomous Underwater Vehicle (AUV) can 
proceed to the location identified by the leader, land and deploy the AUV into the water body for the 
purposes of water sampling. 
The thesis acknowledges there are two main challenges to overcome in order to develop the proposed 
framework. Firstly, developing a sensor to accurately measure the height of a wave and secondly, 
achieving cooperative control of two UAVs. Two identical cameras utilising a stereovision approach 
were developed for capturing three-dimensional information of the wave distribution in a non-invasive 
manner. As with most innovations, laboratory based testing was necessary before a full-scale 
implementation can be attempted. Preliminary results indicate that provided a suitable stereo matching 
algorithm is applied, one can generate a dense 3D reconstruction of the surface to allow estimation of 
the wave height parameters. Stereo measurements show good agreement with the results obtained 
from a wave probe in both the time and frequency domain. The mean absolute error for the average 
wave height and the significant wave height is less than 1cm from the acquired time series data set.  
A formation-flying algorithm was developed to allow cooperative control between two UAVs. Results 
show that the follower was able to successfully track the leader’s trajectory and in addition maintain the 
given separation distance from the leader to within 1m tolerance through the course of the experiments 
despite windy conditions, low sampling rate and poor accuracy of the GPS sensors. 
In the closing section of the thesis, near real-time dense 3D reconstruction and wave height estimation 
from the reconstructed 3D points is demonstrated for an aquatic body using the leader UAV. Results 
show that for a pair of images taken at a resolution of 320 by 240 pixels up to 21,000 3D points can be 








Chapter 1: Introduction .................................................................................................................... 1 
 Background ............................................................................................................................. 1 
 State of the Art ........................................................................................................................ 3 
 Scope of Research ................................................................................................................... 7 
 Novelty of Research ................................................................................................................ 9 
 Aim and Objectives ................................................................................................................. 9 
 Thesis Structure .................................................................................................................... 10 
Chapter 2: Current 3D reconstruction techniques ......................................................................... 13 
 Introduction .......................................................................................................................... 13 
 3D reconstruction techniques ............................................................................................... 13 
 Active techniques .......................................................................................................... 13 
 Passive techniques ........................................................................................................ 17 
 Choice of technique for 3D reconstruction of waves ................................................... 22 
 Summary ............................................................................................................................... 24 
Chapter 3: Camera Modelling and Calibration ............................................................................... 25 
 Introduction .......................................................................................................................... 25 
 Camera Model ....................................................................................................................... 25 
 Rigid body transformation ............................................................................................ 27 
 Perspective Projection .................................................................................................. 28 
 Lens Distortion .............................................................................................................. 30 
 Computer Image Frame Coordinates ............................................................................ 32 
 Camera Parameters .............................................................................................................. 33 
 Intrinsic parameters ...................................................................................................... 34 
 Extrinsic parameters ..................................................................................................... 35 
 Camera Calibration ............................................................................................................... 36 
 Experimental Results..................................................................................................... 38 
 Summary ............................................................................................................................... 42 
Chapter 4: Stereovision................................................................................................................... 43 
 Introduction .......................................................................................................................... 43 
 Standard stereo geometry .................................................................................................... 43 
 Epipolar geometry ................................................................................................................. 45 
 Computing Fundamental and Essential Matrix ..................................................................... 48 
 Fundamental matrix ...................................................................................................... 48 




 Image Rectification ............................................................................................................... 51 
 Stereo correspondence problem .......................................................................................... 53 
 Feature-based matching ............................................................................................... 54 
 Correlation based matching .......................................................................................... 56 
 Triangulation ......................................................................................................................... 66 
 Experimental Results ............................................................................................................ 68 
 3D reconstruction using feature based methods ......................................................... 68 
 3D reconstruction using correlation-based method ..................................................... 78 
 Summary ............................................................................................................................... 82 
Chapter 5: Water surface reconstruction and analysis of laboratory Generated water waves ..... 83 
 Introduction .......................................................................................................................... 83 
 3D Reconstruction of water waves ....................................................................................... 83 
 3D reconstruction of still water surface........................................................................ 83 
 Wave height estimation ................................................................................................ 92 
 Conclusions ......................................................................................................................... 113 
Chapter 6: Coordinated control of two UAVs ............................................................................... 114 
 Introduction ........................................................................................................................ 114 
 Related Work ...................................................................................................................... 114 
 Flight Controllers ................................................................................................................. 116 
 Overall Evaluation and Selection ................................................................................ 119 
 Introduction to Ardupilot flight stack ................................................................................. 120 
 Ardupilot Code Structure ............................................................................................ 121 
 MAVLink protocol ....................................................................................................... 124 
 Software-In-the-Loop .................................................................................................. 127 
 Ground Control Station (GCS) ............................................................................................. 128 
 Mission Planner ........................................................................................................... 130 
 MAVProxy ................................................................................................................... 134 
 Dronekit .............................................................................................................................. 137 
 Leader-follower formation .................................................................................................. 141 
 Motion based Constraints for leader and follower UAV ............................................. 141 
 Simulation Results ....................................................................................................... 144 
 Hardware Overview .................................................................................................... 146 
 Communication between leader and follower ........................................................... 148 
 Flight Modes................................................................................................................ 154 
 Flight Test Results and Discussion ...................................................................................... 156 




Chapter 7: Case Study: 3D reconstruction and wave height measurement over an aquatic body
 170 
 Introduction ........................................................................................................................ 170 
 Experimental Set-Up ........................................................................................................... 171 
 Data collection and processing ........................................................................................... 174 
 Conclusion ........................................................................................................................... 184 
Chapter 8: Discussions, Conclusions and Future Work................................................................. 185 
 Discussions and Conclusions ............................................................................................... 186 
 Future Work ........................................................................................................................ 190 
 Variable baseline Stereo ............................................................................................. 190 
 Validation in various aquatic environments ............................................................... 191 
 Communication between multiple UAVs .................................................................... 191 
















List of Figures 
Figure 1-1: Human personnel collecting water sample (Grasshoff et al., 2009) .................................... 3 
Figure 1-2: El Zacaton sinkhole (Gary and Sharp, 2006) ......................................................................... 4 
Figure 1-3: UAV based water sampling (Ore et al., 2015) ...................................................................... 5 
Figure 1-4:AUV Deployment (Blidberg, 2001) ........................................................................................ 6 
Figure 2-1: Pulse based laser-scanning technique ................................................................................ 14 
Figure 2-2: (a) phased based laser scanner (Jang et al., 2013) (b) Phase shift measurement.............. 16 
Figure 2-3: Planar surface textured with circular texture elements (Rosenholtz and Malik, 1997) ..... 18 
Figure 2-4: Structure from motion technique (Westoby et al., 2012) .................................................. 19 
Figure 2-5: Stereo human perception (Cooper, 1995) .......................................................................... 21 
Figure 3-1:Geometric relation between 3D world coordinate and computer image coordinates –
adapted from (Quintana, 2003) ............................................................................................................ 26 
Figure 3-2: The pinhole mode with image plane located at focal length f away from camera original 
(Quintana, 2003) ................................................................................................................................... 28 
Figure 3-3: Effects of radial distortion. Solid lines: no distortion: dashed lines: radial distortion (b: 
barrel distortion, p: pincushion distortion)(Quintana, 2003) ............................................................... 31 
Figure 3-4: Four step transformation from 3D world coordinates to computer image coordinates ... 33 
Figure 3-5: Logitech C930 webcam ....................................................................................................... 38 
Figure 3-6: Snapshots of checkerboard pattern taken at various orientations .................................... 39 
Figure 3-7: Average reprojection error for various number of checkerboard images ......................... 40 
Figure 4-1: Schematic of two cameras in a standard stereo-geometry configuration ......................... 44 
Figure 4-2: Finding a corresponding match in a stereovision setup ..................................................... 46 
Figure 4-3: the epipolar constraint ....................................................................................................... 47 
Figure 4-4: Stereo pair (top) and rectified pictures (bottom). The right pictures show examples of 
epipolar lines (Fusiello et al., 2000) ...................................................................................................... 52 
Figure 4-5: Left views and ground truth disparity maps of various models (Scharstein and Szeliski, 
2012) ..................................................................................................................................................... 53 
Figure 4-6: Correlation between left and right images at pixel P ......................................................... 57 
Figure 4-7: Example of rank transform using a 3*3 window ................................................................ 59 
Figure 4-8: Example of census transform using a 3*3 window ............................................................ 60 
Figure 4-9: The nine correlations windows, the pixel for which disparity is computed is highlighted 61 
Figure 4-10: Left-right consistency check ............................................................................................. 63 
Figure 4-11: Multi directional search pattern for SGM where eight optimization paths from different 
directions meet at every pixel (p) (Hirschmuller, 2008) ....................................................................... 66 
Figure 4-12:3D reconstruction pipeline for feature based matching ................................................... 69 
Figure 4-13: Rexroth beam used for construction of Rig ...................................................................... 69 
Figure 4-14: Stereo rig for 3D reconstruction ....................................................................................... 70 
Figure 4-15: left and right images captured by stereo camera ............................................................ 71 
Figure 4-16: keypoint detection - SIFT (left), SURF (middle) and ORB (right) ....................................... 71 
Figure 4-17: Number of keypoints detected on left and right images ................................................. 72 
Figure 4-18: Correspondence matching before RANSAC filtering ........................................................ 74 
Figure 4-19: Correspondence matching after RANSAC filtering ........................................................... 74 
Figure 4-20: 3D point cloud generated using SIFT feature based matching ......................................... 77 
Figure 4-21: 3D reconstruction workflow for correlation based matching .......................................... 78 
Figure 4-22: Rectified images of stereo pair ......................................................................................... 79 
Figure 4-23: Disparity map acquired from images – BM (left) and SGBM (right) ................................. 79 




Figure 4-25: generated Point cloud using BM (top) and SGBM (bottom) ............................................ 81 
Figure 5-1: stereo cameras capturing clear water surface ................................................................... 84 
Figure 5-2: image pair captured by stereo cameras ............................................................................. 84 
Figure 5-3: keypoints detected on clear water surface SIFT (left), SURF (middle) and ORB (right) ..... 85 
Figure 5-4: Number of keypoints detected on left image using SIFT, SURF and ORB .......................... 86 
Figure 5-5: Number of keypoints detected on clear water surface after RANSAC filtering ................. 87 
Figure 5-6: Disparity map from clear water surface ............................................................................. 88 
Figure 5-7: planar surface ..................................................................................................................... 89 
Figure 5-8: disparity map of planar surface .......................................................................................... 90 
Figure 5-9: reconstructed planar surface.............................................................................................. 90 
Figure 5-10: Measurements performed for various baseline configurations. Top (baseline = 9.2cm), 
middle (baseline = 12cm) and bottom (baseline = 15cm). ................................................................... 91 
Figure 5-11: Stereo camera setup for wave reconstruction ................................................................. 93 
Figure 5-12: Adjustable tripod stand .................................................................................................... 93 
Figure 5-13: Coloured water surface .................................................................................................... 94 
Figure 5-14: Thin film added to assist 3D reconstruction ..................................................................... 95 
Figure 5-15: disparity map after applying opaque sheet on water surface (left) before applying 
opaque sheet (right) ............................................................................................................................. 95 
Figure 5-16: 3D reconstruction of opaque sheet. Top - top view of reconstructed point cloud and 
Bottom -side view of reconstructed point cloud .................................................................................. 96 
Figure 5-17: Processing time comparison for various image resolutions ............................................. 97 
Figure 5-18: Raw readings from stereo cameras before applying zero up crossing analysis. Cameras 
were placed at distance 99cm above the water surface. ..................................................................... 99 
Figure 5-19: Zero up crossing analysis to detect trough and crest ....................................................... 99 
Figure 5-20: average wave height estimated at various distances ..................................................... 100 
Figure 5-21: wave probe for measuring wave height ......................................................................... 102 
Figure 5-22: raw readings from ultrasonic sensor. Top –readings before filtering, bottom-readings 
after filtering noisy data...................................................................................................................... 103 
Figure 5-23: raw readings of water surface elevation obtained from stereo cameras and ultrasonic 
sensor. Top=0.16Hz, middle=0.20z and bottom=0.30Hz during the first repetition .......................... 104 
Figure 5-24: crest and trough detection of wave frequency 0.16Hz .................................................. 105 
Figure 5-25: wave height estimation using various sensors. Top - average weight estimation and 
Bottom - significant wave height ........................................................................................................ 106 
Figure 5-26: Time and frequency representation of wave probe measurements for experiments 
conducted at a wave frequency 0.16Hz (Top- captured time series and Bottom – derived frequency 
representation) ................................................................................................................................... 108 
Figure 5-27: frequency domain representation for various sensors at a wave frequency of 0.16Hz 
(Top- wave probe, middle – stereo, bottom – sonar)......................................................................... 109 
Figure 5-28: frequency domain representation for various sensors at a wave frequency of 0.20Hz 
(Top- wave probe, middle – stereo, bottom – sonar)......................................................................... 110 
Figure 5-29: wave amplitude estimated by stereo cameras plotted against wave amplitude estimated 
by wave probe. The R2 value is 0.93 approximately. Peak occurred at 0.15Hz, 0.21Hz and 0.32Hz for 
stereo cameras. ................................................................................................................................... 111 
Figure 5-30: Spectral Estimation via Periodogram for 0.16Hz run. .................................................... 112 
Figure 6-1: Pixhawk flight controller ................................................................................................... 117 
Figure 6-2: Naze32 flight controller .................................................................................................... 118 
Figure 6-3: KKmulticopter mini ........................................................................................................... 118 




Figure 6-5: Ardupilot architecture ...................................................................................................... 123 
Figure 6-6:MAVLink Header Format (Atoev et al., 2017).................................................................... 124 
Figure 6-7: GPS MAVLINK message ID=33(Ardupilot Dev Team, 2017) .............................................. 126 
Figure 6-8: SITL architecture(ArduPilot Dev Team, 2016d) ................................................................ 127 
Figure 6-9: SITL execution ................................................................................................................... 127 
Figure 6-10: Mission planner firmware selection ............................................................................... 131 
Figure 6-11: Mission planner Frame Type Selection ........................................................................... 131 
Figure 6-12: Compass calibration........................................................................................................ 132 
Figure 6-13: Accelerometer calibration positions............................................................................... 132 
Figure 6-14: Radio Calibration procedure ........................................................................................... 133 
Figure 6-15: MAVProxy Console and map interface ........................................................................... 135 
Figure 6-16: MAVProxy UAV configuration......................................................................................... 135 
Figure 6-17: MAVProxy screenshot .Top - Start-up and Bottom - Arming vehicle ............................. 136 
Figure 6-18: Dronekit SITL ................................................................................................................... 139 
Figure 6-19: Simulated vehicle at home position (left) and proceeding to proceeding to latitude: -
35.363048° and longitude: 149.165824° (right). ................................................................................ 140 
Figure 6-21: Definition of the axes set and locations of two UAVs separated by a distance S .......... 141 
Figure 6-22: Orientation of two UAVs heading north ......................................................................... 142 
Figure 6-23: Two Drones in a general position and heading relative to the geographic axes set ...... 143 
Figure 6-23: heading at 0 degree (top-left), 45 degree (top-right), 89degree (bottom) .................... 145 
Figure 6-24: Follower at various positions relative to leader (a) - no coding of appropriate solution 
(left) (b) - coding of appropriate solution (right) ................................................................................ 146 
Figure 6-25: Two UAVs equipped with remote controller .................................................................. 148 
Figure 6-26:Connecting Raspberry Pi to Pixhawk (Choi et al., 2016) .................................................. 151 
Figure 6-27: Leader-follower communication interface ..................................................................... 152 
Figure 6-28: Logical flowchart for leader (left) and follower (right) ................................................... 157 
Figure 6-29: Flight path for leader and follower during square pattern flight-test ............................ 160 
Figure 6-30: Distance between leader and follower during square pattern flight-test ..................... 161 
Figure 6-31: Altitude comparison between leader and follower during square pattern flight-test... 162 
Figure 6-32: Flight results in X-Y plane ................................................................................................ 165 
Figure 6-33: Distance between leader and follower during flight-test .............................................. 166 
Figure 6-34: Altitude comparison between leader and follower during flight-test ........................... 167 
Figure 6-35: Snapshot of leader-follower formation flight ................................................................. 168 
Figure 7-1: Leader UAV attached with stereo cameras ...................................................................... 171 
Figure 7-2: Top - Roll response of tuned vehicle and Bottom - Pitch response of tuned vehicle ...... 172 
Figure 7-3: Snapshot of leader UAV acquiring image frames of the water surface with on-board 
stereo cameras .................................................................................................................................... 174 
Figure 7-4: Image acquisition setup .................................................................................................... 175 
Figure 7-5: System overview ............................................................................................................... 176 
Figure 7-6: Captured 3D scattered point cloud (a) and surface reconstruction of scattered point cloud 
(b) ........................................................................................................................................................ 178 
Figure 7-7: outlier detection from stereo measurements .................................................................. 179 
Figure 7-8: water surface elevation measurement acquired from airborne stereo cameras ............ 181 
Figure 7-9: Ground stereo camera system mounted on a tripod for measuring water surface 






List of Tables 
Table 2-1:3D method comparison ........................................................................................................ 22 
Table 3-1: Intrinsic and extrinsic parameters of a camera pair ............................................................ 41 
Table 4-1: Rig setup and specifications ................................................................................................. 70 
Table 4-2: keypoints detected for left and right image using various feature based matching 
techniques ............................................................................................................................................. 72 
Table 4-3: Number of keypoints detected in left and right images after RANSAC ............................... 73 
Table 5-1: Number of keypoints detected on clear water surface using various feature detection 
techniques ............................................................................................................................................. 85 
Table 5-2: Number of keypoints detected in left and right images after RANSAC filtering ................. 87 
Table 6-1: Evaluation of researched flight controllers ........................................................................ 119 
Table 6-2: Various types of GCS .......................................................................................................... 129 
Table 6-3: Configurable radio channels .............................................................................................. 133 
Table 6-4: Selected Dronekit information requests and mission commands ..................................... 138 
Table 6-5: Main flight modes .............................................................................................................. 155 
Table 6-6: 5m separation distance for fixed heading angle ................................................................ 159 
Table 6-7:7m separation distance for fixed heading angle ................................................................ 159 
Table 6-8:5m separation flight results for varying heading angle ...................................................... 163 
Table 6-9:7m separation flight test results for varying heading angle ............................................... 164 
Table 7-1: Comparison of average wave height ................................................................................. 182 





Chapter 1: Introduction 
 Background 
Although often perceived to be ordinary, water is one of the most important natural 
resources. Comprising over 70% of the Earth’s surface, it sets the stage for the 
evolution of life on earth and is an essential ingredient of all of life today (Marowski, 
1992). Most human activities involve the use of water in one way or another. There 
is no other resource that affects so many areas economically, humanly and 
environmentally like water does (Tevera and Moyo, 2000). In view of this fact, one 
would expect humans to treat the resource with the utmost respect and safe guard 
its cleanliness. However, it is often not the case as water pollution is still one of the 
major challenges especially in developing countries. The Joint Monitoring 
Programme (JMP) for Water Supply and Sanitation, implemented by the World 
Health Organisation (WHO) reports that 783 million people in the world (11% of the 
total population) have no access to safe water, 84% of whom live in rural areas 
(World Health Organization, 2015). Because of these facts, a serious need has 
emerged for comprehensive and accurate assessments of trends in water quality, 
in order to raise awareness of the urgent need to provide viable solutions to water 
pollution in lakes, rivers and streams. In addition, by providing accurate 
assessments of the pollutants in such aquatic environments the necessary 
legislative frameworks and directives can be implemented to reduce the threat that 
pollutants bring to both human health and to ecosystems. 
Traditional water monitoring consists of a series of observations, measurements 
and samples to be collected over time and analysed. The most common 
parameters that affect water quality are physical, chemical or biological (Chapman 
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and World Health Organization, 1996). The physical properties include 
temperature, sediments, flow and erosion. Chemical characteristics involve 
parameters such as dissolved oxygen, pesticides and other pollutants (World 
Health Organization, 2015). 
Finally, the biological indicators can include micro-organisms like algae and 
phytoplankton. By monitoring these properties, one can identify possible changes 
or trends in water quality over time (World Health Organization, 2015). 
One possible approach for water sampling is with the use of unmanned 
submersibles. Remotely Operated Vehicles (ROV) and Autonomous Underwater 
Vehicles (AUV) fall under this category (Blidberg, 2001). The key difference 
between the two being that ROVs are tethered vehicles, where the tether supplies 
power and communications to the operating vehicle. In addition, the vehicle is 
controlled directly by a remote operator. On the other hand, AUVs contains their 
own power and can perform missions without operator intervention. Since ROVs 
are tethered, their speed, mobility and spatial range are very limited in comparison 
to AUVs.  Traditionally, AUVs are either hand-launched for lighter vehicles or 
launched from a ship or large vessel for larger vehicles (Wynn et al., 2014). Such 
methods are usually very cumbersome or difficult and expensive to deploy. In 
addition, for areas that are inaccessible by ship or humans, it would be difficult or 
nearly impossible to deploy an AUV. 
This thesis takes advantage of the recent availability and affordability of Unmanned 
Aerial Vehicles (UAV) to provide innovative solutions to the problems outlined in 
the previous paragraph. Traditionally, UAVs have been used for applications such 
as surveillance and reconnaissance (Puri, 2005), mapping (Zongjian, 2008, Nagai 
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et al., 2008), infrastructure inspection and maintenance (Montambault et al., 2010, 
Máthé and Buşoniu, 2015), search and rescue operations (Tomic et al., 2012) and 
agriculture (Honkavaara et al., 2013).   
In this thesis, UAVs are proposed as alternative solutions for AUV deployment and 
retrieval. Deploying an AUV from a UAV, provides a more convenient, cost-
effective and flexible solution in comparison to hand launching approaches or 
deploying from a boat or other vessel. However, issues arise in fast moving water 
or waves; under these conditions, it might be very difficult to land a UAV on water 
for AUV deployment and retrieval purposes. This thesis offers a novel solution that 
provides a UAV the autonomous decision-making capabilities to land on water for 
AUV deployment and retrieval purposes.  
 State of the Art 
Current water sampling methods are based on human samplers (i.e. humans enter 
the aquatic environment where the sample should be collected and obtain the 
sample with a bottle, sometimes boats or kayaks are also used to enter into the 





Figure 1-1: Human personnel collecting water sample (Grasshoff et al., 2009) 
 
 
The Figure 1-1 originally presented 
here cannot be made freely 
available via LJMU E-Theses 
Collection because of copyright. The 
image was sourced at (Grasshoff et 
al., 2009). 
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This methodology has several drawbacks. It is time-consuming and requires personnel 
who must be highly trained in both sampling techniques and field test procedures. In 
addition, the samples obtained through this method might not be representative of the 
entire water body of interest because it may vary with time, location and extension. 
This can lead to water samples that are insufficient for capturing fluctuations in water 
quality. Furthermore, these methods are spatially restrictive. In other words, sampling 
can be hindered by limited accessibility to the site areas.  For example, consider the 
famous El Zacatόn located in north-eastern Mexico (Gary and Sharp, 2006) which is 






Figure 1-2: El Zacaton sinkhole (Gary and Sharp, 2006) 
It is very dangerous for human personnel to go into such deep waters with boats or 
other vessels in order to obtain water samples. For such dangerous missions UAVs 
are an excellent approach because they are able to fly towards environments that are 
not readily accessible by humans. In addition, UAVs are capable of providing real-time 
data-on-demand. For these reasons, researchers have devoted their efforts into 
deploying UAVs as an alternative solution for aquatic environment. For example, 
UAVs have been used for obtaining water samples from pit lakes (Ore et al., 2015). 
The authors developed a water sampling mechanism tethered to a UAV that collects 
20ml water samples per flight (see Figure 1-3). 
The Figure 1-2 originally presented here cannot be made freely available via LJMU 
E-Theses Collection because of copyright. The image was sourced at (Gary and 
Sharp, 2006). 




Figure 1-3: UAV based water sampling (Ore et al., 2015) 
With their system, the UAV takes off and automatically proceeds to an assigned GPS 
location. Once the UAV arrives at the sample location, the UAV descends and 
captures the water sample in a vial. Whilst the mission was successful, tethering to a 
UAV comes with several difficulties (Pratt et al., 2008) discussed as follows: 
1. UAV can experience entanglement and movement constraints during take-
off. 
2. Limitations in rate of descent and horizontal manoeuvres in order to allow 
adequate time for the tether manager to adjust the tension or take-up the 
slack. 
3. Tethered flights require additional crew for tether management and 
coordination between pilot and tether manager is crucial to ensure vehicle 
safety. 
4. Range of flight is restricted with tethered UAVs. 
Another issue that can arise is in aquatic environments with fast moving water or high 
waves. Under such conditions, it may prove very difficult to successfully grab water 
samples with a tethered aircraft due to high currents. In addition, UAVs have a short 
The Figure 1-3 originally presented here cannot be made freely available via LJMU 
E-Theses Collection because of copyright. The image was sourced at (Ore et al., 
2015). 
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battery life span of roughly about 10-15 minutes. Hence, in order to utilise an UAV for 
water sampling in large areas, the UAV has to be flown back to base station often for 
recharge to avoid running out of power mid-flight. To tackle such problems, 
researchers have focused their attention in using AUVs and ROVs for similar 
applications. For example, Karimanzira et al. (2014) developed a guidance system for 
an AUV for water quality monitoring in a large seabed. Dowdeswell et al. (2008) also 
deployed a large AUV (6.7m long and weighing 3,600kg) into the Antarctic waters. The 
AUV carried a compact water sampler that could be triggered at predetermined times 
or specific locations, thus allowing measurement of a wide range of water properties 
at various locations and time intervals. 
 An obvious advantage of such approaches is their extended endurance in comparison 
to UAVs since they are not limited by short battery life span. Typical AUVs are capable 
of performing missions for tens of hours, some higher end systems can go for even 
days without running out of battery power (Blidberg, 2001). However, issues arise with 
these approaches; they are expensive and difficult to deploy. In addition, heavy 
machinery, large support vessels and human operators are usually needed for vehicle 
deployment and retrieval (see Figure 1-4 below). 
 
Figure 1-4:AUV Deployment (Blidberg, 2001) 
The Figure 1-4 originally presented here cannot be made freely available via LJMU 
E-Theses Collection because of copyright. The image was sourced at (Blidberg, 
2001). 
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One possible approach to mitigate many of the restrictions associated with the current 
technology today is to utilise a hybrid approach.  Rather than deploying an AUV from 
large vessels or ships, an AUV could be deployed from a UAV. Such a solution takes 
advantage of the longer operational period of an AUV and the higher flexibility gained 
when working with UAVs. In other words, when utilising a UAV as a platform to deploy 
an AUV, the use of the AUV can allow rapid acquisition of large spatial data sets and 
longer range missions to be executed whilst allowing for opportunities for data 
acquisition in areas previously inaccessible to vessel-based instrumentation. Thus 
allowing for a cost effective, fast and flexible solution for water sampling in comparison 
to current technologies. 
 Scope of Research  
As discussed in Section 1.1 in fast moving water or high waves, it might be difficult to 
land a UAV on water for AUV deployment and retrieval. Under these conditions, the 
UAV might tip over whilst trying to land and can be carried away by the high current. 
This can lead to loss of the aircraft or possible damage in the electrical circuits of the 
vehicle. 
The solution presented in this thesis targets the problem outlined in the previous 
paragraph and takes advantage of two UAVs flying in a coordinated manner. One 
UAV, the “leader”, is equipped with two identical cameras that capture 3D information 
of the wave through non-contact optical techniques (stereovision). The second UAV, 
“the follower”, can be equipped with the payload (AUV). Once the leader has identified 
the water’s surface as suitable for landing (low wave-height) the follower UAV can then 
proceed to the location identified by the leader, land and deploy the AUV into water. 
Coordinated flight between the leader and follower is achieved through developing a 
formation-flying algorithm.  Given the coordinates and heading of the leader, along 
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with its pre-set separation distance from a follower, the formation-flying algorithm 
seeks to find the coordinate values to allow the follower to fly at a fixed distance from 
the leader.  The need for multiple UAVs arises from the various limitations that hinder 
the performance and flexibility of individual UAVs when undergoing certain tasks. The 
advantages of having multiple UAVs are discussed as follows: 
1) When mounting the two stereo cameras on one UAV and the payload on 
another, one overcomes the weight constraint that would arise especially for 
smaller vehicles if both cameras and AUV were mounted on a single UAV. 
Thus, allowing an increase in flight time for wave inspection. 
2) For narrow baseline configurations, the stereo cameras have to be relatively 
close to the water surface in order to provide reliable estimates of the wave 
height. Under such situations, large waves can potentially cause damage to the 
payload if stereo cameras and payload are mounted on the same vehicle. 
3) The notion of utilising two UAVs for such a task could be potentially scaled up 
to a fleet of vehicles where each vehicle in the fleet is equipped with its own 
AUV payload. 
For wave height measurement, stereovision has been chosen as the preferred optical 
measurement technique. The advantage of utilising such an optical technique is that 
spatial information can be acquired without disruption of the wave pattern. In 
comparison to the tethered system developed by Ore et al. (2015), the approach 
utilised in this thesis provides a more flexible, easier-to-deploy setup for water 
sampling applications. It is noteworthy to highlight that this thesis does not cover the 
actual deployment of the AUV into the body of water because it was considered out of 
scope of the project. 
Chapter 1. Introduction 
9 
 
 Novelty of Research 
The conceptualisation of this research is guided by an extensive review of literature 
within a relevant theoretical construct. Earlier studies utilising stereo imaging systems 
for three-dimensional measurements of the water surface utilised fixed stereo cameras 
on rigid structures pointing at the water surface. In this study, the novelty lies in the 
more flexible approach of mounting the stereo cameras on a UAV for dense 3D 
reconstruction. By utilising this approach, in conjunction with the formation-flying 
algorithm developed, a UAV is capable of estimating the wave height from the 
reconstructed 3D point cloud. Thus, allowing for autonomous safe landing in aquatic 
regions. Such a framework allows for the deployment and retrieval of an AUV from a 
UAV for the collection of water samples in remote areas that are not readily accessible. 
 Aim and Objectives 
The overall aim of this research is to develop a framework that provides a UAV with 
the decision-making capabilities to ensure the autonomous safe landing in an aquatic 
environments of another UAV. In order to satisfy the research aim, a number of 
objectives will need to be considered and these are defined as follows: 
 Identify the limitations of current technology for wave height estimation and 
investigate the use of 3D reconstruction techniques as an alternative. 
 Developing a robust pipeline that allows for dense 3D reconstruction using the 
identified reconstruction technique. 
 Validation of the reconstructed 3D point cloud against known technologies, 
determining the accuracy in the context of wave height measurement. 
 Development of a formation-flying algorithm to allow for coordinated control of 
two UAVs that is beneficial in the context of the problem domain. 
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 Near real time 3D reconstruction and wave height estimation from a series of 
images taken from a UAV. 
 Thesis Structure 
This thesis comprises the following chapters: 
Chapter 1 - Introduction  
This chapter provides an overview of the problem domain, namely water sampling. 
Furthermore, the chapter discusses the current technology utilised for water sampling 
and highlights their limitations. It presents an innovative solution; specifically water 
sampling for regions that are not readily accessible. In doing so, the major challenges 
are presented, which include 3D reconstruction, coordinated control of multiple UAVs 
and wave-height measurement from reconstructed 3D data. The scope of the project 
is clearly described, the aims and the objectives are discussed, and the novel 
contributions this leads to are claimed. Finally, the chapter is concluded with an outline 
of the thesis structure. 
Chapter 2 - Current 3D reconstruction techniques 
3D reconstruction techniques are suitable for providing high spatio-temporal 3D data 
of a surface. This chapter reviews various 3D reconstruction techniques and presents 
stereovision as the preferred reconstruction technique for wave reconstruction.  
Chapter 3 - Camera Geometry and Calibration 
Camera calibration is the first step towards developing a working stereovision system. 
This chapter begins by introducing sequences of geometrical transformations to 
determine the camera geometry, which is important for camera calibration. In addition, 
it discusses the various calibration techniques used in the literature and provides 
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Zhang’s calibration method as the preferred calibration approach. A camera pair is 
calibrated using this method and the results are presented. 
Chapter 4 - Stereovision  
Chapter 4 begins by investigating how 3D reconstruction can be achieved from a 
calibrated camera pair. In order to achieve this, image rectification is important. This 
chapter discusses the computation of the fundamental and essential matrix to 
determine the epipolar geometry of the scene which is crucial for image rectification. 
In addition, the stereo correspondence (stereo-matching) problem is discussed and 
an extensive literature survey on the existing stereo correspondence algorithms is 
presented. Finally, this chapter investigates how the various stereo correspondence 
algorithms affect the quality of 3D reconstruction. 
Chapter 5 - Water surface 3D reconstruction 
As with most innovations, laboratory based testing is necessary before a full-scale 
implementation can be attempted. Waves have been reconstructed in a wave tank 
and a dense reconstruction of the surface has been achieved using the methods 
described in Chapter 4, based on the reconstructed 3D data. Finally, a method to 
estimate the wave height from the 3D point cloud is presented. The results have been 
validated with ultrasonic sensors and a wave probe. 
Chapter 6 – Coordinated Control of two UAVs 
A detailed discussion of a formation-flying algorithm that is beneficial in context of the 
problem domain is presented in this chapter. The algorithm aims to allow the follower 
UAV to track the leader’s trajectory at a given distance. Simulation results and 
experimental results obtained during field tests are also discussed. 
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Chapter 7 – Wave height estimation from a UAV platform 
In this chapter, field experiments were carried out to assess the feasibility of 
performing 3D reconstruction and wave height measurement of a water surface from 
the stereo cameras mounted on the leader UAV. Field tests were conducted over a 
lake. 
Chapter 8 – Conclusion and Future Work  
This chapter provides an overall conclusion of the thesis and presents 






Chapter 2: Current 3D reconstruction techniques 
 Introduction 
In this chapter, a review of popular 3D reconstruction techniques will be undertaken to 
assess their suitability for addressing the problems of wave reconstruction. The 
advantages and disadvantages of each technique are summarised in Table 2-1, 
outlining the most suitable choice available.  
 3D reconstruction techniques 
Classical observation methods rely on time series retrieved from wave gauges and 
ultrasonic instruments or buoys to measure wave elevation at a selected point (Goda 
and Suzuki, 1977, Heys and Bachmayer, 2014). In order to get a better understanding 
of the dynamics of waves over a larger area rather than at selected points, 3D 
reconstruction techniques that can reconstruct the 3-D wave surface in both space 
and time is highly favourable. Methods that are capable of providing high spatio-
temporal 3D data of a surface are categorized into two categories: active techniques 
that require some kind of energy projection and passive techniques that only use 
ambient illumination and do not consider any kind of projected energy during data 
acquisition.  
 Active techniques 
The basic idea with active techniques is to measure the surface radiance due to a 
proposed light source illuminating it. With these techniques, one can rapidly scan an 
object’s surface, recording shape and often visual properties such as intensity.  Laser 
scanning systems fall under this category. In fact, laser scanners have been used for 
reconstruction of water surface in a wave flume (Streicher et al., 2013). Two popular 
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laser scanners systems are Time of Flight (TOF) and Phase Shift scanners and are 
discuss in the following sections:                                                                                                                                                                                                                                                                                                                                            
 Time of flight 
These systems emit a pulse of laser energy and measure the time it takes for that 
energy to travel to a target, bounce off the target and be returned to the sensor.  
 
Figure 2-1: Pulse based laser-scanning technique 
The pulse is emitted from a source (e.g. laser diode) at point A and reaches the 
required measurement point on the object at point C. It is then reflected back and is 
captured by a photodiode within the sensor at point B (Figure 2-1). Assuming the 
medium within which the pulse travels is homogenous, the law of motion of the pulse 
is linear, according to  
 𝑠 = 𝑣𝑡 (2-1) 
Where: 
s = Distance to the object(𝑚) 
v= Velocity of wave propagation(𝑚𝑠−1) 
t=Time required to reach the object (𝑠) 
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Assuming the sensor is built in manner that the distance AC = BC and denoting AC by 
s, the propagation of the wave during the whole measurement can be described as 
follows: 








Thus in order to accurately measure distance a precise knowledge of the wave 
propagation speed 𝑣 (speed of light ≈ 3 × 108𝑚/𝑠) and the ability to accurately 
determine the time 𝑡 are required. Because very short pulsed lights are used, these 
systems require time resolution of picoseconds for obtaining a millimetre resolution 
during measurement which is difficult to be implemented at low cost (Jang et al., 2013). 
 Phased based laser scanning 
This technique compares the phase of a transmitted signal with those of a received 
signal (echo) as illustrated in Figure 2-2. The phase shift between both signals is 
directly proportional to the distance travelled by the signal (Chen and Ni, 1993). A 
major shortcoming with this technique is the phase-wrapping ambiguity (Hansard et 
al., 2012). With such ambiguity, the definite association of an echo and its preceding 
pulse emission is no longer possible in situations when the round trip time of a pulse 
is longer than the time between two pulse emissions. In such situations, an echo is 
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associated with a number of preceding pulse emissions and leads to ambiguous 
measurement of the phase difference.  
(a) 
 
      (b) 
Figure 2-2: (a) phased based laser scanner (Jang et al., 2013) (b) Phase shift measurement 
In comparison to the Time-of-flight based scanners, the phase-shift scanners produce 
more accurate data at shorter distances.  However at longer distances, the Time-of-
flight based scanners outperform the phase-shift scanners (San Jose Alonso et al., 
2011). 
 
The Figure 2-2a originally presented here cannot be made freely available via LJMU 
E-Theses Collection because of copyright. The image was sourced at (Jang et al., 
2013). 
The Figure 2-2b originally presented here cannot be made freely available via LJMU 
E-Theses Collection because of copyright. The image was sourced at (Jang et al., 
2013). 
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 Passive techniques 
Passive techniques work with ambient light available so, there is no need for special 
illumination on the object to acquire 3D information. These techniques acquire 
thousands of data points simultaneously over a large spatial range and generally differ 
in the required means of image acquisition i.e. the number and arrangement of 
cameras and also the method of matching corresponding points in the acquired 
images. The most common passive techniques are listed below: 
 Shape from texture 
 Shape from motion 
 Shape from stereo 
 Shape from texture 
This technique was first proposed by Gibson in 1950 (Rosenholtz and Malik, 1997). 
Shape from texture uses the repetition of an element or the appearance of a specific 
template over a surface to compute depth properties. One can derive 3D shape 
information from a single image of a textured surface from the distortion of the texture 
created by the imaging process. It is based on the idea that neighbouring patches in 
the scene, which have identical or sufficiently similar texture when projected onto the 
image plane, appear as patches with different appearances because of distance, 
orientation and shape of the surface patches with respect to the viewer. This 
phenomenon is referred to as texture-gradient (Rosenholtz and Malik, 1997). Different 
texture gradients exist such as the example illustrated in Figure 2-3: 
 




Figure 2-3: Planar surface textured with circular texture elements (Rosenholtz and Malik, 1997) 
From Figure 2-3, it can be observed that along the Y-axis, there is a change in the 
lengths of the major axes of the ellipses due to the fact that they are further away from 
the observer.  This is referred to as the scaling or perspective gradient. In addition, 
there is also a change in the aspect ratio of the ellipses as we move along the Y-axis 
(minor axes become smaller at a faster rate than the major axes). This is referred to 
as the compression gradient. Finally, the areas of the ellipses decrease (the area 
gradient) and the density increases (the density gradient) as we move along the Y-
axis. The mathematical relationship of these different gradients can be used to 
compute the surface orientation and shape for planar surfaces (Stevens, 1981) and 
curved surfaces (Gårding, 1992).  
For this technique to be effective in 3D recovery, the textures within the scene must 
be uniform (shape, size and spatial distribution). Such constraints are not necessarily 
satisfied for moving waves as different parts of the waves could have little or no texture 
or possibly an entirely different texture depending on the lighting conditions and 
viewing angle. 
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 Shape from motion 
This technique, commonly also referred to as Structure from motion (SfM), exploits the 
relative motion between camera and scene. By taking as the only input a set of image 
correspondences, the technique seeks to find the 3D structure of the scene and also 
the camera locations were the images where captured in an automated manner. SfM 
origins can be traced back to the so-called photogrammetry, which since the second 
half of the 19th century aimed to extract geometric information from images (Westoby 
et al., 2012). SfM however differs from traditional photogrammetry approaches by 
determining internal camera geometry, camera position and orientation automatically 
without the need for a pre-defined set of ground control points or pose and location of 
the camera. In order to achieve this, the SfM technique has to acquire a multiple set 
of overlapping images that capture the full three-dimensional structure of the scene as 
illustrated in Figure 2-4 below. 
 
Figure 2-4: Structure from motion technique (Westoby et al., 2012) 
 
The Figure 2-4 originally presented here cannot be made freely available via LJMU E-
Theses Collection because of copyright. The image was sourced at (Westoby et al. 
,2001). 
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In order to obtain robust solutions, structure from motion deals with static scenes 
(Westoby et al., 2012). This is because with SfM technique, the assumption of rigidity 
in the scene is used to assert that the change in image position of features from one 
image to another is due purely to the movement of the camera relative to the unknown 
but static 3D geometry of the scene. This translates into mathematical constraints on 
the parameters describing camera motion.  (Snavely et al., 2008). The 3D point cloud 
generated from a structure from motion pipeline process suffers from scale ambiguity. 
In order to compute the absolute scale, one needs the dimension of at least one 
element in the scene or the baseline between the camera motions (Scaramuzza et al., 
2009). 
 Shape from stereo 
Stereovision is the method utilised by almost all living creatures to achieve a 3D 
perception of the world. Because of the way are our eyes are positioned and 
controlled, each eye provides a slightly different perspective of the environment; 
capturing two separate images that are sent to the brain for processing. This disparity 
between the two images stimulates depth cues in our brains. Fusing the two images 
recorded by our two eyes allows us to gain a strong sense of depth (see Figure 2-5) 
(Read, 2014). This can be illustrated through a simple test. When only one eye focuses 
on an object within close range, the brain provides an idea of that object’s position in 
space; but if the viewing eye changes, the brain is provided with a different information 
and the object appears to “jump”. This “jump” is strongly related to the disparity. 
Objects that are relatively far away shift only by a small amount in comparison to 
objects that are closer. 
 




Figure 2-5: Stereo human perception (Cooper, 1995) 
Marr and Poggio (1979) were the first to point out this form of vision and its application 
in the field of computer vision. In the field of computer vision, a stereovision system 
utilises a set of two cameras, to extract depth of a 3-D scene viewed from different 
viewpoints. To measure the disparity associated with the change in viewpoints the 
following steps are involved: 
1) A point of interest in the scene must be selected from one image 
2) The same point must be identified in the other image 
3) The disparity in the two corresponding image points must be measured 
To find the disparity, the stereo-correspondence problem must be solved. Several 
solutions have been described in the literature. This is discussed in further detail in 
Chapter 4. Once the stereo correspondence problem is solved, triangulation 
techniques (Hartley and Sturm, 1997) can be applied to obtain depth in the scene. A 
key advantage of stereovision is that the 3D point clouds generated from the process 
do not suffer from scale ambiguity because the baseline between the cameras is 
known prior to reconstruction.   
 
The Figure 2-5 originally presented here cannot be made freely available via LJMU 
E-Theses Collection because of copyright. The image was sourced at (Cooper, 
1995). 
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 Choice of technique for 3D reconstruction of waves 
The following table assesses the advantages and disadvantages of the various 3D 
reconstruction techniques discussed so far in order to determine which method would 
be the most suitable for 3D data acquisition of a wave. 
Table 2-1:3D method comparison 
 Technology  Advantage Disadvantage 
1. Active 
 Time of flight and 




Performance generally independent 
of ambient light Difficult to implement at low cost 
Highly accurate 
2. Passive  





Heavily relies on textured 
surfaces 











Needs a static environment 
 
Motion is required to extract 3D 
data 
 
High accuracy on well-defined  
targets 
 
Scene can only be recovered up 









Can be computationally 
demanding 
 
Does not require static environment 
unlike SfM 
Absolute scale can be determined 
from images alone 
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The selection of the technique to be used for 3D data acquisition is a very complex 
task, that must consider the measurement time, cost and quality expected from the 
measurement technique. Table 2-1 summarizes the main characteristics of various 
techniques. The advantages and disadvantages of these techniques are strongly 
application-dependent. For our application, the non-contact measurement technique, 
stereovision is chosen as the preferred approach for reasons discussed in Table 2-1. 
Because of the advantages that stereo photogrammetry offers, many researchers 
have focused their attention on utilising stereo imaging for the reconstruction of water 
surfaces. 
Santel et al. (2002) for example, used a stereo camera system to reconstruct the 
shape of the water surface on a zone using correlation based matching. Correlation 
based matching is feasible in this case because large parts of the water surface in the 
surf zone are covered with foam, which provides surface texture during matching. 
To avoid the transparency issue faced during reconstruction of a water surface in a 
wave tank,  Hilsenstein (2005) performed stereo matching using images that had been 
captured with infrared cameras. The author claims capturing images in this region 
rather than visible wavelengths reduces the problems associated with transparency, 
specular reflections and lack of texture. A downside to this approach is that infrared 
cameras are expensive in comparison to optical cameras (Saari et al., 2017).  
Wave Acquisition Stereo System (WASS) (Benetazzo et al., 2012) and  Automated 
Trinocular  Stereo Imaging System (ATSIS) (Liu et al., 2008) are successful examples 
of applying stereovision for three dimensional reconstruction of waves. However, with 
both systems, the cameras are statically mounted offshore, which reduces flexibility of 
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operation. Mounting the cameras on a UAV provides a more flexible setup that can 
assist in beyond line of sight operations.  
 Summary 
Point based sensors like buoys and ultrasonic sensors measure wave characteristics 
over small regions. In order to obtain rich information about wave characteristics in 
both space and time over larger regions, 3D reconstruction techniques are desirable. 
This chapter has reviewed popular reconstruction techniques in an effort to identify a 
suitable technique for reconstruction of water waves. Stereovision has been chosen 
as the preferred approach because it is non-invasive, cost effective and most 
importantly can be used in a dynamic environment. The next chapter focuses on 














Chapter 3: Camera Modelling and Calibration 
 
 Introduction 
As discussed in the previous chapter, camera calibration is a first step towards 
achieving a workable stereovision system. Before camera calibration can be achieved, 
the camera modelling needs to be well understood.  This chapter introduces the 
camera model and how it is gradually obtained through sequences of geometrical 
transformations. A detailed review of various calibration techniques is presented in an 
effort to identify a suitable camera calibration technique for this work. Finally, a camera 
pair is calibrated using the chosen calibration technique. 
 Camera Model 
The modelling of a camera provides a mathematical formulation, which approximates 
the behaviour of the camera by using a set of mathematical equations. Camera 
modelling is based on approximating the internal geometry along with the position and 
orientation of the camera in the scene. It is a necessary step before camera calibration 
can be undertaken. The modelling of a camera is broken down into the following four 
steps (see also Figure 3-4). 




Figure 3-1:Geometric relation between 3D world coordinate and computer image coordinates –adapted from (Quintana, 
2003) 
1. The first step consists of a rigid body transformation from the world coordinate 
system (𝑋𝑤 , 𝑌𝑤, 𝑍𝑤) to the camera 3D coordinate system (𝑋𝑐, 𝑌𝑐, 𝑍𝑐). This 
transformation is carried out by a rotation matrix and a translation vector. 
2. Next is a transformation from the 3D camera coordinate (𝑋𝑐, 𝑌𝑐, 𝑍𝑐) to the ideal 
image coordinate (𝑋𝑢, 𝑌𝑢) by using a perspective projection with a pinhole 
camera geometry. 
3. The pinhole camera geometry assumes no distortion; in the third step, distortion 
is modelled to account for non-deal lens distortion. Hence a  point (𝑋𝑢, 𝑌𝑢) is 
transformed to the real projection of  (𝑋𝑑, 𝑌𝑑) which are the distorted or true 
image coordinates on the image plane 
4. Finally, the last step involves the transformation from the distorted image 
coordinates (𝑋𝑑, 𝑌𝑑) to the computer image coordinate in pixels (𝑋𝑓, 𝑌𝑓) 
 
The Figure 3-1 originally presented here cannot be made freely available via LJMU E-Theses 
Collection because of copyright. The image was sourced adapted from (Quintana, 2003). 
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 Rigid body transformation 
Changing from the world coordinate system to the 3D camera coordinate system is 










] + 𝑇 
(3-1) 
Where 𝑅𝑜𝑡 is a 3 × 3 rotation matrix, as shown in Equation (3-2), that represents the 
orientation of the camera coordinate system to the world coordinate system. 
 






T is the translation vector, as shown in Equation (3-3), representing the translation 
between the two coordinates systems and is defined as: 
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 Perspective Projection 
The simplest model that provides a very good approximation of a real camera and is 
also suited for describing the fundamentals of projective geometry is the Pinhole 
model. In this simple model, all the light rays envisioned as entering the scene travel 
through a single point known as the “pin-hole” and are then projected onto the imaging 
plane. The image plane is perpendicular to the optical axis, which goes through the 
centre of projection c (the pinhole). The distance from the centre of projection to the 
image plane is known as focal length f.  
 
Figure 3-2: The pinhole mode with image plane located at focal length f away from camera original (Quintana, 2003) 
Figure 3-2 illustrates the pinhole camera model. A ray of light from the world 𝑋𝑤𝑌𝑤𝑍𝑤 
upon entering the camera intersects the image plane, leading to a projected 
representation 𝑋𝑢𝑌𝑢 at a distance f from the centre of projection. The relationship that 
maps the 3D real world point to points on the image plane is given as follows (Burger, 
2016): 
The Figure 3-2 originally presented here cannot be made freely available via LJMU E-Theses 
Collection because of copyright. The image was sourced at (Quintana, 2003). 

















The next step is a conversion from the Cartesian based coordinate system to a 
Homogenous coordinate system applied in projective geometry. The relationship 







f 0 0 0
0 f 0 0










 𝑋𝑢 = f × Xc (3-7) 
 
 𝑌𝑢 = f × Yc (3-8) 
 
 𝑍𝑢 = 𝑍𝑐 (3-9) 
 
By dividing Equation (3-7) and (3-8) by (3-9) the same solutions to 𝑋𝑢 and 𝑌𝑢 are 
obtained as shown in (3-4) and (3-5). Thus in the homogenous representation, each 
point in the n-dimensional projective space is represented by an n+1 vector (d1,….. 
d2, k) where k is an arbitrary constant that is not equal 0. 
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 Lens Distortion 
The third step is the modelling of distortion in lenses. Common lenses used in cameras 
introduce non-linear distortions resulting in a deviation from the projection described 
from the ideal pinhole camera model. There are two main forms of lens distortion; 
radial and tangential distortions (Zhang, 2000).  
Radial distortion occurs when rays further from the centre of the lens are bent more 
than those closer in. This results in magnification at the sides of the lens being different 
in comparison to the centre. Tangential distortion is due to manufacturing defects and 
results in lenses not being exactly parallel to the imaging plane. In practice, the effects 
of tangential distortion are usually negligible and are often disregarded by most 
calibration methods. Hence, only the radial distortion is accounted for.  
The radial distortion occurs in two distinctive forms: the barrel distortion and the 
pincushion distortion 
 Barrel distortion - Occurs when the image magnification is weaker at the edges 
than that in the centre. Hence, it represents a decrease in image magnification 
of image points with increasing distance from the image centre. This kind of 
distortion occurs in both wide-angle lenses and normal view lenses. 
 Pincushion distortion - Occurs when the image magnification increases with 
distance from the centre of the image.  
 




Figure 3-3: Effects of radial distortion. Solid lines: no distortion: dashed lines: radial distortion (b: barrel distortion, p: 
pincushion distortion)(Quintana, 2003) 
 
The relation between the undistorted image coordinates and the distorted image (true) 
coordinates is as follows (Burger, 2016) 
 𝑋𝑢 = 𝑋𝑑 + 𝐷𝑥 (3-10) 
 
 𝑌𝑢 = 𝑌𝑑 + 𝐷𝑦 (3-11) 
 
𝑋𝑑 and 𝑌𝑑 represent the distorted image coordinates ; 𝐷𝑥 and 𝐷𝑦 represent an infinite 
series defined in equations (3-12) - (3-14). The terms 𝑘1 and 𝑘2 represent a vector of 
distortion coefficients. In practice, when modelling radial distortion only the first few 
terms 𝑘1 and 𝑘2 are used as adding any more terms can cause numerical instability 
(Burger, 2016). 
The Figure 3-3 originally presented here cannot be made freely available via LJMU E-Theses 
Collection because of copyright. The image was sourced at (Quintana, 2003). 
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 𝐷𝑥 = 𝑋𝑑(𝑘1𝑟
2 + 𝑘2𝑟
4 + ⋯) (3-12) 
 
 𝐷𝑦 = 𝑌𝑑(𝑘1𝑟
2 + 𝑘2𝑟








 Computer Image Frame Coordinates 
The final step is the conversion from the distorted image coordinates to the computer 














The parameters 𝛼 = 𝑓𝑚𝑥 and 𝛽 = 𝑓𝑚𝑦 describe the focal length of the camera in 
pixels. The terms 𝑚𝑥 and 𝑚𝑦 represent the number of pixels per unit of distance in the 
X and Y direction. 𝛾 denotes the skew between the axes of the coordinate frame and 
is usually assumed to be zero. 𝑢0 and  𝜐0 represent the location of the image centre 
with respect to the image coordinate system ( i.e. the optical axis). 
In summary, the conversion from 3D world coordinates to image coordinates is shown 
in the flow chart in Figure 3-4: 
 




Figure 3-4: Four step transformation from 3D world coordinates to computer image coordinates 
 
 Camera Parameters 
The parameters used in the transformation in Figure 3-4 can be categorized into the 
two classes namely the intrinsic and extrinsic parameters. The combination of both the 
intrinsic and extrinsic parameters is essential to establish the projective transformation 
relationship between 3D space and the two-dimensional image plane. 
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 Intrinsic parameters 
The parameters in Steps 2-4 in Figure 3-4 are referred to as intrinsic parameters. The 
intrinsic parameters define everything relative to the camera, independently of the 
outside world. They describe the mapping of the optical rays onto the image plane 
resulting in two-dimensional pixel coordinates. It is defined by a 3 × 3 matrix that 
incorporates the three intrinsic parameters: 
 The transformation from 3D  camera frame coordinates to computer frame 
coordinates 
 The perspective projection  
 The distortion introduced by the lens 
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 Extrinsic parameters 
The parameters of the rigid body transformation of a 3D object world coordinate to the 
3D camera coordinate system are referred to as extrinsic parameters. These 
parameters define the relative position of the camera to the world coordinate system. 
The extrinsic matrix takes the form of a rigid transformation matrix: a 3 × 3 rotation 
matrix and a 3 × 1 translation vector. It is possible to concatenate the rotation and 
translation into a single transformation step of the form shown in equation (3-17) 
 
[𝑅|𝑡] = [
𝑟11 𝑟12 𝑟13 𝑇1
𝑟21 𝑟22 𝑟23 𝑇2
𝑟31 𝑟32 𝑟33 𝑇3
] 
(3-17) 
The extrinsic parameters can also be concatenated with the intrinsic parameters to 
form the camera projection matrix (Burger, 2016)  denoted by M:  
 𝑀 = 𝐾[𝑅|𝑡] (3-18) 
Thus, given the 3 × 4 camera projection matrix, it is possible to derive a relationship 
between a 3D point 𝑃𝑤 and its corresponding image projection 𝑝𝑐 in pixel coordinates 
as shown in Equation (3-19): 





Chapter 3. Camera Modelling and Calibration 
36 
 
 Camera Calibration 
Camera Calibration is an essential step for 3D reconstruction. Calibrated cameras are 
needed when metric information is required from the scene (Hartley, 1994). Some 
potential applications include: 
1. Dense reconstruction: In a stereoscopic system, a good camera calibration can 
allow dense 3D reconstruction of objects if the correspondence problem is 
solved (Hirschmüller, 2005). Each image point is associated with an optical ray 
passing through the focal point of the camera towards the scene. The crossing 
of two optical rays allows the derivation of metric positions of 3D points in the 
scene. 
2. Visual inspection: Once a dense 3D reconstruction of an object is obtained, the 
reconstructed object can be compared with a previously stored model to identify 
any manufacturing imperfections such as dents or cracks in the model of 
interest.  
3. Camera localization: By locating some known 3D points in the scene, the 
position and orientation of the camera in the world coordinate system can be 
derived. The camera can be placed on a UAV to determine the trajectory of the 
vehicle. This information can be used in robot control and path planning (Lenz 
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Calibration has been a widely researched area in computer vision and the methods 
found in literature can be classified as: 
 Linear versus non-linear  
 Photogrammetric versus Self-calibration 
The linear versus non-linear techniques can be differentiated depending on the 
modelling of lens distortion (Ito, 1990). The technique becomes non-linear when lens 
imperfections are included in the camera modelling. In such cases, the camera 
parameters are usually obtained through iteration with the constraint of minimizing a 
determined function (Zhang, 2000).  
The photogrammetric technique is performed by observing a calibration object whose 
3-D geometry is known with very good precision. An example of such a technique is 
provided by Tsai (Tsai, 1987). Tsai’s approach involves capturing a single image 
associated with a coplanar calibration object that has two or three planes orthogonal 
to each other. A two-step algorithm is used, where the first step solves the linear 
aspects of the calibration problem and the second step addresses the non-linear 
aspects described by a distortion model.  
Finally, in the self-calibration approach, no calibration object is used. By simply moving 
a camera in a static scene, point correspondence is sufficient to recover the internal 
and external parameters of the camera (Luong and Faugeras, 1997). While this 
approach may appear flexible, it is however not yet mature. Due to the large number 
of parameters to estimate, the results are not always very reliable (Ricolfe-Viala and 
Sanchez-Salmeron, 2011). 
The calibration method used in this research is a hybrid method that lies between the 
photogrammetric calibration and self-calibration. This method was proposed by Zhang 
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(Zhang, 2000) and is considered to be more flexible and robust in comparison to other 
camera calibration techniques. It involves capturing multiple images of the same 
planar surface in different poses around the cameras’ field of view (FOV) to estimate 
intrinsic and extrinsic parameters as discussed in Section 3.3.1 and 3.3.2. This 
calibration technique has been implemented within the popular OpenCV framework 
(OpenCV, 2017) that has been used in this work. The OpenCV library has been used 
because it is open-source, freely available and most importantly has been tested by 
other researchers. 
 Experimental Results  
An identical pair of Logitech C930 webcam cameras shown in Figure 3-5 were 
calibrated using the Zhang’s calibration technique. Webcams are used because they 
are lightweight, low cost, and can be easily integrated on a UAV platform for image 
capture of the water surface. 
 
Figure 3-5: Logitech C930 webcam 
The checkerboard pattern used for the calibration of the camera was printed using a 
laser printer onto an A0 sheet, and attached to a hard wood planar surface. The 
checkerboard pattern consisted of 15 columns and 8 rows, giving 120 calibration 
points. Each square had dimensions of 71mm by 71mm and the origin of the World 
Coordinate System (WCS) was located at the top left most corner of the checkerboard 
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pattern. The camera pair captured images of the checkerboard pattern at various 
orientations as shown in Figure 3-6. 
 
Figure 3-6: Snapshots of checkerboard pattern taken at various orientations 
Zhang suggest capturing multiple images of the checkerboard pattern at different 
orientations for accurate estimation of the intrinsic and extrinsic parameters. To 
identify the number of calibration images required, the average reprojection error  ∆𝑒 









Where 𝐸(𝑖) is the reprojection error obtained from image 𝑖, and 𝑛 is the number of 
calibration images taken. The reprojection error is found by computing the distance 
between a detected corner-point 𝑥𝑗  on the checkerboard in an image plane and a 
corresponding real world point projected onto the same image plane 𝑀𝑖(𝑋𝑗). The 
reprojection error from image 𝑖 is (Zhang, 2000): 
 




𝐸[𝑖] =  
1
𝑘




                                      
(3-21) 
 
Where 𝑀𝑖 = 𝐾[𝑅𝑖|𝑡𝑖] represents the projection matrix of the camera for a calibrated 
grid view 𝑖, and  𝑘 denotes the number of corner-points detected in the image.  
 
Figure 3-7: Average reprojection error for various number of checkerboard images 
For stable calibration, images under varied motions, generally greater than 20 images, 
should be captured in order to ensure all detected corner points are distributed 
uniformly (Tan et al., 2017). Figure 3-7 shows the average reprojection error estimated 
for the various number of checkerboard images taken. Increasing the number of 
checkerboard images used reduces the average projection error. Forty images were 
used for calibration because they produced the lowest average reprojection error 




























number of calibration images
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significant effect on the average reprojection error. The estimated intrinsic parameters 
and extrinsic parameters of the camera pair are described in Table 3-1. 
 
Table 3-1: Intrinsic and extrinsic parameters of a camera pair 
Left Camera Right Camera 










𝛼 = 509.3683 
(pixel) 
Vertical 
𝛽 = 509.3683 
(pixel) 
Vertical 
𝛽 = 509.3683 
(pixel) 
Skew 𝛾 = 0 Skew 𝛾 = 0 
Principal 
point 
𝑢0 = 305.7052 
𝑣0 = 242.1296 
Principal 
point 
𝑢0 = 309.3510 
𝑣0 = 250.9890 
Distortion  
(radial) 
   𝑘1 = −0.1075 
𝑘2 = 2.2123 
Distortion  
(radial) 
   𝑘1 = 0.0467 
















In this chapter, the camera model was presented and the four step geometric 
transformation that allows the transformation from 3D world coordinates to computer 
image coordinates has been discussed in detail. In addition, a comparative study of 
the most commonly used calibrating methods used over the last few decades has 
been discussed. Of these methods, it was decided that Zhang’s calibration method 
should be applied because of its flexibility and robustness in comparison to other 
calibration methods. A camera pair has been calibrated using this method. Forty 
images of a checkerboard pattern, taken at various orientations, were used for the 
calibration because they produced the lowest average reprojection error. The 
estimated intrinsic and extrinsic parameters derived from the calibration procedure 

















Chapter 4: Stereovision 
 Introduction 
This chapter discusses the technique used for recovering the 3D reconstruction of a 
world scene, or object, from a pair of images, by utilising the estimated intrinsic and 
extrinsic parameters derived from the camera calibration step. In addition, an 
investigation into how various stereo matching algorithms affect the quality of 3D 
reconstruction is undertaken to identify a suitable matching technique that produces a 
dense 3D reconstruction. 
 Standard stereo geometry 
The standard stereo geometry describes the ideal configuration of two cameras with 
the following characteristics: 
 Identical internal geometry i.e. the same intrinsic parameters 
 Coplanarity and row alignment of both image planes 
Coplanarity and row-alignment of image planes imply the optical axes of both cameras 
are parallel to one another and perpendicular to the baseline of the stereovision 
system (see Figure 4-1). 




Figure 4-1: Schematic of two cameras in a standard stereo-geometry configuration 
Figure 4-1 shows an ideal stereo geometry configuration where both cameras have 
the same intrinsic properties and where the image planes 𝐼𝑙 and 𝐼𝑟 are coplanar and 
row aligned. 𝑏 represents the distance between camera centres, which is the 
horizontal translation between the centre of projection 𝑐𝑙 of the left camera and the 
centre of projection 𝑐𝑟 of the right camera. Given that the row alignment constrained 
is satisfied, the projection 𝑝𝑙 = (𝑥𝑙,𝑦𝑙)
𝑇  of a real-world three-dimensional point 𝑃𝑤 =
(𝑋𝑤, 𝑌𝑤, 𝑍𝑤)
𝑇 in the left image plane with the horizontal coordinate 𝑥𝑙, has a 
corresponding projection 𝑝𝑟 = (𝑥𝑟,𝑦𝑟)
𝑇 in the right image plane with the horizontal 
coordinate 𝑥𝑟, located in the same row. As a result, the search for corresponding points 
in a standard geometry system is a one-dimensional problem.  
However, it is very difficult to achieve the ideal standard stereo geometry configuration 
with real world stereovision systems. By estimating the intrinsic and extrinsic 
parameters of the stereo cameras through camera calibration, it is always possible to 
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deduce the depth estimation problem to the one described in Figure 4-1 using a 
process known as rectification (see section 4.5). 
 Epipolar geometry 
In the real world, the configuration of a general stereo vision system does not satisfy 
the constraints of the ideal or standard stereovision system. Cameras are usually 
configured in a convergent configuration towards the scene in order to provide 
maximum overlap to fully capture the scene (see Figure 4-2). 
Besides deriving the internal geometry of the cameras, it is necessary to determine 
the relative position and orientation of the coordinate of one camera with respect to 
the other. This is achieved by placing a calibration object at different orientations in 
both views of the stereovision set up to allow image capture of corresponding sets of 
points in reference to a calibration object as discussed in the previous chapter. Based 
on these sets of corresponding points, it is possible to estimate the geometry of the 
stereovision system with the use of epipolar geometry. 
Epipolar geometry defines the relationship between two cameras that are related to a 
set of 3D points and was first published by Longuet-Higgins in 1981 (Longuet-higgins, 
1981). In his paper, the author discusses the potential techniques to compute the 3D 
structure of a scene from a correlated pair of perspective projections when the spatial 
relationship between the two projections is unknown. Computing the epipolar 
geometry is also useful in simplifying the correspondence problem in stereo-matching 
(Kim and Chung, 2004) estimating camera motion (Kim et al., 2010) and scene 
reconstruction. 
Stereovision works by acquiring 3D information from multiple views and solving the 
correspondence problem between the left and right camera. The challenge however, 
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is finding potential matches, i.e. - knowing where to look on the right image for a point 
on the left image that is already known (see Figure 4-2 below). 
 
Figure 4-2: Finding a corresponding match in a stereovision setup 
Figure 4-2 shows a configuration where two cameras are modelled by their centres 𝐶𝑙 
and 𝐶𝑟, and 𝑝𝑙 is a point formed on the left image plane. In order to find the 
corresponding match of 𝑝𝑙 in the right image plane, the reader is referred to Figure 
4-3. Point 𝑝𝑙 lies along the projection ray between a 3D point, P, and the left camera 
centre,  𝐶𝑙. Now projecting this ray onto the right image plane implies the corresponding 
point on the right image plane, which is denoted as 𝑝𝑟
′ , must lie on the epipolar line 𝑙′. 
The line 𝑙′ is referred to as the epipolar line. In other words, the epipolar line, 𝑙′, in the 
right camera gives all possible locations of a 3D point, P, that would project to 𝑝𝑙 in the 
left camera. This setup greatly simplifies the correspondence problem as it reduces 
the search from 2D to 1D. Hence, rather than having to look at the full 2D image in the 
right image for a corresponding point, 𝑝𝑟
′ , the search is simply restricted to 
corresponding points along the epipolar line. 




Figure 4-3: the epipolar constraint 
The line 𝐶𝑙𝐶𝑟′̅̅ ̅̅ ̅̅  (the base length between the two cameras) intersects the right image 
plane at the epipole 𝑒′ as shown in Figure 4-3. The epipole denotes a common point 
where all the epipolar lines converge. In the case of parallel cameras, the epipolar 
lines are parallel and hence do not converge at the epipole. In such a configuration, 
epipolar lines fall along the horizontal scan lines of the image hence, a pixel placed in 
the 𝑛𝑡ℎ row in the left image will find a corresponding match in the 𝑛𝑡ℎ row on the right 
image. This kind of configuration is best from a computational point of view, but two 
main issues arise: 
 It is practically very difficult to align two cameras perfectly parallel to each other 
unless a very precisely automated rig is used. 
 If the views of the cameras do not converge and the scene is relatively near, it 
is most likely that both cameras will not look at the same scene, as they would 
only share a small common Field of View (FOV). 
For two cameras located in any position in the world viewing the same scene, the 
simple geometry of the parallel case can be achieved by rectification as will be 
discussed in Section 4.5.  Once image rectification is complete, the pixels 
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corresponding to point features will lie on the same horizontal scanline and differ only 
in horizontal displacement.  
 Computing Fundamental and Essential Matrix 
To compute the epipolar geometry, information about the fundamental or essential 
matrix is needed. The essential matrix was introduced by Longuet-Higgins (Longuet-
higgins, 1981) prior to the fundamental matrix. The realization that the essential matrix 
could also be applied in uncalibrated situations gave rise to the so-called fundamental 
matrix (Luong and Faugeras, 1996). As a result, the fundamental matrix captures all 
the relevant information that is necessary to establish correspondences between two 
pairs of images without knowledge of the intrinsic parameters of the camera. 
 Fundamental matrix 
The epipolar constraint finds its algebraic expression in the so-called 
𝑓𝑢𝑛𝑑𝑎𝑚𝑒𝑛𝑡𝑎𝑙 𝑚𝑎𝑡𝑟𝑖𝑥 𝐹, which is in the form of a  3 ×  3 matrix (Hartley, 1997). The 
fundamental matrix can be computed from point correspondences between two 
images. For every pair of corresponding points 𝑝𝑙(𝑥𝑙, 𝑦𝑙) and 𝑝𝑟(𝑥𝑟 , 𝑦𝑟) the matrix in 
















] = 0 
 
(4-1) 
This can be expanded into: 
 𝑥𝑟(𝑓11𝑥𝑙 + 𝑓12𝑦𝑙 + 𝑓13) + 𝑦𝑟(𝑓21𝑥𝑙 + 𝑓22𝑦𝑙 + 𝑓23) + (𝑓31𝑥𝑙 + 𝑓32𝑦𝑙 + 𝑓33)  (4-2) 
A set of 𝑛 pairs of corresponding points forms a linear homogenous system: 
 𝑀𝑓 = 0 (4-3) 
where M represents a 𝑛 × 9 matrix with 𝑛 rows of the form:   
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 𝑀𝑖 = [𝑥𝑙𝑥𝑟  𝑥𝑙𝑦𝑟  𝑥𝑙  𝑦𝑙𝑥𝑟  𝑦𝑙𝑦𝑟  𝑦𝑙   𝑥𝑟  𝑦𝑟   1] (4-4) 
and 𝑓 represents a vector containing the nine entries of the fundamental matrix, 𝐹; 
described by equation (4-5): 
 𝑓 = [𝐹11 𝐹21 𝐹31 𝐹12 𝐹22 𝐹32 𝐹13 𝐹23 𝐹33]  (4-5) 
A common approach that provides a linear solution in  estimating 𝑓, is the eight-point 
algorithm by Hartley (Hartley, 1997). The eight-point algorithm is sensitive to noise 
and requires an outlier detection technique to eliminate bad correspondences between 
images. One proposed solution to remedy this problem is the RANSAC-algorithm 
(Random Sample Consensus). 
The RANSAC-algorithm, proposed by Fischler and Bolles (Fischler and Bolles, 1981) 
is an iterative algorithm based on data resampling that has the ability to fit a model on 
experimental data. RANSAC is capable of smoothing data containing a significant 
percentage of gross errors and thus is ideally suited for the detection of outliers in the 
correspondence problem. The algorithm workflow is as follows: 
1. Sample the number of data points required to fit the model 
2. Compute the model parameters using the sampled data points 
3. Score by the fraction of inliers within a pre-set threshold of the model 
4. Steps 1-3 are repeated until the best model with the highest confidence is found 
In combination with the eight-point algorithm, the RANSAC algorithm is used to 
provide a reliable estimate of the fundamental matrix based on a noisy set of pairs of 
corresponding points. 
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 Essential matrix  
For calibrated cameras, the essential matrix, 𝐸, relates corresponding points between 
the left and right images. Hence, the defining equation for the essential matrix can be 
described below (Luong and Faugeras, 1996): 
 ?̂?𝑟
𝑇𝐸?̂?𝑙 = 0 (4-6) 
Where, ?̂?𝑙, represents the normalized image coordinates for the left image and ?̂?𝑟, 
normalized image coordinates for the right image.  
The essential matrix can be written in terms of the fundamental matrix as described 
below (Luong and Faugeras, 1996):  
 𝐸 =  𝐾𝑟
𝑇𝐹𝐾𝑙 (4-7) 
Where 𝐾𝑙 and 𝐾𝑟 are left intrinsic parameters of the left and right camera respectively. 
A unique property of the essential matrix is that it encapsulates the rotation matrix (𝑅) 
and translation vector(𝑇).  Hence, it can be expressed as (Horn, 1990) 
 𝐸 = 𝑅𝑆 
 
(4-8) 








  (4-9) 
The essential matrix establishes the link between the epipolar constraint and the 
extrinsic parameters of a stereovision system. 
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 Image Rectification 
 
Given a pair of stereo images, the intrinsic parameters of each camera and the 
extrinsic parameters of the stereo system, image rectification aims to compute the 
image transformation that makes epipolar lines collinear and parallel to the horizontal 
axis. In other words, it converts a general stereo configuration to an ideal standard 
stereo system as discussed in Section 4.2. This rectification process is an essential 
pre-processing step as it speeds up matching in the correspondence problem because 
searching horizontal epipolar lines is easier than general epipolar lines. 
Different solutions to the image rectification problem exist and can be categorised 
based on the need for camera calibration. Hartley (Hartley, 1999) describes an 
approach based on an uncalibrated stereo system. In his work, the author applies 
methods of projective geometry to determine a pair of 2D projective transformations 
to be applied to the stereo images in order to enable the epipolar lines to run parallel 
to the x-axis. Another method proposed by Fusiello et al (Fusiello et al., 2000) is for a 
calibrated case and the main idea is to define new perspective projection matrices for 
the left and right camera by rotating the old perspective projection matrices obtained 
through camera calibration around their optical centre until epipoles are at infinity and 
the epipolar lines are parallel. The algorithm can be summarised as follows: 
1. Obtain old perspective projection matrices for the left and right camera 
2. Calculation of the new perspective projection matrices by deducing the suitable 
rotation matrix that enables images to become coplanar, with the X- axis of both 
images becoming parallel to the baseline, the Y-axis is orthogonal to the X and 
the Z-axis is orthogonal to the XY plane. 
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3. Common intrinsic parameters chosen for both left and right images to ensure 
row-aligned pair of images 
4. Application of the new rectification matrices to the set of images to produce a 
rectified pair of images 
The rectified pair of images produced can be thought of as images produced by a 
single camera translated along the X-axis of its reference system. Figure 4-4 shows 
the results of the rectification process applied to a set of stereo images. The resulting 
rectified images have horizontal epipolar lines that are parallel. 
 
Figure 4-4: Stereo pair (top) and rectified pictures (bottom). The right pictures show examples of epipolar lines (Fusiello et 
al., 2000) 
 
The Figure 4-4 originally presented here cannot be made freely available via LJMU E-
Theses Collection because of copyright. The image was sourced at (Fusieollo et al., 2001). 
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 Stereo correspondence problem 
One of the most challenging areas of stereovision is addressing the issue of 
correspondence between images acquired by left and right camera i.e. determining 
how to correctly match the points in one image to those in another image. When 
working with rectified images that have the epipolar lines aligned horizontally, solving 
the correspondence problem allows the generation of disparity maps. Disparity maps 
refer to the apparent pixel difference between a stereo image pair (see Figure 4-5 
below). 
 
Figure 4-5: Left views and ground truth disparity maps of various models (Scharstein and Szeliski, 2012) 
 
 
The Figure 4-5 originally presented here cannot be made freely available via LJMU E-
Theses Collection because of copyright. The image was sourced at (Scharstein and Szeliski, 
2012). 
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Approaches to stereo correspondence matching can be broadly classified into two 
categories, Feature-based matching (Ohta and Kanade, 1985, Baker and Binford, 
1981)  and correlation based matching (Hirschmüller, 2011). 
 Feature-based matching 
Featured based stereo correspondence algorithms attempt to establish a 
correspondence by extracting feature points such as edges, lines, corners and 
performing the correspondence search to only include these features. The number of 
points matched is related to the number of image features identified. Since only feature 
points are matched, the computation cost is greatly reduced (Mistry and Banerjee). 
However, a major drawback to this approach is that it generates sparse disparity maps 
as shown in Section 4.8.1. The general steps of feature detection are outlined as 
follows (Lowe, 1999): 
 Interest points, alternatively known as keypoints are selected from an image at 
distinctive locations in the images such as corners, blobs, edges etc. Good 
interest points are highly repeatable, i.e. the same interest points should be 
found in the image under different viewing conditions. 
 Next, a feature vector describes the neighbourhood of the interest point. The 
description procedure should be invariant to noise, rotation and scale. 
 Finally, the feature vectors are matched between images. Matching is often 
based on computing the Euclidean distance between the vectors (Lowe, 2004). 
A popular feature detection algorithm that works by extracting corners in images is 
Harris corner detector (Harris and Stephens, 1988). The corners are points formed 
from the intersection of two or more edges.  Since the technique is based on extracting 
corners from an image, it is deemed unsuitable for water surface reconstruction. 
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Another  major limitation with the Harris corner is that it is very sensitive to changes in 
image scale, so it does not provide a good basis for matching images of different sizes 
(Schmid et al., 2000). A popular method for dealing with changes in image scale is the 
Scale-invariant feature transform (SIFT) algorithm, developed in 1999 by David Lowe 
(Lowe, 1999).  
The SIFT algorithm has four major steps for feature detection outlined as follows: 
1. Scale space extrema detection 
2. Keypoint localization 
3. Orientation assignment  
4. Keypoint descriptor 
The first step involves convoluting the input image with a Gaussian filter at different 
scales to identify possible keypoints. However, many keypoints generated in the first 
step are unstable; the second step filters out keypoints by rejecting low contrast 
features. After identification of keypoints, orientations are assigned to each keypoint 
so that invariance to image rotation is achieved. The assignment is done based on 
local image pixel gradients and magnitude. Finally, in the last step a descriptor of the 
detected keypoint is computed to create invariance to illumination. SIFT is generally 
computationally intensive, a speeded up version SURF (Speeded Up Robust Feature) 
was created  to reduce the computational time for finding keypoints (Bay et al., 2006). 
Similar to SIFT, in SURF, images are also convoluted with a Gaussian filter at different 
scales in order to find keypoints. However, they are done with integral images to 
reduce computational time. The Gaussian blurring used in SIFT and SURF algorithms 
does not respect the natural boundaries of the object since image details and noise 
are smoothed. To make blurring adaptive to image features, the KAZE algorithm was 
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developed (Alcantarilla et al., 2012). In comparison with the SIFT and SURF 
techniques, the KAZE algorithm is however computationally more expensive 
(Alcantarilla et al., 2012).  
An effective alternative, that has similar matching performance with SIFT and SURF 
and is not as computationally expensive as the KAZE algorithm, is the ORB algorithm 
(Oriented Fast and Rotated BRIEF algorithm) (Rublee et al., 2011).  The ORB 
algorithm is a fusion of the FAST keypoint detector (Rosten et al., 2010) and the BRIEF 
descriptor (Calonder et al., 2010). The FAST keypoint detector is a corner detection 
method that attempts to classify whether a pixel is a corner based on a circular 
neighbourhood around the pixel of interest. The BRIEF descriptor relies on a small 
number of intensity difference tests to represent an image patch as a binary string. 
Computing the descriptor of the keypoint detected by the FAST technique offers an 
improvement in speed and performance.  
In this thesis, the SIFT, SURF and ORB matching techniques have been investigated  
for 3D reconstruction as they have been proven to exhibit similar matching 
performance and are robust to image noise, rotation and scale (Rublee et al., 2011).  
 Correlation based matching 
In contrast to extracting features from the image for matching as discussed in the 
previous section, correlation based matching methods attempt to match pixels in one 
image, with pixels in another image, by exploiting a number of constraints. These 
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 Local Methods 
Local methods compute the similarity between pixels by comparing windows around 
the pixels of interest. They are commonly referred to as block matching methods. 
These methods seek to estimate the disparity of a pixel in one image by comparing a 
fixed rectangular window about that pixel (the template) with a series of rectangular 
windows extracted from the other image (the search region). These techniques 
assume that the neighbour pixels surrounding the pixel of interest all have similar 
colour intensities. Moreover, they also assume that the colour intensities of the 
neighbours of a pixel in the left image are close to those of the same neighbours of its 
homologous pixel in the right image. Figure 4-6 shows a square window, defined by 
its centre pixel, 𝑃, and its width, 𝑤. Pixels within the window in the two images are 
compared and aggregated throughout the entire window. 
 
Figure 4-6: Correlation between left and right images at pixel P 
Some common correlation based metrics used for comparison between the 
rectangular windows in the left and right images include the Sum of Absolute 
Differences (SAD), the Sum of Squared Differences (SSD), Normalised Cross 
Correlation (NCC), Rank Transform (RT), and Census Transform (CT) (Patil et al., 
2013). 
Techniques such as NCC are based on statistical methods that determine similarity 
between the left and right rectangular windows. A major limitation with NCC is that it 
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tends to blur depth discontinuities compared to any other matching function 
(Hirschmuller and Scharstein, 2007). NCC is calculated as shown in Equation (4-10) 
(Shetty et al., 2016): 
 
𝑁𝐶𝐶 =  
∑ (𝑝𝑙(𝑥, 𝑦) − 𝑚𝑒𝑎𝑛(𝑝𝑙)) ∗ (𝑝𝑟(𝑥, 𝑦) − 𝑚𝑒𝑎𝑛(𝑝𝑟))𝑤
∑ (𝑤 𝑝𝑙(𝑥, 𝑦) − 𝑚𝑒𝑎𝑛(𝑝𝑙))2 ∗ ∑ (𝑤 𝑝𝑟(𝑥, 𝑦) − 𝑚𝑒𝑎𝑛(𝑝𝑟))2
 
(4-10)  
Where 𝑝𝑙(𝑥, 𝑦) represents the pixel intensity of a pixel in the left image, and 𝑝𝑟(𝑥, 𝑦) the 
pixel intensity of a pixel in the right image. The same notations are used for Equation 
(4-11) and (4-12). 
 The SAD metric is based on the intensity difference between pixels and is 
computationally simpler than the NCC correlation technique. In this method, the 
correspondence is achieved by selecting a window of the required dimensions 
between the left and right images and adding the difference between the elements 
over the entire window (Hamzah et al., 2010). 
 𝑆𝐴𝐷 =  ∑ |𝑝𝑙(𝑥, 𝑦) − 𝑝𝑟(𝑥, 𝑦)|
𝑊
 (4-11)  
Another metric based on intensity difference is the SSD. In this technique, the 
differences between pixels are squared and aggregated within a window. This method 
has a higher computational complexity compared to SAD algorithm as it involves 
numerous multiplication operations (Baydoun and Al-Alaoui, 2014). 




The methods discuss so far above are very sensitive to the intensity variance between 
the two images. Zabih and Woodfill (Zabih and Woodfill, 1994) propose an alternative 
method for computing correspondence by applying local non parametric transforms to 
the images before block matching techniques are applied. The RT for a local region 
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about a pixel is defined as the number of pixels in that region for which the intensity is 
less than the pixel of interest. The resulting values are based on the relative ordering 
of pixel intensities rather than the intensities themselves. As a result, the magnitude 
of the pixel values is compressed. This technique is robust to outliers that can occur 
because of occlusion. The rank transform can be defined as (Zabih and Woodfill, 
1994): 




Figure 4-7: Example of rank transform using a 3*3 window 
The term, 𝑃𝐶 , in Equation (4-13) denotes the central pixel and 𝑃𝑛, the neighbouring 
pixels. The function 𝑇[ ] is defined to return 1 if its argument is true and 0 otherwise. 
Figure 4-7 shows an example, because 51 and 49 are smaller than 55 (the pixel of 
interest), the sum would be 2 based on Equation (4-13) . This implies that the rank 
cost is 2. 
One issue with the rank transform is that information is lost as the relative ordering of 
all of the pixels surrounding the pixel of interest is encoded in a single value. Zabih 
and Woodfill (Zabih and Woodfill, 1994) proposed a variation of the rank transform 
called the census transform which preserves the spatial distribution of the rank by 
encoding them in a bit string. Each bit in the bit string corresponds to the neighbouring 
pixel surrounding the pixel of interest. If a pixel has a lower intensity than the pixel of 
interest, then the surrounding bit is set to 1 as shown in Figure 4-8. Matching is 
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performed by computing the Hamming distance (i.e. the number of bits that differ) 
between bit strings. 
 
Figure 4-8: Example of census transform using a 3*3 window 
It is therefore possible to solve the correspondence problem by minimising the 
Hamming distance after the census transform has been applied to the images. 
After computing and aggregating the matching costs using the correlation matching 
techniques discussed, the disparity of a given pixel can be computed by performing a 
Winner-Takes-All (WTA) optimization, i.e. For each pixel, choose the disparity 
associated with the minimum cost function. Repeating this process for every pixel in 
the image could be used to obtain the disparity map of the scene.  
A factor to consider when utilising block based matching techniques is the effect of 
window-size. The window size must be large enough to include sufficient intensity 
variation for reliable matching between the left and right images, but must be small 
enough to avoid the effects of projective distortion. Smaller window sizes, which do 
not cover enough intensity variation, produce detailed disparity maps but at the cost 
of introducing more noise to the image. On the other hand, larger window sizes, which 
cover regions in which the depth of scene points varies, can lead to inaccurate 
matching due to different projective distortions between the left and right images. This 
consequently leads to smoother but not very well detailed maps (Hirschmuller and 
Scharstein, 2007).  
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For these reasons, an adaptive window solution is proposed by Kanata and Okutomi 
(Kandade and Okutomi, 1994). The authors investigate how disparity and intensity 
variation within a window affect the uncertainty of disparity estimation at the centre 
point of the window. This is achieved by searching for possible window sizes and 
shapes that produces disparity estimates with the least uncertainty for each pixel. 
Another solution presented by Fusiello et .al (Fusiello et al., 1997) is a multiple window 
approach. The main idea is that, for each pixel in the image, correlation is performed 
with nine different windows, and the disparity with the smallest SSD error value is 
retained as the solution.  
 
Figure 4-9: The nine correlations windows, the pixel for which disparity is computed is highlighted 
Generally, block-matching techniques are suited for real-time applications, however 
they are considerably sensitive to the presence of image regions characterised by 
sudden depth variations and occlusions, and can often produce noisy results in low 
textured regions. In addition, the uniqueness of matching is only enforced for one 
image (the reference image), while points in the other image might be matched to 
multiple points (Scharstein and Szeliski, 2002). A solution to this problem is the 
application of global techniques, which are less sensitive to occlusions and uniform 
texture regions in images. These are discussed in detail in the following section.  
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 Global Methods 
 
Global methods typically skip the cost aggregation step and define a global energy 
function that includes a data term and a smoothness term. They seek to find the 
disparity solution 𝑑 that minimizes the global energy function. This energy function, 
𝐸(𝑑), consists of two terms: data, 𝐸𝑑(𝑑) ,and smoothness, 𝐸𝑠(𝑑), and is defined as 
follows (Scharstein and Szeliski, 2002) 
 𝐸(𝑑) =  𝐸𝑑(𝑑) +  λ𝐸𝑠(𝑑) (4-14)  
The term, 𝐸𝑑(𝑑) measures the degree of similarity between each pixel in the reference 
image and its corresponding pixel in the target image λ is a constant factor. 
Correlation based metrics like SAD or SSD determine this similarity due to the good 
quality to speed ratio they offer. Performing cost calculations on pixels is generally 
ambiguous and incorrect matches can easily have a lower cost than correct ones due 
to noise (Scharstein and Szeliski, 2002). So therefore, an additional constraint 𝐸𝑠(𝑑) 
is added to support smoothness by penalizing changes in neighbouring disparities. If 
two pixels are adjacent, they should be displaced by the same amount, i.e. have similar 
disparities.  Thus, the smoothness term is often restricted to only measuring the 
differences in disparities between neighbouring pixels. 
 Once the global energy function has been defined, the next step is to minimise it. 
Several minimisation methods exist in literature. Popular methods are Graph cuts 
(Vladimir et al., 2014) and Simulated annealing (Barnard, 1989). These optimization 
methods in general give good empirical results compared to the local methods and 
form the basis for many of the state-of-the-art stereo correspondence algorithms 
applied today. 
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As discussed in Section 4.6.2.1, local techniques suffer from occlusions. A common 
technique that global methods employ to deal with occlusions is the left-right 
consistency check. With this technique, an image pair is utilised as follows, for each 
pixel in the left image the corresponding homologous pixel in the right image is found 
and for each pixel in the right image the corresponding homologous pixel in the left 
image is found. This approach yields different sets of conjugate pairs, in which some 
points are involved in more than one conjugate pair. Points that are involved in more 
than one conjugate pair do not satisfy the uniqueness constraint and as a result are 
discarded. Consider for instance point B of Figure 4-10, and take the left image as 
reference. Although 𝐵 has no corresponding match in the right image as a result of 
occlusion, local based methods such as SSD can still return a corresponding match 
(𝐶′). If the right image is now taken as a reference instead, 𝐶′, is correctly matched to 
its conjugate point 𝐶 in the left image. Hence, the conjugate pairs (𝐵, 𝐶′) and (𝐶, 𝐶′) 
violate the left-right consistency; in other words, 𝐶′ does not satisfy the uniqueness 
constraint and can be disregarded. 
 
Figure 4-10: Left-right consistency check 
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In general, global methods provide reliable results. However, image correlation using 
global methods is slow because of higher computational complexity (Scharstein and 
Szeliski, 2002). A hybrid approach called Semi Global matching that successfully 
combines concepts of global and local stereo methods for accurate, pixel-wise 
matching at low runtime (Hirschmüller, 2005) is addressed in the following section. 
 Semi-Global matching 
The Semi Global Matching (SGM) is based on the idea of pixel wise matching 
(Hirschmüller, 2005). The cost calculation for a pair of pixels can be derived using 
either Equations (4-11) or (4-12). Hirschmuller however adopts a different matching 
cost based on Mutual Information (MI) because it is insensitive to illumination changes. 
Mutual Information in general is a measure for model alignment based on the amount 
of uncertainty (entropy H) in a probability density function. It is defined from the 
entropy, 𝐻, of two images as shown in Equation (4-15): 
 𝑀𝐼𝐼𝑙,𝐼𝑟 = 𝐻𝐼𝑙 + 𝐻𝐼𝑟 − 𝐻𝐼𝑙,𝐼𝑟 (4-15) 
𝐻𝐼𝑙 and 𝐻𝐼𝑟 denote the entropy of the left and right images respectively and 𝐻𝐼𝑙,𝐼𝑟 
represents the joint entropy. The entropies of the left and right images are calculated 
from their probability density distributions of intensity across the image. Russakoff et 
al. (2004) states that for well-registered images the joint entropy 𝐻𝐼𝑙,𝐼𝑟 is low because 
one image can be predicted by the other. Cost calculation using this technique seeks 
to maximise the entropy of the individual images to ensure maximum mutual 
information between images.  
The SGM uses a similar energy function, 𝐸(𝐷), as shown in Equation (4-14) for 
penalizing disparity steps and is  given in Equation (4-16) (Hirschmuller, 2008): 
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𝐸(𝐷) = ∑𝐶(𝑝, 𝐷𝑝) + ∑ 𝑃1𝑇 ∙ [|𝐷𝑃
𝑞∈𝑁𝑝




𝐷𝑃 − 𝐷𝑞| > 1] 
(4-16) 
The first term in Equation (4-16) sums the matching costs 𝐶  between a pixel  𝑝 in the 
left image and a potential corresponding pixel in the right image for a given disparity 
𝐷.  The second term adds a penalty 𝑃1 to the cost function for all  pixels q in the 
neighbourhood 𝑁𝑝 if the difference between disparity 𝐷𝑝 and the disparity 𝐷𝑞 at a 
neighbouring pixel 𝑞 is 1. The third term adds a larger penalty value 𝑃2 to the cost 
function 𝐶 if the difference between the disparity 𝐷𝑝 to the disparity 𝐷𝑞 is higher than 
one. The 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑇 is an indicator function which returns 1 when the condition is true, 
and zero in all other cases.  
Minimizing the energy function 𝐸(𝐷) along the image rows (scanline) one at a time 
suffers from the well-known difficulty of enforcing inter-scanline consistency which 
results in horizontal “streaks” in the computed disparity map (Hirschmuller, 2008). This 
is because of the difficulty in relating the 1D optimizations of individual image rows to 
each other in a 2D image.  
The SGM technique overcomes these problems by calculating 𝐸(𝐷) along 1D paths 
from 16 different directions towards each pixel of interest (see Figure 4-11). The costs 
of all paths are summed for each pixel and disparity. Therefore, at each pixel, the 
disparity with the lowest cost is chosen as the solution. By performing such an 
operation for each pixel in the image, a disparity map can be built for the entire image. 




Figure 4-11: Multi directional search pattern for SGM where eight optimization paths from different directions meet at 
every pixel (p) (Hirschmuller, 2008) 
 
 Triangulation  
After solving the correspondence problem, the 3D coordinates of the scene can be 
found. In order to find the 3D coordinates of a point 𝑋, which project onto the left and 
right image plane at image points 𝑝𝑙 and 𝑝𝑟, one has to find the intersections of the 
two rays that go through the image points and their respective camera centres. The 
triangulation problem deals with finding the intersection of these two rays in space. In 
the presence of noise, the two rays are not guaranteed to cross. The noise arises from 
the fact that the positions of 𝑝𝑙 and 𝑝𝑟 obtained from the stereo correspondence 
algorithms are subject to uncertainties during the search for corresponding points 
(Hartley and Sturm, 1997). As a result, an approximate solution needs to be found.  
A popular method for finding an approximate solution to this problem is the linear 
triangulation method as described by Hartley and Sturm (1997). The triangulation 
procedure is discussed in the following paragraph. 
A 3D point 𝑃𝑤 and its corresponding image projection 𝑝𝑙 in the left camera is related 
by the projection matrix 𝑀 . This is expressed by Equation (4-17) (as discussed in the 
previous chapter). 
The Figure 4-11 originally presented here cannot be made freely available via 
LJMU E-Theses Collection because of copyright. The image was sourced at 
(Hirschmuller, 2008). 
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 𝑝𝑙 = 𝑀𝑃𝑤 (4-17) 
𝑝𝑙 can be expressed in homogenous form ?̃?𝑙 =  𝑤(𝑥𝑙, 𝑦𝑙 , 1)
𝑇, where (𝑥𝑙 , 𝑦𝑙) are the 
observed point coordinates in the left image and 𝑤 represents the arbitrary scale 
factor. Denoting by 𝑀𝑖
𝑇the 𝑖th row of the matrix 𝑀 the equation (4-17) can be written 
as  
 














  Hence,  
 𝑤𝑥𝑙 = 𝑀1
𝑇 ?̃?𝑤 (4-19) 
 𝑤𝑦𝑙 = 𝑀2
𝑇 ?̃?𝑤 (4-20) 
 𝑤 = 𝑀3
𝑇 ?̃?𝑤 (4-21) 
Equation (4-21) can be substituted into Equation (4-19) and (4-20) yielding two 
equations for three unknowns. An analgous substitution can be applied to the 
equations corresponding to the right camera and the resulting  system of four linear 
equations can be arranged into a matrix of the form shown in Equation (4-22)  
 




























The least-squares solution for ?̃? yields the position of the scene point corresponding 
to 𝑝𝑙 and 𝑝𝑟 in homogenous coordinates. Finally, the Euclidean coordinates of the 
scene point corresponding to the image 𝑝𝑙 and 𝑝𝑟 are shown in Equation (4-23). 
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 Experimental Results 
An investigation into how the feature and correlation based matching affect the quality 
of 3D reconstruction is undertaken to determine a suitable stereo matching algorithm 
that provides a dense 3D reconstruction. Before proceeding to reconstruction of a 
water surface, images of bones of various shapes and sizes captured from the 
calibrated camera pair have been used as a case study in this chapter. The notion 
behind this preliminary experiment is to ensure the developed software (written in C++) 
is robust enough to produce a dense 3D reconstruction using a stereovision approach. 
Bones have been used because they possess various contours and edges, which 
needs to be reconstructed by the various matching techniques. A matching technique 
that can successfully capture such level of detail would most likely be successful in 
providing rich 3D data of the water surface and wave patterns over a given region.  
 3D reconstruction using feature based methods  
The SIFT, SURF and ORB feature detection methods are investigated because they 
exhibit similar matching performance and in addition, are robust to  image noise, 
rotation and scale as discussed in Section 4.6.1. Figure 4-12 shows the overall 3D 
reconstruction pipeline using these feature based matching methods.  
 




Figure 4-12:3D reconstruction pipeline for feature based matching 
 
The calibrated camera pair was rigidly mounted on a rig facing downwards to allow 
image capture of the object of interest. The rig was built using a Rexroth frame beam 
as shown in Figure 4-13. Specification of the rig is shown in Table 4-1. 
 
 
Figure 4-13: Rexroth beam used for construction of Rig 






Table 4-1: Rig setup and specifications 
Overall size (cm) (Length, Width and Height): 𝟕𝟗. 𝟓 × 𝟏𝟎𝟒. 𝟓 × 𝟏𝟎𝟐 
Cross section beam size (cm) (Length and Width): 20 × 20 
Material Aluminium 
Baseline between cameras 9.2cm 
Image resolution 640 x 480 
 
Figure 4-14: Stereo rig for 3D reconstruction 




Figure 4-15: left and right images captured by stereo camera 
 
Figure 4-15 shows the left and right images captured by the stereo cameras. Using 
the OpenCV library, keypoints were extracted individually from the images using SIFT, 
SURB and ORB detection techniques and compared. Figure 4-16 below shows a 
snapshot of the keypoints detected in the left image using the various techniques. 
 
 
Figure 4-16: keypoint detection - SIFT (left), SURF (middle) and ORB (right) 
 
The keypoints were detected in the left and right images using the SIFT, SURF and 
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Table 4-2: keypoints detected for left and right image using various feature based matching techniques 
 Number of keypoints detected 
in left image 
Number of keypoints detected 
in right image 
SIFT 243 211 
SURF 386 396 
ORB 300 257 
 
To provide a visual representation of the results obtained in Table 4-2. Bar plots are 
provided in Figure 4-17. 
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In the left image, SURF produced the highest number of keypoints 386, followed by 
ORB, which produced 300 and lastly SIFT which produced 243. 
The number of keypoints detected in the right image followed the same trend as the 
left image. Again, SURF produced the highest number of keypoints 396, followed by 
ORB, which produced 270 and lastly SIFT which produced 211.  
Matching corresponding keypoints between the left and right images, is done using 
the nearest neighbour. The nearest neighbour is defined as the keypoint with minimum 
Euclidean distance as discussed in Section 4.6.1. The keypoints detected in both the 
left and right matches are however prone to outliers and can lead to ambiguous 
matching as shown in Figure 4-18. As a result, the same number of keypoints are not 
detected in the left and right images (not a one-to-one relationship) as seen in Table 
4-2. To eliminate this issue, and filter out outliers that can lead to possible mismatches, 
the RANSAC algorithm has been used to estimate the inliers due to its ability to 
tolerate a large fraction of outliers and still produce robust estimated solutions as 
discussed in Section 4.4.1. Table 4-3 shows the inliers obtained after the RANSAC 
filter has been applied. It is noteworthy to highlight that the same number of keypoints 
have now been detected after applying the RANSAC filter. 
Table 4-3: Number of keypoints detected in left and right images after RANSAC 
 Number of keypoints detected 
in left image 
Number of keypoints detected 
in right image 
SIFT 56 56 
SURF 54 54 
ORB 40 40 
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As seen in Table 4-3, SIFT retained the highest number of inliers (56) after RANSAC 
filtering. After filtering, the nearest neighbour can now be identified for corresponding 
matching. Figure 4-18 and Figure 4-19  show the matched correspondences between 
the left and right images before and after the RANSAC filter was applied respectively. 
Applying the RANSAC filter clearly eliminates the issue of mismatches between the 








Figure 4-19: Correspondence matching after RANSAC filtering 
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After finding point correspondences between the left and right images, the 
fundamental matrix can be estimated using the Hartley’s eight-point algorithm. The 
point correspondences obtained from the SIFT algorithm are used in the estimation of 
the fundamental matrix because it retained the highest number of corresponding 
points after the RANSAC filter was applied. As described in Section 4.4.1, 𝐹 is defined 








                   
(4-24) 
The estimated fundamental matrix from the SIFT corresponding points is given by 
Equation      (4-25): 
 
𝐹 = [
7.5094 × 10−8 −2.0804 × 10 −5 3.8333 × 10−4
2.1095 × 10−5 −1.4727  × 10−6 −1.5147 × 10−1
−1.0790 × 10−2 1.5220 × 10−1 1.0000
]  
     (4-25) 
 
As discussed in Section 4.4.2, the essential matrix 𝐸 can be written in terms of the 
fundamental matrix as shown in Equation (4-26): 
 𝐸 = 𝐾𝑟
𝑇𝐹𝐾𝑙       (4-26) 
Where 𝐾𝑙  𝑎𝑛𝑑 𝐾𝑟 are the intrinsic parameters of the left and right camera derived from 
the calibration procedure in Chapter 3. 
 
𝐸 =  [
−2.3892  × 10−3 6.6190 × 10−1 2.8926 × 10−1
−6.7114  × 10−1 4.6856 × 10−2 9.0805
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The essential matrix can be decomposed into a rotation matrix (𝑅) and a translation 
vector (𝑡) as discussed in Section 4.4.2. Given the rotation matrix and translation 
vector, the projection matrix for the left (𝑀𝑙) and right (𝑀𝑟) cameras can be found as 
described in Equation (4-28) and (4-29) (Hartley and Zisserman, 2003). Where  𝐼 is a 
3𝑥3 identity matrix and 0 is a null 3- vector. 
  
𝑀𝑙 = 𝐾𝑙[𝐼|0] 





509.3683 0.0000 305.7052 0
0.0000 509.3682 242.1296 0
0.0000 0.0000 1.0000 0
 




𝑀𝑟 = 𝐾𝑟[𝑅|𝑡] 





509.3682 0.0000 258.3306 −4.6404
0.0000 509.3682 245.1208 0
0.0000 0.0000 1.0000 0
  
   (4-31)                                                                
 
Finally, given the calculated projection matrix 𝑀𝑙 and  𝑀𝑟 and a pair of corresponding 
image points, 𝑝𝑙 and  𝑝𝑟 the 3D coordinate of an image point can be found via the 
linear triangulation method as seen in Section 4.7. 




Figure 4-20: 3D point cloud generated using SIFT feature based matching 
 
A single 3D point was generated for each pair of image points (see Figure 4-20). The 
resulting point cloud generated by the SIFT feature based technique is quite sparse. 
Fifty-six 3D points were generated in total from the image pair acquired by the stereo 
cameras. From the results shown here, it can be concluded that matching by extracting 
only feature points results in a sparse 3D point cloud of the region of interest. This 
conclusion is in strong agreement with work done by other authors (Li et al., 2015, 
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 3D reconstruction using correlation-based method 
 
Feature based 3D reconstruction produces sparse 3D point clouds because they 
match only a sparse set of points in the images as discussed in the previous section.  
In this section, correlation based matching is performed in an attempt to find a 
corresponding match in the right image for every point in the left image. The overall 
workflow is shown in Figure 4-21 below. 
 
Figure 4-21: 3D reconstruction workflow for correlation based matching 
The derived parameters from the calibrated camera pair were used for image 
rectification as discussed in Section 4.5. With rectified images, the epipolar lines of the 
corresponding points should lie in the single row of their images. Before applying the 
rectification matrices, the images were undistorted using the distortion coefficients 
calculated during camera calibration. Figure 4-22 below shows an example of a 
rectified stereo pair. 




Figure 4-22: Rectified images of stereo pair  
After rectification, correlation based matching was run on the image set in order to 
compute a disparity value for each pixel. Computing the disparity between the left and 
right images for each pixel led to a disparity map. Figure 4-23 below shows the 
resulting disparity maps obtained from the Sum of Absolute Differences (SAD) and 
Semi Global Matching (SGM) correlation based methods. 
 
 
Figure 4-23: Disparity map acquired from images – BM (left) and SGBM (right) 
As seen in Figure 4-23 the SGM technique produces a denser, smoother disparity 
map with fewer holes in comparison to BM technique.  
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After disparity map generation, 3D reconstruction was performed, again using the 
linear triangulation technique. The reconstruction was performed point by point for 
each valid entry in the disparity map to produce the 3D point clouds. 
 
Figure 4-24: Number of 3D points obtained using feature and correlation based 3D methods 
Figure 4-24 above shows the resulting number of 3D points obtained from the various 
matching techniques investigated. The SGM produced the highest number of 3D 
points (145,445) in comparison to the BM and SIFT methods from the image pair 
acquired from the stereo cameras. The SGM technique successfully captured the 
contours and edges of the bone structure. In order to obtain dense 3D reconstruction 
of a surface, the correlation-based methods, in particular the SGM method, prove to 
be a reliable matching technique. Figure 4-25 below shows a visual representation of 





























Figure 4-25: generated Point cloud using BM (top) and SGBM (bottom) 
As seen in Figure 4-25 the SGM produces a denser and less noisy point cloud in 
comparison to BM. This is due to SGM producing a better quality disparity map in 










By determining the intrinsic and extrinsic parameters of a stereo camera obtained 
through camera calibration this chapter reveals how a 3D point can be found from a 
pair of image points. The quality of the 3D reconstruction is strongly dependent on the 
correspondence algorithm applied. Many approaches exist in literature to tackle the 
correspondence problem in stereovision. This chapter has discussed the popular 
techniques that have been developed, outlining their advantages and disadvantages. 
The performance of the various techniques have been evaluated and preliminary 
results show that the feature based matching techniques produce sparse point clouds. 
The SGM method allowed generation of a dense 3D reconstruction in comparison to 
the other stereo matching algorithms investigated. The next chapter focuses on 3D 













Chapter 5: Water surface reconstruction and 
analysis of laboratory Generated water 
waves 
 Introduction 
This chapter focuses on 3D reconstruction of a water surface, due to the dynamic 
nature of the area of interest both feature based and correlation-based methods are 
investigated. For wave height estimation, waves have been generated in a wave tank 
and a method for estimating the wave height from the resulting 3D point cloud data is 
presented. Finally, an accuracy assessment of the estimated wave height is 
undertaken in time and frequency domain.  
 3D Reconstruction of water waves  
To further validate the claim that the feature based matching methods produce sparse 
point clouds as discussed in the last chapter, the various matching techniques are 
once again performed on a water surface. An investigation into how the baseline 
affects the reconstruction accuracy is also undertaken. 
 3D reconstruction of still water surface  
Figure 5-1 shows the experimental setup for image capture of the water surface with 
the stereo cameras. 




Figure 5-1: stereo cameras capturing clear water surface 
 
 
Figure 5-2: image pair captured by stereo cameras 
Keypoints were extracted from the image pair captured with the stereo cameras using 
the SIFT, SURF and ORB techniques. Table 5-1 below shows the results of the 
number of keypoints detected. 
Water surface 




Figure 5-3: keypoints detected on clear water surface SIFT (left), SURF (middle) and ORB (right) 
Table 5-1: Number of keypoints detected on clear water surface using various feature detection techniques 
 Number of keypoints detected 
in left image 
Number of Keypoints detected 
in right image 
SIFT 100 100 
SURF 282 243 
ORB 131 210 
 
Bar plots of the results presented in Table 5-1 for the left and right images are shown 
in Figure 5-4. 
 
 




Figure 5-4: Number of keypoints detected on left image using SIFT, SURF and ORB 
In the left image, SURF produced the highest number of keypoints, 282 followed by 
ORB 131 and lastly SIFT 100. The number of keypoints detected in the right image 
followed the same trend as the left image. Again, SURF produced the highest 
number of keypoints 243, followed by ORB, which produced 210 and lastly SIFT 
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RANSAC filtering was then applied to remove outliers. Table 5-2 below shows the 
detected number of keypoints retained after filtering using the RANSAC algorithm. 
Table 5-2: Number of keypoints detected in left and right images after RANSAC filtering 
 Number of keypoints detected 
in left image 
Number of Keypoints detected 
in right image 
SIFT 9 9 
SURF 9 9 
ORB 10 10 
 
 

































Chapter 5. Water surface reconstruction and analysis of laboratory Generated water waves 
88 
 
Figure 5-5 shows a bar plot of the results presented in Table 5-2. ORB retained the 
highest number of keypoints (10) after RANSAC filtering. SIFT and SURF both 
retained 9 after filtering.  
From the results presented in Figure 5-5, it can be concluded that the entire feature 
based techniques performed poorly when detecting keypoints on the clear water 
surface. Not enough keypoints are detected to be able to produce a dense 3D 
reconstruction of the water surface. 
 Since the feature based matching performed poorly, correlation based matching was 
performed using the SGM technique in an attempt to produce a dense 3D 
reconstruction of the water surface. The SGM method was chosen due to its better 
performance in comparison to the BM method as discussed in the previous chapter. 
 
Figure 5-6: Disparity map from clear water surface 
Figure 5-6 shows the resulting disparity map obtained using the SGM method. The 
disparity map obtained was poor with many holes. This is because of the nature of the 
water surface. The water surface is transparent by nature and texture-less. As a result, 
it proved very difficult to perform stereo matching on a water surface. Thus, a major 
challenge remains providing enough distinguishable surface textures on a water 
surface to aid reconstruction. Section 5.2.2 provides a solution to this problem when 
producing a 3D point cloud of the waves in a wave tank.  
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 Investigating the effect of stereo-baseline on reconstruction accuracy 
In this section, an investigation into how the camera baseline affects the reconstruction 
accuracy is undertaken in order to identify a suitable baseline for 3D reconstruction of 
waves in the wave flume. Flat-water surfaces are planar in nature, Hence it is 
reasonable to assume that the best plane fitting the point cloud represents the Mean 
Water Level (MWL) for that image acquisition (Corgnati et al., 2015). 
 The experiments undertaken assess the reconstruction accuracy of a planar surface. 
A planar surface is used in this experiment since it best represents the MWL as 
discussed in the previous paragraph.  
 
Figure 5-7: planar surface 
The SGM technique was used for computing the disparity map of the planar surface. 
Figure 5-8 shows the computed disparity map of the planar surface and the 
corresponding 3D point cloud is shown Figure 5-9.  




Figure 5-8: disparity map of planar surface 
 
Figure 5-9: reconstructed planar surface 
The reconstruction accuracy of the reconstructed planar surface was assessed at 
various baselines between the cameras. Due to the physical constraints imposed by 
the camera housing, the minimum separation distance investigated is 9.2cm. 
Baselines of 12 and 15cm are also investigated to identify a suitable stereo baseline 
that can be mounted on the UAV without causing stability issues during flight.  
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Camera calibration has been done for each baseline tested. For each calibrated stereo 
camera pair, measurements were made at a fixed distance of 50cm in order to 
accommodate for the minimum working range of the stereo cameras. It was observed 
that below this distance, the resulting disparity maps were too poor to obtain any 
decent reconstruction of the planar surface. 
The stereo cameras were configured to capture stereo frames for 28 seconds in total. 
For each image pair captured, the resulting 3D points were averaged across the 
surface. Figure 5-10 below shows the results for the various baseline configurations 
tested. 
 
Figure 5-10: Measurements performed for various baseline configurations. Top (baseline = 9.2cm), middle (baseline = 12cm) 
and bottom (baseline = 15cm). 
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It is evident from Figure 5-10 that the measurements follow quite well with the actual 
values for the 9.2cm baseline configuration (Root Mean Square Error (RMSE) = 
0.88cm). For a fixed distance, as the baseline increases, the RMSE between the 
measured and actual value also increases (RMSE for the 12cm and 15 cm baseline 
configuration are 1.08cm and 2.52cm respectively).  For 3D reconstruction of the 
waves in the wave flume, the 9.2cm baseline configuration will be used because it 
produces the lowest RMSE in these experiments.  
The stereo matching process is easier with small baseline configurations than larger 
because the two scenes are very similar i.e. less occluded areas (Delon and Rougé, 
2007). However, small baseline configurations work over smaller ranges in 
comparisons to larger baseline configurations (Pritchett and Zisserman, 1998, Delon 
and Rougé, 2007).  Since the ultimate goal would be to mount the cameras on a UAV 
for wave height detection this is not an issue. The UAV can simply be flown to an 
altitude that is within the working range of the stereo cameras. The maximum working 
range for the 9.2cm baseline configuration will be investigated in the next section.  
 Wave height estimation 
In this section, waves have been generated in a laboratory wave flume. The length, 
width and height (m) of the flume is 5.0 × 0.30 × 0.6 respectively. In order to generate 
the waves in the wave flume, a displacer is moved up and down by an adjustable crank 
drive. The height of the waves generated in the flume is varied by changing the lift of 
the displacer. The speed of the motor sets the frequency of the waves. The stereo 
cameras were used for estimating the wave height at a range of frequencies. The 
cameras were rigidly mounted off a metal rod attached to an extendable tripod (see 
Figure 5-11 below). The extendable tripod was used in order to vary the height of the 
cameras above the water surface during the experiments. The cameras were 
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positioned facing downwards in order to capture the wave as it propagates through 















Unlike most naturally occurring surfaces, the water surface in a wave flume or tank 
presents a smooth glass surface. From an image-processing standpoint, these waves 
pose an unusual challenge; both the reflected ceiling and floor of the wave tank are 
visible in the acquired image. Hence, images of such waves presents one or more 
haloes of light due to water transparency and reflections. Early attempts to try to 
Figure 5-11: Stereo camera setup for wave reconstruction 
                 Figure 5-12: Adjustable tripod stand 
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mitigate this issue utilized adding a coloured dye to the water surface to reduce the 
transparency and reflections. This however proved unsuccessful.  
 
Researchers have managed to solve this problem by seeding the water surface with 
floating particles (Perelman et al., 2011). The seeding of particles, accompanied by a 
careful lighting of the free surface resulted in the successful identification of 
corresponding points with the stereo matching algorithm. However, the seeding 
technique presented some limitations. After a while, the particles were agglomerating 
in small packets, resulting in inhomogeneous distributions. Piepmeier and Waters 
(2004) managed to reconstruct the free surface of water waves in a wave tank using 
a commercial stereovision system at the Davidson Lab at the Stevens Institute of 
Technology (New Jersey, USA) by texturizing the water surface with a fine mist, 
reducing the problems of reflection and transparency. The wave heights estimated 
were however much lower than those measured by wave probes. They argued this 
could be due to the dampening effect of spraying the water. 
To avoid the limitations discussed above, the approach taken in this thesis was 
addition of a thin flexible opaque film on the water surface (see Figure 5-14). A thin 
Figure 5-13: Coloured water surface 
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and flexible material was used to avoid dampening the wave as it propagates through 
the wave flume.  
Such a set-up prevented light penetration and in addition provided enough visible 
features to allow a successful stereo matching between the left and right images 
acquired by the stereo cameras.  
 
Figure 5-15: disparity map after applying opaque sheet on water surface (left) before applying opaque sheet (right) 
As seen in Figure 5-15, the addition of an opaque sheet led to a denser smoother 
disparity map with fewer holes in comparison to the water surface without application 
of the opaque sheet. Once a good disparity map was obtained, the next step was 
projection onto a 3D point cloud.  
 
Figure 5-14: Thin film added to assist 3D reconstruction 
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The result of the extracted 3D points are the continuous water surface elevations at 
specific time intervals.  The time intervals are governed by the overall processing time 
i.e. time elapsed from grabbing a pair of images from the stereo-cameras, rectification, 
stereo matching and 3D reconstruction. The resolution at which the stereo images 
were captured has a significant effect on the overall processing time (see Figure 5-17). 
Figure 5-16: 3D reconstruction of opaque sheet. Top - top view of reconstructed point cloud and Bottom -
side view of reconstructed point cloud 




Figure 5-17: Processing time comparison for various image resolutions 
Figure 5-17 shows the overall processing time taken for various image resolutions. 
The average processing time taken for 320 ×  240, 640 ×  480 and 1920 ×
 1080 pixels was 0.281, 0.512 and 2.140 seconds respectively. The increased 
computation time associated with higher resolution images makes it very challenging 
for data capture from a UAV since they possess a short battery life span. As a result, 
the 320 ×  240  resolution has been chosen as the preferred image resolution for wave 
height estimation. 
Zero up-crossing is a common technique used for wave analysis (Viriyakijja and 
Chinnarasri, 2015, Kamphuis, 2000). The relation of 3D points with time intervals was 
used to obtain the wave height using this technique. The process of zero up crossing 
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 Define a reference line (zero-line) that passes from a negative to positive 
position of water surface elevation and intercepts with the reference line. Each 
individual reconstructed point is subtracted from the mean of the data 
(detrending) so that the measurements are centred around 0. 
 The wave height of the first loop is the maximum difference of water surface 
elevation between the crest and the trough. 
 For each wave loop, the previous step can be carried out and the results are 
averaged in order to find the average wave height for a given time series. 
The first series of experiments involved utilising the stereo cameras to capture a still 
water surface (without waves). Under such conditions, the estimated wave height 
should be zero. Wave height estimation under these conditions was done using the 
Zero up crossing technique discussed in the previous paragraph.  For example Figure 
5-18 , shows the raw readings from the stereo cameras and Figure 5-19 shows the 
detected crest and trough after the Zero up-crossing technique has been applied. The 
acquired 3D points were averaged across the entire image captured from the stereo 
cameras. 




Figure 5-18: Raw readings from stereo cameras before applying zero up crossing analysis. Cameras were placed at distance 
99cm above the water surface.  
 
Figure 5-19: Zero up crossing analysis to detect trough and crest 
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As seen in Figure 5-19, by identifying the crest and the trough of each wave along the 
reference line, the wave height of each individual wave can be estimated. The average 
wave height can be estimated by taking the average height of all the waves present in 
the data captured. Next, measurements were made at various distances ranging from 
80cm – 142cm. A minimum distance of 80cm was used in order to accommodate the 
physical constraints imposed by the experimental setup. Experiments were not 
undertaken for distances greater than 142cm, because the cameras could no longer 
capture sufficient area of the free surface in the wave flume due to narrow width of the 
flume. The aim of this experiment is to investigate how mounting the cameras at 
various distances above the water surface affected the accuracy of the wave height 
estimation within the testing parameters. The distances investigated are 80cm,99cm, 
122cm and 142cm. For each distance investigated, three repetitions were made and 
the results were averaged.  
 
Figure 5-20: average wave height estimated at various distances 
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Figure 5-20 shows the estimated average wave height at various distances 
investigated above the water surface. Having the stereo cameras at a distance of 
99cm above the water surface produced the lowest absolute error in comparison to 
the other distance configurations. This suggests that a fixed baseline has its own peak 
spot where it performs best at a specific distance. This is in strong agreement with the 
work demonstrated by Boonsuk (2016). The absolute error obtained was 2.3mm.  
For the next series of experiments, the stereo cameras were positioned at a fixed 
distance and waves were generated at various frequencies in the wave tank. The 
frequencies investigated are 0.16Hz, 0.20Hz and 0.30Hz in order to model possible 
frequencies that can be observed for wind-generated sea waves as shown by Ferretti 
(Ferretti et al., 2013). The cameras were mounted at a distance of 99cm above the 
water surface since it produced the lowest absolute error as discussed in the previous 
paragraph. The stereo cameras captured two hundred image pairs. For each image 
pair, the disparity map was estimated and a 3D point cloud generated. A robust plane 
was then fitted to each 3D point cloud to obtain the MWL for that image acquisition. 
The resulting 3D points were averaged across the surface. The total execution time 
taken to run this process for all the frames gathered was approximately 58 seconds. 
The average wave height for the 3D points was estimated using the Zero up-crossing 
technique. The results were compared to measurements obtained from a HC-RS04 
ultrasonic sensor. 
To obtain ground truth i.e. actual wave height, measurements were taken from a wave 
probe (see Figure 5-21 below). 
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The wave probe uses two slightly separated wires that are partially submerged under 
water. The probe operates by measuring the current that flows between the two wires. 
The current is converted to an output voltage that is directly proportional to the 
immersed depth. The voltage can be converted to wave height by measuring the 
change in output voltage when the probe is raised or lowered by a known amount in 
still water.  
The ultrasonic sensor was interfaced with an Arduino Uno to trigger the sensor. The 
sensor has a range of 2cm-400cm and an ultrasonic frequency of 40Hz. Readings 
from the Arduino board were sent via serial interface to a C++ program that captured 
and processed the images from the stereo cameras. The  developed software received 
data from the Arduino at the exact time a new reading is obtained with stereo cameras 
to ensure synchronous readings between the sensors. The captured data were stored 
in a log file for further analysis. 
 
Figure 5-21: wave probe for measuring wave height 
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During the course of the experiments, it was discovered that the ultrasonic sensor 
would occasionally produce large spikes in the data set it produces, these spikes were 
caused by the ultrasonic sensor taking an out-of-range reading (see Figure 5-22 
below). To account for these spikes, data has been extracted only within a certain 
range to remove any outliers.  
 
 
Figure 5-22: raw readings from ultrasonic sensor. Top –readings before filtering, bottom-readings after filtering noisy data 
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Figure 5-23 below shows the results obtained from both sensors at the various 
frequencies investigated. 
 
Figure 5-23: raw readings of water surface elevation obtained from stereo cameras and ultrasonic sensor. Top=0.16Hz, 
middle=0.20z and bottom=0.30Hz during the first repetition 
Wave height is estimated as the maximum difference between the detected crest and 
trough using the Zero up-crossing technique. For example, Figure 5-24 shows the 
detected crest and trough using the stereo cameras at wave frequency of 0.16Hz.  




Figure 5-24: crest and trough detection of wave frequency 0.16Hz 
 
The average wave height 𝐻𝑚 is computed as the mean of all wave heights detected 
across the time series. A similar approach was applied to measurements derived from 
the wave probe and ultrasonic sensor. For a given frequency, three repetitions were 
performed on each sensor and the results were averaged.   




Figure 5-25: wave height estimation using various sensors. Top - average weight estimation and Bottom - significant wave 
height 
Figure 5-25 above shows the wave height estimated by the wave probe, stereo 
cameras and ultrasonic sensor at the various frequencies investigated. The Significant 
wave height 𝐻𝑠  is computed as the average height of the highest one-third of all waves 
measured (Thornton and Guza, 1983). Overall, the stereo cameras were able to take 
measurements that were close to the measurements taken by the wave probe. The 
Mean Absolute Error (MAE) between the wave probe and the stereo cameras for 𝐻𝑚 
and 𝐻𝑠 is 4.0mm and 7.8mm respectively. The ultrasonic sensor produced a higher 
MAE in comparison to the stereo cameras. 11.0mm and 9.7mm for 𝐻𝑚 and 𝐻𝑠 
respectively.  
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The largest difference in measurements between the ultrasonic sensor and the wave 
probe occurs at 0.20Hz wave frequency (absolute error in 𝐻𝑚 = 17.33mm and 𝐻𝑠 = 
14.9mm).  Possible reasons could be due to the scattering of the acoustic energy i.e. 
not enough energy is returned to the sensor, which can occur when the angle of 
incidence between the ultrasonic beam and the water’s surface is large enough to 
cause the beam to be reflected away from the receiving transducer in the sensor. In 
addition, the sensor also has a resolution of 1cm. This implies at any given point in 
time if the true wave height recorded by the wave probe is a floating-point value, the 
sonar would return an integer value instead. The ultrasonic sensor also showed a 
higher variation between measurements in comparison to the stereo cameras. The 
largest standard deviation recorded between repetitions was 2.8mm whilst that of the 
stereo cameras was 1.4mm. Hence, the stereo cameras demonstrated a higher 
precision in comparison to the ultrasonic sensor.  
Further analysis of the results are also carried out in the frequency domain to verify 
the claims outlined in the previous paragraph. The time series data were converted 
into the frequency components using the Fast Fourier transform (FFT) algorithm 
(Cooley and Tukey, 1965). The frequency domain representation contains information 
of the amplitude and phase information of the signal. Figure 5-26 below shows the 
time series data of the wave probe and the amplitude distribution at various frequency 
components in the signal. 




Figure 5-26: Time and frequency representation of wave probe measurements for experiments conducted at a wave 
frequency 0.16Hz (Top- captured time series and Bottom – derived frequency representation) 
 
In the frequency domain, one would expect the highest peak to occur at the frequency 
of the wave being investigated i.e. the fundamental frequency. The highest peak in the 
frequency domain representation of the signal as seen in the bottom plot of Figure 
5-26 indeed corresponds to a frequency of 0.16Hz, which was the wave frequency 
selected during the experiment.  The time series data from the stereo cameras and 
wave probes were also converted into the frequency domain in order to investigate if 
the highest peak in the signal occurs at the fundamental frequency. 




For a wave frequency of 0.16Hz, the highest peak in the signal for both the stereo 
cameras and ultrasonic sensor occurred at the fundamental frequency as seen in 
Figure 5-27. Similar behaviour was observed for a wave frequency of 0.30Hz.  
Figure 5-27: frequency domain representation for various sensors at a wave frequency of 0.16Hz (Top- wave probe, middle – stereo, bottom – sonar) 
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However, at a wave frequency of 0.20Hz this is not the case with the ultrasonic 
sensors. The highest peak in the signal did not occur at the fundamental frequency 
but at the second harmonic (approximately 0.40Hz) as shown in the bottom plot in 
Figure 5-28. This suggests the sensor failed to pick up the true waveform at the given 
frequency and explains why the largest absolute error between the sonar and wave 





Figure 5-28: frequency domain representation for various sensors at a wave frequency of 0.20Hz (Top- wave probe, middle – stereo, bottom – sonar) 
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Unlike the ultrasonic sensor, for both wave probe and stereo cameras, the highest 
peak in the signal in the frequency domain occurred at the fundamental frequency of 
the system as discussed earlier. The plot in Figure 5-29 shows comparisons between 
the peak amplitudes observed at the various fundamental frequencies for the stereo 







Figure 5-29: wave amplitude estimated by stereo cameras plotted against wave amplitude estimated by wave probe. The 𝑅2 
value is 0.93 approximately. Peak occurred at 0.15Hz, 0.21Hz and 0.32Hz for stereo cameras. 
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The cluster of points are very close to the regression line fitted between the data 
points. The coefficient of determination 𝑅2 is approximately 0.93.  The high 𝑅2 value 
suggests a strong agreement between the stereo cameras and wave probe 
measurements. The results should not be surprising since the estimated wave heights 
between the stereo cameras and wave probes are very similar as indicated by the low 
MAE between two measurements.  
To further support the claim that the stereo measurements fit closely to the wave probe 
values, spectral analysis is done using a periodogram. Figure 5-30 below displays the 
power spectra analysis computed from the wave time series measured by the wave 
probe and stereo cameras in blue and orange, respectively. The power spectrum 
describes the energy distribution of the time series in the frequency domain (Fulop 
and Fitz, 2006).  
 
Figure 5-30: Spectral Estimation via Periodogram for 0.16Hz run. 
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Both spectra fit very well at the dominant wave peak around 0.16Hz as expected, 
which is the wave frequency, investigated during this run. However, compared to the 
reference spectrum estimated from the wave probe signal, the stereo spectrum 
overestimates the spectral energy at the low and high frequencies. Discrepancies at 
the lower and higher frequencies could be attributed to different wave regions 
examined by the stereo cameras and wave probe. 
 Conclusions 
This chapter has investigated how wave height can be estimated from laboratory 
based water waves. Zero up-crossing analysis was used for estimating the wave 
height for the time series data extracted from the stereo cameras, ultrasonic sensor 
and wave probe. Estimated wave height from the stereo cameras showed closer 
agreement with data acquired from the wave probe in comparison with the ultrasonic 
sensor.  Now that wave height estimation using stereo cameras has been achieved, 
the next chapter investigates how to control two UAVs for the purpose of mounting the 
stereo cameras on one UAV (the leader) for wave height detection whilst having the 
follower track the leader’s trajectory at a pre-set separation distance. Such a 
configuration would allow for the follower to land and deploy the payload on a water 








Chapter 6: Coordinated control of two UAVs 
 Introduction 
The formation-flying algorithm used for controlling two UAVs is presented in this 
chapter. Before formation flying can be achieved, the UAV needs to be set up or 
configured. This chapter explores various flight controllers and ground control stations 
that can be used for configuring an autonomous UAV. After configuration, the system 
structures and working principles necessary to achieve formation flying is investigated. 
The approach has been validated through simulations and filed experiments. 
 Related Work 
There has been a considerable amount of research that has focused on control of 
multiple UAVs. For example Kushleyev et al. (2013) created the most remarkable flock 
of 20 miniature quadcopters with a central computer that calculates the navigational 
instructions for the robots in the swarm. The scaling down to the size of micro aerial 
robots enabled the quadrotors to operate in tightly constrained environments in tight 
formations. Although the performance of the system is very reliable, the system 
requires the use of high precision camera for localization and as a result is not 
applicable for outdoor applications. 
For outdoor applications, Vásárhelyi et al. (2014) presented an outdoor based GPS 
decentralized multi-copter flock consisting of 10 autonomous flying robots. Each of 
these flying robots in the flock is capable of navigating itself based on the dynamic 
information received from other robots in the vicinity. Their proposed architecture does 
not require any central computer for data processing or control instead all the 
necessary computations are carried out by miniature on-board computers. 
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Quintero et al. (2013) designed a novel flocking algorithm that enabled multiple small, 
fixed-wing UAVs to flock together  in order to distribute a given sensing task among 
members. The flocking was performed in a typical leader-follower fashion, where the 
leader was assumed to already have an effective control policy for the task. The 
followers, however, had no actual interactions between units, they simply flew 
independently at the same time and the same place, at different altitudes. 
Sabine et al. (2011) also demonstrated a GPS-positioning based swarming using 10 
fully autonomous fixed-wing UAV in outdoor environment flown with a spacing of 10m 
as a means to investigate the trade-off between communication range and motion 
dynamics on aerial swarms.  
Most research on swarm UAVs have achieved its goals in a different format. The UAVs 
in these cases have been flown using pre-programmed flight paths, but what if a pilot 
wanted maximal control of multiple UAVs at once ? There are many applications where 
real time control over many UAVs by one pilot is beneficial. For example, flying a UAV 
over a large aquatic body for landing site assessment for another UAV as described 
in Chapter 1.For such applications, it is desirable for a pilot to have real time maximal 
control over multiple UAVs at once. In such context, the problem domain can be 
simplified to flying of multiple UAVs with one remote controller. 
Lazzaro (2015) demonstrated flying multiple UAVs from one remote controller. The 
UAVs in the swarm sent each other GPS coordinates in order to be aware of the 
positions of surrounding vehicles.  
In this thesis, a similar framework is adopted. A pilot controls a leader UAV with a 
remote controller, and the GPS position of the leader is sent to the follower in order to 
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allow the follower track the leader’s trajectory at a given distance. Section 6.7 provides 
a detailed overview of how this achieved. 
 Flight Controllers 
There are many flight controllers on the market today (Chao et al., 2007) that can be 
used for controlling UAVs. They are usually equipped with sensors built-in such as an 
Inertial Measurement Unit (IMU) to determine the vehicles current attitude, position 
and speed. The IMU generally includes a combination of sensors mainly gyroscope, 
accelerometers and barometric sensors. Additional sensors such as Global Position 
System (GPS) can be added to the flight controller to assist in establishing the vehicles 
current position.  
Flight controllers can generally be classified into open and closed source flight 
controllers (Ebeid et al., 2017). The term open-source refers to software, which is 
made available to the public and can be modified. In contrast, closed source is usually 
proprietary software that is not made available to the public and hence cannot be 
modified. For these reasons, it was decided to utilise open source flight controllers to 
enable the flight controller functionalities to be easily modified based on the user’s 
requirements. Examples of popular open source flight controllers used today are: 
 Pixhawk 
This flight controller is popular amongst hobby applications and is a rather new 
platform compared to its competitors. It was developed by 3DRobotics and is 
the substitute of the Ardupilot Mega (APM).The dimensions of the board are 
(81.5x 50 x 15.5mm) and it weighs approximately 38 grams. The firmware 
running on this board is all open source hence it is possible to add new features 
to the existing implementation. The board offers a range of ports to allow 
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connection to external hardware. In addition, it offers several flight modes such 
as stabilize, loiter, guided, circle etc. The guided flight mode has been used in 
this thesis (see Section 6.7.5 for details of explanation of flight modes) to 
achieve formation flying between a leader and a follower vehicle. This flight 
mode has been used because it supports autonomous waypoint capabilities as 
long as GPS signals are available.  
 
Figure 6-1: Pixhawk flight controller 
 Naze32 
The Naze32 is an incredibly small (single board 36x36 mm and weighs 
approximately 5 grams) flight controller with a 32-bit processor running at 
72MHz.The 10dof Naze32 is composed of 3 axis gyro, 3 axis accelerometer, 3 
axis magnetometer and finally a pressure sensor. The board is designed for 
hobby flights such as fun fliers and acrobatics and lacks reliable GPS 
functionality for autonomous missions. (Bolam et al., 2017). 
 
 




Figure 6-2: Naze32 flight controller 
 KKmulticopter- mini 
The board developed by Rolf Bakke, is suitable for multi copters with up to six 
rotors. Dimensions of the board are 36 x 36 x11.5mm and it weighs 
approximately 8.6 g. The board is designed only to stabilise the aircraft during 
flight by taking the signals from the on-board gyros and passing them through 
to the Integrated Circuit to process the information according to the KK 
firmware. It is not suitable for autonomous missions (Kaadan, 2013).  
 
 




Chapter 6. Coordinated Control of two UAVs 
119 
 
 Overall Evaluation and Selection 
The classification of each autopilot is presented in Table 6-1. Each autopilot is 
assigned a Boolean value of 0 or 1. A value of 0 indicates the autopilot does not satisfy 
the proposed decision criteria whilst a value of 1 indicates the proposed decision 
criteria are satisfied by the autopilot. The objective of the classification is to determine 
the most suitable autopilot that best fulfils the requirement discussed as follows: 
 Small dimensions and weight - In order to maximize payload capacity, UAVs 
would benefit from autopilots with smaller dimensions and lower weight. 
 Waypoint navigation capabilities - Autopilots that support unpiloted (fully 
autonomous) flight by utilising GPS waypoints can expand flight capabilities and 
enable complex tasks to be achieved with the UAV. 
 Automatic take-off and landing - Autopilots equipped with automatic take-off 
and landing is beneficial for UAVs during autonomous missions. 
 Open-source and Configurable - The ability to add new features to the existing 
features in the autopilot is vital to allow UAVs greater flexibility. 
 
             Table 6-1: Evaluation of researched flight controllers 










Pixhawk 1 1 1 1 4 
Naze32 1 0 0 1 2 
Kkmulticopter-
mini 
1 0 0 1 2 
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Following this decision process, the Pixhawk flight controller is selected as the most 
suitable flight controller in this thesis. This is because it is relatively lightweight, easily 
configurable and equipped with autonomous features.  
 Introduction to Ardupilot flight stack 
The Ardupilot is an open source autopilot system supporting multi-copters, fixed-wing 
aircraft and rovers. The Ardupilot flight stack has been used in this thesis because the 
flight control firmware offers very good performance (Bin and Justice, 2009) and is 
open-source. In addition, support tools are available to allow for debugging in 
simulation. 
Two popular autopilot boards that support the Ardupilot flight stack are the Pixhawk 
and APM boards (see Figure 6-4). The main advantage of the Pixhawk board over the 
APM board is that it runs 32-bit software (Meier et al., 2012) architecture compared to 
the 8-bit used by the APM. The Pixhawk board has more processing power and speed 
in comparison to the APM board. The APM boards are also becoming increasingly 
difficult to purchase off-the-shelf. This is why the Pixhawk was the preferred autopilot 
board chosen in this work. 
 
 
(a)                                                                  (b) 
Figure 6-4: Ardupilot solutions: (a) – Ardupilot Mega (b) Pixhawk 




 Ardupilot Code Structure 
The basic structure of ArduPilot is broken up into five main parts (ArduPilot Dev Team, 
2016c): 
1. Vehicle directories - These directories define the firmware for each vehicle type 
supported. Currently Ardupilot supports ArduPlane, ArduCopter, ArduRover 
and Antenna Tracker. The various firmware are briefly explained as follows: 
 ArduPlane - The firmware provides fixed wing aircraft full autonomous 
capability. 
 ArduCopter - Provides multicopters full autonomous capability. 
 ArduRover -  Provides ground vehicles and boats full autonomous 
capability 
 Antenna Tracker - used for tracking vehicles location and utilises the 
position of the vehicle to correctly align a directional antenna. Utilising 
such approach significantly improves the range over which signals can 
be sent and received from the ground station. 
In this, thesis the ArduCopter firmware has been used.  The motivation behind 
using multicopters are that they are able to take-off and land vertically, providing 
the ability to allow the vehicle to operate in a smaller vicinity with no substantial 
landing/take off site required. In addition, their ability to hover makes them well 
suited for applications that require precise measurement such as wave height 
monitoring. 
2. AP_HAL - This is regarded as the Hardware Abstraction Layer. This enables 
the Ardupilot code structure to be portable to lots of different platforms 
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3. Libraries - These include all the set of libraries used by the project. They include 
sensor drivers, attitude and position estimation using Extended Kalman Filter 
(EKF) frameworks and Proportional -Integral-Derivate (PID) control to improve 
vehicle stability and response. 
4. Tools directories – These are miscellaneous support directories. They provide 
the infrastructure for log replays. 
5. External Support code – On some platforms external support code is provided 
for additional features to the board. For example, the PX4Firmware includes 
the middleware and drivers used by the Pixhawk boards. In addition, it provides 
support for the MAVLink protocol and code generators. Section 6.4.2 provides 
a comprehensive overview of the MAVLink protocol 
 




Figure 6-5: Ardupilot architecture 
In this thesis, the Dronekit Application Programming Interface (API) shown in Figure 
6-5 has been used for coordinated control of the UAVs. This is possible because the 
Dronekit API as well as the Ground Control Station User Interface communicate with 
the ArduPilot flight stack through the MAVLink protocol (see Figure 6-5). Section 6.5 
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 MAVLink protocol 
The Micro Air Vehicle Communication Protocol is a point-to-point lightweight header 
communication protocol that allows entities to exchange information. When utilised in 
UAVs, it allows bidirectional communications between the UAV and a Ground Control 
Station (GCS). The protocol facilitates the means for the GCS to send commands to 
the UAV, which allows control of UAVs from a high level. In addition, the protocol also 
allows the UAV to send status and telemetry information back to the GCS.  
MAVLink is part of the DroneCode project, governed by the Linux Foundation. The 
protocol has been utilised in many Autopilot systems like ArduPilotMega, pxIMU, 
FLEXIPILOT, SLUGS (Marty, 2013). In addition, it has been utilised in a number of 
Ground Control Stations (GCS) such as Mission Planner, APM Planner, 
QGroundControl and MAVProxy. 
All MAVLink messages contain a header appended to every payload of the message. 
The header contains information about the message and the payload contains the 
data for the message. The minimum length of a MAVLink message is 8 bytes and the 
maximum length, with full payload is 263bytes (see Figure 6-6). Each message also 
contains a checksum for error detection. If checksum validation at the sending and 
receiving ends does not match, then it means the message is corrupted and will be 
discarded.  
Figure 6-6:MAVLink Header Format (Atoev et al., 2017) 
 
 
The Figure 6-6 originally presented here cannot be made freely available via LJMU E-Theses 
Collection because of copyright. The image was sourced at (Atoev et al., 2017) 
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A brief description of the fields in the MAVLink packet in Figure 6-6 is described as 
follows (Atoev et al., 2017): 
 STX - This indicates the packet start sign  
 Len - This indicates the length of the payload 
 SEQ - this indicates the sequence number of the packet, is useful for detecting 
packet loss, and thus allows the aircraft or ground control station to take 
appropriate action. 
 SYS - ID of sending system. It allows differentiating UAVs on the same network. 
The maximum number of vehicles allowed on the same network is 255. 
 COMPID - Represents the on-board component system sending the message.  
 MSGID - Indicates the type of message that is carried out by the payload. For 
example, a Message ID of 0 represents a heartbeat message. This message is 
sent periodically once every second to indicate there is communication between 
the GCS and autopilot. 
 PAYLOAD – This contains the actual data of the message which depends on 
the message ID 
 CKA &CKB – These last two bytes are useful for checksum validation 
MAVLink messages can be split into two main categories: information requests and 
mission commands. The information requests provide information about the status of 
the vehicle. For example, there are MAVLink messages that are used to extract the 
GPS position of the vehicle. (See Error! Reference source not found.). There are t
hree types of categories of mission commands: 
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1. Navigation commands - Useful for controlling the movement of the vehicle. 
This includes taking off, moving to various GPS waypoints, changing altitude 
and landing. 
2. DO commands – These commands do not affect the position of the vehicle 
and are used to achieve a particular task. For example can be used to trigger 
camera or setting a servo value. 
3. Conditional commands – Used to delay a DO command until a certain 
condition is met. 
 
Figure 6-7: GPS MAVLINK message ID=33(Ardupilot Dev Team, 2017) 
MAVLink messages are usually defined in an XML file and are converted to C/C++, 
Python code via existing code generators. The Pymavlink provides python bindings 
which allows MAVLink messages to be sent and read from the UAV.  
The Dronekit Application Programming Interface (API) and MAVProxy GCS are built 
upon the Pymavlink python bindings. 
The Figure 6-7 originally presented here cannot be made freely available via LJMU E-Theses 
Collection because of copyright. The image was sourced at (Ardupilot Dev Team, 2017). 




The Ardupilot Software In the Loop (SITL)  allows simulation of an ArduPilot based 
autopilot and communicates with it using the MAVLink protocol (Psirofonia et al., 2017) 
(see Figure 6-8). This is essential because before deploying any code on actual 
hardware it is important to test the code using simulation/modelling techniques to 
identify and fix any bugs in the code that could lead to unexpected behaviour of UAVs 
in flight.  
 
Figure 6-8: SITL architecture (ArduPilot Dev Team, 2016d) 
The 𝐴𝑟𝑑𝑢𝐶𝑜𝑝𝑡𝑒𝑟. 𝑒𝑙𝑓 contains the built version of the ArduCopter source-code. It can 
be run as shown in Figure 6-9. 
 
Figure 6-9: SITL execution 
The Figure 6-8 originally presented here cannot be made freely available via LJMU E-
Theses Collection because of copyright. The image was sourced at (Ardupilot Dev 
Team, 2016d). 
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Running this command spawns a simulation for a quadcopter model, at a home 
location with GPS coordinates of lat = −35°, lon = 149°, alt = 584 𝑚 (above mean sea 
level) and vehicle heading = 270°. The output shows that after the execution of this 
command; a connection to the SITL can be established using TCP/IP at the network 
address of the machine running SITL at port 5760. In the normal setup, SITL is used 
in combination with the MAVProxy GCS (see Section 6.5.2 on details of MAVProxy). 
Additional TCP port 5763 is also open for connection. 
 Ground Control Station (GCS) 
The Ground Control Station (GCS) is the software that gives commands to the vehicle. 
It is able to pilot, assist and monitor the vehicle.There are various ground control 
stations on the market today. Some examples are shown below in Table 6-2 (ArduPilot 
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Table 6-2: Various types of GCS 
Name Free/Payment Operating 
System  
Description 
Mission planner Free Windows Developed by Michael Osborne. Provides 
calibration tools for the various sensors in the 
UAV. Allows for planning and control of all 
aspects in flight in real time. Written in C# 




Provides full control and mission planning. 
Written in C++ using the Qt libraries 





Developed by Andrew Tridgell with intent of 
providing a portable and extendable GCS for 
UAVs. It is a command-line, console-based 
app written in Python. Supports loadable 
modules, moving maps and joysticks  





Open source software similar to Mission 
planner 
Tower Free and open 
source 
Android 3DR android app to control UAV. Intended for 
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In this thesis, the ground control station software packages used are Mission planner 
and MAVProxy. Mission planner has been used in this thesis for configuring the UAV 
before flight because the ground control station provides a user-friendly interface that 
allows quick interactions between the ground control station and the aircraft (see 
section 6.5.1 below for more details). In addition, in the case of any issues or conflicts 
that can arise during configuration a large open source community is available that 
can help with resolving such issues or conflicts. On the other hand, the MAVProxy has 
been used for testing in SITL because the ground control station is compatible with 
SITL architecture (see Section 6.5.2). 
 Mission Planner 
The Mission Planner version that was used in this work is the version 1.3.38. Mission 
Planner was used for installation of the firmware, calibration of accelerometer, 
compass, radio and flight modes. The following section will explain the setup 
procedure in detail: 
 Firmware – The latest firmware can be uploaded into the board through Mission 
Planner. The GCS provides support to a variety of copters such as 
quadcopters, hexacopters, octocopters, helicopters, planes and even ground 
vehicles. The installation of the desired configuration firmware is done by simply 
clicking on the corresponding icon (see Figure 6-10). Mission planner then 
prompts the user to confirm the firmware download and installation. In this work, 
the ArduCopter 3.3.1 firmware has been utilised. 
 




Figure 6-10: Mission planner firmware selection 
 Frame orientation – Mission planner supports three types of frame 
configurations: X, Y and H. The X configuration is selected because X-type 
frames were utilised in this work. 
 
 
Figure 6-11: Mission planner Frame Type Selection 
 Compass calibration - The compass was calibrated using the “Live calibration” 
method. During this calibration, the vehicle is rotated around its different axes 
for a few seconds in order for the vehicle to determine the true orientation. 
 




Figure 6-12: Compass calibration 
 Accelerometer calibration - In order for the vehicle to determine the right altitude 
to consider as level while flying accelerometer calibration is essential. This is 
done by placing the autopilot on all of its six sides respectively i.e. standing, 
right side, left side, nose down, nose up and lastly on its back. 
 
Figure 6-13: Accelerometer calibration positions 
 
 Radio Calibration -This procedure is essential because it establishes the 
minimum and maximum Pulse Width Modulation (PWM) signals emitted. 
Calibration is achieved by moving the enabled sticks and switches through their 
full range to enable the autopilot learn the minimum, maximum and centre 
positions of the sticks and switches on the transmitter. The red lines across the 
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calibration bars in Figure 6-14 show the minimum and maximum PWM values 
in each channel. 
 
 
Figure 6-14: Radio Calibration procedure 
The Radio Control (RC) input channels are shown in Table 6-3. Channels 7 and 8 are 
currently not used.  
Table 6-3: Configurable radio channels 
Channel Number Parameter 
Channel  1 : Ailerons Roll 
Channel 2 : Elevator Pitch 
Channel 3 : Throttle  Speed 
Channel 4 : Rudder Yaw 
Channel 5  Flight Mode 
Channel 6  Fail Safe 
Channel 7  - 
Channel 8  - 
 




As discussed in Section 6.5 MAVProxy is a GCS for UAV supporting the MAVLink 
protocol. The main difference between MAVProxy and traditional GCS software such 
as Mission Planner is that MAVProxy is built for command line interface and does not 
need a graphical desktop environment to operate. This means it is lightweight and is 
suited for embedded systems. Although it is a command line interface, it supports 
moving maps, joysticks and allows the user to create modules that can extend the 
functionality of the UAV. These modules are loaded within the MAVProxy environment. 
Section 6.5.2.1 below discusses MAVProxy connection to SITL and Section 6.5.2.2 
discusses MAVProxy connection to the hardware. 
 MAVProxy SITL configuration 
MAVProxy can be spawned to connect to a virtual vehicle by running the command 
below: 
mavproxy –master=tcp:127.0.0.1:5760 –-map --console 
This command allows output of MAVLink messages via the TCP internet protocol. The 
--map argument allows the virtual vehicle to be displayed on a map and the --console 
provides a Graphical User Interface (GUI) to interact with the virtual vehicle and 
display vehicle parameters. (See Figure 6-15 below). 
 




Figure 6-15: MAVProxy Console and map interface 
 MAVProxy UAV configuration 
In addition to supporting connection to SITL, MAVProxy also allows connection to a 
real vehicle. The real vehicle is connected to MAVProxy via a serial link (see Figure 
6-16 below). 
 
Figure 6-16: MAVProxy UAV configuration 
The baud rate setting is an important factor that needs to be considered when 
connecting a vehicle to MAVProxy. A wrong baud rate setting would not allow 
successful communication with the vehicle. By default, the Ardupilot software utilises 
a baud rate of 115200 bd/s when connected via a USB cable and 57600 bd/s when 
connected via telemetry radio. MAVProxy also allows the redirection of MAVLink 
messages to other GCS via the User Datagram Protocol (UDP). This allows Mission 
Planner, QGroundControl and other MAVLink enabled - GCS to obtain live feed of 
vehicle data provided MAVProxy and the target GCS are on the same network.  
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The information related to the Pixhawk autopilot after successful connection to 
MAVProxy is shown in Figure 6-17. As a validation check to see if connection to the 
vehicle is successful, one can compare the flight mode returned by GCS to the flight 
mode of the vehicle when it was initially connected to the GCS. For example, Figure 
6-17 (Top) shows the right flight mode returned by MAVProxy when it was connected 
in STABILIZE mode. In addition, the "arm throttle" command can also be executed 
and one can detect if the vehicle successfully arms by observing the motors spin. 
 
Figure 6-17: MAVProxy screenshot .Top - Start-up and Bottom - Arming vehicle 
 





Dronekit provides a higher-level interface to control the UAV through the MAVLink 
protocol. It enables connectivity in the air with an on-board computer or on the ground 
for ground control with a laptop or desktop. The API creates a 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑜𝑏𝑗𝑒𝑐𝑡 upon 
connection to MAVLink stream and stores instantaneous values of important state 
variables of the UAV such as GPS position (latitude, longitude, altitude), heading, 
velocity in the body-fixed frame, among others. In addition, it provides some functions, 
which translate mission commands into MAVLink messages that can be readily sent 
to the UAV. Table 6-4 shows the relevant information extracted from the UAV and the 
commands sent to the UAV in this thesis. 
The Dronekit API has two major versions. The Dronekit version 1.0 ran as a MAVProxy 
extension. Hence, it needed MAVProxy in order for the API to be used in various 
projects. However, Dronekit version 2.0 has undergone a significant change when 
compared to version 1.0. In version 2.0, Drone kit is a standalone library. Hence, it no 
longer requires the use of MAVProxy in order for it to run. This is why the Dronekit 
version 2.0 has been utilised in this work. In general, the library provides classes and 
helper functions to: 
 Connect to a vehicle from a python script 
 Get and set vehicle state and obtain telemetry information  
 Guide UAVs to a specified GPS position in GUIDED mode 
 Send arbitrary custom messages to control UAV movement  
 Override RC channel settings. 
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Table 6-4: Selected Dronekit information requests and mission commands 
Information Requests Mission Commands 
GPS latitude 
GPS longitude 
GPS altitude from sea level 
Compass heading 
Time since vehicle boot 
vehicle mode 
Home location 
Take off to a designated height 
Land 
Navigate to GPS location (latitude, longitude, altitude) 
Set vehicle mode 




For completeness, the code snippet below shows how to connect to a real UAV using 
the Dronekit API. The 𝑐𝑜𝑛𝑛𝑒𝑐𝑡 method supports both serial and UDP protocols. The 
𝑤𝑎𝑖𝑡_𝑟𝑒𝑎𝑑𝑦 parameter in the 𝑐𝑜𝑛𝑛𝑒𝑐𝑡 method when set to 𝑇𝑟𝑢𝑒 ensures the 
𝑣𝑒ℎ𝑖𝑐𝑙𝑒 parameters are populated before the 𝑐𝑜𝑛𝑛𝑒𝑐𝑡 method returns. 
𝑣𝑒ℎ𝑖𝑐𝑙𝑒 = 𝑐𝑜𝑛𝑛𝑒𝑐𝑡("/dev/ttyACM0", 𝑏𝑎𝑢𝑑 = 57600,𝑤𝑎𝑖𝑡_𝑟𝑒𝑎𝑑𝑦 = 𝑇𝑟𝑢𝑒) 
Dronekit also provides a branch of development that aims to provide other developers 
with an Ardupilot Simulator. Similar to the Ardupilot SITL (see Section 6.4.3) it does 
not provide an accurate physical representation of the UAV its main goal is to emulate 
the Ardupilot firmware so developers can test their code before implementation on the 
physical platform. 
Similar to the Ardupilot SITL, a virtual vehicle can be created at 𝑙𝑎𝑡 =
−35.363261°, 𝑙𝑜𝑛 =  149.165230°, 𝑎𝑙𝑡 = 584 𝑚  𝑎𝑛𝑑  ℎ𝑒𝑎𝑑𝑖𝑛𝑔 = 353° by running the 
following command as follows: 




 Dronekit SITL sets up a TCP connection on the local host on port 5760 (see Figure 
6-18) and waits until a GCS such as MAVProxy or QGroundControl connects to the 
target port to enable MAVLink data streams to be sent to the GCS. 
 
Figure 6-18: Dronekit SITL 
Before formation flying between a leader and follower can be achieved, the UAV needs 
to be able to respond to basic take-off and landing commands and in addition fly 
towards a GPS position assigned to it. The Dronekit SITL in conjunction with 
MAVProxy were used to check that that these conditions are met in software. For 
example, Figure 6-19 shows the simulated vehicle proceeding to a GPS position 
assigned to it. The version of Dronekit-SITL used in this work is 3.2.0 and the version 
of MAVProxy used in 1.6.2. 
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 Leader-follower formation 
The following section discusses the algorithm used for formation flying of two UAVs. 
The general idea consists of extracting the GPS position of one UAV, the “leader” and 
implementing a position controller to determine the appropriate GPS position of the 
second UAV, the “follower’’ based on constraints discussed in Section 6.7.1 
 Motion based Constraints for leader and follower UAV 
Knowing the position and heading of one leader UAV, (𝑥1, 𝑦1, 𝑧1), its heading, H1, and 
its separation from a second UAV, S, it is possible to determine the 
position(𝑥2, 𝑦2, 𝑧2)and heading H2 of a second, follower, UAV so that it will fly at a 
specified distance and orientation 
    
  As a first condition, both leader and follower UAV are considered to be on the same 
heading (H) if both UAVs are to fly parallel, and therefore 𝐻2 = 𝐻1 
Figure 6-20: Definition of the axes set and locations of two UAVs separated by a distance S 




As shown in Figure 6-22, the separation distance,𝑆 is much smaller in comparison to 
the distance from the baseline of the UAV to the magnetic north 𝐷 (𝑆 ≪ 𝐷). By 
approximation, one can conclude that the two UAVs are considered to be on the same 
heading and travelling on parallel paths 
Another constraint that must be satisfied is both UAVs must be at the same altitude 
(𝑧) and so:(𝑧2 = 𝑧1) 
Again, because S is small in comparison to the radius of the Earth, the curvature of 
the Geoid can be neglected.  
The third condition can be derived from the restraint that the distance separating the 
Centre of Gravity (CoG) of each UAV must be fixed at S. Therefore, the Euclidean 
distance between UAVs is as follows: 
 𝑆 = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 (6-1) 
Where (𝑥1, 𝑦1) is the position of the leader in the Cartesian plane, ℝ 
2 and (𝑥2, 𝑦2) is 
the position of the follower. 
Figure 6-21: Orientation of two UAVs heading 
north 
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The fourth condition can be derived from the restraint that the line 𝑆 must be orthogonal 
to the heading 𝐻. Such a configuration, takes into account deviation in the heading 
angle of the leader when deducing the coordinates of the follower. Consider Figure 
6-23 below which shows the UAVs in a general position relative to the geographic 
heading axes sets: 
The angle of inclination, 𝜑, of the separation line S would be given by:  




By applying trigonometry, it can be deducted that φ = H as shown in Figure 6-23 
From equation (6-1) and (6-2) it is possible to deduct that: 
 𝑆2 = (𝑥2 − 𝑥1)
2(1 + 𝑡𝑎𝑛2(𝐻)) (6-3) 
Expanding (6-3) and rearranging gives rise to the quadratic equation in 𝑥2 
 (𝛽)𝑥2
2 − (2𝑥1𝛽)𝑥2 + (𝑥1
2𝛽 − 𝑆2) = 0 (6-4)  







Figure 6-22: Two Drones in a general position and heading relative to the 
geographic axes set 
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Equation (6-4) contains only one unknown – i.e. x2 and may be solved via the General 
Quadratic Formula (GQF):  
 
𝑥2 =
−𝑏 ± √𝑏2 − 4𝑎𝑐
2𝑎
 
(6-5)                                        
Where  : 𝑎 = 𝛽, 𝑏 = −2𝑥1𝛽 and 𝑐 = 𝑥1 2𝛽 − 𝑆 2 
Hence   
x2 =
2x1(1 + tan
2(H)) ± 2√x12(1 + tan2(H))
2






The two solutions derived from equation (6-6) constitute the follower UAV being to the 
right or to the left of the leader.  
Having found x2, y2 can be derived as follows: 
 𝑦2 = (𝑥2 − 𝑥1) tan (𝐻) + y1 (6-7) 
If both UAVs are commanded to be at the same altitude, then  
 𝑧2 = 𝑧1  (6-8) 
Thus the main objective has been achieved, Given the position of the leader UAV 
denoted by (𝑥1, 𝑦1, 𝑧1) and its heading (𝐻),  the corresponding position (𝑥2, 𝑦2, 𝑧2) of 
the follower UAV can be deduced so that it will fly at a fixed distance and orientation. 
 Simulation Results 
The proposed algorithm was implemented in MATLAB to demonstrate and validate 
the formation algorithm. A test case was considered where the leader was set at the 
position (0,0) (see Figure 6-23 ). For a given separation 𝑆, the resulting dynamic 
simulation model showed that for headings 0° − 360° the UAV pair models are fixed 
on the same horizontal plane on the same heading at constant separation.  




Figure 6-23: heading at 0 degree (top-left), 45 degree (top-right), 89degree (bottom) 
From Figure 6-23, it can be seen that at various headings (𝐻), the distance between 
the models of the leader (denoted by a black cross) and the follower (denoted by a 
green cross) is always orthogonal to its heading and also the orientation and distance  
between both UAV models remain fixed. There are however singularities in the 
solution at 𝐻=90°and 270° as a result of tan(𝐻) → ∞.The approach to avoid these 
singularities case scenarios was to reject 𝐻 which gave rise to mathematically 
undefined solutions and select  𝐻(±1°) in order to obtain finite results. 
Equation (6-6) produces two solutions due to the fact it is quadratic in nature. These 
two solutions refer to the cases where the follower is located at a distance S to the 
right of the leader or a distance S to the left of the leader. It is vital to select a consistent 
and appropriate solution to avoid the UAV pair colliding into each other at specific 
headings. The positive solution is chosen when the follower is required to be to the 
right of the leader(0° − 90° and 270° − 359°) and the negative solution is applied when 
the follower is required to be to the left of the leader (91° − 269°). For example, at a 
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heading of 91° the follower is required to be to the left of the leader; hence, the 
negative solution of the quadratic formula in equation (6-6) is applied to deduce the X-
position and the corresponding Y-position is obtained with equation (6-7). Figure 6-24 
(a) and (b) below show different locations of the follower (denoted by the green cross) 
in comparison to the leader. Implementing coding of the appropriate solution as shown 
in Figure 6-24 b (follower to the left of leader) has proven to provide consistent results 
for computing real-time position of the follower vehicle.  
 
Figure 6-24: Follower at various positions relative to leader (a) - no coding of appropriate solution (left) (b) - coding of 
appropriate solution (right) 
 Hardware Overview 
In this work, DJI F450 quadcopter frame is utilised (see Figure 6-25 below). This 
quadcopter is chosen because it is small in size, safe to use and most importantly, it 
weighs below 7kg. Having the weight below 7kg is crucial because the licenses 
available to the qualified pilots operating the UAVs are only valid up to 7kg. The 
dimensions of the quadcopter frame are 450 mm from motor to motor and weighs 
approximately 282g. For achieving a stable flight, the quadcopter was equipped with 
the following items: 
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 3DR power module -A power module that supplies a stable 5.37V and 2.25Amp 
power supply needed to power the pixhawk flight controller (Ardupilot Dev 
Team, 2016b). 
 GPS compass module -A UBlox Neo 7M GPS integrated with a compass 
module (U-blox, 2017) for determining the qaudcopters position. This module 
has been used because it is compatible with the flight controller. It has been 
mounted on a mast to avoid interference from the Electronic Speed Controllers 
(ESC) and Power Distribution Board (PDB). 
 FRsky Taranis X9D -Used to control the quadcopter manually using a 2.4GHz 
transmitter and receiver link which transmit signals to the flight controller. 
 2200mAh 3S Lipo Battery -The quadcopter is equipped with a 3S lipo DC 
battery, which has a capacity of 2200mAh and a 25C discharge rate. The 
battery lasts for about 6-8 minutes without any payload, which was sufficient to 
complete the test. 
 Electronic Speed Controllers (ESCs) -Responsible for spinning the motors at 
the speed requested by the flight controller. The ESCs used are the DJI 4 x 15a 
E300 Opto (DJI, 2017) because they provide a high thrust to weight ratio to 
allow increased stability and agility in flight. 
 Motors and propellers  -The quadcopter uses four 2312E 960Kv motors and 
four 10 x 4.5inches (DJI, 2017). Two motors run counter clockwise and the 
other two run clockwise in order to produce pitch, roll and yaw control. 
 




Figure 6-25: Two UAVs equipped with remote controller 
 Communication between leader and follower 
In order to send the positional information from the leader to the follower vehicle, the 
leader needs to be able to communicate and send data to the follower. The initial 
approach was to adopt a centralized control scheme. A laptop running the Dronekit 
software was used to connect to both leader and follower UAV by calling the 𝑐𝑜𝑛𝑛𝑒𝑐𝑡 
function as discussed in Section 6.6 on each vehicle respectively. However, it was 
observed on frequent occasions when attempting to connect to both vehicles the first 
vehicle connected successfully and the second vehicle failed to connect and raised a  
"𝑇𝑖𝑚𝑒𝑜𝑢𝑡 𝑖𝑛 𝑖𝑛𝑡𝑖𝑎𝑙𝑖𝑧𝑖𝑛𝑔 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛" exception. This error was attributed to the 
Dronekit API being in its early stages of developments and as a result has some bugs 
associated with the software (Dronekit, 2018). In order to overcome the lack of implicit 
multi vehicle support associated with Dronekit, the approach taken in this thesis 
utilises User Datagram Protocol (UDP) socket connections (see Section 6.7.4.1 for 
more detail) and Wi-Fi to enable communication across a wireless network. 
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 UDP vs TCP  
Two major protocols for transporting data across a network are the Transport Control 
Protocol (TCP) and the User Datagram Protocol (UDP) (Xylomenos and Polyzos, 
1999). The following are the differences between the two: 
1. TCP is a reliable, connection-oriented protocol, and a connection needs to be 
established before it transmits data as a stream of bytes. UDP on the other 
hand is an unreliable, connectionless protocol that requires no connection to be 
established before packets are sent over the network in chunks called 
datagrams. 
2. TCP provides error checking but UDP does not have an option for error 
checking. 
3. Stream of bytes in TCP arrive in the same order they are sent whereas in UDP 
this might not be the case. 
4. Application layer protocols like Hypertext Transfer Protocol (HTTP), File 
Transfer Protocol (FTP) and Telnet utilise TCP to transmit data because it is 
reliable whereas UDP is used by protocols like the Voice over Internet Protocol 
(VoIP). 
The UDP protocol has been used to allow information to be shared from the leader to 
the follower vehicle (see Section 6.7.4.2) because it does not require the existence of 
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 Client-Server Architecture 
The Python 𝑠𝑜𝑐𝑘𝑒𝑡 module is used to create network sockets. UDP Sockets can be 
created by calling the 𝑠𝑜𝑐𝑘𝑒𝑡. 𝑠𝑜𝑐𝑘𝑒𝑡 constructor. Once a UDP socket object has been 
created, the sever process can be spawned by calling the 𝑠𝑜𝑐𝑘𝑒𝑡. 𝑏𝑖𝑛𝑑 function.  The 
𝑏𝑖𝑛𝑑 function expects two arguments which are the ℎ𝑜𝑠𝑡𝑛𝑎𝑚𝑒 and 𝑝𝑜𝑟𝑡 𝑛𝑢𝑚𝑏𝑒𝑟.Once 
the server is spawned, the client can send message to the server by calling the 
𝑠𝑜𝑐𝑘𝑒𝑡. 𝑠𝑒𝑛𝑑𝑡𝑜 function. The 𝑠𝑒𝑛𝑑𝑡𝑜 function takes in two arguments. The first 
argument is the data to be sent across the network and the second is a tuple data 
structure that contains the ℎ𝑜𝑠𝑡𝑛𝑎𝑚𝑒 of the server and the allocated 𝑝𝑜𝑟𝑡 𝑛𝑢𝑚𝑏𝑒𝑟. 
One can take advantage of this client server relationship to allow the leader UAV share 
its vehicle parameters with the follower UAV. This can be achieving by equipping the 
UAVs with embedded systems that have wireless capabilities to allow the vehicle 
parameters to be sent across a network. 
Section 6.7.4.3 below discusses the embedded platform chosen and how it is 
connected to the UAV in order to allow information sharing from one UAV to another. 
 Raspberry pi connection to UAV 
 
The embedded system utilised in this thesis is a Raspberry pi version 3.0. A raspberry 
pi was chosen because it is lightweight (41.2g), thus ensuring a minimal payload 
added to the UAV. In addition, the Pi is compatible with the Dronekit software 
discussed in Section 6.6. Finally, it supports wireless communication and interfacing. 
The pi has an ARM board, with a 1.2GHz processor and 1GB RAM. It utilises a Linux 
based operating system to handle computationally intensive tasks such as image 
processing. Other main key features of the system are as follows:  
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 GPU: Broadcom Video Core IV 
 Four USB ports 
 5V DC-input 
 Operating System- Rasbian 
 Storage: SD card 
 Network: 10/100 MBPS, 802.11n Wireless LAN, Bluetooth 4.0 
The Pi is connected to the Pixhawk flight controller through a serial connection (see 
Figure 6-26). With this setup, MAVLink messages can be sent between the on-board 
computer and the Pixhawk flight controller.  
 
 
Figure 6-26:Connecting Raspberry Pi to Pixhawk (Choi et al., 2016) 
The Pi also runs the Dronekit API discussed in Section 6.6 to allow commands to be 
sent to the UAV through the MAVLink protocol. Both leader and follower UAV are 
equipped with these on-board computers and unique static IP addresses are assigned 
to the aircraft. This setup and the Client -Server architecture discussed in Section 
6.7.4.2  allow UDP packets to be sent from the leader to the follower UAV. The UDP 
packets sent in this work to the follower UAV contain information such as the mode, 
heading, home-location and current GPS position.  After the follower receives the 
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packet information from the leader (particularly the GPS information), it computes the 
GPS waypoint that the follower UAV needs to fly towards to ensure formation flying 
between the UAV pair based on the constraints discussed in Section 6.7.1. 
Computation of the GPS waypoint the follower needs to fly towards, is done in real-
time using the on-board Pi.  
Figure 6-27 shows the leader-follower communication interface. The UAVs are 
connected to the same network through the Access Point. In addition, a laptop is also 
connected to the network for logging and debugging purposes. 
 
Figure 6-27: Leader-follower communication interface 
 Thread Management 
Threads are utilised to allow multiple operations to run concurrently in the same 
process space. In the python programming language, threads are created by using 
the 𝑡ℎ𝑟𝑒𝑎𝑑𝑖𝑛𝑔 library. The software written utilises three threads in order to allow 
vehicle parameters to be sent from leader to the follower UAV and they are discussed 
as follows: 
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 Sender-thread: This thread is run on the on-board computer connected to the 
leader UAV and is responsible for sending the vehicle parameters to the 
follower UAV. The UDP client socket is created on this thread. In addition, it 
generates a checksum for the data that is sent across the network. This is 
achieved using the ℎ𝑎𝑠ℎ𝑙𝑖𝑏 library. 
 Receiver-thread: This thread is run on the on-board computer connected to 
the follower UAV and is responsible for receiving the incoming vehicle 
parameters sent by the leader UAV. The UDP server socket is created on this 
thread. A checksum validation is done on this thread to ensure the packets sent 
by the Sender-thread match the packet received by the Receiver-thread. This 
is important because the UDP protocol does not provide an option for error 
checking when transmitting data. Once the checksum validation has been 
performed, the parameters are sent to a 𝑄𝑢𝑒𝑢𝑒 data structure. 
 Task-handler: This thread is also run on the on-board computer connected to 
the follower UAV. It extracts the parameters inserted into the 𝑄𝑢𝑒𝑢𝑒 data 
structure by the 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑟 − 𝑡ℎ𝑟𝑒𝑎𝑑. Once the parameters have been obtained, 
the thread runs the formation flying algorithm discussed in Section 6.7 to allow 
formation flying between the UAV pair. 
Both the Sender and Receiver-threads are responsible for closing their socket 
connections depending on certain conditions being satisfied. In the Sender thread, the 
socket connections are closed when the mode of the leader UAV is no longer in 
LOITER mode, whilst in the Receiver thread the socket connections are closed if either 
of the following conditions is true: 
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 The Receiver-thread has not received any incoming message from the Sender-
thread within the last 5 seconds. 
 The mode of the follower vehicle is no longer in GUIDED mode. Section 6.7.5 
below discusses the various flight modes 
 Flight Modes 
 
Depending on the flight mode, the vehicle will react differently to the RC signals sent 
to it. Some flight modes require GPS lock and other flight modes do not require GPS 
lock. The most important flight modes are 
 Stabilise 
 Altitude Hold 
 Loiter 
 Return to Launch (RTL) 
 GUIDED 
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Table 6-5: Main flight modes 
Stabilize  Allows the user to fly vehicle manually, but self - levels the roll and pitch 
axis. The user needs to frequently input roll and pitch commands to keep 
the vehicle in position. 
Altitude Hold Vehicle maintains a consistent altitude while allowing roll, pitch and yaw 
to be controlled manually. 
 
Loiter Vehicle automatically attempts to maintain the current location, 
heading and altitude provided a good GPS fix is available. The user may 
still fly the vehicle in Loiter mode as if it were in Stabilize or Altitude 
mode  
Return to Launch (RTL) In this  mode, the vehicle navigates from its current position and returns 
back to its home position  
GUIDED mode This mode allows the aircraft to be flown without setting a mission. It 
can be used to dynamically guide the vehicle to a target location 
wirelessly using a GCS or telemetry radio. 
 
 
In addition to these primary flight modes there are some secondary modes such as 
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 Flight Test Results and Discussion 
 
Figure 6-28 shows the overall system architecture represented by flowcharts. As 
discussed earlier, the leader has the capability to be programmed to follow a series of 
GPS waypoints by sending mission commands or can be controlled manually by an 
R/C UAV pilot. In the following set of experiments the leader UAV is controlled by an 
R/C pilot and the follower UAV receives positional information from the leader. The 
follower is required to take off to a safe height (5m) before receiving positional 
information from the leader. This was done as a safety measure in order to prevent 
collisions at low altitudes due to external disturbances such as wind.  





Figure 6-28: Logical flowchart for leader (left) and follower (right) 




The objective of this series of experiments is to determine if the follower can 
autonomously track the leader’s trajectory whilst maintaining a given separation 
distance using the proposed formation flying algorithm described in Section 6.7.1 . In 
this series of experiments, the pilot was flying the leader aircraft in a square pattern 
with a fixed heading angle (0°).  Due to the positional accuracy of the GPS receiver 
being approximately 2.5m (U-blox, 2017) it was decided the safest minimum 
separation distance for formation flying should be ≥ 5m. This would prevent the two 
UAVs colliding into each other as a result of external disturbances such as wind and 
in addition give enough room for pilot manoeuvre in the case of GPS glitches or 
possible loss of communication between the leader and follower.  
Two distances were considered 5m and 7m.  Distances greater than 7m were not 
investigated due to limited range of the Wi-Fi connection. For each distance, three 
flights were conducted at a wind speed of 8mph. Table 6-6 and Table 6-7 show the 
results for each distance respectively. The target distance denotes the expected 
separation distance between the leader and follower. The measured distance is the 
actual distance between the leader and follower. The measured or actual distance is 
calculated by using the GPS information of each vehicle as input into the haversine’s 
formula  (Mahmoud and Akkari, 2016)  which is expressed as: 
 
𝑑 = 2𝑟𝑠𝑖𝑛−1√𝑠𝑖𝑛2 (
𝜃2 − 𝜃1
2




                    
(6-9)       
Where d = distance between the leader and follower in metres, r is the earth’s radius 
(mean radius=6,371km), 𝜃 is the latitude expressed in radians and finally, λ is 
longitude also expressed in radians.  




Table 6-6: 5m separation distance for fixed heading angle 
 Test 1 Test 2 Test 3 Average 
RMS error between 
target and measured 
distance  (m) 
0.70 0.65 0.68 0.68 
RMS error for 
altitude comparison 
between leader and 
follower (m) 
1.2 1.1 1.15 1.15 
 
Table 6-7:7m separation distance for fixed heading angle 
 Test 1 Test 2 Test 3 Average 
RMS error between 
target and measured 
distance  (m) 
0.77 0.79 0.72 0.76 
RMs error for 
altitude comparison 
between leader and 
follower (m) 
0.55 0.45 0.48 0.49 
 




Figure 6-29: Flight path for leader and follower during square pattern flight-test 
For both 5m and 7m separation tests, the follower was able to successfully track the 
leader’s flight path and maintain formation despite the windy conditions. Figure 6-29 
above shows the flight path of the leader and follower for the 5m separation test. As 
the leader flew the square pattern trajectory, the follower was able to maintain the 
same trajectory at the set distance apart despite the presence of external 
circumstance such as wind and atmospheric pressure, which affected the UAVs 
trajectory tracking performance.  




Figure 6-30: Distance between leader and follower during square pattern flight-test 
Figure 6-30 above shows the relative distance between the leader and follower. The 
measured distance was computed using the haversine’s formula as shown in Equation 
(6-9). The average RMS error between the measured distance and the target distance 
is 0.68m. Besides the possible influence of wind, which can affect performance as 
discussed in the previous paragraph, error in distance computation, as a result of the 

























Figure 6-31: Altitude comparison between leader and follower during square pattern flight-test 
Figure 6-31 shows the altitude comparison between the leader and follower during the 
flight test. Lidar-lite sensors were mounted on both the leader and the follower in-order 
to determine the true height above ground level. Although the follower UAV was 
programmed to be the same height as the leader in the software, in reality, some 
oscillation was experienced on the Z-axis due to windy conditions and low sampling 
rate from the GPS sensors. Hence, the large average RMS error for altitude 











The objective of this experiment was to ascertain if the follower aircraft can maintain 
a given separation distance, as the heading angle of the leader is dynamically altered 
from 0°-359° from a stationary position. Similar to experiment 1, the tests were 
conducted for a 5m and 7m separation distance.  During this experiment, the pilot was 
tasked with keeping the leader in a stationary position whilst altering the heading 
angle. Flights were conducted at a wind speed of 8mph. 
Table 6-8:5m separation flight results for varying heading angle 
 Test 1 Test 2 Test 3 Average 
RMS error between 
expected and 
measured distance 
0.55 0.52 0.56 0.54 
RMS error for 
altitude comparison 
between leader and 
follower (m) 
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Table 6-9:7m separation flight test results for varying heading angle 
 Test 1 Test 2 Test 3 Average 
RMS error between 
expected and 
measured distance 
0.51 0.52 0.54 0.52 
RMS error for 
altitude comparison 
between leader and 
follower (m) 













Figure 6-32: Flight results in X-Y plane 
Figure 6-32 above shows flight path for the leader and follower for the 7m separation 
test. For the follower trajectory, the simulated and actual flight path is shown. The slight 
deviations in the position of the leader were due to the pilot not being able to keep the 
UAV at the same position because of the windy conditions. Also as seen in Figure 
6-32 , the circular trajectory of the follower during simulation does not exactly match 
the circular trajectory obtained during the field test. The average RMS error between 
simulation (target) and measured distance is 0.52m. Besides the effect of wind and 
poor positioning accuracy of the GPS receivers, other sources of errors are the low 
sampling rate associated with the GPS receivers (10Hz) (U-blox, 2017). For example, 
if the time interval between consecutive GPS readings is large (low sampling rate) 
details of the trajectory of the UAV are lost and can lead to uncertainty during 
measurement. This effect is shown in Figure 6-32 and explains why the follower 
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trajectory cuts across the x-axis at roughly -6m rather than the expected value of -7m. 
In general, despite the effect of wind and low sampling rate of GPS sensors, the 
follower vehicle was able to maintain formation and stay on course during the 
experiment.  
 
Figure 6-33: Distance between leader and follower during flight-test 
Figure 6-33 above shows the comparison between the target (expected) distance and 
the measured distance. Similar to experiment 1, the distance was computed using the 
haversine’s formula in Equation (6-9). The average RMS error between the target and 
measured distance is 0.52m as shown in Table 6-9. The error can be attributed to poor 
positioning accuracy in GPS receivers, low update rate and windy conditions.  




Figure 6-34: Altitude comparison between leader and follower during flight-test 
Figure 6-34 above shows the altitude comparison between the leader and follower. 
Although both UAVs were programmed to be at the same altitude, oscillations were 
experienced on the Z-axis similar to Experiment 1. Again, the lidar-lite was used for 
determining the altitude of the vehicle above ground level. The average RMS error in 
altitude between the follower and leader was 0.61m for the 7m separation test.   
For both the 5m and 7m separation tests, the follower was able to maintain the given 
separation distance and altitude from the leader to within 1metre tolerance as shown 
in Table 6-8 and Table 6-9 despite the windy conditions, poor accuracy and low 
sampling rate of the GPS receivers. Figure 6-35 shows a snapshot of the leader and 
follower vehicle during a flight. 




Figure 6-35: Snapshot of leader-follower formation flight 
 Conclusions 
This chapter reviewed various flight controllers for UAVs in order to identify a suitable 
controller. Based on the review, the Pixhawk flight controller, which is an open source, 
low cost autopilot was chosen and implemented in this work. The chapter also reviews 
the use of a GCS software called Mission planner in order to set up and configure the 
Pixhawk autopilot parameters. In addition, it presents the use of Dronekit API and 
MAVProxy software, which provide a higher-level interface for autonomous UAV 
control through the MAVLink protocol. In addition, the chapter presents the formation 
flying algorithm utilised for controlling two UAVs. From the simulation results, at 
headings of 90 degrees and 270 degrees undefined solutions were obtained due to 
the nature of the mathematical solution implemented in deducing the coordinates of 
the follower. Trapping of these undefined cases, in conjunction with coding of the 
appropriate solution has been implemented to provide consistent solutions at all 
headings. Actual flights test have been carried out to validate the algorithm.  
Chapter 6. Coordinated Control of two UAVs 
169 
 
The follower was able to maintain the given separation distance from the leader at any 
given heading angle to within 1m tolerance through the course of the experiments 
despite windy conditions, low sampling rate and poor accuracy of GPS sensors. Tests 
Communication between leader and follower was achieved through UDP protocol. 
Now that coordinated control between a leader and follower has been achieved, the 
next chapter will focus on real-time wave height measurement with the leader using 
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Experiments conducted in the laboratory as discussed in Chapter 5, polluted the water 
surface with the addition of a thin opaque film in order to provide images with high 
enough contrast to allow successful reconstruction of the free surface. However, in 
open waters pollution of the water surface is not practicable. The main goal of the field 
tests is to assess the feasibility of utilising airborne stereo imagery for dense 3D 
reconstruction in open waters. A calibrated pair of stereo cameras have been mounted 
on the leader vehicle for the purpose of rapid dense 3D reconstruction of the water 
surface of a lake. 
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 Experimental Set-Up  
The aerial sensing platform used for 3D reconstruction and wave height estimation 
was the leader UAV. The calibrated stereo cameras mounted on board the vehicle, 
captured images at a resolution of 320 x 240 pixels in order to avoid high 
computational processing times.  A narrow baseline of 9.2cm between the stereo 
cameras was used in order to maximize the overlap in the Fields of View (FOV) of the 
camera setup. 
A major difference between the test conducted in the laboratory set up as discussed 
in Chapter 5 and the setup discussed in this chapter is that stereo cameras are 
susceptible to motion during data acquisition, which can introduce noisy 
measurements when taking readings. Two steps were taken to compensate for this  
1. Proportional Integrative and Derivative (PID) tuning of the vehicle in order to 
allow for optimized stabilisation performance. 
2. Motion correction using Inertial Measurement Unit (IMU) data. 
Figure 7-1: Leader UAV attached with stereo cameras 
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A well-tuned vehicle allows for good loiter performance. Thus, it mitigates the effect of 
drift and can allow data acquisition of the water surface from a stationary hover. The 
vehicle was tuned using the AutoTune mode available in the ArduCopter firmware. In 
this mode, the flight controller twitches the vehicle to measure its response to figure 
out the optimum PID settings in order to achieve the least overshoot with the fastest 
response. 
 
Figure 7-2: Top - Roll response of tuned vehicle and Bottom - Pitch response of tuned vehicle 
Figure 7-2 above shows the roll and pitch response from a well-tuned vehicle after 
utilising the AutoTune feature. The desired roll angle is the angle requested by the 
pilot (roll left is negative and right is positive). The actual roll angle is the vehicle’s 
actual roll in degrees. Similarly, the desired pitch is the pilot desired pitch angle while 
actual pitch is the vehicle’s actual pitch in degrees (pitch forward is negative, pitch 
back is positive). As seen in Figure 7-2 both the desired roll and pitch angle, follow 
quite closely to the actual roll and pitch angle indicating that the vehicle was 
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successfully tuned. Under these conditions, the vehicle is now capable of keeping its 
current position, heading and altitude during data acquisition with the stereo cameras. 
In the presence of external disturbances such as wind, slight adjustments can be made 
using the throttle, roll and pitch control sticks in order to allow the vehicle to maintain 
a stationary hover. The rolling and pitching of the vehicle will effectively cause the 
sensor’s angle from vertical to vary with time. In order to compensate for this, a method 
similar to Christensen et al. (2013) is adopted. In their work, data from an ultrasonic 
sensor is combined with a motion correction device to provide a time series of a sea 
surface elevation. The water surface elevation was described as: 
 𝜕 =  𝑆𝑧 − 𝐷𝑐𝑜𝑠(∅𝑝)𝑐𝑜𝑠(∅𝑟) 7-1 
The symbol ∅𝑝 denotes the pitch angle and ∅𝑟 the roll angle measured by an Inertial 
Measurement Unit (IMU) attached to the sensor. 𝐷 represents the distance to the 
water surface measured by the ultrasonic sensor and 𝑆𝑧 is the true vertical 
displacement which was estimated by integration of the absolute vertical velocity 
measured by the IMU.  
 Equation 7-1 was used for deriving the water surface elevation. ∅𝑝 and ∅𝑟 angles 
were obtained from the IMU embedded in the flight controller. This was done using the 
Dronekit API discussed in the chapter 6. The distance 𝐷 was obtained from the stereo 
cameras by averaging the 3D point clouds reconstructed from an image pair. Finally, 
𝑆𝑧 was obtained as the vertical displacement above the water surface from the UAV. 
In order to obtain a reliable estimation of the displacement, the Ardupilot firmware 
provided the functionality for fusing measurement readings taking by the 
accelerometers, barometer and GPS sensors.  
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 Data collection and processing 
The experiment was carried out on a lake in Pulford Approach, Chester (𝑙𝑎𝑡 =
 53.117274 and lon = 2.905347). The lake was surrounded by trees, which mitigated 
the effect of wind during data acquisition. The wind was estimated to be 6mph. With 
the exception of small capillary waves visible on the water surface, the water surface 
was calm.  
Figure 7-3 below shows a snapshot of the leader flown above a lake in order to capture 
a series of images for processing during one of the experiments. The UAV was flown 
at an altitude less than 0.8m in order to accommodate the working range of the stereo 
cameras, which was investigated in Chapter 5. 
 
 
Figure 7-3: Snapshot of leader UAV acquiring image frames of the water surface with on-board stereo cameras 
The acquired images from the stereo cameras are wirelessly sent to the Ground PC 
for processing. Processing was done off-board in order to take advantage of the higher 
processing power available with the Ground PC. The ground PC used was a MacBook 
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Pro equipped with an Intel Core i5 CPU at 2.7GHz, 8GB RA M and ran a Linux 
Operating System.  
 
Figure 7-4: Image acquisition setup 
Wireless streaming of image frames to the PC was achieved using the ZeroMQ Library 
(Hintjens, 2014).  A 1-2 second lag was noticeable between successive frames 
acquired by the stereo cameras. During an acquisition session, all the acquired images 
are processed through the pipeline describe in Figure 7-5 below. The system was 
implemented in C++ using both OpenCV and PCL libraries. 






Figure 7-5: System overview 
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Figure 7-5 above shows a complete system overview of the methodology adopted in 
this experiment. Each image pair captured with the stereo cameras was rectified using 
the extrinsic and intrinsic calibration data. At the end of this operation, the epipolar 
lines are aligned with the image rows. The search for corresponding points between 
the acquired image pair was performed on the rectified images resulting in a smooth 
disparity map estimation. The SGM matching method was used for estimation of the 
disparity map since it produces a dense 3D point cloud as discussed in Chapter 5. 
Finally, a dense scattered 3D point cloud of the water surface was generated by 
triangulating all the corresponding pixels identified in the stereo matching process. In 
order to eliminate the number of point outliers that can still be present, planar-based 
segmentation is performed on the acquired 3D data set. After segmentation, the 
resulting point cloud is clean and the residual outliers have been removed. For 
example Figure 7-6 (a) below shows a 3D reconstruction of the water surface. Up to 
21,000 3D points were generated from the images extracted within the field of view of 
the camera. A mesh reconstruction of the point cloud data is shown in Figure 7-6 (b) 
in order to show the captured waves on the water surface. The open-source software 
MeshLab has been used to generate the mesh as network of triangles, which  


















Figure 7-6: Captured 3D scattered point cloud (a) and surface reconstruction of scattered point cloud (b) 
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The resulting 3D points are averaged across the entire data set. Since the point clouds 
are formed in the reference frame of the stereo cameras, the resulting average point 
encodes the distance D from the stereo cameras to the water surface. Now that D has 
been estimated, the water surface elevation can be deduced using equation 7-1.  






Figure 7-7: outlier detection from stereo measurements 
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As seen in Figure 7-7, spikes occurred in the time series data because of outliers 
present in the data set. Outliers occur due to poor disparity map estimation from a set 
of acquired stereo frames resulting in erroneous values in the derived water surface 
displacement. A possible explanation for this is because the brightness of the sky is 
often inhomogeneous. Hence, under such conditions what the camera sees is not the 
water surface itself, but a distorted reflection of the incident (sky) light. Consequently, 
the stereo matching approach for estimating the disparity map can cause unwanted 
errors. In order to eliminate the presence of these outliers during runtime, the outliers 
were defined as data points that were more than three times the standard deviation 
from the mean of the acquired data set. The circular markers denoted in Figure 7-7 
show the acquired data set after removal of the outliers. As seen in the plot, filtering 
through this approach allows for reliable outlier detection in an acquired data set. The 
outlier points detected have been replaced by the neighbouring value.  
Now the outliers in the data set have been removed, the Zero Up-Crossing technique 
can be used to isolate the crest and trough from the water surface elevation over a 
given time series. The wave height again is calculated as the difference between the 
maximum elevation of a crest and the minimum elevation of a trough. Figure 7-8 below 
shows the detected crest and trough over a given time series. 
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In order to quantitatively verify the accuracy and reliability of the processing pipeline, 
the measurements from the UAV are compared to observations obtained from a 
ground stereo system looking downwards at the water surface as shown in Figure 7-9 
below. Identical camera models were used to the ones mounted on the UAV. For the 
developed prototype, the cameras sit on an aluminium section bar. The section bar is 
mounted on a tripod to allow fast and flexible deployment during field experiments. 
Figure 7-8: water surface elevation measurement acquired from airborne stereo cameras 




Figure 7-9: Ground stereo camera system mounted on a tripod for measuring water surface elevation 
 
Table 7-1: Comparison of average wave height  
Number of repetitions Ground stereo (cm) Airborne stereo (cm) Absolute error (cm) 
1 0.243 0.378 0.135 
2 0.400 1.393 0.993 
3 0.518 1.880 1.362 
4 0.302 0.819 0.517 
 
 
Table 7-2: Comparison of significant wave height 
Number of repetitions Ground stereo (cm) Airborne stereo (cm) Absolute error (cm) 
1 0.387 0.634 0.247 
2 1.034 2.620 1.586 
3 0.893 3.338 2.445 
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Table 7-1 and Table 7-2 show comparison between the average wave height and 
significant wave height estimated for the ground stereo system and the airborne stereo 
system. Stereo images were for 58 seconds at a rate of 2Hz to yield a complete record 
of the water surface evolution. The mean absolute error for the number of repetitions 
taken is 0.752cm for the average wave height and 1.161cm for the significant wave 
height. The measurements from the stereo cameras mounted on the vehicle were 
slightly higher than the measurements observed from the fixed stereo system. A 
possible reason for this is the downwash effect induced by each rotor of the aerial 
vehicle causes ripples on the water surface that have a signature that differs 



















In this chapter, the feasibility of utilising airborne stereo cameras for 3D reconstruction 
of open waters has been investigated. Experimental results show that open waters 
possess sufficient texture to allow dense 3D reconstruction of the water surface. Wave 
characteristics such as average wave height and significant wave height are deduced 
from the reconstructed 3D data using the Zero Up-Crossing analysis. Motion 
correction using an IMU has been applied to the water surface elevations obtained 
from the stereo cameras in order to compensate for slight perturbations of the cameras 
during data acquisition. Measurement from the airborne stereo cameras have been 
compared to a ground based binocular stereo camera setup and the results show very 
good agreement in terms of the average wave height and significant wave height 
estimated. Since the leader UAV was able to accurately measure the wave height in 
multiple repetitions, the follower UAV can be commanded to proceed to the leader’s 
















Chapter 8: Discussions, Conclusions and Future 
Work 
 
Water sampling has become a key activity for managing fresh water resources and 
maintaining public health. Current water sampling methods to monitor water quality 
are relatively slow, spatially restrictive or costly to deploy. One approach to solve these 
problems would be deploying an AUV from a UAV for the purposes of water sampling. 
Thus providing a fast, flexible and relatively low cost solution to the problem domain. 
However, a major challenge to overcome with the proposed solution is determining if 
the aquatic environment is safe for the landing of an UAV for the purpose of AUV 
deployment. The approach taken in this thesis to overcome this, involves equipping a 
UAV with the features necessary to estimate the wave height in an aquatic 
environment. Two UAVs work together in a coordinated manner. One UAV, the 
“leader”, is equipped with two identical cameras that capture 3D information of the 
wave through non-contact optical techniques (stereovision). The second UAV, “the 
follower”, can be equipped with the payload (AUV). Once the leader has identified the 
water’s surface as suitable for landing (low wave-height) the follower UAV can then 
proceed to the location identified by the leader, land and deploy the AUV into water. 
Such an approach provides a UAV with the decision-making capabilities to ensure 
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 Discussions and Conclusions 
3D reconstruction has been the subject of considerable research for a number of years 
and many publications have been produced outlining new techniques, refinements to 
existing methods and lessons learnt from practical applications. Chapter 2 addresses 
some of these popular reconstruction techniques. A stereovision approach for 
acquisition of three-dimensional surface wave measurement provided a cost effective 
and robust solution. Stereo imaging systems used for reconstruction of water waves 
have either been tested in a laboratory environment or outdoors with cameras that 
have been mounted on fixed rigid structures. In this thesis, a novel setup has been 
introduced by mounting the stereo cameras on a UAV during 3D data acquisition of 
the water surface elevations. Such a setup allows observations of the wave 
phenomena from variable viewpoints and altitudes. Thus providing a more flexible 
spatial coverage in comparison to the traditional stereo imaging systems utilised by 
previous researchers. This thesis has successfully tackled the challenges faced in 
developing an airborne stereovision system for measuring the water surface 
elevations.  
The principal conclusions that can be drawn from the work are listed below and cross-
referenced against the original objectives: 
 Objective 1: 
Identify the limitations of current technology for wave height estimation and 
investigate the use of 3D reconstruction techniques as an alternative. 
Classical observation methods for wave height estimation rely on time series data 
retrieved from wave gauges and floating buoys. Besides being invasive and hence 
disrupting the wave motion, such methods measure the wave characteristics over 
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fixed positions. Methods that produce 3D representation of a surface can be 
successfully exploited to obtain rich information of the space-time wave 
characteristics. After conducting a critical review of existing 3D reconstruction 
techniques, a stereovision approach for 3D reconstruction was chosen because the 
technique is low cost, non-intrusive and can be applied in a dynamic environment such 
as moving waves.  
Objective 2: 
 Developing a robust pipeline that allows for dense 3D reconstruction using the 
identified reconstruction technique. 
In order to create a 3D representation of any surface, stereovision requires some 
critical stages. The first stage is the camera calibration to identify the intrinsic and 
extrinsic parameters of the stereo camera setup. The second stage is the identification 
of similar corresponding points between the images acquired from various 
perspectives and finally given the camera calibration parameters and identified 
corresponding points between the images, a 3D representation of the surface in world 
coordinates (XYZ) otherwise known as 3D point cloud can be found via triangulation. 
The camera calibration method adopted produced very accurate results of up to 0.5 
pixels difference between the real image and a 3D point that has been reprojected 
using the calibration data.  The density of the 3D point cloud produced is strongly 
dependent on the stereo correspondence algorithm applied to find similar points 
between the data sets. Feature based and Correlation based stereo algorithms have 
been investigated in this thesis. Preliminary results show that the feature based 
matching methods produced sparse 3D points in comparison to the correlation based 
matching methods in particular the SGM technique, which produced a dense 3D point 
of the surface of interest.  
Chapter 8. Discussions, Conclusions and Future Work 
188 
 
 Objective 3: 
Validation of the reconstructed 3D point cloud against known technologies, 
determining the accuracy in the context of wave height measurement. 
Water waves have been generated in a wave tank and dense 3D point clouds of a free 
surface have been reconstructed using correlation based matching technique. The 3D 
points are remapped into elevation maps, where the 3D information contained in the 
point clouds is simplified to a one-dimensional domain containing wave elevations with 
respect to a fitting plane. The crests and troughs of the waves have been identified 
using the Zero Up-crossing analysis. Results from the stereo measurements show 
good agreement with data obtained from a wave probe in both time and frequency 
domain. Validation results showed that the mean absolute error for the average wave 
height and significant wave height is less than 1cm from the acquired time series data. 
In the frequency domain, it was discovered that the highest peak in the signal occurred 
at the wave frequency that was investigated for both stereo cameras and wave probe. 
Analysis of the peak signal, showed similar amplitudes observed between the stereo 
measurement and wave probe, 𝑅2 value of 0.93 for the various frequencies 
investigated. 
 Objective 4: 
Development of a formation-flying algorithm to allow for coordinated control of 
two UAVs that is beneficial in the context of the problem domain. 
The notion of utilising multiple UAVs has a variety of benefits, with many of those are 
centred on the increase of efficiency for tasks being tackled by one UAV. Cooperative 
control of two UAVs has been achieved by developing a formation-flying algorithm. 
Given a leader’s position and heading, the developed algorithm calculates in real time, 
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the position the follower UAV needs to navigate towards, to track the leader’s trajectory 
from a given separation distance. The results show that the follower UAV was 
successfully able to track the leader’s trajectory within 1m tolerance through the 
course of the experiments despite windy conditions, low sampling rate and poor 
positioning accuracy of GPS sensors. 
 Objective 5: 
Near real time 3D reconstruction and wave height estimation from a series of 
images taken from a UAV. 
As a case study, a pair of calibrated stereo cameras have been mounted on the leader 
UAV for the purpose of 3D reconstruction and wave height estimation of the water 
surface over a lake. A dense 3D reconstruction of the water surface was achieved 
generating up to 21,000 3D points from a pair of images taken at a resolution of 320 
by 240 pixels. In order to compensate for slight perturbation of the camera position 
during data acquisition, which can introduce noisy measurements during computation 
of the water surface elevation, a method for motion correction using an IMU is 
discussed. The developed system has proven to be easy to deploy and set up; robust 
and effective in monitoring water surface elevation, providing a satisfactory accuracy 
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 Future Work 
 Variable baseline Stereo 
The conventional stereovision system adopted in this thesis, rely on two spatially 
fixed cameras to gather depth information about the scene of interest. As the 
baseline increases, in theory the estimated 3D information becomes more 
accurate, making it advantageous to have a large a baseline as possible. 
However, large baselines have problems whenever the scene of interest 
approaches the cameras. The region of interest begin to leave the field of view of 
the cameras, rather than deploy a fixed baseline stereo camera set up on a UAV, 
a variable baseline stereo camera set up can be adopted, where the cameras can 
automatically adjust their baseline making it impossible to determine where they 
are located in 3D space. An auto calibration method can be adopted to determine 
the pose between the stereo cameras. Such a setup can be achieved by the 
following steps: 
1. Acquiring a subset of stereo frames as calibration images. 
2. Extracting SIFT or SURF points from each image acquired. 
3. Robustly matching feature points from the acquired stereo pair frames 
4. Estimation of the essential matrix by exploiting RANSAC-based epipolar 
filtering. 
5. Decomposition of the essential and performing a Sparse Bundle 
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 Validation in various aquatic environments 
 
It is freely acknowledged that, experiments conducted outdoors took place in a 
controlled aquatic environment with very little or no waves, the waves observed 
were caused by the downward prop wash as the UAV hovers over the water 
surface during image acquisition. The reason for this is special permissions are 
required to approve flying over seas and oceans where higher waves can be 
observed. This is in accordance with the LJMU UAV operation manual since such 
regions are available to the public.  
Accuracy assessment of the wave height obtained from the airborne stereo 
camera system in open oceans can be compared with recordings from a wave 
buoy running simultaneously.  In addition comparisons of the statistics of the crest 
and trough heights obtained can be compared with well known theoretical models, 
such as the Boccotti model (Boccotti, 2000). 
 Communication between multiple UAVs 
 
A communication infrastructure, relying on the UDP protocol to send and receive 
data related to mission semantics, has been utilised as a proof of concept in this 
thesis. To provide a scalable solution, an architecture based on aerial Mobile Ad-
hoc Network (MANET) can be adopted for the management of data exchange 
among all the vehicles in a team. The MANET framework provides a wireless 
network that is formed by a collection of self-organizing mobile nodes. Each node 
communicates with its neighbours over a shared wireless medium. Alternative 
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