We deal with the determination of nitely many cavities in a planar inhomogeneous conductor from one current and voltage measurement collected on the exterior boundary. We prove stability estimates under essentially minimal a priori regularity assumptions. We construct an explicit example showing the optimality of such stability estimates.
Introduction
Consider a simply connected bounded open set of the plane and a closed subset which is the union of nitely many, pairwise disjoint, closed simply connected subset i , i = 1; : : : ; n; each of them coinciding with the closure of its interior (that is for any i = 1; : : : ; n; i = i where i denotes the interior part of i ).
The Neumann problem 8 < : div(Aru) = 0 in n ; Aru = 0 on @ i ; i = 1; : : : ; n; Aru = on @ ; (1.1) provides a model for the electrostatic potential u in the conductor when each i , i = 1; : : : ; n; represents a cavity inside it, being therefore a multiple cavity, is the applied current density and A is the, possibly anisotropic and inhomogeneous, conductivity tensor. Here, we assume: R @ = 0, 6 0, A 2 L 1 ( ) is uniformly elliptic, and we denote by the exterior normal to n .
We shall deal with the inverse problem of determining the multiple cavity , when, given , A and , the potential u is measured on an open portion ? of the exterior boundary @ .
Such a problem presents some similarities with other well-known inverse boundary value problems.
I) The so-called inverse problem of cracks is the one in which each component of , instead of having interior points, is just a simple arc. For this case, it is well known that, either when is assumed to have only one component, 15] , or nitely many ones, 6], two distinct, suitably chosen measurements are su cient and necessary to uniquely determine the multiple crack. Moreover, stability estimates for the determination of a single crack have been obtained. See 8] for an updated account on such results. II) Consider for simplicity A I, then (1.1) can be viewed as the limit as k ! 0 of the problems div ((1 + (k ? 1) )ru k ) = 0 in ; ru k = on @ :
(1.1 k )
Here is the charateristic function of . In this case represents an inclusion in , whose conductivity gets smaller as k ! 0. When k 6 = 1 is xed, the relative inverse problem of determining is known as the inverse conductivity problem with one measurement. Plenty of papers have been devoted to this problem but, still, the uniqueness question remains open. For references, see, for instance , 7] . Contrary to the above stated inverse problems, in the case of cavities the uniqueness with a single measurement is nearly straightforward. Let us outline a proof, suited to the two-dimensional setting, which has the advantage of requiring very little about the regularity of the conductivity A and of the boundaries of the conductor and of the cavities. Let v be a stream function associated to u, (a notion that generalizes the one of harmonic conjugate), namely a function satisfying rv = 0 ?1 1 0 Aru almost everywhere in n : (1. 2)
It can be seen that, due to (1.1), such a function exists, it is single valued, and it satis es, for some unknown constants c i , i = 1; : : : ; n; Hence, if we had 0 n 6 = ; then 0 would have some of its interior points inside n and we would obtain v = v 0 const. on an open subset of n .
Again by unique continuation, we obtain v const. which is impossible since 6 0.
The aim of this paper is to prove stability estimates for the inverse problem of cavities under very general assumptions on the conductivity, on the regularity of the boundaries of and of the cavities and on the prescribed current density . We shall prove our stability results under di erent type of regularity assumptions on , see Theorem 2.1. Moreover we shall show their optimality by an explicit example, Theorem 4.1. See also 5], where an example, di erent in various respects, but of the same nature, was presented for the so-called material loss (or corrosion) problem.
Our approach has some common features with the one used in 8] for the stability estimates in the determination of a single crack from two measurements and it will require a sequence of intermediate steps: rst of all we shall prove an inverse H older estimate on the function f = u + iv, see Theorem 3.3. Then, according to the di erent a priori regularity assumptions on , we shall derive stability estimates for a Cauchy type problem, see Proposition 3.5 and 3.6, which, along with the inverse H older estimate previously recalled, will allow us to conclude the proof of Theorem 2.1.
However, there are various relevant additional di culties. First, the possible presence of multiple cavities introduces technical complicacies in the treatment of quasiconformal mappings between multiply connected domains, a crucial step in this treatment being Lemma 3.2 which provides estimates on the size deformation of a circular domain (that is a multiply connected domain bounded by nitely many circles) under the e ect of a k-quasiconformal mapping.
Second, we recall that in the stability estimates obtained in 4], 8] for the crack problem, and, more speci cally, in 20], for the problem of a cavity, the prescribed Neumann data was assumed to satisfy certain conditions on its sign changes which enabled to show that, in a generalized sense, the corresponding potential u had no interior critical points. Here no such assumption on will be made, in fact any nontrivial data will suit our purpose. On the other hand, we shall obtain, as it is reasonably expected, that the constants in the stability estimates depend on the oscillation character of . That is, the less is the oscillation of the better is the stability. Roughly speaking, such an oscillation character will be controlled by the quantity H 2 , appearing in (2.6) below, which dominates a ratio of two di erent norms for . We shall prove that, under such a bound on the oscillation of , taking f = u + iv where v is the above mentioned stream function associated to u, and xing any z 0 2 n then, locally, jf ? f(z 0 )j can be dominated from below by an explicit function vanishing at nitely many points and with nite order (see Theorem 3.3). We believe that such type of estimate, which to the authors' knowledge is new in the context of elliptic equations in divergence form and measurable coe cients in two variables, may prove to be useful also for other purposes and especially for other inverse boundary value problems.
We wish to mention that stability estimates for a strictly related problem of determination of an interior boundary have been obtained in 12] . Besides the fact that they consider a single cavity , they assume the conductivity A to be homogeneous, A I, and the regularity assumptions on the boundaries are slightly di erent, the two problems have a di erent nature. Their setting is di erent from the present one in that they assume a homogeneous Dirichlet condition on @ (that is, their direct problem is closer to (1.3) than to (1.1)) and they prescribe Prior information on the measurements Let ? @ be a subarc whose length is greater than .
The set of constants f ; M; L; ; ; H; H 1 g will be referred to as the a priori data. Let us nally recall that, under the stated assumptions, a weak solution to where ! : (0; +1) 7 ! (0; +1) satis es !(") K(log j log "j) ? for every "; 0 < " < 1=e (2.11) and K, > 0 depend on the a priori data only. Furthermore there exists a constant " 0 > 0, depending on the a priori data only, so that if " " 0 then the number of connected components of and 0 is the same, for instance equal to n, and, up to rearranging their order, we have d H ( i ; 0 i ) !("); for every i = 1; : : : ; n; (2.12) ! as in (2.11).
(II) If i and 0 j are RLG with constants , M, then (2.10) holds where in this case ! : (0; +1) 7 ! (0; +1) satis es !(") K 1 j log "j ? 1 for every "; 0 < " < 1=e (2.13) and K 1 , 1 > 0 depend on the a priori data only. Also in this case, if " " 0 , " 0 > 0 depending on the a priori data only, and 0 have the same number n of connected components, and, again after rearranging their order, (2.12) holds with ! as in (2.13).
(III) If, for some k = 1; 2; : : : and some , 0 < 1, i and 0 j are C k; with constants ; M then and 0 verify (2.10) where ! is as above in (2.13) with K 1 , 1 > 0 depending on the a priori data and on k and only.
As before, we may nd " 0 > 0 depending on the a priori data, on k and on only, such that if " " 0 both and 0 have n connected components, which ordered in a suitable way verify (2.12) with ! as in (2.13), K 1 , 1 > 0 depending on the a priori data and on k and only. Moreover, for any i = 1; : : : ; n, there exist regular parametrisations z i = z i (t) and z 0 i = z 0 i (t), 0 t 1, of i and 0 i respectively such that for every~ , 0 <~ < ,
(2.14)
where ! still veri es (2.13) and K 2 depends on the a priori data, on k, on and on~ only.
First, we recall that d H ( ; ) denotes the Hausdor distance between bounded closed sets. Next, we observe that the assumption made at point (II) can be viewed as a non-trivial closeness condition between Lipschitz curves. In fact there are examples of pairs of Lipschitz curves which are arbitrarily close in the sense of the Hausdor distance but are not RLG, see 21] .
The key step of (III) will indeed be the following. If and 0 are a priori known to be C k; , k 1, > 0, with given constants , M and they are su ciently closed in the Hausdor sense then they are RLG.
3 Proof of Theorem 2.1
For the time being, we shall assume that and 0 satisfy the assumptions stated in (I) of Theorem 2.1. It is easy to observe that if and 0 verify the assumptions (II) or (III) of Theorem 2.1, then they verify also (I) of the same Theorem. In view of assumption (I), let us remark some properties of . The same properties are clearly shared also by 0 . We have that the boundary i of any of the components i of has a length bounded by a constant depending on the a priori data only. Furthermore there exist a positive constant 1 and an integer N, depending on the a priori data only, such that dist( i ; j ) 1 ; for every i 6 = j; 
is a circular domain such that its exterior boundary is @B 1 (0) and is the image through of @ and the minimal radius and the separation distance of its multiple cavity are greater than 2 > 0 and F = U +iV is a holomorphic function on D. Here C 1 > 0, 1 , 0 < 1 < 1, and 2 > 0 depend on the a priori data only.
Proof. We may nd a bi-Lipschitz transformation 1 from C onto itself such that the image through 1 of n is a circular domainD such that 0 2D, its exterior boundary @B 1 (0) = 1 (@ ) and the minimal radius and separation distance of its multiple cavity are greater than 3 > 0, 3 
We defer the rather technical proof of this Lemma to the Appendix.
Let D, F and be as in the thesis of Proposition 3.1. Then, by the regularity properties of D and , by (2.5)(a) and (2.7) and standard regularity theory we immediately infer jF(z 1 ) ? F(z 2 )j C 3 jz 1 ? z 2 j 3 for every z 1 ; z 2 2 D; (3.10) and consequently jf(z 1 ) ? f(z 2 )j C 4 jz 1 ? z 2 j 4 for every z 1 ; z 2 2 n ; (3.11) where C 3 , C 4 and 3 , 4 , 0 < 3 ; 4 < 1, depend on the a priori data only.
We remark that if as usual we extend v on in such a way that vj i = vj @ i = c i for any i = 1; : : : ; n, then it is easy to show that we have jv(z 1 ) ? v(z 2 )j C 5 jz 1 ? z 2 j 4 for every z 1 ; z 2 2 ; We recall that we may assume D = B 1 (0)n S n i=1 B si y i ] and that for any i = Moreover, there exist positive constants C 9 , C 0 9 and C 10 also depending on 2 only such that if we set c 1 Putting together the last two equations the conclusion easily follows.
Let us denote = W + iZ = u ? u 0 + i(v ? v 0 ) : n( 0 ) 7 ! C .
We can normalize Z in order to have that it is identically zero on @ . Moreover by (2.9) we obtain jWj " on ?.
Recalling where j j + j j k < 1.
Recalling Proposition 3.4, the stability estimate on the inverse problem of cavities has been reduced to a stability estimate for the Cauchy type problem (3.26) , that is obtaining an upper bound for jZj on in terms of the boundary error ".
We shall obtain di erent kind of stability estimates for the Cauchy type problem (3.26), depending on the assumptions stated in the di erent parts of Theorem 2.1. where : (0; +1) 7 ! (0; +1) satis es (") K 4 (log j log "j) ? 3 for every "; 0 < " < 1=e Let be a smooth curve contained in n( 0 ) so that its rst endpoint z 0 belongs to ?, coincide with l for a length of at least h and thereafter the distance of any point of from @ is greater than M 2 h. An h-tube will be the M 2 h neighbourhood of any curve~ obtained by removing from such a curve its linear part of length h which is contained in l.
An h-accessible point will be a point belonging to the closure of an h-tube which is contained in n( 0 Proof. By our assumptions we have that both the families verify dist( i ; j ) 4 ; for every i 6 = j;
with a constant 4 > 0 depending on , M, L, k and only.
Therefore the rst part of the Lemma is obvious. Once the rst part is established, the second one may be obtained following a procedure analogous to the one used to prove Lemma 2.1 in 21].
Proof of Theorem 2. For any n = 1; 2; : : : ; let us denote by f n the holomorphic function so de ned f n (z) = z exp n (z n ? z ?n )]; z 2 C nf0g; n = 1; 2; : : : ;
where n is the following positive real constant n = C 0 n k 2 n ; (4.2) where k is a xed positive integer and C 0 is a positive constant to be chosen later.
The rst derivative of f n is given by f 0 n (z) = 1 + n n(z n ? z ?n )] exp n (z n ? z ?n )]; z 2 C nf0g; n = 1; 2; : : : ;
hence we may nd a positive constant C 0 , C 0 not depending on n and on k, and therefore f n is invertible on a neighbourhood (which may depend on n) of D 0 . From now on we shall assume that this condition is satis ed. For any n = 1; 2; : : : ; we call D n = f n (D 0 ). The boundary of D n has two connected components, the image through f n of and 0 respectively. It is easily seen that f n ( ) = and we shall denote by n the image through f n of 0 . We remark that n is a Jordan curve and we denote by n the closed region bounded by n . Therefore we have that D n = n n .
By switching to polar coordinates, we shall characterize more precisely the behaviour of f n along and 0 and hence the regularity properties of n and, consequently, of n .
Let us introduce polar coordinates in the following way. Given z 2 C nf0g let ( ; ), > 0, satisfy z = exp(i ). We have that = jzj and is de ned up to equivalence modulus 2 . We call ( ; ) the polar coordinates of z. Then, in these coordinates, f n can be written as f n ( ; ) = (' n ( ; ); n ( ; )); where ' n ( ; ) = exp n ( n ? ?n ) cos n ] and n ( ; ) = + n ( n + ?n ) sin n :
First of all we notice that if = 1 then ' n (1; ) = 1 for any 2 R and we have j n (1; ) ? j 2 n ; for any 2 R:
(4.4) Then we want to estimate the Hausdor distance between n and 0 . It is easy to observe that d H ( n ; 0 ) = max 0;2 ] j' n (1=2; ) ? 1=2j:
We may nd two constants C 1 and C 2 , 0 < C 1 < C 2 , such that 0 < C 1 n 2 n d H ( n ; 0 ) C 2 n 2 n : Moreover, for any integer i 2 we notice that @ i @ i n ( ; ) n ( n + ?n )n i : If we x the positive integer k and we de ne n as in (4.2) with C 0 > 0 satisfying the previously stated conditions, it is straightforward to prove that for any n = 1; 2; : : : ; n is a C k simple closed curve with constants , M not depending on n. Here the notion of a C k curve with constants , M is in the sense speci ed at the beginning of Section 2, with the obvious modi cation of replacing the C k; norm with the one in C k .
For any n = 0; 1; 2; : : : ; let us consider, as usual, the following Sobolev spaces Concerning trace spaces, fractional Sobolev spaces and interpolation inequalities, which will be used several times in the sequel, we refer to 1] and 19]. where u n is the solution to (NP n ).
From (4.6) we have that kN n ( )k 0H 1=2 ( ) Ck k 0H ?1=2 ( ) ; for any 2 0 H ?1=2 ( );
where C is a positive constant which does not depend on n.
Let us state our instability result. where C is a positive constant which does not depend on n.
Remark. Let us observe that in inequality (4.9) some kind of dependence on k, the number of derivatives of the curves n which are a priori uniformly bounded, should be expected. In fact, in a similar setting, 12], H older type dependence on a suitably chosen boundary measurement was proved if an analyticity condition on the unknown curve holds.
The proof of Theorem 4.1 will be obtained through three lemmas. Therefore the thesis may be obtained through (4.11) and (4.12) by using standard interpolation inequalities. Lemma 4.3 There exists a positive constant C not depending on n such that
for any 2 0 L 2 ( ); n = 1; 2; : : : (4.13) Proof. For any n = 0; 1; 2; : : : ; let us consider the linear operator N n : 0 L 2 ( ) 7 ! 0 L 2 ( ). We have that N n , with respect to these two spaces, is bounded and self-adjoint. This can be easily deduced by the weak formulation of our boundary value problem, (NP 0 n ).
Let h n : D n 7 ! D 0 be the inverse map of f n . h n can be extended to the closure of D n and let us recall some properties of the restriction of h n to .
We have that h n j : 7 ! is invertible, bi-Lipschitz with constants not depending on n and the following estimates holds jh n (z) ? zj C n ; (4.14) where C does not depend on n. rv n = 0 on 0 ; rv n = T n on :
Therefore we have u n j = T n (v n j ) and v n j is equal to N 0 T n ( ) up to an additive constant. Hence N n ( ) = u n j = T n N 0 T n ( ) + c n .
By the fact that N n ( ) 2 0 L 2 ( ) we can immediately infer that c n = ? 1 2 R T n N 0 T n ( ) and hence (4.16) follows. Now let us take 2 H 1 ( ). We want to estimate k(T n ?I) k L 2 ( ) . We have
Then by (4.14) we deduce that j (h n ( ))? ( )j C 1=2 n k k H 1 ( ) and hence we obtain k(T n ? I) k L 2 ( ) C 1=2 n k k H 1 ( ) ; for any 2 H 1 ( ); (4.18) C not depending on n.
Therefore by Lemma 4.2 we may nd a constant C which does not depend on n such that 
