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Abstract
Ordinary theta-functions can be considered as holomorphic sections of
line bundles over tori. We show that one can define generalized theta-
functions as holomorphic elements of projective modules over noncommu-
tative tori (theta-vectors). The theory of these new objects is not only
more general, but also much simpler than the theory of ordinary theta-
functions. It seems that the theory of theta-vectors should be closely
related to Manin’s theory of quantized theta-functions, but we don’t an-
alyze this relation.
Theta-function of g variables ~z = (z1, ..., zg) is defined by the formula
ϑ(~z,Ω) =
∑
~n∈Zg
exp(πi~ntΩ~n+ 2πi~nt~z) (1)
where Ω belongs to Siegel upper-half-space Hg (i.e. Ω is a symmetric g × g
complex matrix whose imaginary part is positive definite). It is a holomorphic
function on Cg ×Hg and obeys
ϑ(~z + ~m,Ω) = ϑ(~z,Ω), (2)
ϑ(~z +Ω~m,Ω) = exp(−πi~mtΩ~m− 2πi~mt~z)ϑ(~z,Ω) (3)
for all ~m ∈ Zg.
It follows from (2), (3) that ϑ(~z,Ω) can be considered as a holomorphic sec-
tion of a line bundle over torus Cg/Z2g. The function ϑ(~z,Ω) can be considered
also as a modular form with respect to the action of Sp(2g,Z) on both the
variables ~z,Ω. More precisely,
ϑ(((CΩ+D)t)−1·~z, (AΩ+B)(CΩ+D)−1) = ζγ ·det(CΩ+D)
1/2 exp[πi~zt·(CΩ+D)−1C·~z)]ϑ(~z,Ω),
where ζγ is an 8-th root of 1 and
γ =
(
A B
C D
)
∈ Γ1,2. (4)
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Here Γ1,2 denotes the subgroup of Sp(2g,Z) generated by elements of the form
γ =
(
A 0
0 (A−1)t
)
, γ =
(
1 B
0 1
)
, γ =
(
0 −1
1 0
)
, (5)
where A ∈ GL(g,Z), B is symmetric with even diagonal entries.
Our goal is to develop the theory of theta-functions over noncommutative
tori. Noncommutative tori are the simplest and most important noncommuta-
tive spaces; the differential geometry of these spaces was studied thoroughly in
many papers starting with the seminal paper [1]. We will use freely the con-
structions and results of papers [1]-[8]. By definition an algebra T dθ of smooth
functions on noncommutative torus is an associative algebra of smooth functions
on ordinary torus T d = Rd/Zd equipped with star-product
(f ⋆ g)(~x) =
∫
f(~x+ θ~u)g(~x+ ~v) exp(2πi~u~v)d~ud~v, (6)
where ~v ∈ Rd, ~u ∈ (Rd)∗, and θ : (Rd)∗ → Rd is a linear operator determined
by an antisymmetric matrix θαβ . (From now on we will identify (Rd)∗ with Rd
using inner product ~u · ~v = ~ut~v.) Alternatively using Fourier representation we
consider an element of T dθ as a series
f =
∑
~n∈Zd
f~nU~n
where f~n tends to zero faster than any power and the multiplication is specified
by the formula
U~nU~m = e
πi~nθ ~mU~n+~m.
Elements U~n can be considered as additive generators of T
d
θ . One can obtain
multiplicative generators of T dθ considering only Uα = U~eα , α = 1, ..., d, where
~e1, ..., ~ed stands for the standard basis of R
d. The elements U1, ..., Ud obey
Uα · Uβ = e
2πiθαβUβUα. (7)
This means that we can construct a unitary module over T dθ specifying unitary
operators U1, ..., Ud obeying (7). (We consider complex conjugation of functions
as an involution on the algebra T dθ , elements Un are unitary with respect to
this involution. All T dθ -modules we consider are unitary modules.) Space of
continuous (or smooth) sections of a vector bundle over compact manifoldM can
be considered as a projective module over commutative algebra of continuous
(respectively, smooth) functions on M . Therefore in noncommutative geometry
projective modules over associative algebras are considered as analogs of vector
bundles.
Projective modules over noncommutative torus can be constructed in the
following simple way. Let us consider an irreducible representation of canonical
commutation relations
[∇α,∇β ] = 2πiωαβ, ∇
⋆
α = −∇α. (8)
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Here ωαβ stands for nondegenerate antisymmetric matrix. Representing it in
block diagonal form with g two-dimensional blocks (d = 2g) we see that the
relations (8) can be rewritten as
[∇α,∇α+g] = −[∇α+g,∇α] = 2πi if 0 ≤ α < g;
[∇α,∇β ] = 0 in all other cases. (9)
More precisely, using linear change of variables from z1, ..., zd to x1, ..., xd we can
treat ω = ωαβdz
αdzβ as the standard symplectic form. Then the representation
at hand has a familiar realization by means of operators
∇α = 2πixˆ
α for 1 ≤ α ≤ g, ∇α = ∂α for g < α ≤ 2g, (10)
where operators xˆα and ∂α act on the space S(R
g) = S of Schwartz functions
depending on (x1, ..., xg) as operators of multiplication by xα and differentiation
with respect to xα.
It is easy to check that the operators
Uα = e
−θαβ∇β (11)
where θ stands for the matrix θ = ω−1, specify a projective module over T dθ .
The operators ∇α obey the relation
[∇α, Uβ ] = 2πiδαβUβ
This relation means that these operators specify a connection on the module
S. It is equivalent to the Leibniz rule ∇α(fe) = f · ∇αe + δαf · e, where
f =
∑
c~nU~n ∈ T
d
θ , e ∈ S, and δα stands for an infinitesimal automorphism
corresponding to translation in the direction α. (An abelian Lie algebra L = Rd
acts naturally on the algebra T dθ by means of infinitesimal automorphisms -
derivations). Generators of this Lie algebra δ1, ..., δd act in the following way:
δαUα = 2πiUα and δαUβ = 0 for α 6= β.)
The curvature of the connection ∇α is constant:
Fαβ = [∇α,∇β ] = 2πiωαβ · 1.
We say that a noncommutative torus is equipped with complex structure
if the Lie algebra L = Rd acting on T dθ is equipped with such a structure. A
complex structure on L can be considered as a decomposition of complexification
L⊕ iL of L in a direct sum of two complex conjugate subspaces L1,0 and L0,1.
We denote by δ¯1, ..., δ¯d a basis in L
0,1; one can express δ¯α in terms of δα as
δ¯α = h
β
αδβ where h
β
α is a nondegenerate complex d × d matrix. A complex
structure on a T dθ -module E can be defined as a collection of C-linear operators
∇¯1, ..., ∇¯d on E satisfying
∇¯α(f · e) = f∇¯αe+ δ¯αf · e, (12)
[∇¯α, ∇¯β] = 0 (13)
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Here f ∈ T dθ , e ∈ E , Eqn (12) means that operators ∇¯1, ..., ∇¯d specify a ∂¯-
connection and Eqn (13) means that this ∂¯-connection is flat. A vector e ∈ E is
called holomorphic if ∇¯αe = 0, α = 1, ..., d.
If ∇α is a constant curvature connection and δ¯α = h
β
αδβ then
∇¯α = h
β
α∇β (14)
is a ∂¯-connection; this connection is flat if L0,1 is an isotropic submanifold of L⊕
iL with respect to (pre)symplectic form specified by the curvature of connection
∇α. In particular, T
d
θ -module S constructed above by means of the matrix
2πωαβ = 2π(θ
−1)αβ can be equipped with a complex structure corresponding
to a Lagrangian submanifold Ω ⊂ L⊕ iL. (We consider L⊕ iL as a symplectic
manifold with symplectic structure corresponding to the tensor ωαβ .) The T
d
θ -
module S equipped with this complex structure will be denoted by SΩ. We will
prove the following statement.
If Ω is a positive Lagrangian submanifold of L⊕ iL then there exists a holo-
morphic vector in SΩ and this vector is unique up to a factor. We denote this
vector by ϑΩ,θ. If Ω is not positive then there exist no non-zero holomorphic
vectors in SΩ.
Recall, that the tensor ωαβ determines not only bilinear symplectic pairing
< v,w > on L ⊕ iL that we always consider, but also sesquilinear pairing
(v, w) =< v¯, w >. One says that Ω is positive if the Hermitian form (v, v)
has positive imaginary part on Ω (i. e. Im(v, v) = Im < v¯, v > is positive for
v ∈ Ω, v 6= 0).
To prove the theorem we work in coordinates x1, ..., xg where the symplectic
form on L is standard:
ω = dxαdpα
where pα = x
α+g and α = 1, ..., g. Without loss of generality we can assume
that the natural projection (x, p)→ p is surjective on Lagrangian subspace Ω (if
this is not the case we can change variables performing a symplectomorphism
x˜α = pα, p˜α = −x
β for several indices α ∈ {1, ..., g}. This means that the
equation of Ω can be written in the form
pα +Ωαβx
β = 0, α = 1, ..., g
where Ωαβ is a symmetric complex matrix. The condition of positivity of the
Lagrangian subspace Ω means that the imaginary part of the matrix Ωαβ is
positive.
Representing the vector ϑΩ,θ as a function τ(x
1, ..., xg) of variables x1, ..., xg
we can write condition of holomorphicity in the following form:
(
∂
∂xα
− 2πiΩαβx
β)τ = 0. (15)
We see that up to a constant factor this function is a quadratic exponent:
τ(x1, ..., xn) = exp(πixαΩαβx
β) (16)
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In the case when Ω is a positive Lagrangian subspace we obtain that τ belongs to
the S(Rg) and therefore represents a holomorphic vector in SΩ (theta-vector).
If Ω is not positive the quadratic exponent (16) does not tend to zero at infinity,
hence does not belong to S(Rg); this means that there are no holomorphic
vectors in SΩ.
Let us present the above consideration in more invariant way. We can start
with d-dimensiomal vector space L equipped with symplectic form ω. The
invariant form of (18) is the relation
[∇X ,∇Y ] = 2πiωXY
where ∇X is an anti-Hermitian operator in S that linearly depends on X ∈ L.
A theta-vector ϑΩ in S is specified by means of positive Lagrangian Ω = L
0,1 ⊂
L⊕ iL. Let us denote by γ a linear operator on L preserving ω. Then γΩ = Ω˜
is again a positive Lagrangian subspace of L; in other words the symplectic
group Sp(L) acts on Siegel upper half-space Hg. It is well known that for every
element γ ∈ Sp(L) we can construct a unitary operator Vγ acting on S by means
of the formula
Vγ∇xV
−1
γ = ∇γx
The operator Vγ is defined up to a constant factor. The correspondence γ → Vγ
can be considered as a projective representation of Sp(L). It is evident that
ϑγΩ = VγϑΩ. (17)
(Recall that all objects entering (17) are defined up to a constant factor.)
Notice, that the definition of S was based only on symplectic structure on
L, the definition of ϑΩ on symplectic and complex (=Kaehler) structure on L.
To define a structure of T dθ -module on S we should fix a basis eα in L; then the
multiplicative generators of representation of noncommutative torus T dθ with
θαβ = ω(eα, eβ) can be represented by Uα = exp(−∇eα). If γ ∈ Sp(L) then
the operators U˜α = VγUαV
−1
γ specify an equivalent representation of the same
algebra T dθ (an isomorphic T
d
θ -module ). In other words, we can say that the
group Sp(L) acts on the space of complex structures on T dθ -module S and that
the transformation of theta-vectors ϑθ,Ω by the action of γ ∈ Sp(L) is governed
by the formula (17).
In the case when the entries of the matrix θ are integer numbers the algebra
T dθ is commutative; it is isomorphic to the algebra of smooth functions on a torus
and projective modules correspond to the vector bundles. We will consider in
detail the case when θ is the standard symplectic matrix. We will show that
in this case vectors ϑΩ,θ are related to classical theta-functions. Similar results
can be proven for arbitraty matrix θ with integer or, more generally, rational
entries.
In the case at hand we realize a projective module over T dθ as the space
S = S(Rg), d = 2g, with operators U1, ..., Ug acting as shifts:
(Uαf)(~x) = f(~x− ~eα)
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and operators Ug+1, ..., U2g acting by the formula
(Uαf)(~x) = e
2πixαf(~x).
(Here eα stands for the unit vector in the direction α.) This follows from (11)
where covariant derivatives are taken in the form (10).
(∇αf)(~x) = 2πixˆ
α for 1 ≤ α ≤ g,
(∇αf)(~x) = ∂α for g < α ≤ 2g.
Unitary operators U1, ..., U2g commute, therefore there exists a system ϕ~ρ,~σ
of common (generalized) eigenfunctions of these operators. Namely, we can
consider distributions
ϕ~ρ,~σ(~x) =
∑
~k∈Zg
e2πi~ρ
~kδ(~x − ~σ − ~k). (18)
It is easy to check that
Uαϕ~ρ,~σ = e
−2πiραϕ~ρ,~σ for 1 ≤ α ≤ g,
Uαϕ~ρ,~σ = e
2πiσαϕ~ρ,~σ for g < α ≤ 2g, (19)
ϕ~ρ+~e,~σ = ϕ~ρ,~σ, ϕ~ρ,~σ+~e = e
−2πi~ρ~eϕ~ρ,~σ for every ~e ∈ Z
g. (20)
Using the functions ϕ~ρ,~σ we can assign to every vector f ∈ S a function
f˜(~ρ, ~σ) =
∫
ϕ¯~ρ,~σ(~x)f(~x)dx =
∑
~k∈Zg
e−2πi~ρ
~kf(~σ + ~k). (21)
This function obeys
f˜(~ρ+ ~e, ~σ) = f˜(~ρ, ~σ), f˜(~ρ, ~σ + ~e) = e2πi~ρ~ef(~ρ, ~σ) (22)
and therefore can be considered as a section of a line bundle over a torus; we
will denote this bundle by Θ. Conversely, having a function f˜ obeying (22) we
can restore f using the formula
f(~x) =
∫
f˜~ρ,~σ · ϕ~ρ,~σ(~x)d~ρd~σ (23)
Here we integrate over a fundamental domain of the lattice Zd = Zg×Zg acting
on Rd = Rg × Rg. (The integrand is Zd-periodic, therefore the integral does
not depend on the choice of fundamental domain.)
We obtained a correspondence between elements of projective module S and
sections of a line bundle Θ over a torus. Covariant derivatives ∇α correspond
to the operators ∇˜α on section of Θ that are given by the formula
∇˜αf˜~ρ,~σ = (2πiσ
α −
∂
∂σα
)f˜~ρ,~σ for 1 ≤ α ≤ g,
6
∇˜αf˜~ρ,~σ =
∂
∂σα
f˜~ρ,~σ for g < α ≤ 2g. (24)
Let us suppose that a complex structure on L and S is constructed by means
of Lagrangian subspace L0,1 = Ω ⊂ L ⊕ iL corresponding to the matrix Ωαβ .
Then the functions
zi = (Ω~σ)i − ρi (25)
are holomorphic; they can be considered as complex coordinates on L. Using
these coordinates we can present the torus T d = L/Zd in the form Cg/D where
the lattice D is spanned by vectors ~m and vectors Ω~m with ~m ∈ Zg. The
Lagrangian subspace Ω specifies a complex structure on the line bundle Θ;
corresponding holomorphic section can be identified with holomorphic function
of z1, ..., zg obeying conditions (2),(3). More precisely, if f(x1, ..., xn) represents
a holomorphic vector in SΩ then
f˜~ρ,~σ = e
πi~σΩ~σΦ(~z), (26)
where Φ(z1, ..., zg) is a holomorphic function obeying (2),(3). We see that the
vector ϑΩ,θ corresponds to the theta-function (1) up to a factor. This fact can
be derived also from (21), (25); such a derivation does not leave any unknown
constant factors in the relation between ϑΩ,θ and theta-function. The calculation
is trivial: it follows from (21) that the function of ~ρ and ~σ that corresponds to
the vector (16) is equal to
τ˜~ρ,~σ =
∑
~k∈Zg
e−2πi~ρ
~k exp(πi(~σ + ~k)Ω(~σ + ~k)) (27)
Expressing τ˜ in terms of z1, ..., zg we obtain
τ˜~ρ,~σ = e
πi~σΩ~σϑΩ(~z) (28)
in agreement with (25).
Using the above statements it is easy to analyze modular properties of theta-
functions with respect to Sp(2g,Z) transformations. The behavior of theta-
vector with respect to Sp(L) is given by the formula (17). To analyze the
transformation of theta-function with respect to γ ∈ Sp(L) we should know
also the behavior of ϕ~ρ,~σ; corresponding formulas can be obtained easily if γ ∈
Sp(2g,Z). Recall that ϕ~ρ,~σ were defined as (generalized) eigenvectors of Uα =
exp(−θαβ∇β). Transformed functions ϕ~ρ,~σ can be considered as eigenvectors of
U ′α = exp(−θ
αβ∇′β) where
∇′α = Vγ∇αV
−1
γ = γ
β
α∇β
and γ = (γαβ ) ∈ Sp(L) is a symplectic matrix with integer entries. It is easy
to see that the operators U ′α belong to the algebra generated by commuting
operators Uα and therefore ϕ~ρ,~σ is an eigenvector of U
′
α. More precisely,
U ′α = exp(−θ
αβ∇′β) = exp(−θ
αβγλβ∇λ) = exp(−γ
α
λ θ
λµ∇µ) = cαΠ1≤λ≤2gU
γαλ
λ ,
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where
cα = exp(πiγ
α
λ θ
λµγαµ ).
This formula follows immediately from the relation
exp(K1 + ...+Kn) = exp(
1
2
∑
i<j
[Ki,Kj ]) · Π1≤i≤ne
Ki
that is valid in the case when all commutators [Ki,Kj] commute withK1, ...,Kn.
It is easy to check that cα = 1 iff γ ∈ Γ1,2. Using this fact we can obtain the
well known modular properties of theta-functions. ( A similar proof of these
properties is given in [10].)
There exist interesting generalizations of the notion of theta-function and
corresponding generalizations of the notion of theta-vector. In these generaliza-
tions theta-functions are defined as some holomorphic sections of vector bundles
over tori and theta-vectors as holomorphic vectors in projective modules over
noncommutative tori. We will consider basic modules over noncommutative tori
[7]. These modules can be characterized as projective Tθ-modules with constant
curvature connections that have another noncommutative torus Tθˆ as an en-
domorphism algebra: Tθˆ = EndTθE . (Basic modules can be described also in
terms of their K-theory classes; see [7].) Basic Tθ-module E can be considered
as (Tθ, Tθˆ)-bimodule that establishes (gauge) Morita equivalence [6] between Tθ
and Tθˆ; antisymmetric matrices θ and θˆ are related by means of fractional linear
transformation θˆ = (Mθ+N)(Rθ+S)−1 governed by an element of SO(d, d,Z).
We will denote a constant curvature connection on basic Tθ-modules E by ∇α
and assume that its curvature [∇α,∇β ] = 2πiωαβ is a non-degenerate matrix.
Then, as we have seen, a complex structure on E corresponds to a Lagrangian
subspace Ω of L⊕ iL. We define the space HΩ of theta-vectors as the subspace
of E consisting of holomorphic vectors with respect to complex structure on E
corresponding to Ω. The spaceHΩ can be easily described by means of results of
[8] where we gave a construction of E and analyzed the moduli space of constant
curvature connections on E . Namely, E can be regarded as a direct sum of N
copies of irreducible representation of canonical commutation relations (8). If
Lagrangian subspace Ω is positive then the dimension of HΩ is equal to N ; if Ω
is not positive theta-vectors don’t exist.
The number N can be expressed in terms of topological numbers (of K-
theory class) of the module E . Namely, the K-theory class µ(E) of E can be re-
garded as an integer element of Grassmann algebra with 2g generators α1, ..., α2g
(or as a sequence of integer antisymmetric tensors).The K-theory class of a ba-
sic module is a generalized quadratic exponent ( a limit of quadratic exponents)
having relatively prime coefficients. It follows from the formula (18) of [8] that
µ(E) = Nα1α2...α2g + lower order terms
(i.e. N is determined by the antisymmetric tensor of highest possible rank).
Using Berezin integration on Grassmann algebra we can say thatN is an integral
of µ(E) with respect to anticommuting variables α1, ..., α2g.
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Notice that using the connection ∇α we can identify the Lie algebra L acting
on Tθ and the Lie algebra Lˆ acting on Tθˆ. This means that a complex structure
on Tθ-module E induces a complex structure on E considered as Tθˆ-module (in
other words we can regard E as complex (Tθ, Tθˆ)-bimodule. The notion of
theta-vector in complex Tθ-module E coincides with the notion of theta-vector
in corresponding Tθˆ-module. If we have along with a basic (Tθ, Tθˆ)-bimodule E
a basic (Tθˆ, Tˆˆθ
)-bimodule E ′ we can consider the tensor product
E ′′ = E ⊗ E ′
as a basic (Tθ, Tˆˆ
θ
)-bimodule. If tori Tθ, Tθˆ and Tˆˆθ
as well as bimodules E , E ′
are equipped with complex structures then it is easy to construct a complex
structure on (Tθ, Tˆˆ
θ
)-bimodule E ′′.
One can check that this construction determines a map of the tensor product
H⊗H′ into H′′. Here H,H′,H′′ stand for spaces of holomorphic vectors (theta-
vectors) in E , E ′ and E ′′ correspondingly.
The tensor product E ⊗ E ′ can be described explicitly by means of results
of [6], [8]. It follows from these results that a triple (θ, θˆ, g) where θ, θˆ are
antisymmetric d × d matrices, g ∈ SO(d, d,Z) and θˆ = g˜θ determines a basic
(Tθ, Tθˆ)-bimodule E ; all basic bimodules correspond to such triples. (Here g˜
stands for fractional linear transformation corresponding to g ∈ SO(d, d,Z).)
The tensor product E ′′ of bimodules E and E ′ corresponding to triples (θ, θˆ, g)
and (θ′, θˆ′, g′)is well defined in the case when θˆ = θ′; it corresponds to a triple
(θ, θˆ′, g′g). An explicit description of the space of theta-vectors and of a map
H ⊗ H′ → H′′ can be obtained by means of results of [6], [8]. In particular,
the dimension of the space H of theta-vectors in basic (Tθ, Tθˆ)-bimodule E ,
corresponding a triple (θ, θˆ, g), can be expressed in terms of Berezin integral
of µ = S(g) · 1. (The group SO(d, d,Z) acts on Grassmann algebra generated
by α1, ..., αd by means of spinor representation S(g).) To verify this statement
we consider E as Morita equivalence bimodule; then E regarded as Tθˆ-module,
corresponds to T 1θ (to free Tθ-module of rank 1).
It seems that the theory of theta-vectors should be closely related to Manin’s
theory of quantized theta-functions [11]-[14], in particular, the partial multi-
plication constructed by Manin, should correspond to the tensor product of
bimodules. It would be interesting to analyze this relation thoroughly.
We have seen that noncommutative analogs of theta-functions are related
to projective Tθ-modules equipped with complex structure. Complex projective
modules appear also in the study on noncommutative instantons (see [15]).
We expect that in the framework of Connes’ noncommutative geometry one
can develop complex noncommutative geometry, that is related in some way to
noncommutative algebraic geometry. This is an interesting open problem.
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