Abstract. We study the inverse problem to reconstruct the shape of a threedimensional sound-soft obstacle from measurements of scattered acoustic waves. To solve the forward problem we use a wavelet based boundary element method and prove 4th order accuracy both for the evaluation of the forward solution operator and its Fréchet derivative. Moreover, we discuss the characterization and implementation of the adjoint of the Fréchet derivative. For the solution of the inverse problem we use a regularized Newton method. The boundaries are represented by a class of parametrizations, which include non star-shaped domains and which are not uniquely determined by the obstacle. To prevent degeneration of the parametrizations during the Newton iteration, we introduce an additional penalty term. Numerical examples illustrate the performance of our method.
Introduction
It is well known that the propagation of an acoustic wave in a homogeneous, isotropic, and inviscid fluid is approximately described by a velocity potential U (x, t) satisfying the wave equation U tt = c 2 ∆U. Here, c denotes the speed of sound, v = U x is the velocity field, and p = −U t is the pressure. For more details on the physical background we refer the reader to the monograph [5] . If U is time harmonic, that is U (x, t) = Re u(x)e −iωt , ω > 0, in complex notation, then the complex-valued space-dependent function u satisfies the Helmholtz equation
Here, Ω ⊂ R 3 describes an obstacle and κ = ω/c is the wave number. We assume that Ω is simply connected and bounded, and that the boundary Γ = ∂Ω is smooth. For sound-soft obstacles the pressure p vanishes on Γ, which leads to the Dirichlet boundary condition (1.2) u = 0 on Γ.
We shall consider the situation that u = u i + u s is composed of a known incident plane wave u i (x) = e iκd·x with direction d ( d = 1), and a scattered wave u s . The A function which satisfies (1.1) and (1.3) is called a radiating solution to the Helmholtz equation. The function u ∞ : S 2 := {x : x = 1} → C is called the far-field pattern, which is always analytic (see [5] ).
The direct scattering problem consists in finding u s as solution to the exterior boundary value problem (1.1)-(1.3), given u i and Ω. We shall be concerned with the inverse problem to find an approximation of Ω, given u i and measurement data u δ ∞ of the exact far field pattern u ∞ . Here, δ denotes the noise level, which is measured in the
The numerical solution of two-dimensional inverse obstacle scattering problems by iterative regularization methods has been studied intensively in the literature (see e.g. [10, 15, 16, 26, 27, 29] ). On the other hand, we are only aware of the paper by Farhat et al. [8] concerning three-dimensional inverse obstacle scattering problems in the resonance region. In [8] the forward problem was solved on a 24 processor machine by finite elements using domain decomposition and transparent boundary conditions on the artificial boundary of the computational domain. The number of unknowns can be significantly reduced if boundary element methods are employed, but this leads to a dense system matrix. To cope with this difficulty one may either apply multipole and panel clustering methods or wavelet based methods. Whereas in the first class of methods the system matrix is never set up, in the second class of methods the system matrix is computed with respect to a wavelet basis in which it can accurately be approximated by a sparse matrix. Computing the system matrix is comparatively expensive, but then matrix-vector multiplications can be carried out extremely fast. This is advantageous in the context of Newton-type methods where the same matrix equation has to be solved for a large number of right hand sides.
A particular emphasis of this paper is on the reconstruction of non star-shaped obstacles. Therefore, we start the following section with a discussion of the parametrization of the boundaries of such obstacles. Since the parametrization of the boundary will not be unique, and some parametrizations are preferable to others from a numerical perspective, we introduce an additional penalty term in the regularized Newton method for finding an approximate parametrization of the true obstacle.
In sections 3 and 4 we describe the wavelet based boundary element method and show that bilinear shape functions lead to 4th order accurate approximations of the forward solution operator F and its Fréchet derivative F . Moreover, in section 5 we discuss the characterization and implementation of the adjoint operator F [·]
* which is needed in our implementation of the Newton method.
Finally, in section 6 we present numerical examples. → T x is any orthogonal, orientation-preserving mapping, then ODΨ(x) maps T x to itself, and we can define det(DΨ(x)) := det(ODΨ(x)). It is easy to check that this definition does not depend on the choice of O. If we choose any orthonormal bases {a, b} in T x and {c, d} in T Ψ(x) such that a × b and c × d are pointing outwards and if A ∈ R 2×2 is the matrix representing DΨ(x) with respect to these bases, we have det(DΨ(x)) = det(A). With this notation, the transformation formula
holds true for any f ∈ C(Γ).
Since we want to work in a Hilbert space setting, we describe the smoothness of Ψ by the Sobolev spaces
Ψ is one-to-one , orientation-preserving, and det(DΨ(x)) = 0 for all x ∈ Γ ref for s > 2 be the set of admissible parametrizations, and let
denote the operator which maps a parametrization Ψ to the far field pattern u ∞ corresponding to the obstacle described by Ψ. Thus, the inverse scattering problem can be formulated as an operator equation
The special case that the obstacle is star-shaped with respect to a known point (w.l.o.g. the origin) has been studied intensively in the literature (see [10, 16, 26, 27, 29] ). In this case it is natural to choose Ψ in the form
with a positive scalar function r and define the operator (2.5)
Whereas the function r in (2.4) is uniquely determined by the obstacle, the parametrization of a surface Γ by elements of D(F ) is not unique. In fact, if Φ ∈ D(F ) is any smooth bijective mapping on Γ ref , then Ψ • Φ is another admissible parametrization of Γ. Therefore, F is not one-to-one even if Γ is uniquely determined by u ∞ . We will further discuss this problem below.
It can be shown that the operator F is Fréchet differentiable and that the derivative can be characterized by a boundary-value problem (see Kirsch [24] ). More precisely, for Ψ ∈ D(F ) and
where u V,∞ is the far field pattern of a solution u V to the Helmholtz equation (1.1), which satisfies the Sommerfeld radiation condition (1.3) and the boundary condition
Here and in the sequel, n(x) denotes the outer normal vector on Ω at x ∈ Γ.
One of the most attractive methods for the solution of nonlinear ill-posed operator equations is the iteratively regularized Gauß-Newton method. The n-th step of this method consists in computing an update V n = Ψ n+1 − Ψ n by solving the quadratic minimization problem (2.8)
with regularization parameters α n which can be chosen of the form α n = α 0 q n , q ∈ (0, 1). This method was suggested by Bakushinskii [1] , and its convergence was further analyzed by Blaschke/Kaltenbacher, Neubauer & Scherzer [2] and Hohage [16] . This analysis (see also the recent monograph [20] ) also includes the case that F is not one-to-one. In this case the sequence (Ψ n ) converges to a solution with minimal distance to Ψ 0 .
In our problem not all parametrizations of a given boundary are equally well suited in a Newton iteration. The derivative DΦ(x) should not only be non-singular for all x ∈ Γ ref , but the inverse [DΦ(x)] −1 should also be of reasonable size. This is advantageous for the solution of the forward problem by boundary element methods, and it reduces the danger of getting an inadmissible parametrization in the following Newton steps. Therefore, we introduce a mapping G : D(F ) → Z with values in a Hilbert space Z such that G(Ψ) Z is small for desirable parametrizations and include this as an additional penalty term in the Newton iteration:
with its 2 × 3 matrix representation using a fixed choice of orthonormal bases of the tangent spaces 
For our problem, it would be computationally extremely expensive to compute the matrix for F [Ψ n ]. Instead, we solve the minimization problem (2.9) iteratively by the conjugate gradient method. In [17] a preconditioning technique was developed for CG iteration applied to (2.8), which keeps F [Ψ m ] fixed for a number of Newton steps (m ≤ n). To apply the same technique to (2.9) we use the modified problems
In the m-th Newton step (n = m) we apply the CG method to the normal equation corresponding to (2.11), i.e. to invert the operator A * m A m + α m I. Memorizing all quantities computed in the CG method, we can then apply the Lanczos algorithm to obtain good approximations to the largest eigenvalues and eigenvectors of A * m A m +α m I. These quantities are used in the following Newton steps to construct a preconditioner which shifts the largest eigenvalues of the matrix A * m A m + α n I to the cluster at α n . Therefore, the condition number of the preconditioned system is small, and only a few preconditioned CG steps are required to solve it. For details we refer to [17] .
Boundary Integral Equations
In this section we review boundary integral equations both for solving the forward scattering problem and for evaluating domain derivatives using a combination of a Green's and a potential ansatz (see [26] ). In the following
denotes the fundamental solution to the Helmholtz equation. Adding Green's representation formula for u s and Green's Second Theorem in Ω for E(x, ·) and u i , it can be shown that the total field u = u i + u s for Dirichlet boundary conditions satisfies
We introduce the acoustic single layer potential potential operator S, its normal derivative D , and the double layer potential operator D by
Throughout this paper these integral operators will be considered as operators from
For jump relations for densities ρ ∈ L 2 (Γ) we refer to [21] . Letting x tend to Γ in (3.1) and taking the normal derivative, it can be shown that the Neumann-data ∂u/∂n of the total field satisfy the integral equation
for any η ≥ 0. The term involving η has been introduced to ensure unique solvability of the integral equation (3.2) . In accordance with Kress [25] and Giebermann [9] we choose η = κ/2 to obtain a small condition number of the operator on the left hand side. Letting x tend to ∞ in (3.1) we obtain the following formula for the far field pattern of the scattered field:
To compute the derivate u V of the scattered field, we make the ansatz
Using the boundary condition (2.7) and the jump relations, this leads to the boundary integral equation
The advantage of this ansatz is that the operator on the left hand side of this equation is the transposed of the operator in (3.2), and the right hand side can easily be computed using the solution of (3.2). A formula for the far field pattern of v V is obtained by letting x tend to ∞ in (3.4):
Wavelet based boundary element methods
We will assume that the boundary manifold Γ is given as a parametric surface consisting of smooth patches. More precisely, let := [0, 1] 2 denote the unit square.
The manifold Γ ⊂ R 3 is partitioned into a finite number of patches
where each γ i : 
That way, the surface is subdivided into M = 6 patches (see Fig. 3 ). The parametric representations γ i : Γ i → Γ can easily be derived from (4.2).
We shall be concerned with the wavelet Galerkin scheme for solving the given boundary integral equations (3.2) and (3.5). We consider the Fredholm integral equation of second kind
with A :
The crucial ingredient in wavelet methods is a hierarchy of
. Such spaces can be constructed using the parametric representation described above.
We introduce a mesh of level j on the unit square by dyadic subdivisions of depth j into 4 j squares. On this mesh we consider piecewise bilinear nodal basis functions {φ j,k : k ∈ j }, where j denotes a suitable index set satisfying
We define the set of basis functions on the surface Γ via parametrization
elsewhere, where i = 1, 2, . . . , M . Then, the trial spaces
where j := {(i, k) : i = 1, . . . , M, k ∈ j }, are nested with respect to j.
The Galerkin formulation of (4.3) reads: find u j ∈ V j such that
Equivalently, considering any (stable) basis {ξ i,j,k : (i, k) ∈ j } of V j and making the ansatz u j = 
Using the single-scale bases {φ i,j,k : (i, k) ∈ j } we obtain the traditional boundary element method. Then, the system matrix A φ j is densely populated and we end up with an at least quadratic complexity for computing the approximate solution of (4.4), i.e., the computational work scales like
We employ instead appropriate biorthogonal spline wavelets {ψ i,j,k : (i, k) ∈ j } as constructed in several papers, see e.g. [7, 12, 14] . Then, we obtain a quasi-sparse system matrix A ψ j having only O(| j |) relevant matrix coefficients. Applying the matrix compression strategy developed in [6, 28] combined with an exponentially convergent hp-quadrature method [13] , the wavelet Galerkin scheme produces the approximate solution of (4.3) within linear complexity. However, one has to adopt the bandwidth parameters in the wavelet matrix compression appropriately since the Helmholtz kernel oscillates. It turns out that it is sufficient to increase them proportional to the wave number κ, see [19] for the details.
Next, we shall investigate the approximation errors which appear in the iterative solution of (2.3), namely the approximation errors of the far field patterns (3.3) and (3.6) of the scattered field and its derivative.
is a smooth parametrization of the boundary Γ and h j ∼ 2 −j denotes the step width of the Galerkin discretization, then the discretization error in our approximation F h j of the forward solution operator F satisfies
Proof. Since the domain Ω is assumed to be smooth, the Neumann data ∂u/∂n are contained in H 2 (Γ) by elliptic regularity theory. Therefore, in accordance with [6, 28] , the approximate Neumann data computed by the Fredholm integral equation of second kind (3.2) satisfy
uniformly in j. Now, we consider the far field evaluation (3.3). Since the kernel −e −iκx·y /(4π) is analytic inx ∈ S 2 and y ∈ Γ, the integral operator defined by the right hand side of (3.3), which maps ∂u/∂n to u ∞ is bounded from H −2 (Γ) to
.
This together with (4.6) implies the assertion.
The corresponding error estimate for the approximation of the Fréchet derivative is a bit more involved: 
uniformly in j.
denote the exact right hand side of (3.5) and f
∂u ∂n app h j its approximation. Using V · n ∈ C 2 (Γ) and (4.6) we obtain
Our approximation ρ app h j to the solution ρ of (3.5) is defined by
with the integral operator A on the right hand side of (3.5). For any g ∈ L 2 (Γ) let ϕ g ∈ L 2 (Γ) denote the solution to the adjoint problem
Moreover, let ϕ
Using the definition of the adjoint problem we obtain
We now estimate the terms on the right hand side of this inequality separately. By the First Strang Lemma we have
Moreover,
Here the second inequality follows from the fact the A * :
and boundedly invertible (see e.g. Kirsch [22] ). Finally, the last term can be estimated by
using (4.7) and (4.9). Putting the last four inequalities together, we arrive at
uniformly in j. Now the proof is finished by applying the last argument of the proof of Theorem 1 to (3.6) instead of (3.3).
The Adjoint of F [Ψ]
Many iterative regularization methods involve the adjoint
This is related to the adjoint
via the adjoint of the embedding operator J s :
Note that F [Ψ] maps from a real to a complex Hilbert space. To speak of the adjoint we interpret the image space L 2 (S 2 ) as a real Hilbert space with inner product
In the following we will silently interpret other complex Hilbert spaces as real Hilbert spaces in the same manner. Note that for a bounded linear mapping A : H 1 → H 2 between complex Hilbert spaces H 1 and H 2 , the adjoint of A is the same whether we interpret H 1 and H 2 as real or as complex Hilbert spaces.
By the formula (2.7) the operator F [Ψ] L 2 can be factorized as follows:
and
to the far field pattern v ∞ of the radiating solution v to the Helmholtz equation satisfying the Dirichlet condition v = f on Γ. It follows from (5.1) that
Ψ . Therefore, we have to characterize the operators G * Ψ and A * Ψ . A characterization of G * Ψ has been obtained by Kirsch [23] . We will give another proof of this result corresponding to our implementation of this operator for reasons to be discussed below.
Theorem 3.
(1) Let (2) The adjoint of A Ψ applied to a function f ∈ L 2 (Γ; C) is given by
Proof. 1. If the right hand side of (3.6) is denoted by (Bρ)(x) with B :
We denote the adjoint of an integral operator T by T * and the transposed by T ,
We obtain immediately from the definitions (3.6) and (5.3) that
by the transformation formula (2.1). This implies (5.5).
For the performance of the inner CG iteration in the Newton method it is essential that the operators F [Ψ] and F [Ψ] * are discretized in such a way that the discrete operators are adjoint to each other. Since the factorization (5.6) describes our implementation of G Ψ , we have to replace the operators in the factorization (5.7) of G * Ψ by the adjoints of the corresponding matrices described in section 3. The same holds true for the discretization of the adjoint of A Ψ using (5.5) . If the inversion of the boundary integral operators is done approximately by an iterative method, the solution of the discrete equation systems should be computed to high accuracy.
In the following corollary we consider star-shaped domains described by parametrizations of the form (2.4). For d = 2 this result was obtained by Hanke, Hettlich & Scherzer [10] .
Corollary 4. The adjoint of the Fréchet derivative F star [r] of the solution operator F star for star-shaped obstacles defined in (2.5) is given by
Proof. In analogy to (5.1) the Fréchet derivative can be decomposed into j=1 ∂ j rv j we denote the surface gradient of r. Then the normal vector is given by
To compute det(DΨ(x)) we consider the augmented mapping
and Bv j := v j for j = 1, . . . , d − 1 and note that det(DΨ(x)) = det(B). Hence, using the orthnormal basis {x, v 1 , . . .
Using (5.5) (which holds true for any d = 2, 3, . . . ) we obtain
Together with (5.4) we obtain the assertion. 
Numerical results
Our first test is concerned with the reconstruction of a star-shaped domain shown in Fig. 1 using the operator F star defined in (2.5). The diameter of the obstacle is roughly 2.8. In two of the experiments the data consisted of 6 far field patterns corresponding to plane incident waves from top, bottom, right, left, front, and back. A comparison of the results for k = 4 and k = 1 shows that the quality of the reconstructions is very sensitive to the size of the wave number. The reconstruction for k = 4 is surprisingly Figure 2 . reconstruction of a dolphin with 6 incident waves with wave number k = 2 and 1% noise. Top: initial guess (a ball of radius 0.5) and reconstruction. Bottom: true obstacle.
good considering the fact that the problem is (asymptotically!) exponentially illposed. In the bottom left picture, where only one incident wave from top was used, the reconstruction is poor on the shadow side of the obstacle.
In all cases the unit ball was used as initial guess. The reconstruction in the top right picture was obtained in 9 preconditioned Newton steps after 21 minutes computation time on a PC. The radial functions describing the reconstructions belonged to the space of spherical harmonics of order ≤ 20 resulting in 20 2 = 400 degrees of freedom. Figure 3 . reconstruction of a dolphin with 6 incident waves with wave number k = 8 and 1% noise.
To avoid an inverse crime, we chose an obstacle which does not belong to the ansatz space and used a potential ansatz with a finer discretization to compute synthetic data.
In a second test we studied the reconstruction of dolphin-shaped scatterer. This scatterer is not star-shaped, and we used the operator F defined in (2.2). The surface of the obstacle was given by a triangulation shown at the bottom of Fig. 2 , which we refined to generate synthetic data. Each Cartesian component of the parametrizations of the reconstructed surfaces was represented by spherical harmonics of order ≤ 20 resulting in 3 · 20 2 = 1200 unknown design parameters. As initial guess we used a sphere of diameter 1 shown at the top of Fig. 2 , which has an empty intersection with the true scatterer. To obtain a coarse approximation from a bad initial guess, we found the Newton-CG method (see [11] ) the fastest and most reliable. To obtain more accurate reconstructions given a sufficiently good initial guess, a preconditioned Newton method is more efficient. The reconstruction shown in Fig. 2 was obtained in 10 Newton-CG steps after only 6 minutes of computation time. We did not need a step length control for the Newton iteration in this example.
For the computations with wave number k = 8 shown in Fig. 3 we used the result for k = 2 as an initial guess. The result was obtained after 6 preconditioned Newton steps and 75 minutes computation time on a PC. To solve the forward problems we used a grid obtained from the grid in Fig. 3 by a uniform mesh refinement dividing each square in 4 parts.
Finally, we comment on the effect of the choice of the parametrization and the penalty terms in (2.9). Fig. 3 shows that our scheme automatically leads to an anisotropic refinements of the parametrization in directions of large curvature. This is desirable both for the accurate solution of the forward problems and the accurate approximation of the geometry using a limited number of degrees of freedom on the unit sphere. It is enforced by the penalty on the size of derivatives of the parametrization. Without the additional penalty term involving the operator G the meshes often deteriorate leading to self-penetrations. The operator G in (2.10) was scaled such that both penalty terms are of the same size at the initial guess. As an alternative to incorporating G in the Newton scheme we also tried to perform a remeshing every few Newton steps. However, this strategy did not turn out to be successful since a remeshing increases the penalty term V + Ψ n − Ψ 0 2 X , and in the next Newton step the residual F (Ψ n ) − u δ Y tends to increase considerably. This leads to a stagnation or a significant slowdown of the convergence of the Newton iteration.
We finally mention that our choice (2.10) of G only protects against local, but not against global self-penetrations. Therefore, different choices of G may be a subject of further studies.
