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Abstract
Given a complex of groups over a finite simplicial complex in the sense of Haefliger
[Hae91], we give conditions under which it is possible to build an EZ-structure in
the sense of Farrell-Lafont [FL05] for its fundamental group out of such structures for
its local groups. As an application, we prove a combination theorem that yields a
procedure for getting hyperbolic groups as fundamental groups of simple complexes of
hyperbolic groups. The construction provides a description of the Gromov boundary
of such groups.
In [Bes96], Bestvina defined a fundamental notion of boundary that is relevant to ge-
ometric group theory. He showed how the topology of the boundary ∂G of a group G
encodes the cohomology with group ring coefficients of G. This notion of boundary was
further generalised to the notion of an equivariant compactification by the work of Farrell
and Lafont [FL05], who proved the Novikov conjecture for groups admitting what they
call an EZ-structure, that is to say a classifying space for proper actions together with an
equivariant Z-compactification.
The existence of EZ-structures, and their generalisation for groups with torsion, is
known for groups that admit a classifying space for proper actions with a sufficiently nice
geometry. For a group G acting properly and cocompactly on a CAT(0) space X, the
compactification of X obtained by adding the visual boundary ∂X yields an EZ-structure
for G. In the case of a torsionfree hyperbolic group G ( [Gro87] ), a classifying space is
given by an appropriate Rips complex (see [CDP90]). Bestvina and Mess [BM91] proved
that such a space can be compactified by adding the Gromov boundary of G to get an
EZ-structure for G. This result was further generalised in [MS02] to the case of hyperbolic
groups with torsion, where they show that such a compactification yields an EZ-structure
in the sense of Carlsson-Pedersen [CP95]. The existence of such an EZ-structure is also
know for systolic groups by work of Osajda and Przytycki [OP09].
In this article, we adress the following combination problem: Given a group G acting
cocompactly by simplicial isometries on a simplicial complexX, are there natural conditions
under which it is possible to build an EZ-structure for G, assuming that the stabilisers of
simplices all admit such a structure?
There are already some special cases for which such a combination theorem is know
to hold. For instance, Tirel [Tir11] explained how to build a Z-boundary for free and
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direct products of groups admitting Z-boundaries. Furthermore, Dahmani [Dah03a] built
an EZ-structure for a torsionfree group that is hyperbolic relative to a group admitting an
EZ-structure.
The main result of this article deals with acylindrical actions on CAT(0) spaces; recall
that an action is called acylindrical if the diameter of sets with infinite pointwise stabiliser
is uniformly bounded above1. More precisely, we consider a non-positively curved, hence
developable (see [BH99]), complex of groups G(Y) = (Gσ, ψa, ga,b) over a finite simplicial
complex Y endowed with a Mκ-structure, κ ≤ 0, in the sense of Bridson [Bri91], such that
the stabiliser of every simplex σ of Y admits an EZ-structure (EGσ, ∂Gσ). We further
assume that these structures define an EZ-complex of space compatible with G(Y) (see 2.2
for a precise definition), that is, there are embeddings φσ,σ′ : EGσ′ ↪→ EGσ, for all σ ⊂ σ′,
that are equivariant with respect to the local maps of G(Y), and such that the induced
diagram of embeddings is commutative up to multiplication by twisting elements of G(Y).
Theorem 0.1 (Combination Theorem for Boundaries of Groups). Let G(Y) be a non-
positively curved complex of groups over a finite simplicial complex Y endowed with a Mκ-
structure, κ ≤ 0. Let G be the fundamental group of G(Y) and X be a universal covering 2
of G(Y). Suppose that the following global condition holds:
(i) The action of G on X is acylindrical.
Further assume that there is an EZ-complex of spaces compatible with G(Y) that satisfies
each of the following local conditions:
(ii) the limit set property: For every pair of simplices σ ⊂ σ′ of Y , the embedding EGσ′ ↪→
EGσ realises an equivariant homeomorphism from ∂Gσ′ to the limit set ΛGσ′ ⊂ ∂Gσ.
Furthermore, for every simplex σ of Y , and every pair of subgroups H1, H2 in the
family Fσ =
{⋂n
i=1 giGσig
−1
i | g1, . . . , gn ∈ Gσ, σ1, . . . , σn ⊂ st(σ), n ∈ N
}
, we have
ΛH1 ∩ ΛH2 = Λ(H1 ∩H2) ⊂ ∂Gσ.
(iii) the convergence property: for every pair of simplices σ ⊂ σ′ in Y and every sequence
(gn) of Gσ whose projection is injective in Gσ/Gσ′ , there exists a subsequence such
that (gϕ(n)EGσ′) uniformly converges to a point in EGσ.
(iv) the finite height property: for every pair of simplices σ ⊂ σ′ of Y , Gσ′ has finite height
in Gσ (see [GMRS98]), that is, there exist an upper bound on the number of distinct
cosets γ1Gσ′ , . . . , γnGσ′ ∈ Gσ/Gσ′ such that the intersection γ1Gσ′γ−11 ∩. . .∩γnGσ′γ−1n
is infinite.
1The original definition of acylindricity by Sela [Sel97] considers nontrivial stabilisers instead of infinite
ones. Here we use a more general notion of acylindricity introduced by Delzant [Del99] that is more suitable
for proper actions.
2The simplicial complex X naturally inheritates a Mκ-structure from that of Y , which makes it a
complete geodesic metric space by work of Bridson [Bri91]; the CAT(0) property follows from the Cartan-
Hadamard theorem.
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Then G admits an EZ-structure (EG, ∂G) in the sense of Farrell-Lafont.
Furthermore, the following properties hold:
(ii′) For every simplex σ of Y , the map EGσ → EG realises an equivariant embedding from
∂Gσ to ΛGσ ⊂ ΛG. Moreover, for every pair H1, H2 of subgroups in the family F ={⋂n
i=1 giGσig
−1
i | g1, . . . , gn ∈ G, σ1, . . . , σn ∈ S(Y ), n ∈ N
}
, we have ΛH1 ∩ ΛH2 =
Λ(H1 ∩H2) ⊂ ∂G.
(iii′) For every simplex σ of Y , the embedding EGσ ↪→ EG satisfies the convergence prop-
erty.
(iv′) For every simplex σ of Y , the local group Gσ has finite height in G.
As an application of the previous construction, we prove a higher dimensional combi-
nation theorem for hyperbolic groups, in the case of acylindrical complexes of groups of
arbitrary dimension.
Theorem 0.2 (Combination Theorem for Hyperbolic Groups). Let G(Y) be a strictly
developable non-positively curved simple complex of groups over a finite simplicial complex
Y endowed with a Mκ-structure, κ ≤ 0. Let G be the fundamental group of G(Y) and X be
a universal covering of G(Y). Assume that:
• The universal covering X is hyperbolic3, when endowed with the simplicial metric
coming from the induced Mκ-complex structure,
• The local groups are hyperbolic and all the local maps are quasiconvex embeddings,
• The action of G on X is acylindrical.
Then G is hyperbolic. Furthermore, the local groups embed in G as quasiconvex subgroups.
Note that a complex of groups over a simply connected simplicial complex is developable
if and only if it is strictly developable (see [BH99]). Hence one might try to create new
hyperbolic groups as fundamental groups of non-positively curved complexes of hyperbolic
groups over a simply-connected finite complex (see Theorem II.12.28 of [BH99]).
Such a result is already known for acylindrical graphs of groups: the hyperbolicity is a
direct consequence of the much more general combination theorem of Bestvina and Feighn
[BF92], while the quasiconvexity of vertex stabilisers follows from a result of Kapovich
[Kap01]. To the best of our knowledge, Theorem 0.2 is the first combination theorem for
higher dimensional complexes of groups.
Our construction follows the strategy of Dahmani [Dah03b], who applied this idea to
amalgamate Bowditch boundaries of relatively hyperbolic groups in the case of acylindrical
3For instance, when κ < 0.
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graphs of groups. The proofs in our case are significantly more involved as the topology ofX
can be much more complicated than that of a tree. Generalizing an argument of Dahmani,
we prove that G is a uniform convergence group on ∂G (see Section 6 for definitions), which
implies the hyperbolicity ofG by a celebrated result of Bowditch [Bow98] and Tukia [Tuk98].
The article is organised as follows. In Section 1, we study complexes of spaces over a
simplicial complex. These spaces are direct generalisations of graphs of spaces studied by
Scott and Wall in the context of Bass-Serre theory [SW79]. In Section 2, we give conditions
under which it is possible to build a classifying space for proper actions of the fundamental
group of a complex of groups as a complex of spaces over its universal covering. We also
define the boundary ∂G of G and the compactification EG of EG as sets. In Section 3, we
investigate geometric properties of CAT(0) spaces and we define a topology on EG. We
prove that this topology makes EG a compact metrisable space in Section 4. The proof
of Theorem 0.1 is completed in Section 5, where the properties of ∂G are investigated.
Finally, Section 6 is devoted to the dynamics of G on its boundary and to the proof of the
combination theorem 0.2 for hyperbolic groups.
Notations. Throughout this paper, X is a simplicial complex. For an element x of X,
we denote by σx the unique simplex containing x in its interior. For a simplex σ of X, we
denote by st(σ) the open star of σ and by st(σ) its closed star. We denote by S(X) the
set of simplices of X, and by V (X) the set of its vertices. For an element x of X and a
constant r > 0, we denote by B(x, r) (resp. B(x, r)) the open (resp. closed) r-ball centered
at x.
All the types of classifying spaces we will consider in this paper are classifying spaces
for proper actions (see Section 2 for definitions). Consequently, we will simply speak of
classifying spaces rather than classifying spaces for proper actions. Moreover, although the
notation EG is well spread in the litterature to mean a classifying space for proper actions
of a discrete group G, we will simply use the notation EG so as to avoid the somehow
unaesthetic notation EG when speaking of an EZ-compactification of a classifying space
for proper actions of G.
Acknowledgements. I am grateful to Thomas Delzant for proposing this problem to me,
as well as for his help and advice during this work.
1 Complexes of spaces and their topology.
In this section, we study a class of spaces with a projection to a given simplicial complex X,
called complexes of spaces over X, which are high-dimensional analogues of graphs of spaces
studied in the context of actions on trees (see [SW79]). This notion of complexes of spaces
is close but more precise than the one studied by various authours (see [Cor92], [Hae92]).
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1.1 A few geometric facts about Mκ-simplical complexes.
Since the present article deals with nonproper actions of a group, the simplicial complex
on which it acts is generally non locally finite. In [Bri91], Bridson defined a class of spaces
that is suitable for a geometric approach.
Definition 1.1 (Mκ-simplicial complexes with κ ≤ 0, [Bri91]). Let κ ≤ 0. A simplicial
complex X is called a Mκ-simplicial if it satisfies the following two conditions:
• Each simplex of X is modeled after a geodesic simplex in some Mnκ , where Mnκ is the
simply-connected n-Riemannian manifold of constant curvature κ.
• If σ and σ′ are two simplices of X sharing a common face τ , the identity map from
τ ⊂ σ to τ ⊂ σ′ is an isometry.
To such a Mκ-complex X is associated a canonical simplicial metric.
Theorem 1.2 (Bridson [Bri91]). If X is a Mκ-simplicial complex, κ ≤ 0, with finitely
many isometry types of simplices, the simplicial metric is complete and geodesic.
From now on, every simplicial complex will implicitely be given the structure of a
Mκ-complex, κ ≤ 0.
1.2 Complexes of spaces.
Definition 1.3. A complex of spaces C(X ) over X consists of the following data:
• for every simplex σ of X, a pointed CW-complex Cσ, called a fibre,
• for every pair of simplices σ ⊂ σ′, a pointed embedding φσ′,σ : Cσ′ ↪→ Cσ, called a
gluing map, such that for every σ ⊂ σ′ ⊂ σ′′, we have φσ,σ′′ = φσ,σ′ ◦ φσ′,σ′′ .
Definition 1.4 (realisation of a complex of spaces). Let C(X ) be a complex of spaces over
X. The realisation of C(X ) is the quotient space
|C(X )| = ( ∐
σ∈S(X)
σ × Cσ
)
/ '
where
(iσ,σ′(x), s) ' (x, φσ,σ′(s)) for x ∈ σ ⊂ σ′ and s ∈ Cσ′ ,
where iσ,σ′ : σ ↪→ σ′ is the natural inclusion. The class in |C(X )| of a point (x, s) will be
denoted [x, s].
Definition 1.5. A complex of spaces C(X ) will be called locally finite if for every simplex σ
of X and every element x ∈ Cσ, there exists an open set U of Cσ containing x and such that
there are only finitely many simplices σ′ in the open star of σ satisfying U ∩ Im(φσ,σ′) 6= ∅.
Proposition 1.6. Let C(X ) be a locally finite complex of spaces. Then |C(X )| admits a
natural locally finite CW-complex structure, for which the σ×Cσ embed as subcomplexes.
5
1.3 Topology of complexes of spaces with contractible fibres.
Definition 1.7 (quotient complex of spaces). Let C(X ) be a complex of spaces over X and
Y ⊂ X a subcomplex. We denote CY (X ) the complex of spaces over X defined as follows:
• (CY )σ = Cσ if σ * Y , (CY )σ is the basepoint of Cσ otherwise,
• φYσ,σ′ is the composition (CY )σ′ ↪→ Cσ′
φσ,σ′−−−→ Cσ  (CY )σ.
We denote by pY : |C(X )| → |CY (X )| the canonical projection, and simply p for
pX : |C(X )| → X. In the same way, if Y ⊂ Y ′ are subcomplexes of X, we denote by
pY,Y ′ : |CY (X )| → |CY ′(X )| the canonical projection.
Lemma 1.8. Let C(X ) be a locally finite complex of spaces over X with contractible fibres,
and let Y be a finite subcomplex of X. Then pY : |C(X )| → |CY (X )| is a homotopy
equivalence.
Proof. It amounts to proving the result for Y consisting of a single closed simplex σ. We
have the following commutative diagram:
|C(X )|
'

pY // |CY (X )|
'

|C(X )|/ (σ × Cσ) = // |CY (X )|/ (σ × ?) .
The vertical arrows are homotopy equivalences, since we are quotienting by contractible
subcomplexes, hence the result.
Theorem 1.9 (Dowker [Dow52]). The (continuous) identity map X → X from X with its
CW topology to X with its simplicial metric is a homotopy equivalence.
Proposition 1.10. Let C(X ) be a locally finite complex of space over X with contractible
fibres. If X has finitely many type of simplices and is contractible, then |C(X )| is con-
tractible.
Proof. By the previous theorem, it is enough to show that the projection p : |C(X )| → X
induces isomorphisms on homotopy groups, when X is endowed with its CW topology. For
that topology, a continuous map from a compact space to X has its image contained in a
finite subcomplex, to which Lemma 1.8 applies.
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2 Construction of EG and ∂G for developable complexes of
groups.
In this section, given a developable simple complex of groups G(Y) over a finite simplicial
complex Y , we build a classifying space for its fundamental group.
Notation: We choose once and for all a non-positively curved complex of groups G(Y) over
a finite simplicial complex endowed with a Mκ-structure, κ ≤ 0. Recall that a complex of
groups consists of the data (Gσ, ψa, ga,b) of local groups (Gσ), local maps (ψa) and twisting
elements (ga,b). For the background on complexes of groups, we refer the reader to [BH99].
We fix a maximal tree T in the 1-skeleton of the first barycentric subdivision of Y , which
allows us to define the fundamental group G = pi1(G(Y), T ) and the canonical morphism
ιT : G(Y) → G given by the collection of injections Gσ → G (see [BH99] p.553). Finally,
we define X as the universal covering of G(Y) associated to ιT . The simplicial complex X
naturally inheritates aMκ-structure from that of Y and the simplicial metric d on X makes
it a complete geodesic metric space by work of Bridson [Bri91]. This space is CAT(0) by
the curvature assumption on G(Y) (see [BH99] p.562).
2.1 Construction of EG and ∂StabG.
Definition 2.1 ((cofinite and finite dimensional) classifying space for proper actions). Let
Γ be a countable discrete group. A cofinite and finite dimensional classifying space for
proper actions of Γ (or briefly a classifying space for Γ) is a contractible CW-complex EΓ
with a proper cocompact and cellular action of Γ, and such that:
• for every finite subgroupH of Γ, the fixed point set EΓH is nonempty and contractible,
• every infinite subgroup H of Γ has an empty fixed point set.
Definition 2.2. A complex of spaces D(Y) compatible with the complex of groups G(Y)
consists of the following:
• For every vertex σ of Y, a space Dσ that is a model of classifying space for proper
actions EGσ of the local group Gσ,
• For every edge a of Y with initial vertex i(a) and terminal vertex t(a), an embedding
φa : EGt(a) ↪→ EGi(a) which is Gt(a)-equivariant, that is, for every g ∈ Gt(a) and
every x ∈ EGt(a), we have
φa(g.x) = ψa(g).φa(x),
and such that for every pair (a, b) of composable edges of Y, we have:
ga,b ◦ φab = φaφb,
7
We say that D(Y) extends to an EZ-complex of spaces compatible with the complex of
groups G(Y) if it satisfies the following extra conditions:
• Each fibre Dσ = EGσ is endowed with an EZ-structure (EGσ, ∂Gσ),
• The equivariant embeddings (φa) extend to equivariant embeddings φa : EGi(a) →
EGt(a), such that for every pair (a, b) of composable edges of Y, we have:
ga,b ◦ φab = φaφb.
Note that a complex of spaces compatible with the complex of groups G(Y) is not a
complex of spaces over Y when the twisting elements ga,b are not tivial. Nonetheless, this
data is used to build a complex of spaces over X, as explained in the following definition.
Definition 2.3. We define the space
E(Y) =
(
G×
∐
σ∈V (Y)
(σ × EGσ)
)
/ '
where
(g, iσ,σ′(x), s) '
(
gιT
(
[σσ′]
)−1
, x, φ(σσ′)(s)
)
if [σσ′] ∈ E(Y), x ∈ σ′, g ∈ G,
(gg′, x, s) ' (g, x, g′s) if x ∈ σ, s ∈ EGσ, g′ ∈ Gσ, g ∈ G.
The canonical projection G×∐σ∈V (Y)(σ × EGσ)→ G×∐σ∈V (Y) σ yields a map
p : E(Y)→ X.
The action of G on G ×∐σ∈V (Y)(σ × EGσ) on the first factor by left multiplication
yields an action of G on E(Y), making the projection p : E(Y)→ X a G-equivariant map.
Note that E(Y) can be seen as a complex of spaces over X, the fibre of a simplex [g, σ]
being the classifying space EGσ. Indeed, for en edge [g, a] of the first barycentric subdivision
of X, the gluing map φ[gιT (a)−1,i(a)],[g,t(a)] : EGi(a) → EGt(a) is defined as φi(a),t(a).
For every simplex σ of X, we denote by EGσ the fibre over σ of that complex of space.
For simplices σ, σ′ of X such that σ′ ⊂ σ, we denote by φσ′,σ : EGσ → EGσ′ the associated
gluing map.
Theorem 2.4. The space E(Y) is a classifying space for proper actions of G.
From now on, we denote by EG this classifying space.
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Proof. Local finiteness: Let σ be a simplex of X and U be an open set of EGσ that is
relatively compact. It is enough to prove that for any injective sequence (σn) of simplices
of X containing σ there are only finitely many n such that the image of φσ,σn meets U . By
cocompacity of the action, we can assume that all the σn are above a same simplex σ of Y .
But since the action of Gσ on EGσ is proper, it follows that for every simplex σ′ containing
σ and every compact subset K of EGσ, only finitely many distinct cosets gEGσ′ in EGσ
can meet K, hence the result.
Contractibility: Since E(Y) is locally finite, |E(Y)| has the same homotopy groups as
X by 1.10, which is contractible by assumption. Thus |E(Y)| is a CW-complex whose
homotopy groups vanish, hence it is contractible.
Cocompact action: For every simplex σ of Y , we choose a compact fundamental domain
Kσ for the action of Gσ on Dσ = EGσ. Now the image in |E(Y)| of
⋃
σ∈S(Y ) σ×Kσ clearly
defines a compact subset of |E(Y)| meeting every G-orbit.
Proper action: As |E(Y)| is a locally finite CW-complex, hence a locally compact space,
it is enough to show that every finite subcomplex intersects only finitely many of its G-
translates.
Let us first show that for every cell σ of |E(Y)|, there are only finitely many g ∈ G such
that gσ = σ. Indeed, let g ∈ G such that gσ = σ. The canonical projection |E(Y)| → X
is G-equivariant and sends a cell of |E(Y)| on a simplex of X, thus g also stabilises the
simplex p(σ) ⊂ X. Since G acts without inversion on X, g pointwise stabilises the vertices
of p(σ). Let s be such a vertex. Then g ∈ Gs and, by construction of |C(Y, ιT )|, the
restriction to Gs of the action of G on |E(Y)| is just the action of Gs on Cs = EGs. Thus,
by definition of a classifying space for proper actions, this implies that there are only finitely
many possibilites for g.
Now, let F be a finite subcomplex of |E(Y)|. We have {g ∈ G | gF ∩ F 6= ∅} ⊂⋃
σ,σ′∈S(F )
σ=σ′mod G
{g ∈ G | gσ = σ′} , and {g ∈ G | gσ = σ′} has the same cardinal as
{g ∈ G | gσ = σ}, which is finite by the previous argument.
Fixed sets: Let H be a finite subgroup of G. As G acts without inversion on the CAT(0)
complex X, the subset XH is a nonempty convex subcomplex of X. Furthermore, for every
simplex σ of XH , the subcomplex (EGσ)H of EGσ is nonempty and contractible. Thus
|E(Y)|H is the realisation of a complex of spaces over the contractible complex XH and
with contractible fibres, hence it is nonempty and contractible by 1.10.
If H is an infinite subgroup of G, we prove by contradiction that |E(Y)|H is empty.
If this was not the case, there would exist a simplex σ fixed pointwise under H and an
element x of EGσ that is fixed under H ⊂ Gσ. But this is absurd as (EGσ)H = ∅ by
assumption.
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We now turn to the construction of a boundary of G. As stated in [FL05], the definition
of an EZ-structure only applies to torsionfree groups. Here we use a notion of Z-structure
suitable for groups with torsion, which was introduced by Dranishnikov [Dra06].
Definition 2.5 (Z-structures, EZ-structures). Let Γ be a discrete group. A Z-structure
for Γ is a pair (Y,Z) of spaces such that:
• Y is a Euclidean retract, that is, a compact, contractible and locally contractible
space with finite covering dimension,
• Y \ Z is a classifying space for proper actions of Γ,
• Z is a Z-set in Y , that is, Z is a closed subpace of Y such that for every open set U
of Y , the inclusion U \ Z ↪→ U is a homotopy equivalence,
• Compact sets fade at infinity, that is, for every compact set K of Y \Z, every element
z ∈ Z and every neighbourhood U of z in Z, there exists a subneighbourhood V ⊂ U
with the property that if a Γ-translate of K intersects V , then it is contained in U .
The pair (Y,Z) is called an EZ-structure if in addition we have:
• The action of Γ on Y \ Z continuously extends to Y .
Definition 2.6. We define the space
Ω(Y) =
(
G×
∐
σ∈V (Y)
({σ} × ∂Gσ)
)
/ '
where (
gg′, (x, s)
) ' (g, (x, g′s)) if x ∈ σ, s ∈ EGσ, g′ ∈ Gσ, g ∈ G.
Note that Ω(Y) comes with a natural projection to the set of simplices of X. If σ is a
simplex of X, we denote by ∂Gσ the preimage of {σ} under that projection. We now define
∂StabG = Ω(Y)/ ∼
where ∼ is the equivalence relation generated by the following identifications:[
g, {σ} , ξ
]
∼
[
gF ([σσ′])−1, {σ′}, φ[σσ′](ξ)
]
if g ∈ G, [σσ′] ∈ E(Y) and ξ ∈ ∂Gσ.
The action of G on G ×∐σ∈V (Y)({σ} × ∂Gσ) by left multiplication on the first factor
yields an action of G on Ω(Y) and on ∂StabG.
Definition 2.7. We define the spaces ∂G = ∂StabG ∪ ∂X and EG = EG ∪ ∂G.
Moreover, we extend the projection p : EG → X to a map p¯ from EG to the set of
subsets of X in the following way:
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• For x˜ ∈ EG, we define p¯(z) to be the singleton {p(x˜)}.
• For η ∈ ∂X, we define p¯(η) to be the singleton {η}.
• For ξ ∈ ∂StabG, we set p¯(ξ) = D(ξ).
• Finally, for K ⊂ EG, we set p¯(K) = ⋃z∈K p¯(z).
Our aim is to endow EG with a topology that makes (EG, ∂G) an EZ-structure for G.
Notations: Since the φσ,σ′ are embeddings, we will identify φσ,σ′(EGσ′) with EGσ′ . For
instance, if U is an open subset of EGσ′ , we will simply write " we have EGσ ⊂ U in EGσ′"
instead of "we have φσ,σ′(EGσ) ⊂ U in EGσ′".
From now on, we assume that there is a complex of spaces D(Y) that extends to an
EZ-complex of spaces compatible with the complex of groups G(Y).
2.2 Further properties of EZ-complexes of spaces.
In this paragraph, we define additional properties of EZ-complexes of spaces, which will
enable us to study the properties of the equivalence relation ∼ previously defined.
2.2.1 The limit set property.
Recall that for a discrete group Γ together with an EZ-structure (EΓ, ∂Γ) and a subgroup
H, the limit set ΛH of H in ∂Γ is the set Hx ∩ ∂Γ, where x is an arbitrary point of EΓ.
Definition 2.8 (Limit set property for an EZ-complex of spaces). We say that the EZ-
complex of spaces D(Y) compatible with the complex of groups G(Y) satifies the limit set
property if the following conditions are satisfied:
• For every pair of simplices σ ⊂ σ′ of Y , the map φσ,σ′ realises an equivariant homeo-
morphism from ∂Gσ′ to the limit set ΛGσ′ ⊂ ∂Gσ.
• For every simplex σ of Y , and every pair of subgroups H1, H2 in the family Fσ ={⋂n
i=1 giGσig
−1
i | g1, . . . , gn ∈ Gσ, σ1, . . . , σn ⊂ st(σ), n ∈ N
}
, we have ΛH1 ∩ ΛH2 =
Λ(H1 ∩H2).
Remarks. (i) Let Γ be a hyperbolic group, and H a subgroup. Then H is quasicon-
vex if and only if its limit set in ∂Γ is equivariantly homeomorphic to ∂H, by a result of
Bowditch [Bow99].
(ii) Let Γ be a hyperbolic group and ∂Γ its Gromov boundary. Let H1 and H2 be two
quasiconvex subgroups of Γ. Then ΛH1 ∩ ΛH2 = Λ(H1 ∩H2) by a result of [Gro93].
11
2.2.2 The finite height property.
Recall that, for Γ a discrete group andH a subgroup, the height ofH is the supremum of the
set of integers n ∈ N such that there exist distinct cosets γ1H, . . . , γnH ∈ G/H such that
the intersection γ1Hγ−11 ∩ . . . ∩ γnHγ−1n is infinite (see [GMRS98]). If such a supremum is
infinite, we say that H is of infinite height in Γ. Otherwise, H is said to be of finite height in
Γ. A quasiconvex subgroup of a hyperbolic group is of finite height, by a result of [GMRS98].
Definition 2.9 (finite height property). We say that the EZ-complex of spaces D(Y)
compatible with the complex of groups G(Y) satifies the finite height property if for every
pair of simplices σ ⊂ σ′ of Y , Gσ′ is of finite height in Gσ.
3 The geometry of the action.
In this section, we gather a few geometric tools that will be used to construct a topology on
EG = EG∪∂G. From now on, we assume that the EZ-complex of spaces D(Y) compatible
with G(Y) satisfies the limit set property and the finite height property. We further assume
that the action of G on X is acylindrical and we fix an acylindricity constant A > 0, that
is, a constant such that every subcomplex of X of diameter at least A has a finite pointwise
stabiliser.
3.1 Some geometric results about Mκ-simplicial complexes.
Definition 3.1. Let d be the simplicial metric on X, and choose a base point v0 ∈ X.
For x ∈ X, we denote by [v0, x] the unique geodesic segment from v0 to x, and by γx :
[0, d(v0, x)] → X its parametrisation. For subsets K,L of X, we define Geod(K,L) as the
set of points lying on a geodesic segment from a point of K to a point of L.
We recall the following proposition of Bridson.
Proposition 3.2 (containment lemma, Bridson [Bri91]). For every n there exists a constant
k such that for every finite subcomplex K ⊂ X spanned by at most n simplices, any geodesic
path contained in the open star of K meets at most k simplices.
Lemma 3.3 (finiteness lemma). Let X be as before. Then
(i) for every n ≥ 1, there exists a constant k such that for every pair of finite connected
subcomplexes K,K ′ spanned by at most n simplices, Geod(v0,K) meets at most k
simplices inside the open star of K ′.
(ii) for every finite subcomplex K ⊂ X, Geod(v0,K) meets only finitely many simplices.
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Proof. (i) Since X has finitely many isometry types of simplices, there is a lower bound l
on the set of distances from a closed simplex to its link (that is, the boundary of its open
star), and an upper bound Ln on the set of diameters of the closed star of finite connected
subcomplexes spanned by at most n simplices. Moreover, there exists an integer m such
that any finite subcomplex consisting of at mosts n simplices is covered by m balls of radius
l
4 . Now take k to be an integer greater than 4(n+ 1)(Ln/l + 1) + 1.
We now show by contradiction that Geod(v0,K) meets at most dn simplices inside the
open star of K ′. If this was not the case, a pigeonhole argument shows that there exist
distinct elements x0, . . . , xn in K and distinct closed simplices σ0, . . . , σn in the open star
of K ′ such that the geodesic segment from v0 to xi meets σi at a time ti, with |ti − tj | ≤ l4
for distinct i, j = 0, . . . , n. Now since X is a CAT(0) space,
d(γxi(ti), γxj (tj)) ≤ d(γxi(ti), γxi(tj)) + d(γxi(tj), γxj (tj)) ≤ |ti − tj |+ 2
l
4
≤ 3 l
4
.
Hence, by definition of l, distinct simplices σi, σj have a nonempty intersection. In particu-
lar, there exists a vertex v in the closed star of K ′ containing each simplex σi, i = 0, . . . , n.
But since K ′ meets at most n simplices, there can exist only n simplices in the open star
of K ′ and contained in the open star of a single vertex. We thus have our contradiction.
(ii) By the containment lemma 3.2, for every finite sucomplex K there exists an integer n
such that any geodesic from v0 to K meets at most n simplices. The proof thus boils down
to the following property, which we prove by induction on n.
(Hn) : Let K be a finite subcomplex such that any geodesic from v0 to K meets at most
n simplices. Then Geod(v0,K) meets only finitely many simplices.
The result is clear for n = 1. Suppose we have proven it up to rank n, and let K be a
finite subcomplex such that any geodesic from v0 to K meets at most n+1 simplices. Using
the previous result, we know that Geod(v0,K) ∩ st(K) meets finitely many simplices. For
every x ∈ K, pick the last simplex touched by [v0, x] before entering the open star of K.
These simplices span a finite subcomplex such that any geodesic from v0 to K ′ meets at
most n simplices. Now, a simplex meeting Geod(v0,K) either meets Geod
(
v0, st(K)\st(K)
)
or is contained in the open star of K. By the induction hypothesis, there are finitely many
simplices meeting Geod
(
v0, st(K) \ st(K)
)
. And by (i), there are finitely many simplices in
the open star of K which meet Geod(v0,K), which concludes the induction step.
Definition 3.4. For ξ ∈ ∂StabG, the finiteness lemma 3.3 yields an integer mξ such that
for every x in X, the subset Geod(x,D(ξ)) meets at most mξ simplices in st(D(ξ)) \D(ξ).
Up to rescaling the metric of X, we can assume that the constant l defined in the
previous proof is at least 1, which will lighten notations in the rest of the article:
From now on, we will assume that the distance from any simplex to the boundary of its
closed star is at least 1.
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3.2 Domains and their geometry.
In this paragraph, we study the topological properties of the identifications made to build
the boundary of G.
Definition 3.5. Let ξ ∈ ∂StabG. We defineD(ξ), called the domain of ξ, as the subcomplex
spanned by simplices σ such that ξ ∈ ∂Gσ. We denote by V (ξ) the set of vertices of D(ξ).
The aim of this paragraph is to prove the following:
Proposition 3.6. Domains are finite convex subcomplexes of X whose diameters are uni-
formly bounded above.
Corollary 3.7. For ξ ∈ ∂StabG, the containment lemma 3.2 yields an integer dξ such that
any geodesic path inside st(D(ξ)) meets at most dξ simplices. Furthermore, let D be an
upper bound of all the dξ, ξ ∈ ∂StabG.
Recall that Ω(Y) is defined in 2.6 as the disjoint union of the ∂Gv’s (v ∈ V (X)) and
that ∂StabG is a quotient of Ω(Y) defined by making identifications along edges of X. We
start by proving the following proposition:
Proposition 3.8. Let v be a vertex of X. Then the projection pi : ∂Gv → ∂G is injective.
Definition 3.9. Let ξ ∈ ∂StabG. A ξ-path is the data {(vi)0≤i≤n, (ξi)0≤i≤n, (xi)1≤i≤n} of:
• a sequence v0, . . . , vn of adjacent vertices of X,
• a sequence ξ0, . . . , ξn of elements of Ω(Y), such that ξ ∈ ∂Gvi for every i, and such
that each ξi is in the equivalence class ξ,
• a sequence x1, . . . , xn of elements of Ω(Y), such that xi ∈ ∂G[vi−1,vi] for every i, and
such that φvi−1,[vi−1,vi](xi) = ξi−1 (resp φvi,[vi−1,vi](xi) = ξi).
To lighten notations, a ξ-path will sometimes just be denoted [v0, . . . , vn]ξ. The path in
the 1-skeleton of X induced by a ξ-path is called the support of [v0, . . . , vn]ξ, and denoted
[v0, . . . , vn]. If v0 = vn, a ξ-path will rather be called a ξ-loop.
Definition 3.10. A path of simplices is a sequence of open simplices σ1, . . . , σn such that
σi ⊂ σi+1 or σi+1 ⊂ σi for every i = 1, . . . , n− 1. Equivalently, it is a finite path in the first
barycentric subdivion of X. The integer n is called the length of the path of simplices.
Lemma 3.11. Let v0, . . . , vn be vertices of X, H = ∩0≤i≤nGvi , and K be a connected
subcomplex of X pointwise fixed by H. Suppose that H is infinite, and let ξ ∈ ∂StabG such
that, in Gv0, we have
ξ ∈ ΛH ⊂ ∂Gv0 .
Then ξ ∈ ΛH ⊂ ∂Gσ for every simplex σ of K, hence K ⊂ D(ξ).
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Proof. As K is connected, it is enough to prove that for every path of simplices σ0 =
v0, . . . , σd contained in K, we have ξ ∈ ∂H ⊂ ∂Gσ. Now this follows from an easy induction
on the number of simplices contained in such a path.
Lemma 3.12. Let ξ ∈ ∂StabG, [v0, . . . , vn]ξ a ξ-path and H = ∩0≤i≤nGvi. Then
• H is infinite,
• ξ ∈ ΛH ⊂ ∂Gvi for every i = 0, . . . , n.
Proof. We show the result by induction on n ≥ 1. The result is immediate for n = 1 by
definition of ∼. Suppose the result true up to rank n and let ξ ∈ ∂StabG together with a
ξ-path [v0, . . . , vn+1]ξ. By restriction, we get a ξ-path [v0 . . . , vn]ξ for which the result is
true by the induction hypothesis. Thus ξ ∈ Λ(∩0≤i≤nGvi) ⊂ ∂Gvn . But since ξ is also in
∂G[vn,vn+1] = ΛG[vn,vn+1] by assumption, we get
ξ ∈ Λ( ⋂
0≤i≤n
Gvi
) ∩ ΛG[vn,vn+1] = Λ( ⋂
0≤i≤n+1
Gvi
) ⊂ ∂Gvn ,
the previous equality following from the limit set property. Now, by 3.11, we get ξ ∈
Λ(∩0≤i≤nGvi) ⊂ ∂Gvi for every i = 0, . . . , n, which concludes the induction.
Proof of 3.8. Let ξ, ξ′ two elements of Ω(Y) being in the image of ∂Gv, that are equivalent
for the equivalence relation ∼. Then there exists a ξ-loop {(vi)0≤i≤n, (ξi)0≤i≤n, (xi)1≤i≤n}
with ξ0 = ξ, ξn = ξ′. It is enough to prove the result when the support of that ξ-loop is
injective. Let Y be the set of all points on a geodesic between two elements of [v0, . . . , vn],
and Y ′ the set of all points on a geodesic between two points of Y . By the previous lemma,
there is an infinite subgroup H of G stabilising pointwise v0, . . . , vn. As X is CAT(0), H
also stabilises pointwise every element in Y . As [v0, . . . , vn] ⊂ Y is contractible inside Y ′
(the latter space being pointwise fixed by H), the finiteness lemma 3.3 implies that we can
choose a finite contractible 2-complex F bordering [v0, . . . , vn] that is pointwise fixed by H.
We call such a subcomplex a hull of the loop [v0, . . . , vn]. Hence the result will follow from
the following fact, which we now prove by induction.
(Hd): For every ξ ∈ ∂StabG and every ξ-loop {(vi)0≤i≤n, (ξi)0≤i≤n, (xi)1≤i≤n} admitting
a hull containing at most d simplices, then ξ0 = ξn.
If d = 1, then n = 2, and the hull considered is just a single triangle σ. Since H ⊂ Gσ
because H stabilises σ pointwise, we can choose x ∈ ∂Gσ such that φv1,σ(x) = ξ1. From the
commutativity of the diagram of embeddings for a simplex, it follows that φ[v0,v1],σ(x) = x1
and φ[v1,v2],σ(x) = x2. Hence ξ0 = φv0,[v0,v1](x1) = φv0,σ(x) = φv0,[v2,v0](x2) = ξ2.
Suppose the result true up to rank d, and let ξ ∈ ∂StabG, together with a ξ-loop
{(vi)0≤i≤n, (ξi)0≤i≤n, (xi)1≤i≤n} admitting a hull F containing at most d + 1 simplices.
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Choose any triangle σ of F containing the segment [v1, v2]. As σ is stabilised by H, we can
find x ∈ ∂Gσ such that φv1,σ(x) = ξ1. There are now two possible cases, depending of the
nature of σ:
• If another side of σ is contained in the support of the ξ-loop, for example [v2, v3], we
set x′ = φ[v1,v3],σ(x).
Now the commutativity of the diagram of embeddings for σ yields the following new
ξ-loop
{(v0, v1, v3, v4, . . . , vn), (ξ0, ξ1, ξ3, . . . , ξn), (x1, x′, x4, . . . , xn)}.
A hull for that new loop is given by the closure of F \ σ, thus containing at most d
simplices, and we are done by induction.
• If no other side of σ is contained in the support of the ξ-loop, we set a to be the
remaining vertex of σ, α = φa,σ(x), x2 = φ[v1,a],σ(x) and x
′
2 = φ[a,v2],σ(x).
The commutativity of the diagram of embeddings for σ yields the following new ξ-
loop:
{(v0, v1, a, v2, . . . , vn), (ξ0, ξ1, α, ξ2, . . . , ξn), (x1, x2, x′2, x3, . . . , xn)}.
A hull for that new loop is given by the closure of F \ σ, thus containing at most d
simplices, and we are done by induction.
Proof of 3.6. Convexity : Let x, x′ be two points of D(ξ). Let v (resp. v′) be a vertex of
σx (resp. σx′). We can thus find a ξ-path {(vi)0≤i≤n, (ξi)0≤i≤n, (xi)1≤i≤n} with v0 = v and
vn = v
′. As ξ ∈ ∂Gσx and ξ ∈ ∂Gσx′ , we can assume without loss of generality that its
support [v0, . . . , vn] contains all the vertices of σx and σx′ . By 3.12, this implies that the
subgroup H = ∩0≤i≤pGvi is infinite and that ξ ∈ ΛH ⊂ ∂Gv0 . Now since H fixes pointwise
all the vertices of σx and σx′ , and since X is CAT(0), H also fixes pointwise the geodesic
segment [x, x′]. But by 3.11, the fixed-point set of H is contained in D(ξ), hence so is
[x, x′]. Thus D(ξ) is convex.
Finiteness: Let σ be a simplex of D(ξ) and σ1, σ2, . . . be a (possibly empty) sequence of
simplices containing strictly σ and contained in D(ξ). It follows from the proof of 3.8 that
ξ ∈ ∂Gσi ⊂ ∂Gσ for every i. Thus, the limit set property 2.8, the finite height property
2.9 and the cocompacity of the action imply that there can be only finitely many such
simplices. Thus D(ξ) locally finite. To prove that it is also bounded, consider x, x′ two
points of D(ξ). By 3.12 the stabiliser of {x, x′} is infinite. Thus the domain of ξ has a
diameter bounded above by the acylindricity constant. The complex D(ξ) is locally finite
and bounded, hence finite. Moreover, it is clear from the above argument that the bound
can be chosen uniform on ξ.
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3.3 Nestings and Families.
3.3.1 The convergence property and nestings.
Definition 3.13 (the convergence property). We say that an EZ-complex of spaces com-
patible with G(Y) satisfies the convergence property if, for every pair of simplices σ ⊂ σ′
in Y and every injective sequence (gnGσ′) of cosets of Gσ/Gσ′ , there exists a subsequence
such that (gϕ(n)EGσ′) uniformly converges to a point in EGσ.
From now on, besides the limit set property, the finite height property and the acylindricity
assumption, we assume that the EZ-complex of spaces D(Y) satisfies the convergence
property.
Definition 3.14. Let ξ ∈ ∂StabG, v a vertex of D(ξ), and U a neighbourhood of ξ in EGv.
We say that a subneighbourhood V ⊂ U containing ξ is nested in U if for every simplex of
st(v) not contained in D(ξ), we have
EGσ ∩ V 6= ∅⇒ EGσ ⊂ U.
Lemma 3.15 (nesting lemma). Let ξ ∈ ∂StabG, v a vertex of D(ξ) and U a neighbourhood
of ξ in EGv. Then there exists a subneighbourhood of ξ in EGv, V ⊂ U , which is nested
in U .
Proof. We show this by contradiction. Consider a countable basis (Vn)n of neighbourhood
of ξ in EGv, and suppose that for every n, there exists a simplex σn ∈ st(v)\D(ξ) such that
EGσn∩Vn 6= ∅ and EGσn ( U . Up to a subsequence, we can assume that (σn)n is injective.
By cocompacity of the action, we can also assume that all the σn are over a unique simplex
σ of Y . Now the convergence property implies that there should exist a subsequence σλ(n)
such that EGσλ(n) uniformly converges to a point in EGv, a contradiction.
3.3.2 Families.
Since, in ∂G, boundaries of stabilisers of vertices are glued together along boundaries of
stabilisers of edges, we will construct neighbourhoods in EG of a point ξ ∈ ∂StabG using
neighbourhoods of the representatives of ξ in the various EGv, where v runs over the vertices
of the domain of ξ.
Definition 3.16 (ξ-family). Let ξ ∈ ∂StabG. A collection U of open sets {Uv, v ∈ V (ξ)}
is called a ξ-family if for every pair of vertices v, v′ of X that are joined by an edge e and
every x ∈ EGe,
φv,e(x) ∈ Uv ⇔ φv′,e(x) ∈ Uv′ .
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Proposition 3.17. Let ξ ∈ ∂StabG. For every vertex v of D(ξ), let Uv be a neighbourhood
of ξ in EGv. Then there exists a ξ-family U ′ such that U ′v ⊂ Uv for every vertex v of D(ξ).
Proof. For every simplex σ of D(ξ), we construct open sets U ′σ by induction on dim(σ),
starting with simplices of maximal dimension, that we denote d.
If dim(σ) = d, we set
U ′σ =
⋂
v∈σ
φ−1v,σ(Uv).
Assume the U ′σ constructed for simplices of dimension at least k ≤ d, and let σ0 be of
dimension k − 1. If no simplex of dimension ≥ k contains σ0, set
U ′σ0 =
⋂
v∈σ
φ−1v,σ0(Uv).
Otherwise, since the φσ,σ′ are embeddings,⋃
σ0⊂σ⊂D(ξ)
dim(σ)=k
φσ0,σ(U
′
σ)
is open in ⋃
dim(σ)=k
σ0⊂σ⊂D(ξ)
φσ0,σ(EGσ).
We can thus write it as the trace of an open set U ′σ0 of EGσ0 . This yields for every vertex v
of D(ξ) a new open set U ′v. By intersecting it with Uv, we can further assume that U ′v ⊂ Uv.
This new collection of neighbourhoods clearly satisfies the desired property.
Definition 3.18. Let ξ ∈ ∂StabG, together with two ξ-families U ,U ′. We say that U ′ is
nested in U if for every vertex v of D(ξ), U ′v is nested in Uv. Furthermore we say that U ′
is n-nested in U if there exist ξ-families
U ′ = U [0] ⊂ . . . ⊂ U [n] = U
with Ui nested in Ui+1 for every i = 0, . . . , n− 1.
3.4 A geometric toolbox.
We now prove some results which will be the main tools in forthcoming proofs. Since the
proofs of these lemmas relie heavily on the geometry of X, we start with a few definitions.
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Definition 3.19. Let ξ ∈ ∂StabG, x ∈ X, η ∈ ∂X and ε ∈ (0, 1).
We denote by [v0, η) the unique geodesic ray from v0 to η, and by γη : [0,∞) → X its
parametrisation.
We denote by Dε(ξ) the open ε-neighbourhood of D(ξ).
We say that a geodesic in X parametrised by γ goes through (resp. enters) Dε(ξ) if
there exist t0 such that γ(t0) ∈ Dε(ξ) and t1 > t0 such that γ(t1) /∈ Dε(ξ) (resp. if there
exists t0 such that γ(t0) ∈ Dε(ξ)) .
If the geodesic [v0, x] goes through Dε(ξ), we define an exit simplex σξ,ε(x) as the first
simplex touched by [v0, x] after leaving Dε(ξ). If x ∈ Dε(ξ), we set σξ,ε(x) = σx.
Note that, by the assumption on the distance from a simplex to the boundary of its
closed star, we always have Dε(ξ) ⊂ st(D(ξ)).
Definition 3.20. Let ξ ∈ ∂StabG , U a ξ-family and ε ∈ (0, 1). We define ConeU ,ε(ξ) (resp.
C˜oneU ,ε(ξ)) as the set of points x of X such that the geodesic [v0, x] goes through (resp.
enters) Dε(ξ) and such that for some vertex v of D(ξ) (hence for every by 3.17) contained
in the exit simplex σξ,ε(x), we have, in EGv:
EGσξ,ε(x) ⊂ Uv.
Definition 3.21. For ξ ∈ ∂StabG and U a ξ-family (definition 3.16), we call stU (ξ) the
subcomplex spanned by simplices σ ⊂ st(D(ξ)) such that for some (hence for every) vertex
v of D(ξ) ∩ σ, we have, in EGv:
EGσ ∩ Uv 6= ∅.
3.4.1 The crossing lemma.
Lemma 3.22 (crossing lemma). Let ξ ∈ ∂StabG, U , U ′ two ξ-families, and σ1, . . . , σn
(n ≥ 1) a path of open simplices contained in st(D(ξ)) \D(ξ). Suppose that U ′ is n-nested
in U (definition 3.18), and that σ1 ⊂ stU ′
(
D(ξ)
)
. Then for every k ∈ {1, . . . , n} and every
vertex v of D(ξ) contained in σk, we have EGσk ⊂ Uv in EGv.
Proof. We prove the result by induction on n, by using the properties of nested families.
The result for n = 1 follows from the definition of a nested family. Suppose the result
true for 1, . . . , n, and let σ1, . . . , σn+1 be a path of simplices in st
(
D(ξ)
) \D(ξ) and U [0] ⊂
. . . ⊂ U [n+1] = U . By induction, the result is true for the path σ1, . . . , σn and the filtration
U [0] ⊂ . . . ⊂ U [n], so the only inclusions to be proved are the aforementionned ones for
σn+1.
If σn ⊂ σn+1, every vertex v of σn is also a vertex of σn+1, so the result is already true
for vertices of D(ξ) contained in σn. Now by the properties of ξ-families (see 3.17), this
implies the result for every vertex of D(ξ) ∩ σn+1.
Suppose now that σn ⊃ σn+1, and let v be a vertex of D(ξ) contained in σn+1. Since v
is also in σn, EGσn ⊂ U [n]vd in EGσn , so we have EGσn+1 ∩ U [n]vn 6= ∅, which in turn implies
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EGσn+1 ⊂ U [n+1]v since U [n] is nested in U [n+1]. Now by the properties of ξ-families 3.17,
the same result holds for every vertex v of D(ξ) contained in σn+1.
3.4.2 The geodesic reattachment lemma.
Lemma 3.23. Let ξ ∈ ∂StabG. There exists a ξ-family Vξ such that for every vertex v of
D(ξ) and every simplex σ of
(
st(v) \D(ξ)) ∩Geod(v0, D(ξ)), we have (Vξ)v ∩ EGσ = ∅.
Proof. Let v be a vertex of D(ξ). For every simplex σ ⊂ (st(v)∩Geod(v0, D(ξ)))\D(ξ), let
Vv,σ be a neighbourhood of ξ in EGv disjoint from EGσ. As
(
st(v)∩Geod(v0, D(ξ))
)\D(ξ)
meets only finitely many simplices by 3.3, set
Vv =
⋂
σ⊂
(
st(v)∩Geod(v0,D(ξ))
)
\D(ξ)
Vv,σ,
and we can take Vξ to be a ξ-family contained in the collection of open sets {Vv, v ∈ V (ξ)}.
Recall that by 3.2 and 3.3 we chose integers dξ and mξ such that a geodesic segment
contained in the open star of D(ξ) meets at most dξ simplices, and such that for every x
in X the subset Geod(x,D(ξ)) meets at most mξ simplices in the open star of D(ξ).
Lemma 3.24. Let ξ ∈ ∂StabG. Let Uξ be a ξ-family that is (mξ +dξ)-nested in Vξ. Let x ∈
X \D(ξ) such that there exists a simplex σ ⊂
(
st(D(ξ)) \D(ξ)
)
that meets Geod
(
x,D(ξ)
)
and such that for some (hence any) vertex v of σ ∩ D(ξ) we have EGσ ⊂ (Uξ)v. Then
x /∈ Geod(v0, D(ξ)).
Proof. We prove the lemma by contradiction. Let x and σ be as in the statement of the
lemma. Let z ∈ D(ξ) such that x ∈ [v0, z]. Let σ′ be the last simplex touched by [v0, z]
before entering D(ξ), and v′ a vertex of σ′. By construction of mξ, there exists a path of
simplices of length at most mξ in st(D(ξ)) \D(ξ) between σ and σ′. As EGσ ⊂ (Uξ)v, the
crossing lemma 3.22 implies that EGσ′ ⊂ (Vξ)v′ , which contradicts the definition of Vξ.
From now on, every ξ-family will be assumed to be contained in Uξ.
The next lemma gives a useful criterion that ensures that a given path is a global
geodesic.
Lemma 3.25 (geodesic reattachment). Let ξ ∈ ∂StabG and x ∈ X\D(ξ). Suppose that there
exists a simplex σ ⊂
(
st(D(ξ))\D(ξ)
)
that meets Geod
(
x,D(ξ)
)
such that for some (hence
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any) vertex v of σ ∩ D(ξ) we have EGσ ⊂ (Uξ)v. Then [v0, x] meets D(ξ). Furthermore,
if there exist a ξ-family U , and a ξ-family U ′ that is (mξ + dξ)-nested in U such that for
some (hence every) vertex v of D(ξ)∩σ, we have EGσ ⊂ U ′v, then x ∈ C˜oneU ,ε(ξ) for every
ε ∈ (0, 1).
In such a case, the geodesic from v0 to x meets D(ξ), and is the concatenation of a
geodesic segment in Geod(v0, D(ξ)) and a geodesic in Geod(D(ξ), x).
Proof. Let K = Geod(v0, D(ξ)) ∪ Geod(D(ξ), x) and let [v0, x]K be the geodesic from
v0 to x in K (which meets finitely many simplices by 3.3). Our aim is to prove that
[v0, x]K = [v0, x]. By 3.24, x /∈ Geod(v0, D(ξ)). As D(ξ) is convex by 3.6, let v1, v2 ∈ D(ξ)
be such that [v0, x]K = [v0, v1] ∪ [v1, v2] ∪ [v2, x] and such that [v0, v1) and (v2, x] do not
meet D(ξ). Let ε ∈ (0, 1). Let a ∈ [v0, v1] such that d(a, v1) = ε. If x /∈ Dε(ξ) let b ∈ [v2, x]
be such that d(v2, b) = ε. Otherwise, let b = x. Since X is CAT(0), it is enough to prove
that [v0, x]K is a local geodesic at every point. We already have that [v0, v1] ∪ [v1, v2] and
[v1, v2] ∪ [v2, x] are geodesics, so it is sufficient to prove the result when v1 = v2. We thus
have
[v0, x]K = [v0, v1] ∪ [v1, x],
with [v0, v1] ⊂ Geod(v0, D(ξ)) and [v1, x] ⊂ Geod(D(ξ), x). Assume by contradiction that
[v0, x]K is not a local geodesic at v1. Then the geodesic segment [a, b] does not meet
D(ξ). This geodesic segment yields a path of simplices between σa and σb of length at
most dξ in st(D(ξ)) \ D(ξ). Furthermore, there is a path of simplices between σ and σb
of length at most mξ in st(D(ξ)) \ D(ξ). Thus, there is a path of simplices between σ
and σa of length at most mξ + dξ in st(D(ξ)) \ D(ξ). But since EGb ⊂ (Uξ)v and Uξ is
(mξ + dξ)-nested in Vξ, the crossing lemma 3.22 implies EGa ⊂ Vv, which is absurd since
σa ⊂
(
Geod(v0, D(ξ)) ∩ st(D(ξ))
) \D(ξ).
Thus [v0, x]K = [v0, x] and σb = σξ,ε(x). If there exist a ξ-family U , and a ξ-family U ′
that is (mξ +dξ)-nested in U such that for some (hence every vertex v of D(ξ)∩σ, we have
EGσ ⊂ U ′v, then it follows from the above discussion that for some (hence every) vertex v′
of σξ,ε(x) we have EGσξ,ε(x) ⊂ Uv′ , hence x ∈ C˜oneU ,ε(ξ).
As a consequence, we get the following:
Corollary 3.26. Let ξ ∈ ∂StabG, U a ξ-family and ε ∈ (0, 1). Then for every x ∈
C˜oneU ,ε(ξ), the geodesic segment [v0, x] meets D(ξ).
Proof. By 3.24, we get x /∈ Geod(v0, D(ξ)). Let y be a point of σξ,ε(x) ∩ [v0, x] ∩ Dε(ξ).
It follows from the geodesic reattachment lemma 3.25 that [v0, y], hence [v0, x], meets
D(ξ).
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3.4.3 The refinement lemma.
Definition 3.27. Let ξ ∈ ∂StabG, U a ξ-family and n ≥ 1. By 3.3, let k be such that for
every connected finite subcomplex F containing at most n simplices, Geod(v0, F )∩st(D(ξ))
meets at most k simplices. A ξ-family that is k-nested in U is said to be n-refined in U .
Lemma 3.28 (refinement lemma). Let ξ ∈ ∂StabG, U a ξ-family and n ≥ 1. Let U ′ be a
ξ-family which is n-refined in U . Then the following holds:
For every ε ∈ (0, 1) and every path of simplices σ1, . . . , σn in X \D(ξ) such that there
exists an element x1 ∈ σ1 such that [v0, x1] enters Dε(ξ) and σξ,ε(x1) ⊂ stU ′
(
D(ξ)
)
, then
we have
σ1, . . . , σn ⊂ C˜oneU ,ε(ξ).
Proof. Let us prove that for every x ∈ ∪1≤i≤nσi, the geodesic segment [v0, x] meets D(ξ).
Let x1 ∈ σ1 such that σξ,ε(x1) ⊂ stU ′(ξ). Note that the reattachment lemma 3.25 implies
that [v0, x1] meets D(ξ). Let y ∈ D(ξ) be the last element of D(ξ) touched by [v0, y] before
leaving D(ξ).
Let x ∈ ∪1≤i≤nσi, and let σ be a simplex of st(D(ξ))\D(ξ) touched by [y, x] after leaving
D(ξ). By retracting a path γ between x1 and x in ∪1≤i≤nσi along geodesic segments [y, z]
for z in the support of γ (see Figure 6), we get a path of simplices between σξ,ε(x1) and σ
of length at most k.
v0
x1
x
D(ξ)
σ
σξ,ε(x1)
Figure 1.
As U ′ is k-nested in U , the crossing lemma 3.22 implies that for some (hence every)
vertex v of σ, we get EGσ ⊂ Uv ⊂ (Uξ)v. Thus the geodesic reattachment lemma 3.25
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implies that [v0, x] meets D(ξ).
Now let x ∈ ∪1≤i≤nσi, and let γ be a path in ∪1≤i≤nσi from x1 to x. By retracting
this path along the geodesic segments [v0, y]K , for y on the support of γ, we get a path
γ′ ⊂ Dε(ξ) \ D(ξ) from σξ,ε(x1) to σξ,ε(x). This path yields a path of simplices between
σξ,ε(x1) and σξ,ε(x) of length at most k in st(D(ξ)) \D(ξ). Now since U ′ is k-nested in U ,
the crossing lemma 3.22 implies that for every vertex v of σξ,ε(x), we have EGσξ,ε(x) ⊂ Uv,
hence x ∈ C˜oneU ,ε(ξ).
3.4.4 The star lemma.
Lemma 3.29. Let x, y be points of X. As [x, y] meets only finitely many simplices by 3.3,
there exists δ > 0 such that the open δ-neighbourhood [x, y]δ of the geodesic segment [x, y]
satisfies
[x, y]δ ⊂
⋃
σ⊂Span([x,y])
st(σ).
Lemma 3.30 (star lemma). Let ξ ∈ ∂StabG, ε ∈ (0, 1) and x ∈ X \ Dε(ξ) such that the
geodesic segment [v0, x] goes through Dε(ξ). Then there exists δ > 0 such that for every
y ∈ B(x, δ)\Dε(ξ), the geodesic segment [v0, y] goes through Dε(ξ). Furthermore, for every
y ∈ B(x, δ) \Dε(ξ), we have
σξ,ε(y) ⊂ st(σξ,ε(x)).
Proof. Let T = dist(v0, x), and let γx : [0, T ] → X be the parametrisation of the geodesic
segment [v0, x]. Let t0 > 0 such that [v0, x] leaves Dε(ξ) at time t0. Since D(ξ) is convex
by 3.6, the map z 7→ dist(z,D(ξ)) is convex, hence there exists r > 0 such that
γx
(
[t0 − r, t0)
)
⊂ Dε(ξ),
γx
(
[t0 − r, t0 + r] ∩ [0, T ]
) ⊂ st (σξ,ε(x)) .
Using the third inclusion and 3.29, we can choose τ > 0 such that for every y−, y+ in the
τ -neighbourhood of γx
(
[t0 − r, t0 + r] ∩ [0, T ]
)
, the geodesic segment [y−, y+] is contained
in st(σξ,ε(x)).
Let
k =
1
4
(
ε− dist(γx(t0 − r), D(ξ))
)
.
We finally set δ =
1
100
min(k, τ, r). Furthermore, in the case x /∈ Dε(ξ), we can assume
without loss of generality that δ < 1100(T − t0). Let y ∈ B(x, δ) \Dε(ξ), and let γy be its
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parametrisation.
Since δ ≤ r2 , we have d(v0, y) ≥ t0−r. By convexity of z 7→ d(z,D(ξ)), the inequality δ < k
now implies
d
(
γy(t0 − r), D(ξ)
)
≤ d
(
γx(t0 − r), D(ξ)
)
+ d
(
γx(t0 − r), γy(t0 − r)
)
< (ε− 400δ) + 3δ
< ε,
so γy(t0 − r) ∈ Dε(ξ). Since y /∈ Dε(ξ), it follows that the geodesic segment [v0, y] goes
through Dε(ξ) and leaves it for some t1 ≥ t0 − r. Now, γx and γy parametrise geodesics
starting at v0 and such that d(x, y) < δ, so since X is a CAT(0)-space, we get d(γx(t0 −
r), γy(t0 − r)) ≤ 3δ ≤ τ .
Moreover, after leaving Dε(ξ) the geodesic [v0, y] meets the 10δ-ball centered at γx(t0)
for some t2 ≥ t0 − r. Indeed, this is clear if x ∈ Dε(ξ); If x /∈ Dε(ξ), then [v0, y] meets the
3δ-ball centered at γx(t0 + 5δ), which is contained in (X \Dε(ξ)) ∩B(γx(t0), 10δ). Hence,
[v0, y] meets the B(γx(t0), τ) \Dε(ξ). By definition of τ , it thus follows from 3.29 that
γy
(
[t0 − r, t2]
)
⊂ st (σξ,ε(x)) ,
which implies σξ,ε(y) ⊂ st
(
σξ,ε(x)
)
.
The star lemma 3.30 immediately implies the following:
Corollary 3.31. Let ξ ∈ ∂StabG, U a ξ-family and ε ∈ (0, 1). Then the set ConeU ,ε(ξ) is
open in X.
3.5 Definition of the topology.
In this paragraph, we define a topology on EG, by defining a basis of open neighbourhoods
at every point. Since points of EG are of three different kinds (EG, ∂X and ∂StabG), we
treat these cases separately.
Definition 3.32. Let x˜ ∈ EG. We define a basis of neighbourhoods of x˜ in EG, denoted
OEG(x˜), as the set of open sets of EG containing x˜.
We now turn to the case of elements in the boundary of X. Recall that since X is a
simplicial CAT(0) space with countably many simplices, the bordification X = X ∪∂X has
a natural metrisable topology, though not necessarily compact if X is not locally finite. For
every η ∈ ∂X, a basis of neighbourhoods of η in that bordification is given by the family of
Vr,δ(η) =
{
x ∈ X
∣∣∣∣d(v0, x) > r and γx(r) ∈ B(γη(r), δ)} , r, δ > 0.
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Remark: For r, δ > 0, η ∈ ∂X and if γ is the parametrisation of a geodesic such that there
exists T ≥ 0 with γ(T ) ∈ Vr,δ(η), then γ(t) ∈ Vr,δ(η) for every t ≥ T .
We denote by OX(η) this basis of neighbourhoods of η in X. Endowed with that
topology, X is a secound countable metrisable space (see [BH99]).
Note that the topology of X satisfies the following properties:
Lemma 3.33. Let η ∈ ∂X. Then there exists a basis of neighbourhoods (Un) of η in X
such that Un and Un \ ∂X are contractible for every n ≥ 0.
Proof. For r, δ > 0, let Ur,δ(η) = Vr,δ(η)∪B(γη(r), δ). This defines a basis of neighbourhood
of η in X. As Ur,δ(η) can be retracted by strong deformation along geodesics starting at
v0 onto B(γη(r), δ), it is contractible. Furthermore, as Ur,δ(η) can be retracted by strong
deformation onto Ur,δ(η) \ ∂X, the same holds for Ur,δ(η) \ ∂X.
Lemma 3.34. Let η ∈ ∂X, U a neighbourhood of η in X and k ≥ 0. Then there exists a
neighbourhood U ′ of η in X that is contained in U and such that d(U ′ ∩X,X \ U) > k.
Proof. The definition of the topology of X implies the following: if (xn) and (yn) are two
sequences of X such that d(xn, yn) is bounded, then (xn) converges to a point of ∂X if
and only if (yn) converges to the same point. Reasoning by contradiction thus implies the
lemma.
Definition 3.35. Let η ∈ ∂X, and let U be a neighbourhood of η in X. We set
VU (η) = p
−1(U ∩X) ∪ (U ∩ ∂X) ∪ {ξ ∈ ∂StabG|D(ξ) ⊂ U} .
When U runs over the basis OX(η) of neighbourhoods of η in X, the above formula defines
a collection of neighbourhoods for η in EG, denoted OEG(η).
We finally define open neighbourhoods for points in ∂StabG.
Definition 3.36. Let ξ ∈ ∂StabG, U ⊂ Uξ be a ξ-family, and ε ∈ (0, 1). A neighbourhood
VU ,ε(ξ) is defined in four steps as follows:
• Let WU ,ε(ξ) be the set of points x˜ ∈ EG whose projection x ∈ X belongs to Dε(ξ)
and is such that for some (hence every) vertex v of σx, we have φv,σx(x˜) ∈ Uv.
• Let W1 be the set of points of EG whose projection in X belongs to ConeU ,ε(ξ).
• Let W2 be the set of points of ∂X that belong to ConeU ,ε(ξ).
• Let W3 be the set of points of ∂StabG whose domain is contained in C˜oneU ,ε(ξ).
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Now set
VU ,ε(ξ) = WU ,ε(ξ) ∪W1 ∪W2 ∪W3.
This collection of neighbourhoods of ξ in EG is denoted OEG(ξ).
Note that for ξ-families U ′ ⊂ U and ε′ < ε, we do not necessarily have the inclu-
sion VU ′,ε′(ξ) ⊂ VU ,ε(ξ) since these two neighbourhoods are defined by looking at the way
geodesics leave two (a priori non related) different neighbourhoods of the domain D(ξ).
However, the crossing lemma immediately implies the following:
Lemma 3.37. Let ξ ∈ ∂StabG, U ,U ′ two ξ-families, and 0 < ε′ < ε. If U ′ is dξ-nested in
U , then VU ′,ε′(ξ) ⊂ VU ,ε(ξ).
Definition 3.38. We define a topology on EG by taking the topology generated by the
elements of OEG(x), for every x ∈ EG. We denote by OEG the set of elements of OEG(x)
when x runs over EG. Thus, any an open set in EG is a union of finite intersections of
elements of OEG.
We will show in the next section that OEG is actually a basis for the topology of EG.
4 The topology of EG.
In this section, we study the topology of EG. More precisely, we prove that EG is a
compact metrisable space. Recall that by the classical metrization theorem, it is enough
to prove that EG is a second countable Hausdorff regular space (see below for definitions)
which is sequentially compact.
4.1 Filtration.
Here we prove that the set of neighbourhoods we just defined is a basis for the topology of
EG. In order to do that, we need the following:
Filtration Lemma. Let z, z′ ∈ EG and U ∈ OEG(z) an open neighbourhood of z. If
z′ ∈ U , then there exists an open neighbourhood of z′, U ′ ∈ OEG(z′), such that U ′ ⊂ U .
Since points of EG are of three different natures (EG, ∂X, and ∂StabG), the proof
breaks into six distinct cases.
Proposition 4.1. Let x˜, y˜ ∈ EG and U ∈ OEG(x˜) an open neighbourhood of x˜ in EG. If
y˜ ∈ U , then there exists an open neighbourhood of y˜ in EG, U ′ ∈ OEG(y˜) such that U ′ ⊂ U .
Proof. By definition of the topology, we can take U ′ = U .
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Proposition 4.2. Let η, η′ ∈ ∂X and U ∈ OX(η) an open neighbourhood of η in X. If
η′ ∈ VU (η), then there exists an open neighbourhood U ′ of η′ in ∂X, such that VU ′(η′) ⊂
VU (η).
Proof. Since OX is a basis of neighbourhoods for X, there exists a neighbourhood U ′ ∈
OX(η′) such that U ′ ⊂ U . Now one clearly has η ∈ VU ′(η′) ⊂ VU (η).
Proposition 4.3. Let x˜ ∈ EG, η ∈ ∂X and U an open neighbourhood of η in X. If
x˜ ∈ VU (η), then there exists an open neighbourhood U ′ of x˜ in EG, U ′ ∈ OEG(x˜), such that
U ′ ⊂ VU (η).
Proof. It is enough to choose an arbitratry open neighbourhood U ′ of x˜ contained in p−1(U∩
X).
Proposition 4.4. Let ξ ∈ ∂StabG, η ∈ ∂X and U ∈ OX(η) an open neighbourhood of η in
X. If ξ ∈ VU (η), then there exist ε ∈ (0, 1) and a ξ-family U such that VU ,ε(ξ) ⊂ VU (η).
Proof. The subcomplex D(ξ) ⊂ U is finite, hence compact, so choose ε ∈ (0, 1) such that
Dε(ξ) ⊂ U . Let U be any ξ-family. For every x ∈ C˜oneU ,ε(ξ), the geodesic segment [v0, x]
meets D(ξ) by 3.26. As D(ξ) is contained in U , the same holds for x. It then follows that
VUξ,ε(ξ) ⊂ VU (η).
Proposition 4.5. Let η ∈ ∂X, ξ ∈ ∂StabG, U a ξ-family and ε ∈ (0, 1). If η ∈ VU ,ε(ξ),
then there exists an open neighbourhood U of η in X such that VU (η) ⊂ VU ,ε(ξ).
Proof. Let γη : [0,∞)→ X be a parametrisation of the geodesic ray [v0, η). The subcomplex
D(ξ) being finite by 3.6, choose R > 0 such that D(ξ) ⊂ B(v0, R), and let x = γη(R + 1).
Since η ∈ VU ,ε(ξ), we have x ∈ ConeU ,ε(ξ), which is open in X by 3.31. Let δ > 0
such that B(x, δ) ⊂ ConeU ,ε(ξ). Now if we set U ′ = VR+1,δ(η) ∈ OX(η), it follows that
VU ′(η) ⊂ VU ,ε(ξ).
Proposition 4.6. Let x˜ ∈ EG, ξ ∈ ∂StabG, U a ξ-family and ε ∈ (0, 1). If x˜ ∈ VU ,ε(ξ),
then there exists a U ∈ OEG(x˜) such that U ⊂ VU ,ε(ξ).
Proof. It is enough to prove that VU ,ε(ξ) ∩ EG is open in EG. First, since the maps
φσ,σ′ are embeddings, it is clear that WU ,ε(ξ) is open in EG. Let y˜ ∈ VU ,ε(ξ) ∩ EG with
y = p(y˜) /∈ Dε(ξ). The star lemma 3.30 yields a δ > 0 such that for every z ∈ B(y, δ)\Dε(ξ),
the geodesic segment [v0, z] goes through Dε(ξ) and σξ,ε(z) ⊂ st(σξ,ε(y)). We can further
assume that B(y, δ) ⊂ st(σy). It now follows immediately from the construction of VU ,ε(ξ)
that p−1 (B(x, δ)) is an open neighbourhood of x contained in VU ,ε(ξ), which concludes the
proof.
Proposition 4.7. Let ξ, ξ′ ∈ ∂StabG, U a ξ-family and ε ∈ (0, 1). If ξ′ ∈ VU ,ε(ξ), then
there exists a ξ′-family U ′ and ε′ ∈ (0, 1) such that VU ′,ε(ξ′) ⊂ VU ,ε(ξ).
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By 3.30, let δ ∈ (0, ε) be such that for all y ∈ Dδ(ξ′) \ Dε(ξ), the geodesic segment
[v0, y] goes through Dε(ξ) and is such that σξ,ε(y) ⊂ st (σξ,ε(x)), for some x ∈ D(ξ′). We
now define a ξ′-family using the following lemma.
Lemma 4.8. There exist nested ξ′-family U [dξ] ⊃ . . . ⊃ U [0] = U ′ such that the following
holds: Let x be a point of ConeU ′,δ(ξ′) such that the geodesic from v0 to x leaves Dδ(ξ′) at
a point which is still inside Dε(ξ). Let σ1 = σξ′,δ(x), . . . , σn = σξ,ε(x) (n ≤ dξ) be the path
of simplices met by the geodesic segment [v0, x] inside Dε(ξ) after leaving Dδ(ξ′) (cf Figure
2).
Dε(ξ)
v0
Dδ(ξ′)
σξ′,δ(x)
σξ,ε(x)
Figure 2.
We then have the following, for every 1 ≤ k ≤ n:
(i) The simplex σk is contained in
⋃
v′∈V (ξ′)∩V (ξ′) st(v
′) but not in
⋃
v∈V (ξ)\V (ξ′) st(v).
(ii) For every vertex v′ of σk contained in D(ξ′), the inclusion EGσk ⊂ U [k]v′ holds in
EGv′ .
Proof. If v′ is a vertex of D(ξ) ∩D(ξ′), then for every vertex v of st(v′) ∩ (D(ξ) \D(ξ′)),
choose a neighbourhood Wv,v′ of ξ′ in EGv′ missing EG[v,v′], and set
Wv′ =
 ⋂
v∈st(v′)∩(V (ξ)\V (ξ′))
Wv,v′
 ∩ Uv′ .
If v′ is a vertex not in D(ξ), set Wv = EGv′ .
We now define U ′ to be a ξ′-family that is dξ-nested in the family ofWv′ , v′ ∈ D(ξ′), that is,
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U ′ is a ξ′-family such that there exists a sequence of nested ξ′-families U [dξ] ⊃ . . . ⊃ U [0] = U ′
satisfying Wv′ ⊃ U [dξ]v′ ⊃ . . . ⊃ U [0]v′ = U ′v′ for every vertex v′ of D(ξ′).
We now prove (i) and (ii) by induction on k. Since the geodesic segment [v0, x] leaves
Dδ(ξ′) while inside Dε(ξ), we have σ1 = σξ′,δ(x) ⊂
⋃
v′∈V (ξ)∩V (ξ′) st(v
′). To prove (i) for
k = 1, we reason by contradiction. Suppose there exists a vertex v′ of D(ξ) ∩D(ξ′) and a
vertex v of D(ξ) \D(ξ′) such that σ1 ⊂ st
(
[v, v′]
)
, then we have EGσ1 ⊂ EG[v,v′] in EGv′ .
But the former set is contained in Uv′ since x˜ ∈ VU ′,δ(ξ′), and the latter is disjoint from Uv′
by construction of U ′, which is absurd.
Suppose the result has been proved up to rank k. If σk+1 ⊂ σk, the result is straightfor-
ward, so we suppose that σk ⊂ σk+1. We prove (i) by contradiction. Suppose there exists
a vertex v′ of D(ξ) ∩ D(ξ′) and a vertex v of D(ξ) \ D(ξ′) such that σk+1 ⊂ st
(
[v, v′]
)
.
Then by the induction hypothesis, we have EG[v,v′] ∩ U [k]v′ 6= ∅ in EGv′ , hence EG[v,v′] ⊂
U
[k+1]
v′ ⊂ Wv′ since U [k] is nested in U [k+1],and the last inclusion contradicts the definition
of U ′.
We now prove (ii). Let vk a vertex of D(ξ) ∩ D(ξ′) contained in σk (hence in σk+1).
Thus we have EGσk+1 ⊂ EGσk ⊂ U [k]vk ⊂ U [k+1]vk in EGvk . Now let v′ be another vertex
of D(ξ′) ∩ D(ξ) contained in σk+1 (if any). We thus have EG[vk,v′] ∩ U [k]vk 6= ∅ in EGvk ,
so EG[vk,v′] ⊂ U [k+1]vk in EGvk . But by 3.17, this implies EG[vk,v′] ⊂ U [k+1]v′ , which proves
(ii).
Proof of 4.7. Let us show now that VU ′,δ(ξ′) ⊂ VU ,ε(ξ). Let z ∈ VU ′,δ(ξ′) and x ∈ p¯(z). The
geodesic [v0, x] meets Dδ(ξ′), hence Dε(ξ). To prove that z ∈ VU ,ε(ξ), it is now enough to
prove that x ∈ C˜oneU ,ε(ξ).
If x ∈WU ′,δ(ξ′) ∩Dε(ξ), it follows from the definition of U ′ that z ∈WU ,ε(ξ).
If the geodesic segment [v0, x] meets Dδ(ξ′) outside Dε(ξ), it follows from the definition
of δ that there exists x′ ∈ D(ξ′) \ D(ξ) such that σξ,ε(x) ⊂ st (σξ,ε(x′)). But since x′ ∈
C˜oneU ,ε(ξ), the same holds for x.
Thus the only case left to consider is when the geodesic segment [v0, x] leaves Dδ(ξ′)
while still being inside Dε(ξ). But by the previous lemma, we get that for every vertex v′ of
σξ,ε(x) contained inD(ξ), EGσξ,ε(x) ⊂ U [n]v ⊂ Uv in EGv, which now implies x ∈ C˜oneU ,ε(ξ).
This concludes the proof.
Proposition 4.9. OEG is a basis for the topology of EG, which makes it a second countable
space. For this topology, EG embeds as a dense open subset.
Proof. To prove that OEG is a basis for the topology of EG, it is enough to show that for
every open sets U1, U2 of EG and every z ∈ U1 ∩ U2, there exists an open neighbourhood
W ∈ OEG such that z ∈W ⊂ U1 ∩ U2.
If z ∈ EG: By the results from the previous paragraph, there exists V1, V2 ∈ OEG(z)
such that V1 ⊂ U1 and V2 ⊂ U2. Then take W to be any element of OEG(z) = OEG(z)
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contained in V1 ∩ V2.
If z = η ∈ ∂X: By the results from the previous paragraph, let O1, O2 ∈ OX(η) such
that VO1(η) ⊂ U1 and VO2(η) ⊂ U2. Choosing a neighbourhood W ∈ VX(η) contained in
O1 ∩O2, it follows that VW (η) ⊂ U1 ∩ U2.
If z = ξ ∈ ∂StabG: By the results from the previous paragraph, let VU1,ε1(ξ), VU2,ε2(ξ)
such that VU1,ε1(ξ) ⊂ U1 and VU2,ε2(ξ) ⊂ U2. Let U be a ξ-family which is dξ-nested in
{(U1)v ∩ (U2)v, v ∈ V (ξ)}, and let ε = min(ε1, ε2). It follows from 3.37 that VU ,ε(ξ) ⊂
VU1,ε1(ξ) ∩ VU2,ε2(ξ) ⊂ U1 ∩ U2.
To prove that this topology is second countable, we define countable many open sets
(Un)n≥0 such that for every open set U in OEG and every x in U , there exist an integer m
such that x ∈ Um ⊂ U .
Since EG is the realisation of a complex of spaces over a simplicial complex with count-
ably many simplices, and with fibres that have a CW-structure with countably many cells,
it inheritates a CW-complex structure with countably many cells. Thus its topology is
second countable, and we can choose a countable basis of neighbourhoods (Un), n ≥ 0 of
EG.
Since X is a simplicial complex with countably many cells, it is a separable space, hence
so is the set Λ of points lying on a geodesic from v0 to a point of ∂X. Let us denote Y a
dense countable subset of Λ. Now the family of open sets on Vr,ε(η) for η ∈ ∂X, γη(r) ∈ D
and ε ∈ Q is a countable family, yielding a countable family of open neighbourhoods of EG,
denoted (Vn)n≥0. Note that (Vn)n≥0 contains a basis of neighbourhoods for every point of
EG belonging to ∂X.
A neighbourhood of a point ξ of ∂StabG can be thought as defined by choosing a constant
ε ∈ (0, 1), a finite subcomplex of X (the domain of ξ), and for every vertex v of that
subcomplex an open set of EGv. Since domains of points of ∂StabG are finite by 3.3, there
are only countably many such subcomplexes. Furthermore, for every vertex v of X, EGv
has a countable basis of neighbourhoods. It is now clear that we can define a countable
family (Wn)n≥0 of open neighbourhoods, containing a basis of neighbourhoods of every
element of ∂StabG.
The family consisting of all the Un, Vn,Wn is now a countable basis of neighbourhoods
of EG.
Finally, the subset EG, which is open by construction of the topology, is dense in EG
since every open set in that basis of neighbourhoods meets EG by construction.
Lemma 4.10. The topology of EG does not depend on the choice of a base point. Moreover,
the action of G on EG continuously extends to ∂G.
Proof. Choose x0 and x1 two points of X (note that we do not assume these points to be
vertices). Throughout this proof, we will indicate the dependance on the base point by
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indicating it as an exponent. It is a well know fact that the topology of X does not depend
on the base point, so it is enough to consider neighbourhoods of points in ∂StabG.
The number of simplices in a domain D(ξ), ξ ∈ ∂StabG is uniformly bounded above
by 3.6. Thus, the finiteness lemma 3.3 yields an integer k such that for every x of X and
every ξ ∈ ∂StabG, Geod(D(ξ), x) meets at most k simplices inside the open star of D(ξ).
Let ξ ∈ ∂StabG, U0 a ξ-family for the topology centered at x0 and ε > 0. Now let U1 be a
ξ-family for the topology centered at x1, which is k-nested in U0. Let x be an element of
C˜one
v1
U1,ε(ξ). Then the geodesic reattachment lemma 3.25 implies that [x0, x] meets D(ξ).
Since D(ξ) is connected, there exists a paths of simplices from σv0ξ,ε(x) to σ
v1
ξ,ε(x) of length
at most k in
(
Geod(x,D(ξ)) ∩ st(D(ξ))) \D(ξ). Since U1 is k-nested in U0, it now follows
from the crossing lemma that x ∈ C˜onev0U0,ε(ξ), hence C˜one
v1
U1,ε(ξ) ⊂ C˜one
v0
U0,ε(ξ). Moreover,
since U1 is contained in U0, we get V v1U1,ε(ξ) ⊂ V v0U0,ε(ξ).
We extend the G-action on EG to ∂G as follows. First note that the action naturally
extends to ∂X. Indeed, G acts on the CAT(0) space X by isometries, and those isometries
naturally extend to homeomorphisms of the visual boundary ∂X. Furthermore, we defined
in Section 2 a G-action on ∂StabG. Thus we have an action of G on EG, which we now
prove to be continuous.
Let g ∈ G. Since EG is open in EG and the action of G on EG is continous, it is
enough to check the continuity at points of ∂G.
Let η ∈ ∂X, and let U be a neighbourhood of gη in X. The action of G on X being
continuous, let U ′ be a neighbourhood of η in X such that g.U ′ ⊂ U . It then follows from
the definition of our basis of neighbourhoods that g.VU ′(η) ⊂ VU (g.η).
Let ξ ∈ ∂StabG, U a gξ-family and ε ∈ (0, 1). For every vertex v of D(ξ), the action
of Gv on EGv continuously extends to EGv by the Z-boundary assumption, so g−1U is
a collection of open sets for ξ. Since the topology does not depend on the basepoint, let
U ′ be a ξ-family contained in ξ and such that C˜oneU ′,ε(ξ) ⊂ g−1.C˜oneU ,ε(ξ). We thus
have g.C˜oneU ′,ε(ξ) ⊂ C˜oneU ,ε(ξ), and also g.WU ′,ε(ξ) ⊂ WU ,ε(g.ξ), hence g.VU ′,ε(ξ) ⊂
VU ,ε(ξ).
4.2 Induced topologies.
Proposition 4.11. The topology of EG induces the natural topologies on EG, ∂X and
EGv for every vertex v of X.
We first prove that for any open set U in the basis of neighbourhoods OEG previously
defined, U ∩EG is open in EG. For x ∈ EG, the result is obvious for elements in OEG(x)
since open sets in OEG(x) are open sets of EG by definition. For η ∈ ∂X and U a
neighbourhood of η in X, we have VU (η) ∩ EG = p−1(U ∩ X) which is open in EG. For
ξ ∈ ∂StabG, ε ∈ (0, 1) and U a ξ-family, it was proven in 4.6 that VU ,ε(ξ) ∩ EG is open in
EG.
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We now prove that for any open set U in the basis of neighbourhoods OEG, U ∩ ∂X
is open in ∂X. For an element η ∈ ∂X and U a neighbourhood of η in X, we have
VU (η)∩ ∂X = U ∩ ∂X, which is open in ∂X. Now consider ξ ∈ ∂StabG , ε ∈ (0, 1) and U a
ξ-family. If VU ,ε(ξ)∩∂X is empty there is nothing to prove, otherwise let η ∈ VU ,ε(ξ)∩∂X.
By 4.5, let U ′ be a neighbourhood of η in X such that VU ′(η) ⊂ VU ,ε(ξ). Thus, η ∈
U ′ ∩ ∂X ⊂ VU ,ε(ξ) ∩ ∂X, and VU ,ε(ξ) ∩ ∂X is open in ∂X.
Before proving the analogous result for EGv, with v a vertex of X, we need the following
lemma.
Lemma 4.12. Let ξ ∈ ∂StabG, U a ξ-family and ε ∈ (0, 1). Then there exists a ξ-family
U ′ ⊂ U such that ⋃v∈V (ξ) U ′v ∩ ∂Gv ⊂ VU ,ε(ξ).
Proof. By 3.6, let m be an integer such that domains of points of ∂StabG meet at most m
simplices, and let U ′ be a ξ-family which is m-refined in U . Let ξ′ ∈ ⋃v∈V (ξ) U ′v ∩ ∂Gv
and x ∈ D(ξ′). Since D(ξ′) is convex by 3.6, let γ be a geodesic path in D(ξ′) from x
to D(ξ) and meeting D(ξ) at a single point. This yields a path of open simplices from
σ1 ⊂ st(D(ξ)) \ D(ξ) to σx of length at most m in X \ D(ξ) with n ≤ dξ. Now since
ξ′ ∈ ∂Gσ1 , we have σ1 ⊂ stU ′(ξ). By definition of U
′ , we get σn ⊂ C˜oneU ,ε(ξ), hence the
result.
proof of 4.11. Let v be a vertex of X. We now prove that for every open set U in the basis
of neighbourhood OEG, U ∩ EGv is open in EGv.
We proved already that the topology of EG induces the natural topology on EG. Now
using the filtration lemmas 4.4 and 4.7, it is enough to show, for every ξ ∈ ∂Gv, every
ε ∈ (0, 1) and every ξ-family U , that VU ,ε(ξ)∩EGv contains a neighbourhood of ξ in EGv.
By 4.12, let U ′ be a ξ-family contained in U and such that every element of U ′v∩∂Gv belongs
to VU ,ε(ξ). Then we have ξ ∈ U ′v ⊂ VU ,ε(ξ) ∩ EGv, and so VU ,ε(ξ) ∩ EGv is open in EGv.
Thus the topology of EG induces the natural topology on EGv.
Finally, note that the map EGv → EG is injective by 3.8. As EGv is a compact space,
that map is an embedding.
In the exact same way, we can prove the following:
Lemma 4.13. Let σ be a closed cell of X. Then the quotient map σ × EGσ → EG is
continuous.
4.3 Weak separation
In this paragraph, we prove the following:
Proposition 4.14. The space EG satisfies the T0 condition, that is, for every pair of
distinct points, there is an open set of EG containing one but not the other.
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Note that this property does not imply that the space is Hausdorff. However, we will
prove in the next subsection that EG is also regular, and it is a common result of point-set
topology that a space that is T0 and regular is also Hausdorff. As usual, the proof of 4.14
splits in many cases.
Proposition 4.15. Let x˜, y˜ be two distinct elements of EG ⊂ EG. Then x˜ and y˜ admit
disjoint neighbourhoods.
Proof. Open sets in EG are open in EG by definition. The result thus follows from the
fact that EG is a Hausdorff space.
Proposition 4.16. Let η, η′ be two distinct elements of ∂X ⊂ EG. Then η and η′ admit
disjoint neighbourhoods.
Proof. The space X is metrisable, hence Hausdorff. Choosing disjoint neighbourhoods U
of η in X (resp. U ′ of η′ in X ) yield disjoint neighbourhoods VU (η), VU ′(η′).
Proposition 4.17. Let x˜ ∈ EG and η ∈ ∂X. Then x˜ and η admit disjoint neighbourhoods.
Proof. Let x = p(x˜) ∈ X. Since X is a Hausdorff space, let U be a neighbourhood of x in
X and U ′ be a neighbourhood of η′ in X that are disjoint. Then p−1(U) is a neighbourhood
of x˜ in EG and VU ′(η) is a neighbourhood of η in EG that is disjoint from p−1(U).
Proposition 4.18. Let ξ ∈ ∂StabG and η ∈ ∂X. Then there exists a neighbourhood of η in
EG that does not contain ξ.
Proof. Since D(ξ) is bounded, let R > 0 such that the D(ξ) is contained in the R-ball
centered at v0. Now take a neighbourhood U of η in X that does not meet that R-ball.
The subset VU (η) is a neighbourhood of η in EG to which ξ does not belong.
Proposition 4.19. Let x˜ ∈ EG and ξ ∈ ∂StabG. Then there exists a neighbourhood of x˜
in EG that does not contain ξ.
Proof. Choose any neighbourhood of x˜ in EG. This is by definition a neighbourhood of x˜
in EG, to which ξ does not belong.
Proposition 4.20. Let ξ, ξ′ be two different elements of ∂StabG. Then there exists a neigh-
bourhood of ξ in EG that does not contain ξ′.
Proof. If D(ξ)∩D(ξ′) 6= ∅, let v be a vertex in that intersection and let Uv be a neighbour-
hood of ξ in EGv that does not contain ξ′. Now we can take a ξ-family U ′ small enough so
that U ′v ⊂ Uv and thus ξ′ /∈ VU ′, 1
2
(ξ).
If D(ξ) ∩D(ξ′) = ∅, let x ∈ D(ξ′). There are two cases to consider:
• If [v0, x] does not meet D(ξ), then VUξ, 12 (ξ) does not contain ξ
′ by 3.26.
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• Otherwise, [v0, x] meets D(ξ) and leaves it. Let σ be the first simplex touched by
[v0, x] after leaving D(ξ), v a vertex of σ ∩ D(ξ) and Uv a neighbourhood of ξ in
EGv that does not contain EGσ. Now let U ′ be ξ-family such that U ′v ⊂ Uv and
U ′′ a ξ-family that is dξ-nested in U ′. It then follows from the crossing lemma that
ξ′ /∈ VU ′′, 1
2
(ξ).
4.4 Regularity
In this paragraph, we prove the following:
Proposition 4.21. The space EG is regular, that is, for every open set U in EG and every
element x ∈ U , there exists another open set V containing x and contained in U , and such
that every element not in U admits a neighbourhood that does not meet V .
Since we previously defined a basis of neighbourhoods for EG, it is enough to prove
such a proposition for open sets U in that basis. As usual, the proof of 4.21 splits in many
cases, depending on the nature of the open sets U and elements of U involved.
Proposition 4.22. Let x˜ ∈ EG and U an open neighbourhood of x˜ in EG. Then there
exists a subneighbourhood U ′ of EG containing x˜ and such that every element not in U
admits a neighbourhood that does not meet U ′.
Proof. The space EG being a CW-complex, its topology is regular, so we can choose a
neighbourhood U ′ of x˜ in EG whose closure (in EG) is contained in U . Let us call V that
closure, and let x = p(x˜). Since EG is locally finite, we can further assume that p(V )
meets only finitely many simplices and that it is contained in st(σx). We now show that V
is closed in EG, which implies the proposition.
A point of EG \ V clearly admits a neighbourhood in EG that does not meet V , since
open subsets of EG are open in EG. For a point η ∈ ∂X, choosing any neighbourhood of
η in X that does not meet p(V ) yields a neighbourhood of η in EG not meeting V . Thus
the only case left is that of an element ξ ∈ ∂StabG. There are two cases to consider:
If x ∈ D(ξ), then since p(V ) meets only finitely many simplices, it is easy to find a
ξ-family U such that WU , 1
2
(ξ) misses V , which implies that the whole VU , 1
2
(ξ) misses V .
If x /∈ D(ξ), then lemma 3.3 ensures the existence of a finite subcomplex K ⊂ X con-
taining Geod(v0, p(V ))∩ st(D(ξ)). We define a ξ-family U and a constant ε as follows. Let
v be a vertex of D(ξ). For every σ ⊂ (st(v) ∩K) \D(ξ), let Uv,σ be a neighbourhood of ξ
in EGv which is disjoint from EGσ. We now set
Uv =
⋂
σ⊂(st(v)∩K)\D(ξ)
Uv,σ.
Let U be a ξ-family which is contained in {Uv, v ∈ V (ξ)}, and choose
ε = min
(1
3
dist(p(V ), D(ξ)), 1
)
,
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which is positive since p(V ) ⊂ st(σx).
We now show by contradiction that VU ,ε(ξ)∩ V = ∅. Suppose there exists an element y˜ in
that intersection and let y = p(y˜). By 3.26, [v0, y] goes through D(ξ). But since y˜ ∈ V , we
have σξ,ε(y) ⊂ K, which contradicts the construction of U .
Thus every element of EG \ V admits a neighbourhood missing V , so V is closed in
EG.
Proposition 4.23. Let η ∈ ∂X and U be an open neighbourhood of η in X. Then there
exists an open neighbourhood U ′ of η in X such that every element not in VU (η) admits a
neighbourhood that does not meet VU ′(η).
Proof. By 3.34, we first choose a neighbourhood W of η in X contained in U and such that
d(W ∩ X,X \ U) > A + 1, where A is the acylindricity constant. Since X is metrisable,
hence regular, we can further assume that W ⊂ U . Finally, we can choose R > 0 and δ > 0
such that U ′ = VR,δ(η) is contained in W and B(γη(R), δ) is contained in the open star of
γη(R) (recall that γη is a parametrization of the geodesic ray [v0, η)). We now show that
every element not in VU (η) admits a neighbourhood that does not meet VU ′(η).
Let z ∈ EG \ VU (η). Then p(z) is not in U , hence not in U ′. Since U ′ is open in X,
there exist an open set U ′′ of X containing p(z) and such that U ′′ ⊂ X \U ′. Then p−1(U ′′)
is open in EG and p−1(U ′′) does not meet VU (η).
Let η′ ∈ ∂X \ VU (η). Then η′ /∈ U ∩ ∂X hence η′ /∈ U ′. Since U ′ is closed in X, we
choose an open set U ′′ in OX(η) missing U ′. It is now clear that VU ′′(η′) does not meet
V ′U (η).
Let ξ ∈ (∂StabG) \ VU (η). To find a neighbourhood of ξ that does not meet VU ′(η), is
enough to find a ξ-family U ′ such that U ′ ∩ C˜oneU ′, 1
2
(ξ) = ∅. We define such a ξ-family as
follows:
Let x = γη(R). By 3.3, let K be the finite subcomplex of X spanned by simplices
meeting Geod(D(ξ), x). Let v be a vertex of D(ξ). For every simplex σ contained in
(st(v) ∩K) \D(ξ), let Uv,σ be an open neighbourhood of ξ in EGv disjoint from EGσ. We
then set
Vv =
⋂
σ⊂(st(v)∩K)\D(ξ)
Uv,σ.
Now take U to be a ξ-family contained in {Vv, v ∈ V (ξ)}, and let U ′ be a ξ-family that is
2-refined in U .
We now show by contradiction that U ′ ∩ C˜oneU ′, 1
2
(ξ) 6= ∅ . Let y be an element in this
intersection. Then [v0, y] meets D(ξ) (by 3.26) and B(x, δ) ∩ S(v0, R) (by construction of
U ′).
Since d(U ′, X \ U) ≥ A + 1 and D(ξ) meets U , it follows that st(D(ξ)) ∩ U ′ = ∅.
Hence the geodesic segment [v0, y] enters D(ξ) before meeting B(x, δ) ∩ S(v0, R). Let y′
35
be the point of [v0, y] inside B(x, δ)∩ S(v0, R). By construction of R and δ, it follows that
σy′ is a face of σx. Now since x ∈ ConeU ′, 1
2
(ξ), the refinement lemma 3.28 implies that
σy′ ⊂ ConeU , 1
2
(ξ), which contradicts the definition of U .
Proposition 4.24. Let ξ ∈ ∂StabG, ε ∈ (0, 1) and U a ξ-family. Then there exists a ξ-family
U ′ such that every element not in VU ,ε(ξ) admits a neighbourhood that misses VU ′,ε(ξ).
Proof. Letm be an integer such that domains of points of ∂StabG meet at mostm simplices.
Choose a ξ-family U ′ which is m-refined and nested in U . We now show that every element
not in VU ,ε(ξ) admits a neighbourhood that misses VU ′,ε(ξ).
Let x˜ ∈ EG \ VU ,ε(ξ), and x = p(x˜).
• If x ∈ Dε(ξ), then x˜ /∈ {x} × Uσx , hence x˜ /∈ {x} × U ′σx . Let Wx be a neighbourhood
of x˜ in {x} × EGσx that does not meet Uσx , and V be an open neighbourhood of x
in X contained in st(σx). V ×Wx does not meet VU ′,ε(ξ).
• If x /∈ Dε(ξ), let V be an open neighbourhood of x in X contained in st(σx). Then
p−1(V ) does not meet VU ′,ε(ξ) as U ′ is refined in U . In particular, the closure of
ConeU ′,ε(ξ) is contained in C˜oneU ,ε(ξ), so x /∈ ConeU ′,ε(ξ). Now choose a neighbour-
hood V of x in X contained in
X \
(
ConeU ′,ε(ξ)∪Dε(ξ)
)
, and it follows that p−1(V ) is a neighbourhood of x˜ in EG
that does not meet VU ′,ε(ξ).
Let η ∈ ∂X \ VU ,ε(ξ). We construct a neighbourhood V of η in X that does not meet
C˜oneU ′,ε(ξ). First, since D(ξ) is bounded, let R > 0 such that D(ξ) is contained in the
R-ball centered at v0, and let x = γη(R+ 1).
• If [v0, η) does not meet D(ξ), let δ = 12dist
(
γη
(
[0, R + 1]
)
, D(ξ)
)
> 0, and let V be
a neighbourhood of η in X that is contained in VR+1,δ(η). For every y in V , [v0, y]
does not meet D(ξ), hence V ∩ C˜oneU ′,ε(ξ) = ∅.
• If [v0, γ) goes through D(ξ), then since x does not belong to C˜oneU ′,ε(ξ), let v be
a vertex of D(ξ) in σξ,ε(x) such that EGσξ,ε(x) * Uv in EGv. Lemma 3.30 yields
a constant δ > 0 such that for every y ∈ B(x, δ), [v0, y] goes through D(ξ) and
σξ,ε(y) ⊂ st
(
σξ,ε(x)
)
inside Dε(ξ). As U ′ is nested in U , it then follows that VR+1,δ(η)
does not meet VU ′,ε(ξ). Then [v0, y] goes through B(x, δ), so it also goes through
st(σξ,ε(x)). As U ′ is nested in U and EGσ * Uv in EGv, it follows that EGσξ,ε(y) * U ′v,
hence y /∈ C˜oneU ′,ε′(ξ) and V ∩ C˜oneU ′,ε′(ξ) = ∅.
Let ξ′ ∈ (∂StabG) \ VU ,ε(ξ). To find a neighbourhood of ξ′ that misses VU ,ε(ξ), it is enough
to find a ξ′-family U ′′ such that C˜oneU ′′ ,ε(ξ′)∩ C˜oneU ′,ε(ξ) = ∅. We define such a ξ′-family
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as follows. By 3.3, let K be a finite subcomplex containing Geod(v0, D(ξ))∩ st(D(ξ′)). Let
v be a vertex of D(ξ′). For every σ ⊂ (st(v) ∩K) \D(ξ′), let U ′′v,σ be a neighbourhood of
ξ′ in EGv which is disjoint from EGσ, and set
U
′′
v =
⋂
σ⊂(st(v)∩K)\D(ξ′)
U
′′
v,σ.
If v is also in D(ξ), we can further assume by the convergence property that the only EGσ
inside EGv meeting both Uv and U ′′v contain ξ and ξ′. Now let U
′′ be a ξ′-family which
is m-refined in
{
U
′′
v , v ∈ V (ξ′)
}
, and let us prove by contradiction that C˜oneU ′′ ,ε′ (ξ
′) ∩
C˜oneU ′,ε(ξ) = ∅. Let x be in such an intersection. Then, by 3.26, the geodesic [v0, x] meets
both D(ξ) and D(ξ′).
Note that [v0, x] cannot meet D(ξ′) before D(ξ) or leave both D(ξ) and D(ξ′) at the
same time, by construction of the U ′′v . Thus [v0, x] meets D(ξ) before D(ξ′). Let x′ be the
first point of D(ξ′) met by [v0, x]. If D(ξ) ∩D(ξ′) = ∅, it follows from the fact that U ′ is
m-nested in U that D(ξ′) ⊂ C˜oneU ,ε(ξ), hence ξ′ ∈ VU ,ε(ξ), which is absurd. Otherwise, let
γ be a geodesic path in D(ξ′) from x′ to a point of D(ξ), such that γ meets D(ξ) in exactly
one point. Let σ be the last simplex touched by γ before touching D(ξ). The fact that U ′
is m-nested in U implies that EGσ ⊂ Uv for some (hence every) vertex v of σ∩D(ξ), hence
ξ′ ∈ Uv ⊂ VU ,ε(ξ), a contradiction.
Theorem 4.25. The space EG is separable and metrisable.
Proof. It is secound countable by 4.9, regular by 4.21 and satisfies the T0 condition. Thus
it is Hausdorff and the result follows from Urysohn’s metrization theorem.
4.5 Sequential Compactness.
In this subsection, we prove the following:
Theorem 4.26. The metrisable space EG is compact.
First of all, note that since EG is dense in EG by 4.9, it is enough to prove that any
sequence in EG admits a subsequence converging in EG. Let (x˜n)n≥0 ∈ (EG)N. For
every n ≥ 0, let xn = p(x˜n). Furthermore, to every xn we associate the finite sequence
σ
(n)
0 = v0, σ
(n)
1 , . . . , of simplices met by [v0, xn]. Finally, let ln ≥ 1 be the number of sim-
plices of such a sequence.
Lemma 4.27. Suppose that for all k ≥ 0,
{
σ
(n)
k , n ≥ 0
}
is finite.
• If (ln) admits a bounded subsequence, then (xn) admits a subsequence that converges
to a point of EG ∪ ∂StabG.
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• Otherwise, (xn) admits a subsequence that converges to a point of ∂X.
Proof. Up to a subsequence, we can assume that there exist open simplices σ0, σ1, . . . such
that for all k ≥ 0, (σ(n)k )n≥0 is eventually constant at σk. There are two cases to consider:
(i) Up to a subsequence, there exists a constant m ≥ 0 such that each geodesic [v0, xn]
meets at most m simplices. This implies that the xn live in a finite subcomplex. Up
to a subsequence, we can now assume that there exists a (closed) simplex σ of X
such that xn is in the interior of σ for all n ≥ 0. This in turn implies that x˜n in
σ×EGσ (or more precisely in the image of σ×EGσ in EG) for all n ≥ 0. This space
is compact since the canonical map σ ×EGσ ↪→ EG is continuous by 4.13, hence we
can take a convergent subsequence.
(ii) Up to a subsequence, we can assume that ln −−→
n∞ ∞. For r > 0, let pir : X → B(v0, r)
the retraction on B(v0, r) along geodesics starting at v0. By assumption, we have that
for every r > 0, the sequence of projections (pir(xn))n≥0 lies in a finite subcomplex of
X. A diagonal argument then shows that, up to a subsequence, we can assume that
all the sequences of projections (pim(xn))n≥0 converge in X for every m ≥ 0. As the
topology of X is the topology of the projective limit
B(v0, 1)
pi1←− B(v0, 2) pi2←− . . . ,
it then follows that (xn) converges in X. As ln →∞, (xn) converges to a point η of
∂X. The definition of the topology of EG now implies that (x˜n) converges to η in
EG.
Lemma 4.28. Suppose that there exists k ≥ 0 such that
{
σ
(n)
k , n ≥ 0
}
is infinite. Then
(xn) admits a subsequence that converges to a point of ∂StabG.
Proof. Without loss of generality, we can assume that such a k is minimal. Up to a subse-
quence, we can assume that there exist open simplices σ1, . . . , σk−1 such that for all n ≥ 0,
σ
(n)
0 = σ0, . . . , σ
(n)
k−1 = σk−1, and
(
σ
(n)
k
)
n≥0
is injective. By cocompacity of the action, we
can furthermore assume (up to a subsequence) that the σ(n)k are above a unique simplex of
Y . This corresponds to embeddings EG
σ
(n)
k
↪→ EGσk−1 . By the convergence property, we
can assume, up to a subsequence, that in EGσk−1 the sequence of subspaces EGσ(n)k
uni-
formly converges to an element ξ ∈ ∂Gσk−1 . Let us prove that (x˜n)n≥0 converges to ξ in EG.
Since EG has a countable basis of neighbourhoods, it is enough to prove that for every
ε ∈ (0, 1) and every ξ-family U there exists a subsequence of (x˜n) lying in VU ,ε(ξ). By
construction of ξ, we have σk−1 ⊂ D(ξ), and there exists a vertex vk of D(ξ) such that
σ
(n)
k ⊂ st(vk) for all n ≥ 0. Two cases may occur:
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• Up to a subsequence, all the [v0, xn] leave Dε(ξ) inside σ(n)k . Since EGσ(n)k uniformly
converges to ξ in EGσk−1 and thus in EGvk , we can assume, up to a subsequence,
that EG
σ
(n)
k
⊂ Uvk inside EGσk . This implies that x˜n ∈ VU ,ε(ξ), which is what we
wanted.
• Up to a subsequence, all the [v0, xn] remain inside Dε(ξ) when inside σ(n)k . Up to
a subsequence, we can further assume that all the σ(n)k+1, n ≥ 0 are above a unique
simplex of Y . Thus there exists a vertex vk+1 of D(ξ) ∩ st(vk) such that σ(n)k+1 ⊂
st(vk+1) for all n ≥ 0.
In particular we have σ(n)k ⊂ st(vk)∩ st(vk+1) and thus ξ ∈ ∂Gvk+1 . Since U is a
ξ-family, the fact that EG
σ
(n)
k
uniformly converges to ξ in EGvk implies that that
EG
σ
(n)
k
uniformly converges to ξ in EGvk+1 . Note that since the sequence (σ
(n)
k )n≥0
takes infinitely many values, the finiteness lemma 3.3 implies that (σ(n)k+1)n≥0 also takes
infinitely many values. Up to a subsequence, we can thus assume by the convergence
property that EG
σ
(n)
k+1
uniformly converges in EGvk+1 . As EGσ(n)k
uniformly converges
to ξ in EGvk+1 , the same holds for EGσ(n)k+1
, and we are back to the previous situation.
By iterating this algorithm, two cases may occur:
• There is a rank k′ ≥ k such that, up to a subsequence, all the [v0, xn] leave Dε(ξ)
while being inside σ(n)k′ and the same argument as before shows that we can take a
subsequence satisfying x˜n ∈ VU ,ε(ξ).
• Up to a subsequence, at every stage k′ ≥ k all the [v0, xn] remain within D(ξ). In the
latter case, the containment lemma 3.2 implies that there exists an integerm ≥ 0 such
that each geodesic segment [v0, xn] meets at most m simplices. Up to a subsequence,
we can further assume that all the [v0, xn] meet exactly m simplices. Thus we can
iterate our algorithm up to rank m, which yields the existence of a vertex vm of Dε(ξ)
such that σ(n)m ⊂ st(vm) for all n ≥ 0 and such that EGσ(n)m uniformly converges to
ξ in EGvm . Up to a subsequence, we can furthermore assume that EGσ(n)m ⊂ Um in
EGvk+1 for all n ≥ 0. This in turn implies x˜n ∈ WU ,ε(ξ), hence x˜n ∈ VU ,ε(ξ) and we
are done.
Proof of 4.26. This follows immediately from 4.25, 4.28 and 4.27.
As a direct consequence, we get the following convergence criterion.
Corollary 4.29. Let (zn) be a sequence in EG.
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• zn converges to a point η ∈ ∂X if and only if the sequence of coarse projections p¯(zn)
uniformly converges to η.
• Suppose that for n large enough, geodesics from v0 to p¯(zn) meet the domain of some
element ξ ∈ ∂StabG. For every n, choose xn ∈ p¯(zn) and let σn be the first simplex
touched by the geodesic [v0, xn] after leaving D(ξ). If the sequence of subsets ∂Gσn
uniformly converges to ξ in ∂Gv, for some vertex v ∈ D(ξ), then (zn) converges to ξ.
Furthermore, the convergence can be made uniform on a subset K ⊂ EG if the aforemen-
tionned conditions are realised uniformly on K.
5 The properties of ∂G.
In this section we prove the following:
Theorem 5.1. (EG, ∂G) is an EZ-structure in the sense of Farrell-Lafont.
5.1 The Z-set property
Here we prove the following:
Proposition 5.2. ∂G is a Z-set in EG.
Proving this property is generally technical. However, Bestvina and Mess proved in
[BM91] a useful lemma ensuring that a given set is a Z-set in a bigger set, which we now
recall.
Lemma 5.3 (Bestvina-Mess [BM91]). Let (X˜, Z) be a pair of finite-dimensional metrisable
compact spaces with Z nowhere dense in X˜, and such that X = X˜ \ Z is contractible and
locally contractible, with the following condition holding:
(*) For every z ∈ Z and every neighbourhood U˜ of z in X˜, there exists a neighbourhood
V˜ contained in U˜ and such that
V˜ \ Z ↪→ U˜ \ Z
is null-homotopic.
Then X˜ is an Euclidian retract and Z is a Z-set in X˜.
We now use this lemma to prove that the boundary ∂G is a Z-boundary in EG.
Lemma 5.4. EG and ∂G are finite-dimensional.
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Proof. We have
∂G =
( ⋃
v∈V (X)
∂Gv
)
∪ ∂X.
Each vertex stabiliser boundary is a Z-boundary in the sense of Bestvina, hence finite-
dimensinal, and they are closed subspaces of ∂G by 4.11. As the action of G on X is
cocompact, their dimension is uniformly bounded above, so the countable union theorem
implies that
⋃
v∈V (X) ∂Gv is finite-dimensional. Furthermore, X is a CAT(0) space of
finite geometric dimension, so its boundary has finite dimension by a result of Caprace
[CL10]. Thus, the classical union theorem implies that ∂G is finite-dimensional. Now
EG = EG ∪ ∂G. EG is a CW-complex that can be decomposed as the countable union of
its closed cells, all of which having a dimension bounded above by dim(X). supσ(dim EGσ).
It follows from the countable union theorem in covering dimension theory that EG is finite
dimensional, and the same holds for EG by the classical union theorem.
We now turn to the proof of the Z-set property, using the lemma of Bestvina-Mess
recalled above. As usual, the proof splits in two cases, depending on the nature of the point
of ∂G that we consider.
Proposition 5.5. Let η ∈ ∂X and U be a neighbourhood of η in X. Then there exists a
subneighbourhood U ′ ⊂ U of η in X such that the inclusion
VU ′(η) \ ∂G ↪→ VU (η) \ ∂G
is null-homotopic.
Proof. The lemma 3.34 yields a neighbourhood U ′ of η in X such that d(U ′∩X,X \U) > 1.
In particular, Span(U ′\∂X) ⊂ U , and p−1(Span(U ′\∂X)) can be seen as the realisation of a
complex of spaces over Span(U ′\∂X) the fibres of which are contractible. Thus 1.10 implies
that the projection p−1(Span(U ′ \ ∂X))→ Span(U ′ \ ∂X) is a homotopy equivalence. Now
3.33 yields another neighbourhood U ′′ ⊂ U ′ of η in X such that U ′′ \ ∂X is contractible.
We thus have the following commutative diagram:
VU (η) \ ∂G p−1(Span(U ′ \ ∂X))
'

? _oo VU ′′(η) \ ∂G

? _oo
Span(U ′ \ ∂X) U ′′ \ ∂X.? _
0
oo
Now since U ′′\∂X is contractible, the inclusion V ′U (η)\∂G ↪→ VU (η)\∂G is null-homotopic.
Proposition 5.6. Let ξ ∈ ∂StabG, ε ∈ (0, 1) and U a ξ-family. Then there exists a ξ-family
U ′ such that VU ′,ε(ξ) is a subneighbourhood of VU ,ε(ξ) and such that the inclusion
VU ′,ε(ξ) \ ∂G ↪→ VU ,ε(ξ) \ ∂G
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is null-homotopic.
Lemma 5.7. There exist ξ-families U ′,U ′′, a subcomplex X ′ of X with C˜oneU ′′,ε(ξ) ⊂
X ′ ⊂ C˜oneU ,ε(ξ), and a subset C ′ of EG with VU ′′,ε(ξ) \ ∂G ⊂ C ′ ⊂ VU ,ε(ξ) \ ∂G, such that
p(C ′) ⊂ X ′ and the projection map C ′ → X ′ is a homotopy equivalence.
Proof. Let U ′ be a ξ-family that is 2-refined in U and dξ-nested in U . It follows from the
refinement lemma 3.28 that Span
(
ConeU ′,ε(ξ)
)
⊂ C˜oneU ,ε(ξ). By 3.37, we have VU ′,ε(ξ) ⊂
VU ,ε(ξ). Let
X ′ = Span(ConeU ′,ε(ξ)) ∪
(
Dε(ξ) ∩ C˜oneU ,ε(ξ)
)
.
Note that it is possible to give Dε(ξ) ∩ C˜oneU ,ε(ξ) a simplicial structure from that of X
such that a vertex of Dε(ξ) ∩ C˜oneU ,ε(ξ) for that structure either is a vertex of D(ξ) or
belongs to an edge in X between a vertex of D(ξ) and a vertex of X \D(ξ). Furthermore,
we can give Span(ConeU ′,ε(ξ)) a simplicial structure that is finer that that of X, whose
vertices are the vertices of Span(ConeU ′,ε) and vertices of Dε(ξ) ∩ C˜oneU ,ε(ξ) (for its given
simplicial structure), that is compatible with that of Dε(ξ), and which turns X ′ into a
simplicial complex such that an open simplex is completely contained either in Dε(ξ) or in
X \Dε(ξ) (see Figure 3). Thus X ′ is endowed with a simplicial structure.
Dε(ξ)
Span(ConeU ′,ε(ξ)) X ′
Figure 3.
We now define a contratible open subset C ′σ of EGσ for every open simplex σ of X ′. This
will allow us to define the following subset of EG:
C ′ =
⋃
σ∈S(X′)
σ × C ′σ.
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Note that although C ′ is not naturally the realisation of a complex of spaces in the sense of
the first section, it is nonetheless possible to endow it with one, so as to use 1.10 to show
that the natural projection C ′ → X ′ is a homotopy equivalence.
We first define these spaces C ′σ for vertices of X ′. Let v be such a vertex.
• If v is a vertex of D(ξ), the compactification EGv is locally contractibe so we can
choose a contractible open set U ′v of EGv contained in Uv and containing ξ, and set
C ′v = U ′v ∩ EGv. As ∂Gv is a Z-boundary, C ′v is a contractible open subset.
• If v does not belong to Dε(ξ), set C ′v = EGv.
• If v is a vertex of Dε(ξ) \ D(ξ) (for the chosen simplicial structure of Dε(ξ) ⊂ X ′),
then either v belongs to Span(ConeU ′,ε(ξ)), in which case we set C ′v = EGv, or it does
not, in which case v belongs to a unique edge e (for the simplicial structure of X)
between a vertex v′ of D(ξ) and a vertex of X \D(ξ). In that case, EGe is contained
in Uv′ since U ′ is nested in U and we set C ′v = EGe.
We now define the subsets C ′σ for simplices σ ⊂ X ′. Let σ be such a simplex, and let σ′ be
the unique open simplex of X such that σ ⊂ σ′ as subsets of X. We set C ′σ = EGσ′ .
We define the space C ′ =
⋃
σ∈S(X′) σ×C ′σ. As explained above, the projection C ′ → X ′
is a homotopy equivalence. Furthermore, we can choose a ξ-family U ′′ small enough so that
the subset VU ′′,ε(ξ) \ ∂G is contained in C ′.
Proof of 5.6. We apply the previous lemma twice to get the following commutative diagram:
VU,ε(ξ) \ ∂G C ′
'

? _oo VU ′′,ε(ξ) \ ∂G

? _oo C(3)
'

? _oo
X ′ C˜oneU ′′,ε(ξ)?
_oo X(3).? _
0
oo
Since X(3) retracts by strong deformation (along geodesics starting at v0) inside C˜oneU ′,ε(ξ)
on the contractible subcomplex D(ξ) (relatively to D(ξ)), the inclusion X(3) ↪→ C˜oneU ′,ε(ξ)
is nullhomotopic, hence C(3) ↪→ VU ,ε(ξ) \ ∂G is null-homotopic. As there exists a ξ-family
U (4) such that VU(4),ε(ξ) \ ∂G ↪→ C(3), this concludes the proof.
Proof of 5.2: Thus, 4.26 and 5.4 together with 5.5 and 5.6 yield the desired result.
5.2 Compact sets fade at infinity
Here we prove the following:
Proposition 5.8. Compacts subsets of EG fade at infinity in EG, that is, for every x ∈ ∂G,
every neighbourhood U of x in EG and every compact K ⊂ EG, there exists a subneigh-
bourhood V ⊂ U of x such that any G-translate of K meeting V is contained in U .
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As usual, we split the proof in two parts, depending on the nature of the points consid-
ered.
Proposition 5.9. Let η ∈ ∂X. For every neighbourhood U of η in X and every compact
subset K ⊂ EG, there exists a neighbourhood U ′ of η contained in U and such that any
G-translate of K meeting VU ′(η) is contained in VU (η).
Proof. By 3.34, let U ′ be a neighbourhood of η in X which is contained in U and such that
d(U ′, X \ U) > diam(p(K)).
Let g ∈ G such that gK meets VU ′(η). Since G acts on X by isometries, we have
diam (p(g.K)) = diam (g.p(K)) = diam (p(K)) ,
which implies that gK ⊂ VU (η).
The proof for points of ∂StabG is slightly more technical. We start by defining a class
of compact sets of EG which are easy to handle.
Definition 5.10. Let F be a finite subcomplex of X, together with a collection (Kσ)σ∈S(F )
of non empty compact subsets of EGσ for every simplex σ of F . Suppose that for every
simplex σ of F and every face σ′ of σ, we have φσ′,σ(Kσ) ⊂ Kσ′ . Then the set⋃
σ∈S(F )
σ ×Kσ.
is called a standard compact subset of EG over F . Every compact subset of EG obtained
in such a way is called a standard compact of EG.
Note that the projection inX of any compact subset of EGmeets finitely many simplices
of X, so every compact subset of EG may be seen as a subset of a standard compact subset
of EG.
Definition 5.11. Let ξ ∈ ∂StabG and U a ξ-family. We define WU (ξ) as the set of elements
x˜ of EG whose projection x ∈ X belongs to the domain of ξ and is such that for some
(hence any) vertex v of σx ∩D(ξ) we have
φv,σx(x˜) ∈ Uv.
Before proving that compact sets fade near points of ∂StabG, we prove the following
lemma.
Lemma 5.12. Let ξ ∈ ∂StabG, ε ∈ (0, 1) and U a ξ-family. Let K be a compact subspace
of EG. Then there exists a ξ-family U ′ contained in U such that for every element g ∈ G,
the following holds:
If gK meets WU ′(ξ), then gK ∩ p−1(D(ξ)) is contained in WU (ξ).
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Proof. Let L be a standard compact subset of EG over the (finite) flag complex defined
by Span p(K). By choosing the Lσ big enough, we can assume that L contains K. Let
N ≥ 0 be such that any two vertices of L can be joined by a sequence of at most N adjacent
vertices.
Since D(ξ) and p(L) meet finitely many vertices of X, there are only finitely many ele-
ments of G such that g.p(L) meets D(ξ) up to left multiplication by an element of Gv, v ∈
V (ξ). Let (gλ)λ∈Λ be such a finite family. For every vertex v of V (ξ), {gλL ∩ EGv, λ ∈ Λ}
is a finite (possibly empty) collection of compact subsets of EGv. Since ∂Gv is a Bestvina
boundary for Gv, compact subsets fade at infinity in EGv, so there exists a subneighbour-
hood U ′v of Uv such that any Gv-translate of one of these gλL meeting U ′v is contained in
Uv. Repeating this procedure N + 1 times, we get a sequence of ξ-families denoted
{Uv, v ∈ V (ξ)} ⊃ U [N ] ⊃ U [N−1] ⊃ . . . ⊃ U [0].
Let g ∈ G such that gK meets WU ′(ξ), and let w be a vertex of D(ξ) such that gK,
hence gL, meets U [0]w . In order to prove the lemma, it is enough to show by induction on
k = 0, . . . , N the following:
(Hk) : For every chain of adjacent vertices w0 = w,w1, . . . , wk of D(ξ) such that gL
meets EGw0 , . . . , EGwk , then gL ∩ EGwk ⊂ U [k+1]w .
Since gL meets D(ξ), let λ ∈ Λ such that gL = gλL pointwise. The result is true for
k = 0 by definition of U [0] and U [1]. Suppose we have proven it up to rank k, and let
w0 = w,w1, . . . , wk+1 a chain of vertices of D(ξ) such that gL meets EGw0 , . . . , EGwk . By
induction hypothesis, we already have gL ∩ EGwk ⊂ U [k+1]wk . Since p(L) is a flag complex,
it follows from the fact that gL meets EGwk and EGwk+1 that gL also meets EG[wk,wk+1].
In particular, since gL ∩ EGwk ⊂ U [k+1]wk , it follows from the properties of ξ-families that
gL∩EGwk+1 meets U [k+1]wk+1 . This in turn implies that gL∩EGwk+1 ⊂ U [k+2]vk+1 , which concludes
the induction.
Proposition 5.13. Let ξ ∈ ∂StabG, ε ∈ (0, 1) and U a ξ-family. Let K be a connected
compact subset of EG. Then there exists a ξ-family U ′ contained in U and such that every
G-translate of K meeting VU ′,ε(ξ) is contained in VU ,ε(ξ).
Proof. Let k be the number of simplices met by p(K), and let U ′ be a ξ-family that is
k-refined in U . Applying the previous proposition to VU ′,ε(ξ) yields a ξ-family U ′′. Finally,
let U ′′′ be a ξ-family that is k-refined in U ′′.
Suppose that gK meets VU ′′′,ε(ξ), and let x˜0 ∈ gK ∩ VU ′′′,ε(ξ). Let x˜ ∈ gK, and let
us prove that x˜ ∈ VU ,ε(ξ). Since p(K) is connected, let γ be a path from x0 = p(x˜0) to
x = p(x˜) in p(gK). This yields a path of open simplices σ1, . . . , σn, with n ≤ k. If gK does
not meet D(ξ), the refinement lemma 3.28 implies that σn ⊂ C˜oneU ,ε(ξ), and x˜ ∈ VU ,ε(ξ).
45
Otherwise, let n0 (resp. n1) be such that σn0 (resp. σn1) is the first (resp. the last)
simplex contained in D(ξ). If x0 is not in D(ξ), we can apply the refinement lemma 3.28 to
the path σ1, . . . , σn0−1, which implies σn0−1 ⊂ stU ′′(D(ξ)). In particular, we see that gK
meets WU ′′(ξ), which is also true if x0 is in D(ξ). Now by definition of U ′′, we have that
gK ∩ p−1(D(ξ)) ⊂ WU ′(ξ). If γ goes out of D(ξ) after σn1 , then σn1+1 ⊂ stU ′(ξ), and we
can apply the refinement lemma 3.28 to the path of simplices σn1+1, . . . , σn. In any case,
we get in the end x˜ ∈ VU ,ε(ξ), which concludes the proof.
Proof of 5.8: This follows from 5.9 and 5.13
Proof of 5.1: This follows from 4.26, 4.10, 5.2, and 5.8.
5.3 Proof of the main theorem.
We are now ready to conclude the proof the main theorem.
Lemma 5.14. Let X,Y and G as in the statement of the main theorem. Then for every
simplex σ of Y , the embedding EGσ ↪→ EG realises an equivariant homeomorphism from
∂Gσ to ΛGσ ⊂ ΛG. Moreover, for every pair H1, H2 of subgroups in the family F ={⋂n
i=1 giGσig
−1
i | g1, . . . , gn ∈ G, σ1, . . . , σn ∈ S(Y ), n ∈ N
}
, we have ΛH1∩ΛH2 = Λ(H1∩
H2) ⊂ ∂G.
Proof. The equivariant embedding EGσ ↪→ EG induces an equivariant embedding ∂Gσ ↪→
ΛGσ ⊂ ∂G. But since EGσ is a closed subspace of EG by 4.11, and which is stable under
the action of Gσ, the reverse inclusion ΛGσ ⊂ ∂Gσ follows.
Now let σ1, . . . , σn be simplices of X. The inclusion
Λ(
⋂
1≤i≤n
Gσi) ⊂
⋂
1≤i≤n
ΛGσi
is clear, and the reverse inclusion follows directly from 3.12.
Lemma 5.15. Let X and G be as in the satement of the main theorem. Then for every
simplex σ of X, the embedding EGσ ↪→ EG satisfies the convergence property.
Proof. Let (gnGσ) be a sequence of distinct G-cosets. This yields an injective sequence of
simplices (gnσ) of X. Let x˜ be any point of EGσ. By compacity of EG, we can assume
up to a subsequence that gnx˜ converges to an element l ∈ EG. But it follows immediately
from 4.28 and 4.27 that l ∈ ∂G and that gnEGσ uniformly converges to l.
Lemma 5.16. Let X and G be as in the statement of the main theorem. Then for every
simplex σ of X, the group Gσ is of finite height in G.
46
Proof. Let g1Gσ, . . . , gnGσ be distinctG-cosets such that g1Gσg−11 ∩. . .∩gnGσg−1n is infinite.
Thus the simplices g1σ, . . . , gnσ of X are distinct and such that their stabilisers have an
infinite intersection. But as there is a uniform bound on the number of simplices contained
in the domain of an element of ∂StabG by 3.6, lemma 3.11 implies that there is a uniform
bound on the number of simplices whose stabilisers have an infinite intersection, hence the
result.
Proof of 0.1: This follows from 5.1, 5.14, 5.15 and 5.16
5.4 Boundaries in the sense of Carlsson-Pedersen.
So far we have been concerned with the notion of an EZ-structure in the sense of Farrell-
Lafont. We now turn to a slightly stronger notion of boundary, which also has stronger
implications for the Novikov conjecture.
Definition 5.17. Let G be a group endowed with an EZ-structure in the sense of Farrell-
Lafont (EG, ∂G). We say that (EG, ∂G) is an EZ-structure in the sense of Carlsson-
Pedersen if in addition we have:
For every finite group H of G, the fixed point set EGH is nonempty and admits EGH as
a dense subset.
The importance of such finer structures comes from the following implication.
Theorem 5.18 ( [CP95] ). If G admits an EZ-structure in the sense of Carlsson-Pedersen,
then G satisfies the integral Novikov conjecture.
In our context, we will need an additional assumption on these EZ-structures. As
explained below, this is by no mean a restrictive assumption.
Definition 5.19. We say that an EZ-structure in the sense of Carlsson-Pedersen (EG, ∂G)
is strong if in addition we have the following:
For every finite group H of G, (∂G)H is either empty or a Z-set in EGH .
Without any assumption of a strong EZ-structure, it is still possible to prove the
following partial result.
Lemma 5.20. Let H ⊂ G be a finite subgroup. Then the closure of EGH in EG is exactly
EG
H .
Proof. As EG is a classifying space for proper actions of G, EGH is nonempty. We now
prove that it is dense in EGH .
Let ξ ∈ ∂StabG ∩ EGH . The domain D(ξ) is thus stable under the action of H. As
D(ξ) is a finite convex subcomplex of X, the fixed point theorem for CAT(0) spaces implies
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that there is a point of D(ξ) fixed by H. Since the action is without inversion, we can
further assume that H fixes a vertex v of D(ξ). Moreover, EGHv is dense in EGHv . Thus,
by definition of a basis of neighbourhoods at ξ, any neighbourhood of ξ in EG meets EGH .
Now let η ∈ ∂X ∩EGH . Let γ be a geodesic from a point of XH to η. Then γ is fixed
pointwise by H. Let U be a neighbourhood of η in X. Since the path γ eventually meets
U , let σ be a simplex of X contained in U and met by γ. Thus σ is fixed pointwise by H.
Now since EGHσ is nonempty by assumption, it follows that EGH meets VU (η), and the
result follows.
However, the previous reasoning does not show the contractibility of EGH . We now
reformulate our main theorem in the setting of EZ-structures in the sense of Carlsson-
Pedersen.
Definition 5.21. An EZ-complex of spaces in the sense of Carlsson-Pedersen (compatible
with the complex of groups G(Y)) is a complex of spaces over a fundamental domain
for the action satisfying the axioms of a compatible EZ-complex of spaces, with strong
EZ-structures in the sense of Carlsson-Pedersen instead of EZ-structures in the sense of
Farrell-Lafont.
Theorem 5.22. The combination theorem for boundaries of groups 0.1 remains true if ones
replaces “EZ-complexes of spaces” with “EZ-complexes of spaces in the sense of Carlsson-
Pedersen”.
Proof. The only thing to prove is that (EG, ∂G) is an EZ-structure in the sense of Carlsson-
Pedersen. We already know that it is an EZ-structure in the sense of Farrell-Lafont by
Theorem 0.1 in the case of EZ-structures in the sense of Farrell-Lafont. Let H be a finite
subgroup of G. To prove that EGH is contractible, we want to apply the lemma 5.3 of
Bestvina-Mess to the pair (EGH , EGH \ EGH).
In order to do this, first notice that EGH is nothing but the complex of spaces over
XH with fibres the subcomplexes EGHσ of EGσ. Thus, it is possible to apply the exact
same reasoning with XH in place of X and the EGHσ in place of the EGσ. As XH is a
convex, hence contractible sucomplex of X, this is enough to recover the fact that EGH is
contractible.
Now, notice that, because of 5.20, EGH is obtained from EGH by the same procedure
as before, compatifying every EGHσ (for σ a simplex fixed under H) by EGσ
H and adding
the visual boundary of the CAT(0) subcomplex XH , ∂(XH) = (∂X)H . We now briefly
indicate why this is enough to prove the Z-set property for (EGH , EGH \ EGH). The
only properties that were required are the fact that X is a CAT(0) space, the convergence
properties of the embeddings between the various classifying spaces, and the fact that ∂Gσ
is a Z-set in EGσ. But since XH is convex in a CAT(0) space, it is itself CAT(0). Moreover,
the convergence properties of the embeddings are clearly still satisfied for simplices that
are fixed under H. Finally, by assumption, (∂Gσ)H is a Z-set in EGσH . Thus, the same
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reasoning as in 5.5 and 5.6 shows that the lemma 5.3 of Bestvina-Mess applies, thus implying
that (EGH , EGH \ EGH) is a Z-compactification, and we are done.
6 A high-dimensional combination theorem for hyperbolic groups.
In this section, we apply our construction of boundaries to get a generalisation of a combi-
nation theorem of Bestvina-Feighn to complexes of groups of arbitrary dimension.
This will be done by constructing an EZ-structure for G and proving that G is a uniform
convergence group on its boundary. Note that this proof has the advantage of yielding a
construction of the Gromov boundary of G.
In the following, G(Y) will be a complex of groups over a simplicial complex Y satisfying
the conditions of 0.2. We will denote by G the fundamental group of G(Y) and by X a
universal covering.
6.1 A few facts about hyperbolic groups and quasiconvex subgroups.
We start by recalling here a few elementary facts about hyperbolic groups. There is an
extensive litterature about such groups, and we refer the reader to [CDP90], [Gro87] for
more details.
Lemma 6.1. • Let H1 ≤ H2 ≤ H be three hyperbolic groups. If H1 is quasiconvex in
H2, and H2 is quasiconvex in H, then H1 is quasiconvex in H. If both H1 and H2
are quasiconvex in H, then H1 is quasiconvex in H2.
• (Gromov [Gro93]) Let H be a hyperbolic group, and H1, H2 two quasiconvex subgroups.
Then H1 ∩H2 is quasiconvex in H, and Λ(H1 ∩H2) = ΛH1 ∩ ΛH2.
Corollary 6.2. Let Γ be a finite connected graph contained in the 1-skeleton of X, and
Γ′ ⊂ Γ a connected subgraph. Then ∩v∈ΓGv is hyperbolic and quasiconvex in ∩v∈Γ′Gv.
Proof. This follows from an easy induction on the number of vertices of Γ, together with
lemma 6.1.
Recall that in the case of a hyperbolic group H, there is a very explicit example of
classifying space for proper actions, namely the Rips complex. Moreover, there is a natural
notion of boundary, namely the Gromov boundary of H (see [CDP90]).
Theorem 6.3 ( [BM91], [MS02] ). Let H be a finitely generated hyperbolic group, H ′ a
finitely generated subgroup, and S a finite generating set of H that contains a finite gener-
ating set of H ′. For n >> 0, the Rips complex Pn(H) is contractible and there is a topology
on Pn(H) ∪ ∂H such that (Pn(H) ∪ ∂H, ∂H) is an EZ-structure for H. Furthermore, if
H ′ is quasiconvex in H, the equivariant embedding Pn(H ′) ↪→ Pn(H) naturally extends to
an equivariant embedding Pn(H ′) ∪ ∂H ′ ↪→ Pn(H) ∪ ∂H.
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6.2 Construction of an EZ-complex of space compatible with G(Y).
We now define an EZ-complex of spaces over Y as follows:
• We define inductively sets of generators for the local groups of the complex of groups
G(Y) induced over Y in the following way: Start with simplices σ of Y of maximal
dimension, and choose for each of them a finite symmetric set of generators for Gσ.
Suppose we have defined a set of generators for local groups over simplices of dimen-
sion at most k. If σ is a simplex of dimension k − 1, choose a finite set of generators
which contains all the generators of local groups of simplices strictly containing σ.
This allows us to define for every simplex σ of Y a set of generator such that Sσ ⊂ Sσ′
whenever σ′ ⊂ σ.
• Let n ≥ 1 be an integer. Define Dσ as the Rips complex Pn(Gσ) associated to the
set of generators Sσ. Moreover, if σ ⊂ σ′, let φσ,σ′ be the equivariant embedding
Pn(Gσ′) ↪→ Pn(Gσ).
• Since there are only finitely many hyperbolic groups involved, choose n ≥ 0 such that
all the previously defined Rips complexes are contractible.
It follows from the above discussion that
Proposition 6.4. The complex of spaces D(Y) is compatible with the complex of groups
G(Y).
Lemma 6.5. The EZ-complex of spaces D(Y) satisfies the limit set property.
Proof. For every pair of simplices σ ⊂ σ′ of Y , Gσ′ is a quasiconvex subgroup of Gσ, so the
map φσ,σ′ : ∂Gσ′ → ∂Gσ realises a Gσ′-equivariant homeomorphism ∂Gσ′ → ΛGσ′ ⊂ ∂Gσ
by a result of Bowditch [Bow99].
For every simplex σ of Y , the family Fσ =
{⋂n
i=1 giGσig
−1
i | g0, . . . , gn ∈ Gσ, σ1, . . . , σn ∈ st(σ), n ∈ N
}
,
is contained in the family of quasiconvex subgroups of Gσ. Indeed, let g0, . . . , gn be ele-
ments of G. Then, as X is CAT(0),
⋂
0≤i≤n giGσg
−1
i =
⋂
v∈Γ giGvg
−1
i , where Γ is a graph
containing all the vertices of the simplices g0σ, . . . , gnσ and contained in the convex hull
of the g0σ, . . . , gnσ. For such subgroups, the equality ΛH1 ∩ ΛH2 = Λ(H1 ∩H2) holds by
6.1.
Lemma 6.6. The EZ-complex of spaces D(Y) satisfies the convergence property.
Proof. This is proposition 1.8 of [Dah03b].
Lemma 6.7. The EZ-complex of spaces D(Y) satisfies the finite height property.
Proof. A quasiconvex subgroup of a hyperbolic group has finite height by a result of
[GMRS98].
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The main theorem 0.1 now implies the following:
Corollary 6.8. The fundamental group of G(Y) admits a classifying space for proper ac-
tions and a strong boundary in the sense of Carlsson-Pedersen.
Note that this corollary does not use the hyperbolicity of X.
6.3 Background on convergence groups and hyperbolicity.
Definition 6.9 (convergence group). A group Γ acting on a compact metrisable space
M with more than two points is called a convergence group if, for every sequence (γn)
of elements of Γ, there exists two points ξ+ and ξ− in M an a subsequence (γϕ(n)), such
that for any compact subspace K ⊂M \ {ξ−}, the sequence (γϕ(n)) of translates uniformly
converges to ξ+.
Definition 6.10 (conical limit point). Let Γ be a convergence group on a compact metris-
able space M . A point ζ in M is called a conical limit point if there exists a sequence (γn)
of elements of Γ and two points ξ− 6= ξ+ in M , such that γnζ → ξ− and γnζ ′ → ξ+ for
every ζ ′ 6= ζ in M . The group Γ is called a uniform convergence group on M if M consists
only of conical limit points.
Theorem 6.11 (Bowditch [Bow98]). Let Γ be a uniform convergence group on a com-
pact metrisable space M with more than two elements. Then Γ is hyperbolic and M is
Γ-equivariantly homeomorphic to the Gromov boundary of Γ.
6.4 A combination theorem.
We now prove that G is a hyperbolic group, by proving that it is a uniform convergence
group on its boundary ∂G.
So far, the topology on EG and ∂G was defined by choosing a specific, although arbi-
trary, base point. In forthcoming proofs, we will choose neighbourhoods centered at points
which are relevant to the geometry of the problem.
Definition 6.12. Let δ ≥ 0 such that the space X is δ-hyperbolic. We denote by 〈., .〉 the
Gromov product on X and an extension to X. For η ∈ ∂X, k ≥ 0 and x0 ∈ X a basepoint,
let
Wk(η) =
{
x ∈ X such that 〈x, η〉x0 ≥ k
}
.
For k ≥ 0, the family subsets (Wk(η)) form a basis of (not necessarily open) neighbourhoods
of η in X.
Recall that we chose a constant D > 0 bigger than every dξ, ξ ∈ ∂StabG.
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Lemma 6.13. Let (gn) be an injective sequence of elements of G, and suppose there exist
vertices v0 and v1 of X such that gnv0 = v1 for infinitely many n. Then there exist
ξ+, ξ− ∈ ∂G and a subsequence (gϕ(n)) such that for every compact subset K of ∂G \ {ξ−},
the sequence of translates gϕ(n)K uniformly converges to ξ+.
Proof. It is enough to prove the result when gnv0 = v0 for infinitely many n. Since Gv0
is hyperbolic, we can assume that there exists a subsequence of (gn), that we still denote
(gn), and elements ξ+, ξ− ∈ ∂Gv0 such that for every compact subset K of ∂Gv0 \{ξ−}, the
sequence of translates gnK uniformly converges to ξ+. Throughout this proof, we choose
v0 as the basepoint.
For every vertex v of D(ξ−), choose Uv to be a neighbourhood of ξ− in ∂Gv0 . Choose
a ξ−-family U ′ which is nested in {Uv, v ∈ V (ξ−)}, and choose ε ∈ (0, 1). Let K = ∂G \
VU ′,ε(ξ−).
Let σ be a simplex of X containing v0.
If σ is not contained in D(ξ−), then the convergence property implies that, up to a
subsequence, we can assume that the sequence of gn∂Gσ uniformly converges to ξ+ in
∂Gv0 .
If σ is contained in D(ξ−), then the subset ∂Gσ ⊂ Gv0 consists of at least two points
among which ξ−. Since for any other point α of ∂Gσ we have that gnα tends to ξ+, the
convergence property implies that one of the following situation happens:
• gnGσ only takes finitely many values of cosets, in which case we can find a subsequence
(gn) such that gn∂Gσ is constant and contains ξ+. This means that we can write
gn = g
′
n.g where g is in the stabiliser of v0 and g′n in a sequence in the stabiliser of σ.
Up to replacing gn by g′n, we can assume that gn fixes σ.
• gnGσ takes infinitely many values of cosets, in which case we can find a subsequence
(gn) such that gn∂Gσ uniformly converges to ξ+.
As domains are finite subcomplexes of X by 3.6, we can iterate this procedure a finite
number of times so as to obtain a subsequence (gn) and a subcomplex F ⊂ D(ξ−)∩D(ξ+)
such that
• F is fixed pointwise under all the gn,
• for every simplex σ in (st(F ) \ F ) and every vertex v of σ ∩ F , we have that gn∂Gσ
uniformly converges to ξ+ in ∂Gv.
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We now prove that, up to a subsequence, the sequence of translates gnK uniformly
converges to ξ+. Because of the definition of neighbourhoods of points of ∂StabG, we need
to treat different cases.
Let σ be a simplex of F containing v0, so that Gσ ⊂ Gv0 . By definition of ξ+ and
ξ−, we already have that the sequence gn(∂Gv0 \ U ′v0) uniformly converges to ξ+ in Gv1 .
Now let v be another vertex of σ. We thus have that gn(∂Gσ \ U ′v) uniformly converges
to ξ+ in ∂Gv. This implies that there exists a subsequence, still denoted (gn), such that
gn(∂Gv \ U ′v) uniformly converges to ξ+. Since F is finite, an easy induction shows that
there exists a subsequence, still denoted (gn), such that gn(∂Gv \ U ′v) uniformly converges
to ξ+ in ∂Ggv for every vertex v of F .
Let x˜ ∈ K, and x ∈ p¯(x˜) \ F . Let σ be the first simplex touched by [v0, x] after leaving
g−1F . It follows from the previous discussion that the sequence of simplices (gnσ) is such
that for some (hence any) vertex v of σ∩F , the sequence of (∂Ggnσ) uniformly converges to
ξ+ in ∂Gv. It follows from the convegence criterion 4.29 that the sequence (gnx˜) converges
to ξ+. Since x˜ /∈ VU ,ε(ξ−), we have ∂Gσ 6⊂ Uv for some (hence any) vertex v of F . Since U ′
is nested in {Uw, w ∈ V (ξ−)}, it follows that
∂Gσ ∩ U ′v = ∅.
We already have that for every vertex v of F , the sequence of gn.(∂Gv \ Uv) uniformly
converges to ξ+ by the above discussion. As F is a finite subcomplex of X, the convergence
criterion 4.29 now shows that the sequence (gn.K) uniformly converges to ξ+.
Lemma 6.14. Let (gn) be an injective sequence of elements of G. Suppose that for some
(hence any) vertex v the sequence (gnv) is bounded, but there does not exist vertices v0 and
v1 of X such that gnv0 = v1 for infinitely many n. Then there exist ξ+, ξ− ∈ ∂G and a
subsequence (gϕ(n)) such that for every compact subset K of ∂G \ {ξ−}, the sequence of
translates gϕ(n)K uniformly converges to ξ+.
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Proof. Choose a vertex v0 and an element x˜0 in EGv0 . As ∂G is compact by 4.26 and (gnv0)
is bounded, we can choose a subsequence, still denoted (gn), and elements ξ+, ξ− ∈ ∂StabG
such that gnx˜0 → ξ+ and g−1n x˜0 → ξ−.
Claim 1:
• For every η ∈ ∂X, the geodesic ray [gnv0, gnη) does not meet D(ξ+) for n large
enough.
• For every ξ ∈ ∂StabG, the subset Geod(gnv0, gnD(ξ)) does not meet D(ξ+) for n large
enough.
Let z ∈ ∂G. If z ∈ ∂X, we denote by D(z) the singleton {z}. By contradiction, sup-
pose that there exists an infinite number of n for which there exists yn ∈ D(ξ+) and
xn ∈ Geod(v0, D(z)) such that gnxn = yn. As (yn) is bounded by 3.6, the assumption on
(gn) implies that (xn) is bounded too. Since xn lies on Geod(v0, D(z)) for every n, the
containment lemma 3.2 and the finiteness lemma 3.3 imply that, up to a subsequence, we
can assume that xn always lies in the same simplex σ of X. Furthermore, since D(ξ+) is
finite by 3.6, we can assume, up to a subsequence, that yn lies in a simplex σ′ of X for
every n. As the action of G on X is without inversion, this implies that gnσ = σ′ for every
n, which was exluded by assumption.
Claim 2: For every ξ in ∂G, the sequence gnξ converges to ξ+.
Here we choose the basepoint to be a vertex v0 of D(ξ+). Let U be a ξ+-family, U ′ a
ξ+-family that is D-nested in U and ε > 0 (recall that D is a constant such that a geodesic
segment contained in the open star of the domain of any element of ∂Stab meets at most D
simplices). We split the proof of the claim in two cases.
Let η ∈ ∂X. As [gnv0, v0] ∪ [v0, gnη) is not a geodesic for n large enough because of
the above claim, there is a path of simplices of length at most D from the exit simplex
σξ+,ε(gnv0) to the exit simplex σξ+,ε(gnη) in st(D(ξ+)) \D(ξ+). As EGσξ+,ε(gnv0) ⊂ U ′v for
n large enough and for some (hence every) vertex v of D(ξ+) ∩ σξ+,ε(gnv0), it follows from
the fact that U ′ is D-nested in U that EGσξ+,ε(gnη) ⊂ Uv for n large enough and for some
(hence every) vertex v of D(ξ+) ∩ σξ+,ε(gnη). It thus follows that (gnη) converges to ξ+.
Let ξ ∈ ∂StabG. As Geod(gnv0, gnD(ξ)) does not meet D(ξ+) for n large enough by the
above claim, it follows that for n large enough the paths [gnv0, v]∪ [v, gnx] are not geodesic
for every x ∈ D(ξ). Thus for n large enough, there is a path of simplices of length at most
D from the exit simplex σξ+,ε(gnv0) to the exit simplex σξ+,ε(gnx) in st(D(ξ+)) \ D(ξ+).
As EGσξ+,ε(gnv0) ⊂ U ′v for n large enough and for some (hence every) vertex v of D(ξ+) ∩
σξ+,ε(gnv0), it follows from the fact that U ′ is D-nested in U that, for n large enough and for
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every x ∈ D(ξ), EGσξ+,ε(gnx) ⊂ Uv for some (hence every) vertex v of D(ξ+) ∩ σξ+,ε(gnx).
It thus follows that (gnξ) converges to ξ+.
In the same way, we prove that for every ξ ∈ ∂G, the sequence g−1n ξ converges to ξ−.
To conclude the proof of the lemma, it remains to show that this convergence can be made
uniform away from ξ−:
Claim 3: For every ξ 6= ξ− in ∂G, there is a subsequence (gn) and a neighbourhood U
of ξ in ∂G such that the sequence of gnU uniformly converges to ξ+.
Once again, we split the proof in two cases.
Let ξ ∈ ∂StabG. We already have that gnξ → ξ+ by the second claim. In order to find a
ξ-family U and a constant ε such gnVU ,ε(ξ) uniformly converges to ξ+, it is enough, using
the same reasoning as in Claim 2, to find a ξ-family U and a constant ε such that for every
x in ConeU ,ε(ξ), the geodesic from gnv0 to gnx does not meet D(ξ+).
As ξ 6= ξ−, we choose a ξ-family U , a ξ−-family U ′ and constants ε, ε′ ∈ (0, 1) such that
the neighbourhoods VU ,ε(ξ) and VU ′,ε′(ξ−) are disjoint. Up to a subsequence, we have by
the first claim that gnD(ξ) does not meet D(ξ+). It now follows from the definition of U
and the fact that g−1n ξ+ → ξ− that ConeU ,ε(ξ) does not meet the sets g−1n D(ξ+), hence the
sets gnConeU ,ε(ξ) do not meet D(ξ+). Now this implies that for every x in ConeU ,ε(ξ), the
geodesic from gnv0 to gnx does not meet D(ξ+): indeed, this geodesic must meet gnD(ξ)
since the geodesic from v0 to a point of ConeU ,ε(ξ) must meet D(ξ), and we already proved
that a geodesic segment from gnv0 to a point of gnD(ξ) does not meet D(ξ+). Now the
same proof as in the second claim shows that gnVU ,ε(ξ) uniformly converges to ξ+.
Let η ∈ ∂X. We already know that gnη → ξ+ by the second claim. In order to find a
neighbourhood U of η in X such that such gnVU (η) uniformly converges to ξ+, it is enough,
using the same reasoning as in Claim 2, to find a neighbourhood U of η in X such that for
every x in U , the geodesic from gnv0 to gnx does not meet D(ξ+).
First, notice that the distance from the geodesic rays [gnv0, gnη) to D(ξ+) is uniformly
bounded below: indeed, if this was not the case, the same reasoning as in the first claim
would imply the existence of simplices σ, σ′ of X such that gnσ ∩ σ′ 6= ∅. This in turn
would imply that, up to a subsequence, there exist subsimplices τ ⊂ σ and τ ′ ⊂ σ′ such
that gnτ = τ ′, which was excluded. Thus, let ε > 0 be such a uniform bound. Let also
M = sup
x∈D(ξ+),n≥0
d(gnv0, x).
Now consider the neighbourhood VM,ε(η) of η in X. Let x ∈ X be in that neighbour-
hood, and let γ be a parametrisation of the geodesic from v0 to x. Suppose by contradic-
tion that the geodesic from gnv0 to gnx does meet D(ξ+). Then, by definition of M , the
geodesic segment gnγ
(
[0,M ]
)
meets D(ξ+). But as this geodesic segment is in the open
ε-neighbourhood of [gnv0, gnη), we get our contradiction from the definition of ε.
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Thus for every x in VM,ε(η), the geodesic from gnv0 to gnx does not meet D(ξ+), and we
are done.
Lemma 6.15. Let (gn) be an injective sequence of elements of G, and suppose that for
some (hence every) vertex v0 of X, d(v0, gnv0) → ∞. Since (EG, ∂G) is an EZ-structure
for G by 5.1, we can assume up to a subsequence that there exist ξ+, ξ− ∈ ∂G such that for
every compact subset K ⊂ EG, we have gnK → ξ+ and g−1n K → ξ−. Then there exists
a subsequence (gϕ(n)) such that for every compact subset K of ∂G \ {ξ−}, the sequence of
translates gϕ(n)K uniformly converges to ξ+.
Proof. If ξ− ∈ ∂X, let U be a neighbourhood of ξ− in ∂X and K = ∂G \ VU (ξ−). Since
X has finitely many isometry types of simplices, it follows from 3.34 that we can choose a
subneighbourhood U ′ of U containing ξ− and such that any path from U ′ ∩ X to X \ U
meets at least D simplices.
If ξ− ∈ ∂StabG, let U be a ξ−-family, and ε ∈ (0, 1), and let K = ∂G \VU ,ε(ξ−). We also
choose another ξ−-family U ′ which is D-nested and D-refined in U .
We want to prove that (gnK) uniformly converges to ξ+.
Claim 1: For every k, the following holds:
• If ξ− ∈ ∂X, we have gn
(
X \ U ′) ⊂Wk(gnv0) for n large enough.
• ξ− ∈ ∂StabG, we have gn
(
X \ C˜oneU ′,ε(ξ−)
) ⊂Wk(gnv0) for n large enough.
We split the proof in two cases.
Suppose that ξ− ∈ ∂X. First notice that since g−1n v0 → ξ−, there exists a constant C
such that for every n ≥ 0 and every x /∈ U , we have 〈g−1n v0, x〉v0 ≤ C. Since we also have
d(g−1n v0, v0)→∞, the claim follows.
Suppose now that ξ− ∈ ∂StabG. We start by proving by contradiction that there exists a
constant C such that for every n ≥ 0 and every x /∈ C˜oneU ′,ε(ξ−), we have 〈g−1n v0, x〉v0 ≤ C.
The containment lemma 3.2 yields a constant m such that a path of length at most δ meets
at most m simplices, where δ is the hyperbolicity constant of X. Let U ′′ be a ξ+-family that
ism-nested in U+. For every n, let xn be the point of X met by the geodesic [v0, g−1n v0] after
leaving D(ξ−). Since we are reasoning by contradiction, then, up to a subsequence, there
exist elements yn /∈ C˜oneU ′,ε(ξ−) such that 〈g−1n v0, yn〉v0 →∞. Now the hyperbolicity of X
implies that, for n big enough, every geodesic segment [xn, yn] meets the δ- neighbourhood
[xn, g
−1
n v0]
δ \Dδ(ξ−). As g−1n ξ0 → ξ−, we have g−1n v0 ∈ ConeU ′′,ε(ξ−) for n large enough,
and the refinement lemma 3.28 now implies that yn ∈ ConeU ′,ε(ξ+) for n large enough, a
contradiction.
Now the same reasoning as before shows that for every k ≥ 0, there exists N such that for
every n ≥ N and every x /∈ C˜oneU ′,ε(ξ−), 〈v0, x〉g−1n v0 ≥ k, hence 〈gnv0, gnx〉v0 ≥ k.
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Claim 2: gnK uniformly converges to ξ+.
Once again, we split the proof in two cases.
Suppose that ξ+ ∈ ∂X. Then, as gnv0 → ξ+, it follows from the first claim that for
every k, we have gn
(
X \ U ′) ⊂ Wk(η) for n large enough. By definition of U ′, this implies
that gnp¯(K) ⊂ Wk(η) for n large enough. From the definition of the topology of EG, it
follows that gnK uniformly converges to ξ+.
Suppose now that ξ+ ∈ ∂StabG. Let U+ be a ξ+-family and ε ∈ (0, 1). Since X is
δ-hyperbolic, let m be a constant such that a path of length at most δ meets at most m
simplices, and let U ′+ be a ξ+-family that is m-nested in U+. For every n, let xn be the
unique point met by [v0, gnv0] after leaving D(ξ+). As for every k there exists N such that
gn
(
X \ C˜oneU ′,ε(ξ−)
) ⊂ Wk(gnv0) for n ≥ N , the hyperbolicty of X implies that, for n
big enough, every geodesic segment from xn to a point of gn
(
X \ C˜oneU ′,ε(ξ−)
)
meets the
δ-neighbourhood [xn, gnv0]δ \ Dδ(ξ+). As gnξ0 → ξ+, we have gnv0 ∈ ConeU ′+,ε(ξ+) for
n large enough, and the refinement lemma 3.28 now implies that gn
(
X \ C˜oneU ′,ε(ξ−)
) ⊂
ConeU+,ε(ξ+) for n large enough. But since U ′ is D-nested and D-refined in U , this implies
that gnp¯(K) ⊂ ConeU+,ε(ξ+) for n large enough. Thus, gnK uniformly converges to ξ+.
Corollary 6.16. The group G is a convergence group on ∂G.
Proof. This follows from 6.13, 6.14 and 6.15.
To prove that G is hyperbolic, it remains to show that every point of ∂G is conical.
Lemma 6.17. Every point of ∂G is a conical limit point for ∂G.
Proof. Consider first an element in ∂Gv for some vertex v of X. It is a conical limit point
for Gv on ∂Gv, since Gv is hyperbolic. Therefore it is a conical point for Gv on ∂G, hence
for G since G is a convergence group on ∂G by 6.16.
Now consider an element η ∈ ∂X. Since the action of G on X is cocompact, we can
find a sequence (gn) of elements of G and a simplex σ such that (gnσ) uniformly converges
to η in X and such that for every n, the geodesic ray [v0, η) meets gnσ. Let v be a vertex
of σ and x˜ ∈ EGv. Up to a subsequence, we can assume that there exists ξ− ∈ ∂G such
that g−1n x˜ converges to ξ−. Up to multiplying on the right the gn by elements of Gv, we
can ensure that ξ− does not belong to Gv, and we still have that σ meets the geodesic
ray [g−1n v0, g−1n η) for every n. By 6.15 we can assume, up to a subsequence, that for every
ξ ∈ ∂G \ {η} we have g−1n ξ → ξ−. Hence it is enough to prove that g−1n η does not converge
to ξ−, which we now prove by contradiction.
Suppose g−1n η was converging to ξ−. For every n, let xn be a point of σ ∩ [g−1n v0, g−1n η).
Since the geodesic ray [g−1n v0, g−1n η) meets σ for every n, the Gromov product 〈g−1n v0, g−1n η〉v0
is bounded. Thus, ξ− cannot belong to ∂X, and ξ− ∈ ∂StabG.
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Now since both g−1n η and g−1n x˜ converge to ξ− ∈ ∂StabG, both geodesics [v, g−1n η) and
[v, g−1n v0] must go through D(ξ−) for n large enough. But 4.28 implies that [xn, g−1n η) and
[xn, g
−1
n v0] also meet D(ξ−) for n large enough. As D(ξ−) is convex by 3.6, this implies
that xn belongs to D(ξ−), hence so does v, which is absurd by construction of (gn).
Corollary 6.18. G is a hyperbolic group and ∂G is G-equivariantly homeomorphic to its
Gromov boundary.
Proof. The group G is a convergence group on ∂G by 6.16, and every point of ∂G is conical
by 6.17, thus the result follows from 6.11.
To conlude the proof of 0.2, it remains to show that stabilisers embed as quasiconvex
subsets.
Proposition 6.19. Stabilisers of simplices of X are quasiconvex subgroups of G.
Proof. It is enough to prove the result for the stabiliser of a vertex v of X. Notice that, by
4.11, the boundary of Gv embeds Gv-equivariantly in ∂G, the latter being G-equivariantly
homeomorphic to the Gromov boundary of G by 6.18. Hence, the result follows from a
result of Bowditch [Bow99] recalled in the introduction.
Proof of 0.2: This follows from 6.18 and 6.19.
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