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A realistic rendezvous and docking navigation solution applicable to CubeSats is investigated. The scalability
analysis of the ESA Autonomous Transfer Vehicle Guidance, Navigation & Control (GNC) performances and the
Russian docking system, shows that the docking of two CubeSats would require a lateral control performance of
the order of 1 cm. Line of sight constraints and multipath effects affecting Global Navigation Satellite System
(GNSS) measurements in close proximity prevent the use of this sensor for the ﬁnal approach. This consideration
and the high control accuracy requirement led to the use of vision sensors for the ﬁnal 10m of the rendezvous and
docking sequence. A single monocular camera on the chaser satellite and various sets of Light-Emitting Diodes
(LEDs) on the target vehicle ensure the observability of the system throughout the approach trajectory. The simple
and novel formulation of the measurement equations allows differentiating unambiguously rotations from
translations between the target and chaser docking port and allows a navigation performance better than 1mm at
docking. Furthermore, the non-linear measurement equations can be solved in order to provide an analytic
navigation solution. This solution can be used to monitor the navigation ﬁlter solution and ensure its stability,
adding an extra layer of robustness for autonomous rendezvous and docking. The navigation ﬁlter initialization is
addressed in detail. The proposed method is able to differentiate LEDs signals from Sun reﬂections as demon-
strated by experimental data. The navigation ﬁlter uses a comprehensive linearised coupled rotation/translation
dynamics, describing the chaser to target docking port motion. The handover, between GNSS and vision sensor
measurements, is assessed. The performances of the navigation function along the approach trajectory is
discussed.1. Introduction
Rendezvous & Docking (RVD) missions can be separated in three
distinct phases. The ﬁrst part of such a mission, called Phasing, follows
the launch and aims at decreasing the in-plane phase angle and altitude
difference between the chaser and target satellites. Once the chaser has
caught up the target and is trailing behind, typically by a few tens of
kilometre below and behind, a ﬁrst contact between the two satellites can
be established and the relative position of the chaser with respect to the
target, can be obtained. This phase, called Homing is directly followed by
the Closing phase which aims at bringing the chaser to ranges between
tens to few hundreds of meters (depending on the mission). The last
phase is the ﬁnal approach, ending with the docking itself, during which
a relative state between the docking ports of the target and the chaser is
typically required. Achieving the necessary control accuracy for a suc-
cessful docking between two cooperative spacecraft requires a robust and
efﬁcient navigation solution. Early in the space history, navigationber 2017; Accepted 30 January 201
td on behalf of IAA. This is an open atechniques speciﬁcally for docking were developed. The Russian (Soviet)
Kurs system relies on RF-sensors and provides a navigation solution
ranging from a few hundreds of kilometers down to docking and is still
used today on the Soyuz and Progress vehicles when rendezvous and
docking with the International Space Station (ISS) [1, p.245]. At the same
time, the USA were solving the same problem but using Line of Sight
(LoS) techniques [2]. Angle only navigation was used ﬁrst on the Gemini
missions and later on for the Apollo programme. Today far range
rendezvous metrology systems for relative positioning rely mainly on
GNSS. Carrier Phase Differential GPS (CDGPS) can achieve 10 cm ac-
curacy [3] and supposedly even 1mm [4]. However, LoS constraints
and multipath effect usually prevent the use of this sensor for the docking
of two satellites, as it was the case for a docking with the ISS. For the
European Space Agency (ESA) Automated Transfer Vehicle (ATV)
mission, an absolute GNSS solution was used for the phasing manoeuvres
and then CDGPS down to a range of 250m from the ISS [5]. The last part
of the ATV mission was relying on Vision Based Navigation (VBN) using8
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Fig. 1. Docking port-axis acquisition and forced motion until docking (docking
port not aligned with LVLH frame).
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nated using a laser and observed by a camera [6]. Solving the perspective
n-points problem, a 6 Degrees of Freedom (DoF) navigation solution
could be obtained. This same system was used for the docking phase
during which the state from the target docking port to the chaser port was
required. Solving the perspective problem is quite challenging and is still
today an active ﬁeld of research [7,8]. The MIT SPHERES experiments
on-board the ISS are using such technique for the relative navigation. A
set of four coplanar ﬁducial markers (passive) are observed by a camera
[9]. Once detected, the collinearity equations [10] are iteratively solved
and ﬁltered to obtain the 6 DoF relative state estimate. The image pro-
cessing algorithms involved in detecting the markers usually require
heavy computational load. The simplest approach is to use active illu-
mination beacons such as LEDs. [11] proposes a solution for relative
navigation using four coplanar visible LEDs and an Infra-Red (IR) one.
The four visible LEDs, detected by a monocular camera, are ﬁrst used to
solve the perspective 3-points problem [7]. The solution is then used as a
starting point to solve a non-linear problem in which the IR LED,
observed by a photo-diode, is used to improve the range determination.
To further improve the LEDs detection, [12] and [13] modulate the
current fed to the LEDs at a known frequency (typically few kHz). The
LEDs are detected using a position sensing diode and by demodulating
the signal and solving the perspective problem iteratively, a 6 DoF
relative state can be obtained. The PRISMA mission [14] is one of the
latest achievement in terms of autonomous relative state estimation using
a vision sensor. By using a set of 5 IR LEDs positioned in a non-collinear
pattern [15,16]. The 6 DoF estimation was obtained solving the
perspective 4-points problem [17].
The solutions mentioned above are appealing as the pattern observed
by the camera lays in a plane and can easily be incorporated on a
CubeSat. However, the computational load required by the non-linear
solvers is important, especially if the obtained solution needs to be
further ﬁltered as any vision sensor produces a noisy signal. Extended
Kalman ﬁlters (EKFs) are usually selected as they use the dynamics of the
system to improve the solution and are easily tunable. As an EKF will
most probably have to be used in any case, a solution which would
require less computational load than the perspective n-points problem
was sought for the problem addressed in the paper.
Another approach for determining the 6 DoF relative state between
two spacecraft was proposed by Ref. [18] and was used by NASA [16].
Four beacons positioned in a cross pattern with a ﬁfth out-of-plane
beacon laying in the centre of the cross, is used. The position is deter-
mined by solving non-linear equations, formed by the observation vec-
tors between the ith beacon and the camera CCD, using a
Newton-Raphson method. The obtained vector are then used in a
TRIAD or QUEST algorithm [19] to get the relative attitude. The ATV
rendezvous monitoring system offers an elegant solution to the relative
state determination problem. A monocular camera on the ISS was ﬁlming
a circular pattern attached to the ATV. An internal cross was laying on a
different plane and could then provide a visual indication of the ATV
relative attitude and position [1,20]. An analytical solution for the LoS
and attitude angles determination was obtained. However, this solution
relies on the assumption that during a RVD mission, relative attitude and
LoS angles are small and are thus all decoupled from each other, which
may not be the case if the LEDs and the camera sensor are not aligned
because of system constraints.
The VBN solution proposed in this paper will use the same cross-
shaped LED pattern, with one out-of-plane, as in Ref. [18]. The novel
non-linear measurement equations can directly be used in an EKF
without needing to use ﬁrst a non-linear solver and a TRIAD or QUEST
algorithm. Furthermore, the non-linear equations can be solved analyti-
cally to obtain a deterministic solution. Contrary to the ATV monitoring
algorithm, which provides an analytical solution for small relative LoS
and attitude angles, the proposed solution works for any relative rota-
tion/position. An important aspect for the docking of two satellites is that
a rotation of the target satellite translates into a rotation and a translation419for the chaser satellite. The sought formulation of the 6 DoF relative state
determination allows to differentiate unambiguously rotations from
translations and provides the chaser the shortest path to follow to align
itself with the target docking port. As a result, the chaser translation and
rotation can be performed at the same time in an optimal way. The ﬁrst
detection of the LEDs for the navigation ﬁlter initialization will be per-
formed using the geometrical characteristics of the patterns. The algo-
rithm is able to detect the LEDs even if the Sun or the Earth are in the
Field of View (FoV) and can efﬁciently reject reﬂections on the CubeSat
surface.
This paper will start with a brief description of a RVD scenario that is
applicable to CubeSats and a scalability analysis of the ATV and Soyuz/
Progress requirements for the GNC, in section 2. In section 3, the vision
navigation solution will be described. Measurement equations and a 6
DoF relative dynamics describing the rotation/translation coupling be-
tween the chaser and target docking port will be provided and used in an
EKF. A solution for the initialization of the navigation ﬁlter and detection
of the LEDs by the camera will be discussed. Finally, in section 4, the
initialization and performances of the VBN ﬁlter will be analysed.
2. Rendezvous scenario and docking requirements
Fig. 1 shows the last part of the rendezvous proﬁle from the end of
Closing (point S24) until docking. The scenario is shown in the LVLH
(orbital) frame. The centre of the frame is located at the target centre of
mass and its axis are as follow: bz ¼  rr, where r is the Target inertial
position, and is referred as R. by ¼  rvjrvj, where v is the inertial velocity
of the Target, and is called H. Finally bx completes the direct frame and is
referred as V . The Phasing, Homing and Closing parts will not be dis-
cussed here as the strategy used for bringing the chaser satellite down to
a 15m range from the target is assumed to be similar than in Ref. [21].
At S24, the chaser body frame is aligned with the LVLH frame. It's
position is obtained using CDGPS and its attitude is relying on a star
tracker, 6 sun sensors, a magnetometer and a 3-axis gyroscope. The ﬂy-
around trajectory will align the chaser with the target docking port. At
point S3, the ﬁrst handover between CDGPS navigation and Vision Based
Navigation takes place. Due to the small spacecraft size, GNSS multipath
effects are assumed to be negligible up to this point. The chaser will then
move in forced straight line with hold points at 5 m and 2.5m ranges.
Although CDGPS could probably provide an accurate navigation down to
a closer range, it was still decided to perform the handover at a 10m,
allowing a sufﬁcient overlap between the two sensors range of use.
Indeed, CDGPS performance for CubeSats was not yet properly assessed
and a handover at 10m does not complicate much the VBN design, as it
will be shown in section 3.3.
Very few preliminary designs of docking ports exist for CubeSats. The
AAREST mission is planning to use a magnetic docking port [22]. The
main advantage of such design is that the required accuracy for the
docking is only  30 cm. However, it was deemed not desireable to have
a strong magnetic ﬁeld on-board a CubeSat. Even if the primary attitude
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tion function as a backup and could be disturbed the docking mechanism
magnetic ﬁeld. Furthermore, the coupling of this ﬁeld with the Earth's
own ﬁeld will induce disturbances that the GNCwill need to compensate.
In Ref. [23], an androgynous mechanism is proposed and can manage 5
deg and 1.5 cm misalignment. It was however never tested in space. The
most advanced docking system is probably the MIT Universal Docking
Port (UDP) [24]. The control accuracy required is  1 cm and it can
tolerate attitude misalignment of 2 deg. However, the MIT UDP is used
inside the ISS, in a very controlled environment. To gain more insight on
the kind of performances that are required for a full RVD mission, a
scalability analysis of the ATV performances was done. The ATV is using
the Russian ”drogue-and-cone” docking system [25]. The cone has a
diameter of 800mm. The docking mechanism tolerates up to 10 cm of
lateral misalignment and at most 5 deg. [5]. To be interesting for
CubeSats, a docking mechanism shall ﬁt within one CubeSat unit, i.e.
10 10 10 cm3. Scaling down linearly the Russian docking system to a
CubeSat level leads to a lateral misalignment of  1:2 cm which is
consistent with the MIT UDP performances. It will then be assumed that
to have a successful docking, the lateral misalignment shall be better than
1.2 cm and attitude misalignment < 2deg around each axis.
3. Cooperative vision based navigation
3.1. Notation and reference frame
The following mathematical models will be using several reference
frames which are described here after.
 The Earth-centred Inertial (ECI) frame is using the J2000 deﬁnition
and is named I.
 The LVLH frame (or orbital frame) was deﬁned in the previous section
and is named o.
To deﬁne properly the dynamics of the CubeSat, several frames are
needed, as shown on Fig. 2.
 The geometrical frame is physically connected to the CubeSat struc-
ture and is ﬁxed with it. It's origin is typically connected to a corner of
the CubeSat. It is named g.
 The body frame is located in the geometrical frame. It's origin is at the
CubeSat centre of Mass (CoM) and is aligned with the satellite prin-
cipal axis of inertia. It is named b.
 The docking port frame is located in the geometrical frame. It's
location is deﬁned by a translation and a rotation and it is named d.
 The frame used for the Vision Based Navigation is deﬁned like the
docking frame and is named n.
Because of fuel depletion, the body frame will move inside the
geometrical frame. This variation can be directly treated in the dynamics
equations. However, the CoMmovement in the geometrical frame cannot
be precisely measured on-orbit. Thus, this effect will be treated as an
external disturbance and the body frame will be assumed ﬁxed in the
geometrical frame. Consequently, the docking frame and VBN frame canFig. 2. Body frame, docking port frame and geometrical frame.
420be unambiguously deﬁned with respect to the body frame.
The body frame b, docking port frame d and VBN frame n can be
named after the chaser or target satellite, as shown in Fig. 3. rdtbt is the
position of the target docking port expressed in the target body frame bt .
For rotations, the following notation will be used: rdtdt ¼ Adtbt r
dt
bt
, where
Adtbt maps the frame bt into the frame dt . The transpose of Adtbt is A
T
dt bt ¼
Abtdt .3.2. Relative dynamics
In this section, the non-linear dynamics for a coupled rotation/
translation systems will be derived and linearised. A linearised coupled
dynamics can be found in Ref. [26]. It was developed for the docking
between the ATV and ISS. Because of the optimal alignment and stability
of the ISS in the orbital frame, its motion was approximated by an har-
monic oscillator. This assumption could not be done for CubeSats as their
attitude is unlikely to be as stable as the ISS one.
3.2.1. Coupled attitude
The attitude dynamics will ﬁrst be derived and linearised in the
orbital frame. The angular rate of a body b with respect to the orbital
frame o can be expressed as a function of the body rotation with respect
to the inertial frame:
ωbob ¼ ωbIb  Abo ωoIo (1)
where ωoIo is the orbital frame rotation rate with respect to the inertial
frame, expressed in the orbital frame, ωoIo ¼ ½0  ωo 0T, with ωo the
orbital mean motion. The usual body dynamics expressed in the inertial
frame [27, p.84] is:
_ωbIb ¼ I1b

Tb  ωbIb 

Ib ωbIb
 
(2)
where Ib is the inertia tensor of the rigid body. The body dynamics with
respect to the orbital frame can be obtained using (1) into (2):
_ωbob ¼ I1b

Tb 

ωbob þ Abo ωoIo
 Ibωbob þ Abo ωoIo  (3)
where Tb is the control torque in the body frame.
The kinematics is obtained considering the 1-2-3 Euler sequence [27,
p.363]. The 3-2-1 sequence is usually preferred but is not convenient for
the metrology system that will be presented in the next section. The
notation α  ½α β γT will be used such that R123ðαÞ ¼ R3ðγÞR2ðβÞR1ðαÞ,
where Ri, i ¼ 1; 2;3, are the usual rotation matrices for direct reference
frames.
_α ¼ B123ðβ; γÞωbob (4)
withFig. 3. Body frame and docking port frame for the target and chaser satellites.
The exact same convention is used for the navigation frame n.
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2
tan β cos γ tan β sin γ 1
3
The system can be written in one non-linear function
_α
_ωbob

¼ fα;ωbob ;Tb (6)
and can be linearised around given points α, ωbob , Tb:
f

α;ωbob ;Tb
  f α;ωbob ;Tbþ ∂f∂α

α;ωbob ;Tb
ðα αÞ
þ ∂f∂ωbob

α;ωbob ;Tb

ωbob  ωbob
þ ∂f∂Tb

α;ωbob ;Tb
ðTb  TbÞ
(7)
Let's ﬁrst consider the simple case where the satellite is aligned with
the orbital frame, i.e. α ¼ ωbob ¼ Tb ¼ 0. In this case, considering x ¼
½α ωbob T, and assuming a diagonal inertia tensor, the state-space equation
is:
_x ¼

0 A12
A21 A22

x þ

0
B21

Tb (8)
with A12 the 3 3 identity matrix,
A21 ¼
2666664
ω2o
I33  I22
I11
0 0
0 0 0
0 0 ω2o
I22  I11
I33
3777775 (9)
A22 ¼
2666664
0 0 ωo
I33  I22
I11
0 0 0
ωo
I22  I11
I33
0 0
3777775 (10)
B21 ¼
266666664
1
I11
0 0
0
1
I22
0
0 0
1
I33
377777775 (11)
It is important to note that if the satellite body frame is not aligned
with the orbital frame, i.e. the linearisation point α 6¼ 0, then A12 ¼
B123ðβ;γÞ, where B123ðβ; γÞ is given by (5). In this case, if β ¼ 	π=2, then
A12 diverges. This divergence for certain angles is a well known property
of the Euler angles and is often referred to as “gimbal-lock”. Still for
α 6¼ 0, A21 and A22 become a function of the inertia tensor expressed in
the rotated frame. Further more as α 6¼ 0 is not an equilibrium point of
the non-linear dynamics, two constant terms are added to the
linearisation:
1. f ðα; ωbob ; TbÞ
2. ∂f=∂αjα; ωbob ; Tbα
These reﬂect the fact that a constant rotation with no external torques
can only take place around a principal axis of inertia. For non trivial rigid
body, a constant force needs to be applied to maintain a given rotation
rate. Otherwise, the dynamics will converge toward a new orientation
(i.e. vectorial basis) which makes the inertia tensor diagonal, or in other
word, its eigenstate. This fact impacts the state-space formulation and421these constant terms can be either treated as feed-forward terms or the
controller that will be used to control the system will need to add a
constant correction.
The aim is to derive a docking port to docking port dynamics. The
attitude dynamics (3) needs then to be expressed in a frame d as shown in
Fig. 3. As the rotation matrix mapping frame b to frame d is constant, no
extra derivative term will appear. However, the inertia tensor Ib needs to
be expressed in the new frame d, taking into account the rotation and the
translation. Thus, for a frame d, with orientation Adb and position rdb ,
using the parallel axis theorem [27, p.81], the inertia is given by
Id ¼ Adb

Ib þ m
rdbj2I3  rdbrdTb ATdb (12)
It should be noted that Id will not be diagonal any more as it is now
expressed in an arbitrary rotated frame. For the sake of clarity, the
equations provided in this paper will assume a diagonal inertia tensor.
However, the simulation will use the complete formulation with a non-
diagonal tensor.
The attitude dynamics expressed in an arbitrary frame d, using (3), is
_ωdod ¼ I1d

Td 

ωdod þ Ado ωoIo
 Idωdod þ Ado ωoIo  (13)
with Ado ¼ AdbAbo. The kinematics equations are the same as (4).
The relative dynamics _ωdcdtdc , i.e. the rotation of the chaser docking
frame dc with respect to dt expressed in dc, can be derived. Starting from
the angular velocities composition and using the attitude matrix Adcdt ,
mapping frame dt into frame dc, the relative angular velocity is
ωdcdtdc ¼ ωdcodc  Adcdtωdtodt (14)
in which ωdcodc and ω
dt o
dt are given by (13). Differentiating with respect to
time leads to the sought equation:
_ωdcdtdc ¼ _ωdcodc  Adcdt _ωdtodt þ ωdcdtdc 

Adcdtω
dto
dt

(15)
_ωdcodc is given by:
_ωdcodc ¼ I1dc

Tdc 

ωdcodc þ Adco ωoIo
 Idcωdcodc þ Adco ωoIo  (16)
As Adco ¼ Adcdt Adto and ωdcodc ¼ ω
dcdt
dc þ Adcdtω
dt o
dt , (15) can be expressed as
a function of the relative attitude variables and of the target attitude. The
kinematics for the relative attitude is given by (4):
_αdcdt ¼ B123

βdcdt ; γdcdt

ωdcdtdc
_αdto ¼ B123

βdto; γdto

ωdtodt
(17)
A state-space model can be obtained by linearising the non-linear
dynamics (13) and (15), and kinematics (17). The state vector will be
deﬁned as x ¼ ½αdcdt ; ωdcdtdc ; αdt o; ωdt odt 
T
and the control input u ¼
½Tdc ; Tdt T. αdcdt is a vector containing the three Euler angles for the
relative attitude matrix Adcdt , and Tdc and Tdt are the chaser and target
control torques. As before, the 1-2-3 Euler sequence is preferred,
although this is valid for any Euler sequence. The linearisation points will
be chosen as follow:
 The target docking frame dt can have any orientation in the orbital
frame but is not rotating: αdto ¼ const. and ωdtodt ¼ 0
 The chaser is aligned with the target and is not rotating: αdcdt ¼
ωdcdtdc ¼ 0
Writing the state-space as
_x ¼ Ax þ Bu (18)
Fig. 4. Relative position of the chaser with respect to the target in Inertial frame
and docking port to docking port relative position [26].
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A ¼
2664
0 A12 0 0
A21 A22 A23 A24
0 0 0 A34
0 0 A43 A44
3775 (19)
B ¼
2664
0 0
B21 B22
0 0
0 B42
3775 (20)
A and B will not be explicitly shown for the general case as the
analytical expressions are complex. The case in which the target satellite
is aligned with the orbital frame already allows to picture the impact of
the coupling.
As in (8), A12 and A34 are 3 3 identity matrices. The other elements
are:
A21 ¼
0BBBBBB@
ω
2
o ðIdt ;22  Idt ;33Þ
Idc ;11
0 0
0 0 0
0 0
ω2o ðIdt ;11  Idt ;22Þ
Idc ;33
1CCCCCCA (21)
A22 ¼
0BBBBB@
0 0 ωo ðIdt ;22  Idt ;33Þ
Idc ;11
0 0 0
ωo ðIdt ;11  Idt ;22Þ
Idc ;33
0 0
1CCCCCA (22)
A23 ¼
0BBBBBB@
ω2o ðIdc ;11 Idt ;11Þ ðIdt ;22 Idt ;33Þ
Idc ;11 Idt ;11
0 0
0 0 0
0 0 ω
2
o ðIdc ;33 Idt ;33Þ ðIdt ;11 Idt ;22Þ
Idc ;33 Idt ;33
1CCCCCCA
(23)
A24 ¼
0BBBBB@
0 0
ωo ðIdc ;11 Idt ;11Þ ðIdt ;22 Idt ;33Þ
Idc ;11 Idt ;11
0 0 0
ωo ðIdc ;33 Idt ;33Þ ðIdt ;11 Idt ;22Þ
Idc ;33 Idt ;33
0 0
1CCCCCA
(24)
which are reﬂecting the attitude coupling of the chaser with the target.
The elements A43 and A44 are strictly identical to (8) as the target is not
coupled to the chaser. The coupling appears also explicitly in the control
input matrix B. B21 and B41 have the usual form as in (11), i.e. B21 ¼ I1dc
and B42 ¼ I1dt . The coupling term B22 ¼ B42 reﬂects perfectly the fact
that a positive rotation of the target translates into a negative rotation for
the chaser. Finally, it should be noted that the in the case of αdt o 6¼ 0,
constant terms will appear as it was previously mentioned.
3.2.2. Coupled position
In this section the state-space model for the relative position will be
derived. Combining it with the relative attitude state-space will lead to a
complete formulation of the 6 DoF translation/rotation coupled system.
The CoM to CoM position between the chaser and target is given by
sctI ¼ rcI  rtI . Expressing it in the orbital frame, differentiating two times
and linearising around the target position would lead to the Hill's
equations [28]. The port to port relative distance expressed in the target
docking port frame is (see Fig. 4):422sdcdtdt ¼ AdtoAoIsctI þ AdtdcAdcbcrdcbc|ﬄﬄﬄ{zﬄﬄﬄ}  Adtbt rdtbt|ﬄﬄﬄ{zﬄﬄﬄ} (25)
¼rdcdc ¼r
dt
dt
Adtdc is given by the relative attitude kinematics and Adto by the target
attitude kinematics. Differentiating (25) leads to the velocity:
_sdcdtdt ¼ ωdtodt  AdtoAoIsctI  Adto

ωoIo  AoIsctI

þAdtoAoI _sctI  ωdtdcdt  Adtdcrdcdc
(26)
The acceleration can ﬁnally be obtained differentiating (26):
s€dcdtdt ¼  _ω
dto
dt
 sctdt  ωdtodt  ωdtodt  sctdt  2ωdtodt  _sdcdtdt 

Adtoω
oI
o

 AdtoωoIo  sctdt  2AdtoωoIo  _sdcdtdt  2AdtoωoIo  ωdtodt  sctdt
þ 2AdtoωoIo þ ωdtodt  
ATdcdtωdcdtdc  
ATdcdt rdcdcþ 
ATdcdt _ωdcdtdc 



ATdcdt r
dc
dc

þ 2


ATdcdtω
dcdt
dc




ATdcdtω
dcdt
dc




ATdcdt r
dc
dc

þ Fctdt
(27)
where
sctdt ¼ Adtorto þ sdcdtdt  ATdcdt rdcdc þ rdtdt (28)
(27) should look familiar as it represents nothing more than the equa-
tions of motion of a solid body in a non-inertial frame. The Coriolis and
centripetal inertial forces due to the docking frame dt and orbital frame o
rotations can clearly be identiﬁed. Extra Coriolis/centripetal-like terms
resulting from the coupling between the frames are also present. Fctdt
contains the usual gravitational terms and control input forces:
Fctdt ¼ μ
Adtor
t
ortoj3  μ
Adtor
t
o þ sdcdtdt  ATdcdt rdcdc þ rdtdtAdtorto þ sdcdtdt  ATdcdt rdcdc þ rdtdt j3
þATdcdt
Fdc
mc
(29)
Fdc is the control force provided by the chaser in the chaser docking
frame and mc is the chaser mass. rto is the target position expressed in the
orbital frame: rto ¼ ½0 0  rtoT. (29) is obtained from the usual acceler-
ation term in the Newton equations:
actI ¼ μ
rtIrtIj3  μ r
t
I þ sctIrtI þ sctI j3 þ FImc (30)
which is then expressed in the docking port frame dt and rearranged
using (28).
(27) was arranged in a way such that only the target attitude dy-
namics in the orbital frame appears as well as the port to port relative
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state-space model as the plant output y will be exactly equal to the state
x. The output equation of a linearised plant is of the form y ¼ Cxþ Du. In
the proposed formulation C is equal to the identity and D ¼ 0 and can
thus be conveniently used in a full-state feedback formulation.
Deﬁning the state vector as
x ¼ αdcdt ; ωdcdtdc ; αdto; ωdtodt ; sdcdtdt ; _sdcdtdt T
and the control input
u ¼ ½Tdc ; Tdt ; Fdc T
(27) together with the relative attitude dynamics (13), (15) and ki-
nematics (17) can be linearised around the following points:
 αdto ¼ const: and ωdtodt ¼ 0
 αdcdt ¼ ωdcdtdc ¼ 0
 sdcdtdt ¼ _s
dcdt
dt ¼ 0
 Tdc ¼ Tdt ¼ Fdc ¼ 0
The state-space model for the 6 DoF port to port dynamics is:
_x ¼ Ax þ Bu
y ¼ Cx þ Du (31)
with1
A ¼
26666664
0 A12 0 0 0 0
A21 A22 A23 A24 0 0
0 0 0 A34 0 0
0 0 A43 A44 0 0
0 0 0 0 0 A56
A61 A62 A63 A64 A65 A66
37777775 (32)
B ¼
26666664
0 0 0
B21 B22 0
0 0 0
0 B42 0
0 0 0
B61 B62 B63
37777775 (33)
Finally, in (31), the matrix C is the identity and D ¼ 0. In (32), matrix
blocks corresponding to the relative attitude were already described in
(19). The terms A61 to A66 are long expressions in which the chaser and
target inertia appear as well as the docking ports position rdcdc and r
dt
dt . A62
is given as an example for the case in which the target is aligned with the
orbital frame:
A62¼
26666666664
r
dc
dc ;yωo ð2Idc ;33Idt ;11þIdt ;22Þ
Idc ;33
2rdcdc ;xωo 0
r
dc
dc ;xωo ðIdt ;11Idt ;22Þ
Idc ;33
0
rdcdc ;zωo ðIdt ;22Idt ;33Þ
Idc ;11
0 2rdcdc ;zωo 
rdcdc ;yωo ð2Idc ;11þIdt ;22Idt ;33Þ
Idc ;11
37777777775
(34)
It describes the effect of the relative rotation rate on the relative
position. A56 is the 33 identity matrix. In the simple case where the
target and chaser are aligned and ﬁxed with the orbital frame and that
rdtdt ¼ rdcdc ¼ 0, then A61 to A64 are null and A65, A66 transform into the well
known Hill's equations [28].
Finally for the input matrix B in (33), B21, B22 and B24 are the same as1 All the matrix elements are 3 3 matrices.
423for the relative attitude state-space model (19). B61, representing the
effect of the chaser rotation on the position is:
B61 ¼
26666666664
0
rdcdc ;z
Idc ;22
 r
dc
dc ;y
Idc ;33
 r
dc
dc ;z
Idc ;11
0
rdcdc ;x
Idc ;33
rdcdc ;y
Idc ;11
 r
dc
dc ;x
Idc ;22
0
37777777775
(35)
B62 is similar to B61 but with the target inertia and docking port position
and B63 has the usual 1=mc form where mc is the chaser mass.
The state-space model described by (32) and (33) can be used to
deﬁne control laws and will be used here inside the navigation ﬁlters. As
the chaser and target control torques appear explicitly, that state-space
model could be used for the design of a feedback-law that would con-
trol both the chaser and target at the same time. However, for operational
reasons, it is desirable to keep the target GNC independent from the
chaser. A reduced dynamics state-space model can be obtained by
removing the target relative attitude from (32) and (33):
Ar ¼
2664
0 A12 0 0
A21 A22 0 0
0 0 0 I3
A61 A62 A65 A66
3775 (36)
Br ¼
2664
0 0
B21 0
0 0
B61 B63
3775 (37)
The new state vectors is x ¼ ½αdcdt ; ωdcdtdc ; sdcdtdt ; _s
dcdt
dt 
T
and the control
input u ¼ ½Tdc ; Fdc T, The main drawback of doing so is that the direct
inﬂuence of the target state on the relative state is partially lost. How-
ever, the divergence at β ¼ 	π=2 previously mentioned for the 1-2-3
Euler sequence disappears as it was only appearing in the target attitude
dynamics. This reduced state-space model can thus be used for any
relative position/rotation as the target attitude can be linearised around
any angle. Furthermore, it should be noted that even if the target attitude
state was removed from the state-space, some of its information still re-
mains available, for example in (34), which appears in (36).
Before deriving the measurement equations required for the naviga-
tion, the linearisation accuracy will be provided. The initial conditions
for the simulation are as follow: the target docking port is rotated by 50
deg around each axis. The chaser is aligned with the target port and is
positioned 10m away. In the orbital frame, the chaser has the position
½4:3 8:6 2:7T m and is thus not at an equilibrium point and will
start drifting. Fig. 5 and Fig. 6 show the relative position with the feed-
forward term and without. With the feed-forward terms, which repre-
sents the constants coming from the linearisation, the error after 600 s is
5 cm. Without it, the error grows to 16 cm.
The feed-forward term in this conﬁguration corresponds to 0.1 μN-m
and 1 μm/s2. This value is of the same order of magnitude as the envi-
ronmental perturbations acting on the satellites and can thus be safely
neglected.
3.3. Measurement equations
In this section, the measurement equations for the chaser relative
position/rotation with respect to the target will be derived.
The metrology system is composed of various LEDs and a visible
camera. The basic measurement equation when observing features using
a camera is given by [1, p.272]:
Fig. 6. Port to port position for the linearised and non-linear dynamics. The
linearised dynamics does not include the feed-forward terms.
Fig. 7. The central pattern is composed of LEDs 1 to 5, with the 5th LED
attached to the centre of the pattern and out-of-plane. The outer pattern is
composed of LEDs a and b, together with the 5th LEDs of the central pattern.
LEDs a and b are not laying in the same plane as the central pattern and are at a
distance D2 from LED 5.
Fig. 5. Port to port position for the linearised and non-linear dynamics. The
linearised dynamics includes the feed-forward terms.
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d
(38)Fig. 8. Vision Based Navigation problem scheme. The LED pattern is attached to
the target navigation frame and the camera is to the chaser one.where R is the range, D is the known size of the feature, f the focal length
of the camera and d the feature size measured on the camera focal plane.
The measurement error on a camera is typically one pixel (even though
sub-pixel resolution can be obtained by defocusing the image [1, p.274]).
Thus, to keep the error within the navigation performance requirements,
the size of the pattern observed by the camera has to be increased with
the range. Two different sets of LEDs are thus used depending on the
range. Further more (38) does not take into account for perspective effect
due to relative rotations. In order to get the true range, the image of the
patterns needs ﬁrst to be corrected by the relative attitude.
Fig. 7 shows the two patterns used. The central pattern is a cross
composed of 5 LEDs with the central LED out-of-plane. All the LEDs are at424a distance D from the centre. The outer pattern LEDs are at a distance D1
from the centre and lay in a plane located at a distance D2 from LED 5. As
explained in Ref. [18], only two in-plane LEDs and one out-of-plane are
necessary to solve the 6 DoF problem. However, a 5 LEDs cross pattern
increases the robustness of the system in case of an LED failure and allows
to have an analytical solution. Furthermore, circular patterns have the
great advantage that their centre position is not affected by perspective
effect. The drawback of the symmetry is that it is not possible to deter-
mine unambiguously rotations around the roll axis which are larger than
	π=2 and the out-of-plane LED constraints the integration on the Cube-
Sat. The discrepancy appearing for	π=2 could be easily solved by adding
a 6th LED but it was deemed not necessary here, as during the RVD
sequence the roll angle is expected to be always smaller than 	π=2.
Fig. 8 shows the pattern and the camera in their respective frames,
located on the chaser and the target. The frames are named nc and nt and
the dynamics involved is strictly the same than the one derived in section
3.2 for the docking ports. The sought parameters are the position of the
chaser navigation frame with respect to the target one, sncntnt , and the
relative attitude Ancnt .
From a crossed pattern and for small angles, as explained in Ref. [1]
C. Pirat et al. Acta Astronautica 146 (2018) 418–434and [20], the centre of the pattern provides the LoS angles and the po-
sition of the out-of-plane LED with respect to the centre gives the pitch
and yaw relative angles, as shown in Fig. 9.
However, this approach does not picture the ambiguity between the
rotations and the translations.
Fig. 10 shows how using the algorithms in Ref. [20] can lead to wrong
results if the relative attitude and LoS angles are not small. ”Small”
should be understood such that the approximation sinðαÞ  α is valid,
since in this assumption the rotation angles are decoupled from each
other. Fig. 10a has the central LED aligned with the centre of the pattern.
The pattern centre is however not aligned with the centre of the camera,
corresponding then to a translation. This corresponds in fact to a chaser
rotation. The same problem arises when the target is rotated. Because of
the coupling, a target rotation corresponds to a rotation and a translation
for the chaser, which cannot be identiﬁed when looking at Fig. 10b. In
this case the rotation would ﬁrst be detected and corrected. This would
then lead to detecting a translation which could ﬁnally be performed.
Finally, in Fig. 10c, a rotation and a translation would be detected even
though this corresponds only to a translation of the chaser (a target
translation would lead to an identical conclusion). A formulation of the
problemwhich would allow to detect simultaneously the rotation and the
translation would be more optimum as the corrections could then be
achieved at the same time.Fig. 9. Taken from Ref. [1]: Target pattern for a camera rendezvous sensor.
(a) Chaser rotation (b) Target rotation
(c) Chaser translation
Fig. 10. a) shows the effect of a chaser rotation along its þbz axis (according to
the frame deﬁnition shown in Fig. 8). b) shows the same rotation but applied to
the target. c) shows the effect of a chaser translation along þ by .
425The measurement equations will be derived for the central LED
pattern but can be directly applied to the outer LED afterwards. The in-
formations known and available through the camera measurements are:
1. The known position of the ith LED in the target frame nt , scaled down
by the range R and focal length f (see Fig. 8): xint ; i ¼ 1; …; 5. For
example x1nt ¼ ½0 0 Df=RT and x5nt ¼ ½Df=R 0 0T
2. The measured position of the ith LED in the chaser frame nc, on the
camera focal plane: xinc ¼ ½0 piy piz
T
; i ¼ 1; …; 5. py and pz are the LED
position on the camera focal plane.
3. The position of the centre of the pattern in nc: xcnc ¼ ½0 yc zcT.
The measurement equation can then be written:
xinc ¼ Ancntxint þ xcnc (39)
(39) describes the known position of the ith LED in the target frame nt ,
scaled by the range R and focal length f. It is then transformed in the
frame nc and corrected by the position of the pattern centre, as shown on
Fig. 11.
In order to be able to correct for the ambiguity between LoS and
pitch/yaw rotations, the observed pattern needs ﬁrst to be corrected by
the roll angle. This facts constraints the Euler sequence which can be
used. The measurement equations will be based on the 1-2-3 Euler
sequence: Ancnt ðα;β; γÞ ¼ R3ðγÞR2ðβÞR1ðαÞ.
xinc  xcnc ¼ Ancnt ðα; β þ El; γ þ AzÞxint (40)
The relative attitude angles explicitly appear in (40) and the norm of
sncntnt is used in the deﬁnition of x
i
nt . For the ﬁrst LED:
x1nt ¼
266664
0
0
Dfsncntnt j2
377775 (41)
The centre position xcnc needs to be related to s
ncnt
nt . This is done using
the fact that in the camera focal plane, the LoS coordinates ½yc zcT are:8><>:
yc ¼ tanðAzÞ ymax
tanðAzmaxÞ
zc ¼ tanðElÞ zmax
tanðElmaxÞ
(42)
where ymax and zmax are the size of the camera sensor and Azmax and Elmax
are the maximum value of the FoV along þby and þ bz. The LoS angles are
measured from the camera frame nc towards the target frame nt
expressed in the frame nc:Fig. 11. The position of an LED on the camera sensor is the position of the
pattern centre plus the transformed position the LED by the relative atti-
tude matrix.
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nc ;x
tanðElÞ ¼ s
ntnc
nc ;z

sntnc2nc ;x þ sntnc2nc ;y
1=2 (43)
This can be related to the state variable sncntnt :
sntncnc ¼ Ancnt ðα; β; γÞsncntnt (44)
The complete measurement equation for the ith LED can be written:
xinc ¼ Ancnt ðα; β þ El; γ þ AzÞ
266664
0
0
Dfsncntnt j2
377775þ
266666664
0
sntncnc ;y
sntncnc ;x
ymax
tanðAzmaxÞ
sntncnc ;z

sntnc2nc ;x þ sntnc2nc ;y
1=2 zmaxtanðElmaxÞ
377777775
(45)
which is only a function of the state variables ½αncnt ; sncntnt T. (45) can then
be solved analytically to get the relative attitude and position or, can be
used in an EKF.
This equation is also valid for the two outer LEDs using the appro-
priate distances D1 and D2 (see Fig. 7) and can be used all over the
docking sequence. However, the distance D2 of the 5th LED with respect
the two outer LEDs will not be necessarily large enough to provide the
required precision on the pitch and yaw angles determinations and thus
on the range. For this reason, the two measurements of the chaser and
target star trackers can be combined to get the relative attitude angles
αncntST and an extra measurement equation can be obtained:
αncntST ¼ αncnt (46)
As the target star tracker measurement is necessary on-board the
chaser, an active Inter-Satellite Link (ISL) is required between the two
satellites.
3.4. Analytic navigation solution
Equation (45) provides a set of ten equations for six unknowns. This
system is overdetermined and a priori no solution exists. An estimated
solution could be obtained using a least squares method. However, the
equations for LED 1 is minus than for LED 3. The same holds for LEDs 2
and 4. This symmetry in the system described by (45) can thus have an
analytic solution.
The starting point for this algorithm is the coordinates of the ﬁve LEDs
on the focal plane: ½piy ; pizT; i ¼ 1; …; 5.
Using LEDs 1 to 4, the centre of the pattern can be obtained. As it is a
cross, the centre is simply given by:8><>:
yc ¼ 14
X4
i¼1p
i
y
zc ¼ 14
X4
i¼1p
i
z
(47)
Each of the LED position on the camera sensor can now be expressed
with respect to the pattern centre. For convenience, let's rename xinc 
xcnc  x'i. x'i has the general form:
x'i ¼
24 0x0iy
x0iz
35 (48)
(45) has the following solution:4268>>> α ¼ tan1

 x
01
z
x02

>>><>>>>>>:
z
γ þ Az ¼ sin1
 
 x
05
y
x04z
cosðαÞ
!
β þ El ¼ sin1
 
cosðγ þ AzÞcosðαÞ
x03y
.
x05z þ sinðγ þ AzÞsinðαÞ
! (49)
It can be seen that the angles γ þ Az and β þ El cannot be obtained
when a roll rotation of π=2 is performed as (49) diverges in this case. The
range R is then given by:
R ¼ Df
x01y
ðcosðαÞcosðγ þ AzÞ  sinðαÞsinðγ þ AzÞsinðβ þ ElÞÞ (50)
The LoS angles can be computed using the pattern centre position
(47) and (42), and the attitude angles γ and β can be obtained.
Finally sncntnt can be computed by ﬁrst building the vector s
ntnc
nc using the
range, azimuth and elevation and transforming it back to the nt frame:
sncntnt ¼ RT123ðα; β; γÞsntncnc (51)
This algorithm has the great advantage of providing an explicit access
to the navigation solution. It will however not work if one of the 5 LEDs
would fail or if roll rotations larger than π=2 would be performed. The
latter is hopefully not expected for RVD. A ﬁltered solution is then
preferred as primary navigation layer, although the analytical solution
could be used as a watchdog alongside with the EKF own covariance
matrix to monitor the navigation ﬁlter potential divergence. The use of
the analytical solution for the monitoring carries a risk, due to its higher
noise density and should be carefully analysed. If it does, the analytical
solution can be used as a contingency navigation mode to bring the
chaser to a predeﬁned safe hold-point, which is yet to be deﬁned
depending on mission and systems constraints.3.5. Extended Kalman ﬁlter formulation
The Extended Kalman ﬁlter (EKF) presented here closely follows the
formulation proposed by Ref. [29]. Fig. 12 gives its general structure.
In it's original formulation, the EKF performs the integration step of
the state and covariance using the non-linear dynamics. However, as
mentioned in section 3.2, the target CubeSat state variables are not
accessible on-board the chaser. The reduced state-space model given by
Fig. 13. Position of the 2 LED patterns and camera in the target and
chaser structures.
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applied.
bxkþ1 ¼ Fkbxþk þ Bkuk (52)
Pkþ1 ¼ FkPþk FTk þ Qk (53)
where Fk is the state transition matrix. In (45), the measurement equation
yk ¼ hðxkÞ was described. For the calculation of the Kalman gain, the
Jacobian Hk ¼ ∂xkhðxkÞjbxk evaluated at the current estimate is required.
It was computed using the MATLAB Symbolic toolbox. The expression of
Hk being extremely long, it will not be shown here. A special care should
be taken for the update equations as some of the components of the
measurement equations or of the state vector are Euler angles and are
thus not additive. This can be simply done using matrices:
R123

αþ; βþ; γþ
 ¼ R123ðΔα;Δβ;ΔγÞR123α; β; γ (54)
The EKF will also be used to propagate the state vector in case of
sensor loss and to actively track the LEDs using the a posteriori estimate
of the state at kþ 1, thus increasing the VBN robustness to undesired
signals on the camera sensor, caused by the Sun or the Earth.
Two different EKF are used:
1 The ﬁrst ﬁlter will use the outer LEDs and the central one combined
with the star tracker measurements that the chaser and target are
providing. This ﬁlter is used from 10m range until 5 m range.
2 The second ﬁlter will rely only the 5 LEDs of the central crossed
pattern and will be used from 5m range until docking.
The process noise diagonal matrix involved in the ﬁltering process has
the following structure:
Qk ¼ diag

σ2α σ
2
ω σ
2
s σ
2
_s

Δt (55)
with Δt the ﬁlter sampling time. The attitude angles and the position are
uniquely determined by their respective dynamics. Given an initial
condition, their value can obtained respectively integrating directly the
rotation rate and the velocity. Thus σ2α ¼ σ2s ¼ 0. σ2ω and σ2_s will need to
be tuned to achieve the required ﬁlter accuracy.
Because of the uncertainties in the dynamics used to ﬁne-tune the
process noise matrix, an adaptation estimation of Q might be useful. This
is proposed in Refs. [30] and [31]. The estimated noise is:
bQþk ¼ bQk þ 1LQ


Q
  bQk  (56)
where
Q
 ¼ bxþk  bxk bxþk  bxk T þ Pk  Pþk  bQk (57)
and LQ is a parameter which has to be manually selected. The necessity of
using an adaptation Q will be assessed by testing the robustness of the
EKF to uncertainties and unmodelled dynamics.
The input to the ﬁlter are the forces and torques computed by the
controller. These input commands are different than the ones executed by
the satellite because of the various sources of error such as attitude and
thrust error, or centre of gravity position uncertainties. At this level of
design, only the attitude errors were considered. The other sources will
contribute to degrading the navigation solution and shall be investigated
in future work.
3.6. VBN hardware
The sizing of the outer LED pattern is driven by the fact that the
docking system (docking mechanism and metrology system) shall ﬁt in a
1 unit CubeSat surface, i.e 10 10 cm2, constraining D1 ¼ 5 cm (Fig. 7).427The inner pattern dimension was designed to have sufﬁcient accuracy at
a 5m range, when the handover between the outer and inner patter is
performed, but also to be able to observe it from 5m range down to
docking, with an optics that would not have to be a ﬁsh-eye avoiding then
radial and tangential distortions. This led to a distance D ¼ 2 cm.
No dedicated RVD sensor exists yet for CubeSats. As it is usually the
case for CubeSats missions, Commercial Off-The-Shelf (COTS) hardware
is preferred in order to keep the costs low. The COTS mono-chromatic
Basler ACE camera acA3800-10 gm [32] was chosen. With a sensor of
2764 3856 pixels and a pixel size of 1:67 μm, an optics with a 4mm
focal length was selected. Due to its very small size and weight, it can be
easily integrated on a CubeSat. The camera with the selected optics has a
total FoV 60deg. It will be placed 4 cm inside the CubeSat structure and
the crossed LED pattern will be 3 cm inside the CubeSat. The two outer
LEDs are position on the external structure itself. Fig. 13 shows the
hardware disposition and dimensions.
Consequently, when the two CubeSats are docked, the camera is 7 cm
away from the central pattern which ensures that it remains visible
during the whole approach until docking.
The camera sensor has its peak quantum efﬁciency at 460 nm. LEDs
emitting in the blue part of the spectrumwere thus selected. To minimize
the stray light from the Sun, a bandpass ﬁlter is used on the optics. The
ﬁlter peak transmission is at 470 nm [33]. The selected LEDs have a peak
emission at 470 nm, a viewing angle of 80 deg and a luminous intensity
of 1.2 cd.
Note that using a colour camera and coloured LEDs would allow to
solve the roll ambiguity mentioned earlier. However, in order to keep the
camera data rate low and as large roll angles are not expected, the
monochromatic solution was preferred. Furthermore, the bandpass ﬁlter
used on the optics would need to be modiﬁed to cope with multiple
wavelengths which means that the camera would be more sensitive to
external illumination conditions.3.7. LED detection and tracking
To keep the computational load as low as possible, the only vision
algorithm used is the Blob analysis of the MATLAB Computer Vision
System toolbox. This algorithm detects connected regions (blobs) on a
binary image and output the centroid of each blobs. The centroids co-
ordinates are then used in the EKF (45) or in the analytical solution
described in section 3.4. The binary image is obtained by thresholding
the raw image. Because the LEDs are active, the minimum integration
time of the camera can be obtained such that the centre of the LEDs does
not saturate the sensor at 10m. Fig. 14 shows the image produced by the
camera with an exposure time set to 35 μs.
Fig. 14. Real image obtained by the camera observing the LEDs at a range of 
34 cm. The relative 6 DoF were obtained using the analytical solution.
(a) External pattern (b) Internal pattern
Fig. 15. Geometrical features of the two different LED patterns. Only range
invariant features were selected.
Fig. 16. Sample image simulated. The LEDs are recognized and marked in red.
(For interpretation of the references to colour in this ﬁgure legend, the reader is
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equation (45) and the navigation ﬁlter a posteriori estimation at kþ 1 to
obtain the estimated position of the LEDs within a certain conﬁdence
interval, given by the EKF covariance. It allows as well to deﬁne a Region
of Interest (ROI) on the image obtained by the camera which will
decrease the number of pixels that the connected region algorithm will
have to analyse, but mainly, windowing the image will reduce the
number of parasite signals that the camera may detect and will decrease
the stray light. This ROI is in fact the conﬁdence interval deﬁned using
the estimated covariance matrix of the EKF.
Two cases have to be considered:
1. The VBN has converged and its precision allows the active tracking of
the LEDs. If n LEDs have to be observed (xinc Þ and that m connected
regions are detected (xjblob), m > n, n connected regions among m
regions detected need to be selected. Knowing the a posteriori posi-
tion of each LED, provided by the EKF (bx inc ), the norm between each
estimate and each signal can be computed
bx inc  xjblob for i ¼ 1 ;…
; n and j ¼ 1 ;…; m. The n connected regions which are the closest to
an a posteriori position will then be selected.
2. If the VBN was not initialised yet or if the precision is deemed not
satisfying, active tracking of each LED cannot be performed. This can
be solved by using the geometrical properties of the two patterns.
Determining the precision of a navigation ﬁlter on orbit is not an easy
task. If the central 5 LEDs pattern is observed, the precision can be
assessed using the analytical formulation as this represents a raw (i.e.
noisy) solution. For both patterns, the EKF provides a conﬁdence interval
on the LEDs positions for the next time step. Also, the number of pixels
between two neighbour LEDs can be measured directly on the camera
sensor. Thus, if an LED conﬁdence interval is greater than half the
measured distance in pixels between two nearest neighbour LEDs, the
EKF is deemed not precise enough as the conﬁdence intervals of each
LEDs may overlap. If this happens, the geometrical features are used.
Finally, as the geometrical features algorithm uses only simple opera-
tions, it will always run in parallel to the EKF, adding an extra layer of
robustness for the LEDs detection as this is a critical aspect of the
navigation.
3.7.1. LEDs patterns geometrical features
Because the two patterns have ﬁxed geometrical properties, features
can easily be extracted.
Fig. 15 shows the features for the external and internal patterns. For428the external patterns, the angle α is expected to be always close to π. This
angle will of course vary due to the perspective effects caused by control
and navigation errors. However, the maximum expected attitude errors
are known and thus ranges of values for α can be predicted. The distance
ratio between the outer LEDs and the central LED, d1=d2, is expected to be
always close to unity. The pattern should be always aligned with the
camera sensor horizon, thus β is expected to be close to zero. Finally, the
expected maximum number of pixels between the two outer LEDs was
added as an extra features. The upper bound for this value is given at 5m
and the lower bound at a 10m range.
For the central pattern, the features extracted are similar than for the
outer pattern. The features are the four length ratios d1=d2, d1=d3, d2=d4
and d3=d4, and the orthogonality between the LEDs αi; i ¼ 1; … ; 4.
Finally, the ratio ðd1 þ d2Þ=ðd3 þ d4Þ is provided. The signals are ana-
lysed by forming groups of 5 blobs.
To differentiate reﬂections and undesirable signals from LEDs signals,
among all the detected connected regions on the camera sensors (blobs),
groups of three blobs are constructed for the external pattern (groups of
ﬁve blob for the internal one). For each group the features are extracted
and tested against the expected values that can be computed using the
expected GNC accuracy. If the features are within the expected bounds,
the LEDs are considered detected.
Fig. 16 shows a sample image.
The true LEDs signals were generated based on the expected GNC
accuracy. Reﬂections were simulated by randomly generating blobs of
white pixels. Simulation shows that the true signals can be unambigu-
ously detected. The algorithm was then tested more rigorously using an
experimental set-up, as explained in the next section.
4. Results
Before showing the results, the controller used to assess the VBN
performance will be brieﬂy introduced. The chosen controller is a Linear
Quadratic Regulator because of its guaranteed phase and gain margins. If
coupled to a Kalman ﬁlter, a Linear Quadratic Gaussian control (LQG) is
obtained for which the good frequency properties of the LQR cannot bereferred to the Web version of this article.)
Fig. 17. a) Guidance proﬁle from 10m to 5m. The translation speed is set to
0.02m/s b) Guidance proﬁle from 5m until docking with a hold point at 2.5m.
The translation speed is set to 0.01m/s.
C. Pirat et al. Acta Astronautica 146 (2018) 418–434guaranteed any more [34]. The LQG stability will not be discussed here
as the aim is to assess the performance of the VBN and not the robustness
of the closed-loop GNC which is planned to be addressed in a later paper.
Furthermore, the stability of the EKF can be analysed without consid-
ering the controller by means of the separation theorem [29]. The LQR
cost function is given by:
J ¼ ∫ ∞0 dt ðxTQx þ uTRuÞ (58)
and the Q and R matrices were selected as:
Q ¼
2664
3:28⋅105 I3 0 0 0
0 3:28⋅105 I3 0 0
0 0 104 I3 0
0 0 0 104 I3
3775 (59)
R ¼

2:5⋅109 I3 0
0 2:5⋅105 I3

(60)
The feed-forward terms due to the linearisation are not added
explicitly in the control loop. The LQR will thus need to add constant
corrections to maintain a desired position and attitude. Adding an inte-
grator was not deemed necessary as the steady sate error is only
0.5 mm at 10m range and 0.03mm at 1m range.
The EKF and LQR are both sampled at 1 Hz. The maximum thrust per
axis is set to 4mN, provided by a miniaturised propulsion system, and the
torque capability per axis is 2mN-m. Note that no actuator noise
disturbance is considered here.
The target is assumed to be on a 600 km altitude, 6AM Sun Syn-
chronous Orbit (SSO). Its Attitude Determination & Control System
(ADCS) is the same than the one described in Ref. [21]. Its star tracker
being always available (nominal scenario), the 3 σ control accuracy is 
0.5 deg around each axis.
The guidance proﬁles are shown in Fig. 17. The acceleration is set to
use a maximum of 2mN of thrust. This way, the actuators are not in
saturation.
The chosen Q and Rmatrices of the LQR give an aggressive controller.
This may not be required by the mission itself. But as the aim here is to
assess the performances of the navigation ﬁlters, an aggressive controller
ensures then good tracking and negligible steady state error, as discussed
before. The controlled relative position and attitude are thus reﬂecting
the real performances of the navigation.
The following sections will discuss the VBN in the case where the
target docking port is rotated by 50 deg around each axis and the chaser
port face is parallel to the chaser external structure. In this case, when the
chaser is aligned with the target docking port axis, it is not at an equi-
librium position. Consequently, the constant terms that were neglected
during the linearisation will have to be compensated by the LQR for the
control and by the process noise for the EKF.
For both cases, the docking ports in the chaser and target body frame
have the following coordinates:(
rdtbt ¼ ½0:1 0:1 0:1 T
rdcbc ¼ ½ 0:1 0:1 0:1 T
(61)
The navigation LEDs and sensors are in the centre of the docking port
but pulled back by 3 cm in target and 4 cm in the chaser respectively,
according to Fig. 13. To assess the performances of the image processing
and the EKF, a simple camera model was developed. It allows to simulate
the LED signals on the camera sensor including measurements errors,
simulated as a Gaussian white noise. Several measurements, using the
actual camera, at ranges of 10m, 5m and 1m show that the noise level
on the camera sensor is of the order of 3⋅102 pixels. This accuracy can be
explained by the fact that the optics is never focused exactly on the LEDs
as the camera working range varies between 10m and 7 cm and is not
equipped with an auto-focus. This allows to obtain a desired blurring
effect, allowing a sub-pixel resolution [1, p.274].429The EKF parameters were set as follow: σ _s ¼ σω ¼ 5⋅106. This is
consistent with the linearisation feed-forward term which was neglected
and with the level of orbital perturbations that can be expected for
CubeSats at the assumed altitude. The noise measurement matrix R is
composed of the LED measurement noise and star tracker noise. The LED
noise is σLED ¼ 3⋅102 (in pixels unit), as explained previously. The star
tracker noise is set to σST ¼ 4⋅104 rad. This is assuming the ST-200 star
tracker [35]. The initial covariance matrix P0 was set to P0 ¼ 104I12.4.1. 10 m range: 3 LEDs and star trackers
At this range, the two outer LEDs and the central one are used in
Fig. 21. Central LEDs pattern detection at 1m range with the Sun simulator in
the camera FoV.
C. Pirat et al. Acta Astronautica 146 (2018) 418–434combination with the chaser and target star tracker measurement.
4.1.1. Handover
When the chaser arrives at point S3, it is navigating using CDGPS
(10 cm accuracy) and an ADCS similar to the target one. The VBN needs
to be initialised and it can only be performed if the star trackers mea-
surements are available. Considering the ADCS and CDGPS errors, an
estimate of the LEDs position can be obtained as shown on Fig. 18. If no
perturbations is detected in this ROI, then the detection of the 3 signals is
an easy task. However, if after thresholding the image, more than 3
connected regions are detected, the geometrical features are used.
Figs. 18 and 22 are not showing the full camera sensor but are zoomed in
order to see the signals as the two outer LEDs are only separated by 24
pixels.
To assess the performances of the algorithm using the geometrical
features of the patterns, the face of a 6 Units CubeSat was created, as
shown on Fig. 19. It has dimensions 20 cm by 30 cm and is composed of a
black anodized aluminium structure covered with an FR4 PCB. On the
PCB, solar cells mock-up were glued as well as two patch antennas and
two sun sensors. The docking mechanism is supposed to be in between
the inner pattern and outer pattern and was not included here as it is
assumed it will be covered with an anti-reﬂective coating. The CubeSat
panel was illuminated using a Sun simulator and observed using the
camera.
Due to the fact that the camera is using a very short exposure time, no
reﬂections or stray-light were detected, for any relative position/angle
between the LEDs, the camera, and the Sun. A measurement campaign
was then performed with the Sun in the FoV of the camera. at ranges of
10m, 5m and 1m. The algorithm using the geometrical features could
always successfully reject the Sun as shown on Fig. 20 and Fig. 21. The
noise on the LEDs was only marginally impacted by the Sun. This will stillFig. 18. Estimated regions of the LEDs position, based on the CDGPS and ADCS
accuracy (3σ).
Fig. 19. 6U front panel mock-up.
Fig. 20. Outer LEDs pattern detection at 10m range with the Sun simulator in
the camera FoV.
430be taken into account to assess the robustness of the navigation solution.
Note that no motion blur was observed during the test campaign. This
was expected due to the very short exposure time. Assuming a relative
motion of 0.1 deg/s, the scene observed with the camera is moving by
only  1:5 104 pixels during each exposure.
The described experiment and its results give conﬁdence that the
navigation algorithm can successfully be initialised and is robust to any
illumination conditions, even if the Sun is in the camera FoV. The Earth
impact was not treated during this experiment. But as its luminosity is
lower than the Sun, it is assumed that the Earth can be successfully
rejected if it is in the camera FoV, using the same algorithms. The docking
can thus take place at any time, on any orbit provided that both star
trackers and CDGPS are available during the handover. Once the ﬁlter
has converged, the 3σ a posteriori estimated position of the LEDs is
precise enough to stop using the geometrical features algorithm and
actively track the LEDs as the Sun or the Earth will not be inside the ROI,
as shown on Fig. 22.
4.1.2. Performance
The following results show the behaviour of the VBN during the
forced translation from 10m range to 5m range. The time line of the
simulation is the following:
1. 0–600 s: VBN initialization. Filter is out of the control loop.
2. 600 s–1200 s: Include VBN in the control loop.
3. 1200 s–1560 s: Forced motion from 10m to 5m range at 0.02m/s.Fig. 22. Estimated regions where the LEDs position, using the EKF a posteriori
estimate (3σ).
C. Pirat et al. Acta Astronautica 146 (2018) 418–4344. 1560 s–2700 s: Station keeping at 5m range.
For attitude determination and control, the rule of thumb is that the
determination should be  10 times better than the required pointing
accuracy, or approximately 0.2 deg around each axis. For relative posi-
tion estimation, the accuracy should be 1% of the range or better [1,
p.20].
Fig. 23 shows the Port to Port (P2P) EKF error. The notation V, H and
R are here used to describe the x; y and z directions in the docking port
frame. The attitude determination error is constant over the approach as
the measurements are provided by the star trackers. As stated in section
2, the relative attitude pointing shall be better than 2 deg around each
axis. On Fig. 23, the relative attitude estimation is better than 0.1 deg
around each axis. Which means that the relative pointing accuracy would
be of the order of 1 deg.
The relative position estimation will improve over the trajectory as it
can clearly be noticed on Fig. 23. Along the approach trajectory, the error
remains well below the 1% accuracy as seen on Fig. 24. This is important
to gain conﬁdence that when actuators errors will be included in the loop
and ﬁnally on-orbit, the performances should still be within the re-
quirements. Note that the ﬁlter has converged in less than 5min. The bias
that can be noticed on Fig. 23 is an effect of the residual dipole inside theFig. 23. Navigation ﬁlter output using 3 LEDs and the star trackers measure-
ments. At t¼ 600 s, the EKF is included in the control-loop. At t¼ 1200 s, the
translation begins.
Fig. 24. Relative position in the docking port frame. The red lines are the 1% of
the range boundaries. As for the LVLH frame, R is along bz and V along bx. (For
interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the Web version of this article.)
431CubeSat and other environmental perturbations, and will be discussed at
the end of this section.
If the star tracker measurements are lost, how is the ﬁlter behaving
using only the three LEDs? In the following simulations, the ﬁlter was
initialised with the star trackers, which were then lost at t¼ 800 s. The
translation was thus performed using only the LEDs measurements.
The attitude estimation degrades to 0.4 deg around the yaw axis
(Fig. 25). Using the 10 times rule of thumb would lead to a pointing
accuracy of 4 deg. This is violating the 2 deg accuracy required for the
docking. However, this happens at a range of 10m, which may be
acceptable. Furthermore, the performance including realistic actuator
models will need to be performed at which point a comprehensive esti-
mation of the pointing accuracy will be performed. This is not considered
as a show stopper at this moment. A larger error in the trajectory can be
observed. This is the impact of the relative attitude estimation error.
However the position estimation is still better than the 1% accuracy.
When the star tracker are lost, the a posteriori estimation for the LEDs
tracking is degraded. The active tracking is not reliable any more and the
geometrical features algorithm has to be used as reﬂections may appear
in the a posteriori ROI.
In the previous simulations, the nominal values of the satellites pa-
rameters were used. However, the masses and inertia tensors are ex-
pected to vary on the order of 	10%. Furthermore, the LEDs signal error
on the camera sensor was measured in a laboratory and the effect of the
space environment on the noise was not assessed. For this reason, the
LEDs noise was allowed to vary by 50%. If the star tracker remains
available, the EKF does not exhibit any problems. In the case of a star
tracker loss, the ﬁlter clearly violated the 1% bound. Consequently, the
adaptation process described in section 3.5 was used for the Q matrix.
The parameter LQ of equation (56) was set to 106 and is thus only
marginally modifying the process noise, however enough to satisfy the
accuracy requirement. Fig. 26 shows the result of 50 Monte-Carlo sim-
ulations. Note that to reﬂect only the EKF behaviour the uncertainties on
the controller, the LQR gain was computed for each Monte-Carlo run.
This way, the result only shows the navigation ﬁlter performance.
For the uncertainties which were considered, the EKF satisﬁes the
accuracy requirements.Fig. 25. Navigation ﬁlter output using 3 LEDs and the star trackers measure-
ments. At t¼ 600 s, the EKF is included in the control-loop. At t¼ 800 s, the star
trackers are lost. At t¼ 1200 s, the translation begins.
Fig. 26. Monte-Carlo simulation using 10% variation on the satellites masses
and inertia tensors and 50% on the LEDs noise. The trajectory in orange shows
the simulation with the nominal parameters. (For interpretation of the refer-
ences to colour in this ﬁgure legend, the reader is referred to the Web version of
this article.)
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At this range, the central pattern can be observed and the 6 DoF so-
lution can be fully obtained using only the LEDs signal. When arriving at
5m range, the chaser is navigating using 3 LEDs pattern and the star
trackers, and the handover to the 5 LEDs pattern needs to take place.
4.2.1. Handover
If the 3 LEDs EKF has access to the star trackers measurements, the
accuracy of the ﬁlter is precise enough to estimate accurately the a
posteriori position of the central pattern LEDs. The handover is then an
easy task. Fig. 27 shows the a posteriori ROI.
If the star trackers are not available during the handover, the ROI is
too wide and the geometrical features algorithm needs to be used. The
detection is performed detecting ﬁrst the ﬁve central LEDs and then, the
outer two LEDs. As for the 3 LEDs plus star trackers case, once the nav-
igation ﬁlter has converged, the LEDs can actively be tracked. The per-
formances of the geometrical features algorithm was again assessed
under the same conﬁguration than previously described and stray light,
the Sun and reﬂections can successfully be rejected and the LEDs are
successfully detected, 100% of the time.
4.2.2. Performance
The following results will show the behaviour of the VBN during the
forced translation from 5m range to docking. The time line of the
simulation is the following:
1. 0–600 s: VBN initialization. Filter is out of the control loop.
2. 600 s–1200 s: Include VBN in the control loop.Fig. 27. a) The 3 LEDs EKF has access to the star trackers and the central LEDs
can be actively tracked. b) The precision of the ﬁlter does not allow reliable
tracking and the geometrical features are used to reject parasite signals.
4323. 1200 s–1505 s: Forced motion from 5m to 2.5m range at 0.01m/s.
4. 1505 s–2705 s: Station keeping at 2.5 m range.
5. 2705 s–2980 s: Forced motion from 2.5m to docking at 0.01m/s.
The accuracy of the ﬁlter will improve over the approach as the
central crossed pattern covers a larger amount of pixels on the camera
sensor, thus reducing the measurement error. A station keeping point at
2.5 m was introduced and allows for a better convergence of the navi-
gation and a ﬁnal systems check before the ﬁnal translation. Fig. 28
shows the navigation performance all along the docking trajectory. A
slight improvement of the navigation solution can be observed at the
2.5 m range station keeping point, between 1505 and 2705 s. This
improvement will be more signiﬁcant as actuator noise and control errors
will be added in the simulations.
The attitude determination is 0.5 deg at 5m and thus not compliant
with the 0.2 deg determination. This is however not considered as a show
stopper, as explained before. If required, the relative attitude estimation
could be improved by using the star trackers measurements. It is however
desirable to stop using the ISL required to transmit the attitude data as
soon as possible to keep the power consumption low. Furthermore,
depending on the systems and orbital conﬁguration, it is not guarantee
that the start trackers will be available at any time. At the moment of
docking, the attitude error value was of the order of 5⋅103 deg around
each axis and exceeds the required determination accuracy. The position
determination requirement should still be equal or better to 1% of the
range during the approach. The docking requirement is 1.2 cm
misalignment. The navigation output should then be of the order of
1 mm at docking. Fig. 29 shows this requirement (red lines) and the
actual position of the chaser in the target docking frame. The accuracy on
the relative state determination is clearly improving over the range, as
expected, and achieves a navigation error better than 104 m at docking.
Fig. 30 shows the results of 50 Monte-Carlo runs using the same un-
certainties than previously described. This Monte-Carlo run is indepen-
dent from Fig. 26. Here, the adaptation of the process noise was not used.
The chaser remains always well inside the 1% of the range accuracy
envelope and shows the robustness of the ﬁlter to masses, inertia tensor
and measurements noise uncertainties.
The analytical solution is provided on Fig. 31. This provides a raw 6
DoF solution i.e. with noise. The attitude standard deviation is 0.6 deg
(3σ) at 5 m and improves until 0.003 deg around each axis at docking. For
the position, the standard deviation is 0.05m (3σ) at 5m and improvesFig. 28. Navigation ﬁlter output using 5 central LEDs.
Fig. 30. Monte-Carlo simulation using 10% variation on the satellites masses
and inertia tensors and 50% on the LEDs noise. The trajectory in orange shows
the simulation with the nominal parameters. (For interpretation of the refer-
ences to colour in this ﬁgure legend, the reader is referred to the Web version of
this article.)
Fig. 31. Analytical solution using 5 central LEDs for the translation starting at
5 m until docking.
Fig. 32. 24 h station-keeping at 5m range using the 5 LEDs EKF.
Fig. 29. Relative position in the docking port frame for the translation starting
at 2.5m. The red lines are the 1% of the range boundaries. (For interpretation of
the references to colour in this ﬁgure legend, the reader is referred to the Web
version of this article.)
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primary navigation solution. However, if for some unforeseen reasons the
LEDs could not be measured or only partially, this analytical solution
would fail. The EKF remains thus preferred as it allows to propagate the
navigation solution over few sample times, until the measurements are433recovered and also provides a less noisy navigation solution which is
desired from a control point of view. Finally, as already mentioned, the
analytical solution will be used as a watchdog to monitor the perfor-
mances of the EKF and as a contingency solution, adding an extra layer of
robustness to the navigation function.
Fig. 32 shows the navigation error over 24 h of station-keeping at 5m
range from the docking port. The ﬁlter remains stable over time. As
stated at the beginning of this section, the ﬁlter has converged in less than
5min. The variations in the attitude and position are due to the residual
dipoles inside the two Cubesats and the differential drag, which are the
main source of external perturbations. The controller is not able to
compensate for these exactly which is why periodic deviations can be
observed in the navigation error.
5. Conclusion
Using a two sets of LEDs and a single COTS miniaturised camera, a
novel and efﬁcient measurement equation was derived for visual-based
navigation supporting the ﬁnal approach phase of cooperative CubeSat
docking. The resulting equations can be solved analytically or used in an
EKF. Such conﬁguration allows the use of only one sensor all along the
ﬁnal approach trajectory. The drawback of the sought solution is that an
out-of-plane LED is necessary. A small volume inside the CubeSat needs
then to be dedicated to the pattern. However, this is considered to be
acceptable from a satellite conﬁguration perspective.
A reduced state space model was derived for the relative attitude and
position between two arbitrary points on the target and chaser satellites.
This dynamics used in the EKF, in combination with the LEDs measure-
ments, allows to have an estimation of the relative position better than
1% of the range all over the approach trajectory (from 10m until dock-
ing). The relative attitude determination at docking is always better than
0.2 deg and an actual pointing accuracy better than 2 deg is achievable.
The LEDs detection is made robust to disturbances caused by the Sun or
the Earth by actively tracking the LEDs using the EKF a posteriori esti-
mated position. If this a posteriori position would not be available or for
initialising the ﬁlter, an algorithm based on the geometrical features of
the patterns can efﬁciently differentiate true LEDs from reﬂections. The
performances of the geometrical features algorithm were tested and
validated using an experimental set-up. It showed that the LEDs detection
is not affected when the Sun is directly in the camera FoV, making the
docking possible at any time and on a variety of orbits. Preliminary
simulations shows that at docking, the relative attitude determination is
C. Pirat et al. Acta Astronautica 146 (2018) 418–434 103 deg around each axis and the relative position estimation is better
than 0.1mm along each axis. Furthermore, the proposed navigation so-
lution is shown to be robust to mass and inertia tensor uncertainties of up
to 10% and sensor noise uncertainties of up to 50%. Future work will
include the simulation of the whole approach trajectory, including the
ﬂy-around, with realistic sensor and actuators noise error models and
prediction of the closed-loop docking performance. The handover be-
tween the different navigation ﬁlters can then be better assessed and
contingency modes will be discussed in case of LED failure. A stability
analysis should be performed for the LQG as the EKF might remove the
good frequency properties of the LQR. Although the 3 LEDs solution
nominally requires the star trackers, simulations show that their loss
leads to an attitude navigation solution only marginally violating the
requirements. This should be further investigated with the complete GNC
and errors in the loop as a standalone VBN solution could then be used in
missions using only vision based techniques, removing the need for an
ISL.
The level of accuracy obtained with the two ﬁlters that were pre-
sented in this paper gives conﬁdence that an accurate navigation solu-
tion, tailored for CubeSat Rendezvous & Docking, can be obtained and
that actual docking of CubeSats satisfying a lateral misalignment of
1.2 cm can be performed under any illumination conditions, simplifying
the operations of such missions.
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