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Abstract : 
For direct space X-ray imaging with an intrinsic spatial resolution 
of less than 10 µm scintillating detectors is used almost universally. 
The spatial resolution is limited by the thickness of the scintillator 
and by the numerical aperture of the optical connection between 
scintillator and photo detector. This establishes an inverse 
correlation between the spatial resolution and the detection 
efficiency which limits the performance of existing x-ray detectors. 
 
The purpose of this Ph.D. project is to explore alternative paths of 
research, to develop x-ray detectors for the 30-100 keV energy 
range with single micrometre resolution without compromising 
efficiency. A number of detector types have been evaluated for this 
purpose. Structured scintillators are found to exhibit a high potential 
in terms of performance and also in terms of realizing an actual 
detector. The structured scintillator consists of a silicon matrix of 
holes filled with the  phosphor material, CsI:Tl. The generated 
luminescence of the phosphor is guided by the silicon structure 
through total internal reflection. The spatial resolution of the 
scintillator is given by the size of the holes which is fabricated 
down to a distance of 1 µm between pores. 
  
The potential of the structured scintillator is explored through 
Monte Carlo simulations. A spatial resolution of 1 µm is obtainable 
and for scintillators with a resolution between 1 µm and 8 µm the 
efficiency could be more than 15 times higher than a regular 
scintillator with corresponding spatial resolution. 
 
The porous silicon substrate for the structured scintillator is realized 
both with advanced electrochemical etching and highly refined 
plasma etching. These techniques can produce structures with an 
aspect ratio of more than 100. The process of filling scintillator into 
pores was developed to produce single crystals with a limited 
number of air bubbles. To obtain a smooth homogenous surface 
from the two materials; silicon and CsI, an index matching coating 
has been applied. 
 
Resolutions down to 1.3 µm at 50 keV have been measured and 
compared to conventional scintillators a 3-5 times gain in efficiency 
has been found. The homogeneity of the structured scintillators can 
be comparable to regular scintillators although so far the yield of 
useable samples from the coating process is low. 
 
The radiation hardness of the scintillator has been measured. Doses 
of more than 107 Gy from synchrotron white beam gives no 
decrease in performance on uncoated samples. However for coated 
samples the decrease in efficiency is above 50 % at the same dose 
and the polymer surface coating shows severe structural damage.  
  
ISBN 978-87-550-3714-4 
 
Supervisors: 
Henning Friis Poulsen (Risø-DTU) 
Søren Schmidt (Risø-DTU) 
Robert Feidenhans’l (KU) 
Sponsorship: 
The Danish National Research 
Council, EU 6th Framework 
program "TotalCryst" and ESRF has 
supported this work   
 
Cover :  
Images of structured scintillators:  
(Top left and clockwise) Al sample 
with inclusion of tungsten imaged 
with a structured scintillator, the 
sample is 1mm in diameter. High 
resolution image of a slit, the pore 
structure is clearly seen. Cross 
section of the porous silicon, the 
pores is 80 µm long. Lamella cut out 
of a structured scintillator with FIB-
milling. The lamella is a single pore 
wide and 12 pores long, the spacing 
between pores is 4 µm. 
Pages:115/126 
References: 159 
 
Information Service Department 
Risø National Laboratory for 
Sustainable Energy 
Technical University of Denmark 
P.O.Box 49 
DK-4000 Roskilde 
Denmark 
Telephone +45 46774004 
bibl@risoe.dk 
Fax +45 46774013 
www.risoe.dtu.dk 
 
Resume
Til direkte afbilding med rntgen ved en oplsning pa mindre end 10 m anvendes
scintillator detektorer nsten universelt. Den rumlige oplsning er begrnset af
tykkelsen af scintillatoren og ved den numerisk apertur af optikken mellem scin-
tillator og kamera. Dette medfrer en omvendt korrelation mellem oplsning og
eektivitet som begrnser ydelsen af konventionelle scintillator detektorer.
Formalet med dette Ph.d. projekt er at undersge alternative detekterings metoder
til udvikling af rntgen detektorer. Detektorer til brug ved energier mellem 30-100
keV, med en mikrometer oplsning og uden lavere eektivitet. En rkke detektor
typer er blevet vurderet til dette formal. Strukturerede scintillator detektorer viser
et stort potentiale med hensyn til ydeevne og ogsa med hensyn til at vre realis-
erbar. Den strukturerede scintillator bestar af en silicium matrice af huller fyldt
med et luminiscent materiale, CsI:Tl. Den genererede luminescens fra CsI:Tl bliver
ledt af silicium strukturen gennem total intern reeksion. Den rumlige oplsning
af detektoren er givet ved strrelsen af hullerne i matricen. Indtil nu er huller med
en indbyrdes afstand ned til 1m blevet produceret.
Potentialet i den strukturerede scintillator er undersgt gennem Monte Carlo
simuleringer. En oplsning pa 1 m er opnaelig og for scintillatorer med en oplsning
pa mellem 1 m og 8 m kan eektiviteten vre mere end 15 gange hjere end
en konventionel scintillator med tilsvarende oplsning.
Det porse silicium substrat i den strukturerede scintillator bliver produceret
bade med specialiseret elektrokemisk tsning og med plasmatsning. Disse teknikker
kan producere strukturer med en aspekt ratio pa mere end 100. Processen med at
pafylde scintillator materiale i silicium porerne er blevet forbedret til nu at pro-
ducere enkelt krystaller med et minimeret antal luftbobler. For at opna en plan
homogen overade af de to materialer, silicium og CsI, er en indeks matchende
belgning blevet anvendt.
Oplsning ned til 1,3 m ved 50 keV er blevet malt og sammenlignet med kon-
ventionelle scintillatorer er en eektivitetsforgelse pa 3-5 gange blevet fundet.
Homogeniteten af den strukturerede scintillator kan sammenlignes med konven-
tionelle scintillatorer, omend udbyttet af brugbare prver fra produktionen endnu
er lav.
Stralingstolerancen af scintillatoren er blevet malt. Doser pa mere end 10
7
Gy
fra bredbandet synkrotron straling giver ikke nogen nedsttelse af eektiviteten
pa prver uden overade behandling. Men for prver med en polymer belgning
er faldet i eektivitet pa over 50% ved den samme dose og polymerens overade
viser kraftige strukturelle skader.
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1 Introduction
In recent years more synchrotrons have been and are being built. Synchrotrons
have higher ux with higher energy than laboratory sources, and as the x-ray
community gain access to synchrotron radiation they are progressing to harder
x-rays to better investigate larger bulk samples. At the same time the need to re-
solve details at a micrometre or even sub-micrometre level continuously increases,
bringing forth the need for high spatial resolution x-ray imaging at energies be-
tween 30 and 100 keV (Banhart 2008). Additionally, the need for dynamic studies
demands high eÆciency detectors to obtain fast time-resolved data (Baruchel,
BuÆere, Cloetens, Di Michiel, Ferrie, Ludwig, Maire & Salvo 2006).
One approach is to get better spatial resolution through intrinsic low resolution
detectors through the use of a favorable measuring method. Many schemes can be
used that follows this approach:
 It is possible to construct a focused beam which can be used to probe the
sample through a scanning approach. If only a density map is needed a point
detector can be used to measure the absorption, alternatively the dirac-
tion pattern can be recorded to reconstruct details smaller than the step
size(Pierre Thibault, Bunk, David & Pfeier 2008). The resolution depends
on the dimensions of the beam and the exposure time depends on the number
of points that are sampled making the method slow.
 Other methods consist of magnifying optics after the sample. The optics can
be Fresnel zone plates(Leitenberger, Weitkamp, Drakopoulos, Snigireva &
Snigirev 2000) or Bragg-Fresnel optics (Snigirev, Snigireva, Bosecke, Lequien
& Schelokov 1997). Bragg-ampliers consisting of two diracting crystals is
also used obtaining lower absorption loss at the cost of magnication in a just
a single direction(Stampanoni, Borchert, Abela & Ruegsegger 2003). X-ray
optics however, are diÆcult to construct for high energy x-rays and impossible
for white beam applications such as fast tomography experiments(Limodin,
Salvo, Suery & DiMichiel 2007/5), which limits the use of this method.
 It is well known from crystallography that reciprocal space imaging can be
used to give angstrom resolution(Als-Nielsen & McMorrow 2001). Detect-
ing a scattered signal a great distance from the sample for example enables
characterization of strain features in polycrystals(Jakobsen, Poulsen, Lienert,
Almer, Shastri, Srensen, Gundlach & Pantleon 2006). For this approach the
spatial information of the sample crystals is lost excluding its use in charac-
terization methods using both spatial and orientational information (Ludwig,
Schmidt, Lauridsen & Poulsen 2008)(Johnson, King, Honnicke, Marrowa &
Ludwig 2008).
 In another alternative a coherent beam can be utilized. This gives Fourier
space images which allows sample information to be reconstructed with a spa-
tial resolution higher than that of the detector. This method seems promising
for new sources like free electron lasers with high coherency, but the coherent
ux in present sources is very low especially at high energies.
 Finally in the projection method a secondary source is made. The sample is
placed in the divergent beam from this source. When the signal is detected
far from the sample features has been magnied in corresponding to the ratio
between focalpoint-sample distance and sample-detector distance. The size of
focal point corresponds directly to the smallest resolvable feature. The focal
point can either be a divergent micro source or a focused beam which in the
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common cases means ux is low, furthermore the method is not applicable
for white beam use and in diraction experiments.
For the second approach of using micron level resolving detectors to achieve
sample resolution directly the detector of choice is currently a luminescent screen
optically coupled to a CCD camera(Koch, Raven, Spanne & Snigirev 1998)(Jung,
Kim, Hong, Hong, Jeong, Ho Je, Kim & Yoo 2002)(Stampanoni, Borchert, Wyss,
Abela, Patterson, Hunt, Vermeulen & Ruegsegger 2002)(Martin & Koch 2006).
Within the fundamental research centre "Metal Structures in 4 Dimensions"
at Ris, a need for better performing x-ray detectors were identied. The group
gets a large part of the their experimental data from the European Synchrotron
Radiation Facility (ESRF) using high energy x-rays for 3D mapping of the crystal
orientation of bulk samples, with the 3-dimensional x-ray diraction microscopy
(3DXRD)(Poulsen 2004, Poulsen, Juul Jensen & Vaughan 2004). It was speculated
that the performance of the 3DXRD instrument was limited mainly by detector
performance, and that improved detector technology would lead to better research.
This thesis focuses on solutions to this problem.
The presently used detectors are limited in two ways:
 Spatial resolution of  4m (typical performance)
 Low eÆciency of scintillator (5% at 50keV).
In the 3DXRD context the resolution in measured 3D maps is directly propor-
tional to the detector resolution. A further advantage of a better spatial resolution
is better resolved diraction peaks. This can be used to separate peaks from dif-
ferent grains in multi-grain samples. In this way larger sample volumes with more
grains can be probed simultaneously. In deformed materials the grains are typi-
cally separated into smaller structures with slightly dierent orientations. These
can be resolved with higher spatial resolution enabling research on more deformed
material than now. A large number of images is needed to reconstruct 3D sample
volumes and the present high exposure time limits the time steps in kinetics exper-
iments. Increasing the eÆciency of the detector would decrease the exposure time
and a higher number of time steps could be measured within the same time-span.
The primary aim of this thesis was therefore to pursue roads to obtain an "order-
of-magnitude improvement". Somewhat arbitrarily 3 levels of ambition were spec-
ied relative to the presently used detector technology:
1.  4m spatial resolution, magnitude increase of eÆciency;
2.  1m spatial resolution, same or better eÆciency;
3.  200nm spatial resolution;
Secondary aims are to:
 Diminish tails in point spread function (PSF)
 Enable the simultaneous use of several identical 2D detectors positioned at
dierent distances to the sample.
This was the charter the following project was started on and the challenge of
the project would be rstly to establish a reference point of the eld of detector
development, secondly to identify the most promising technology in this eld and
thirdly to develop the proposed detector.
The rst chapter is aimed at familiarizing the reader with the theory of x-
ray detectors specically scintillation eects and also describes the fundamental
physics behind photon matter interaction.
The second chapter describes in overview the dierent techniques available in the
x-ray imaging eld. Initially the problems in the currently used detector systems
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will be identied. The best potential new solutions is then described in detail along
with mention of technologies deemed either not suited or not suÆciently advanced
to be considered. The ndings of the underlying study (made in the group at Ris)
in the end of 2005 summarized three paths of development for high eÆciency high
resolution x-ray detectors.
Chapter 3-7 describe the work on the rst path, which explore the potential
of structured scintillator (SS) and comprise the work of the thesis project. The
SS described consist of a structured silicon matrix and a luminescent lling of
thallium doped cesium iodide. The rst two chapters specically presents the fab-
rication methods and setup used and the characterization types and instruments.
Fabrication consist of two steps. The rst step is etching the silicon structures
which in the rst year was done by the author at KTH in Stockholm. Although
structured scintillators had been produced here previously(Badel 2005), the ge-
ometries used for this project is an order of magnitude smaller. The second step is
lling the silicon structured which primarily was done by the author at Ris-DTU
in Roskilde. The simulations in chapter 6 was done before any fabrication devel-
opment started and as such belong chronologically before chapter 4 and chapter 5.
For comparison, however, with the experimentally found scintillator performance
in chapter 7 the two chapter are placed in direct order.
The second path of development which advices the use of stacked detectors,
has materialized into a separate project. In Sec. 6.2 simulations is presented on
the crosstalk between scintillators and auxiliary optical components placed in
succession in an x-ray beam. A detector made from these consideration is being
fabricated at the moment with expected operation beginning on the beamline
ID-11 at ESRF in Spring 2009.
Chapter 9 gives an outlook to the third path of development. In spring 2008
this path has been entered with a project aiming to test the principles for a
drift detector capable of 100nm spatial resolution. At present the fabrication a
prototype is nearly concluded and further funding has been acquired to continue
the development of the detector.
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2 Detector Theory
The rst part of the chapter is aimed at giving a more thorough understanding of
the principal photon-atom interactions, based on simple physical models, sacric-
ing any quantiable considerations for the simplicity of the models. To approach
the properties found in realistic materials more empirically founded models are in-
troduced in the second part. Finally in the third part statistical tools for analyzing
scintillator performance are described, using performance parameters that can be
used without considerations of the actual physical processes inside the material.
The mathematical foundation of number-of-merits for resolution is claried.
2.1 Scintillating Fundamentals
From a simplistic view a scintillator can be seen as a matrix and an activator.
The matrix is responsible for the absorbtion of the x-rays and the activator is
responsible for the light emission. Each process will in the following be treated
independently with the interaction and energy transfer from the absorbing matrix
to the light emitting color centres treated separately as well.
Absorption
1
The principal ability of a phosphor is to gain access to the impinging energy by
absorption. To describe the process in the most fundamental way, absorption will
be described using electromagnetism and quantum mechanics.
Absorbtion Cross-section The classical harmonic oscillator describes the en-
ergy in a rotating dipole and the radiative lifetime, but in a simplistic view it
can be used to describe the absorption and emission of light. The atoms simply
interact with the incoming electromagnetic eld through their rotational dipole
moment.
The rst basic equations to line up are the electric dipole moment, the energy
and the rate of energy loss found from electromagnetism:
M = ez =M
0
exp(i!
0
t) (2.1)
E =
m
e
!
2
0
2e
2
M
2
0
(2.2)
_
E =
!
4
0
12
0
c
3
M
2
0
(2.3)
where !
0
is the angular frequency,m
e
is the electron mass, e is the electron charge,
 is the dielectric constant in vacuum and c is the velocity of light. The radiative
lifetime is then E=
_
E:

0
=
6
0
m
e
c
3
e
2
!
2
0
(2.4)
In contrast to these classical continuous models the quantum harmonic oscillator
has discrete energy levels and the energy emission from transitions between two
such states are possible in two ways; either spontaneous emission or by stimulated
emission in which the state transition is triggered by an incident photon. The en-
ergy of the emitted photon will be the energy dierence between the two states, If
1
This section is adapted from contents of the book (Shionoya & Yen 1999)
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the atom exists in a radiation eld with the energy density [!
mn
] = 2I(!
mn
)=c,
where I(!
mn
) is light intensity, the atom will have the absorption probability:
W
mn
= B
n!m
(!
mn
) (2.5)
where B
n!m
s the transition probability. The corresponding spontaneous emis-
sion probability is the sum of the spontaneous transition probability A
m!n
and
the stimulated transition probability B
m!n
(!
mn
) where B
m!n
= B
n!m
. The
equilibrium is expressed as the following:
N
n
B
n!m
(!
mn
) = N
m
A
m!n
+B
n!m
(!
mn
)(!
mn
) (2.6)
For a system in equilibrium Planck's equation of radiation, and the Boltzmann
distribution is used to rearrange Eq. 2.6 to an equation showing the relationship
between the two coeÆcients A and B which is also called the optical Einstein
coeÆcients:
A
m!n
=
h!
3
mn

2
=c
3
B
m!n
(2.7)
In a quantum mechanical description the position of an electron seen from the
nucleus is r
i
the moment operator is then
P
i
er
i
. The electrical dipole moment
from Eq. 2.2 for the m! n transition is written as:
M
mn
=
Z
	

m

X
i
er
i

	
n
d (2.8)
A perturbation to the system inducing the transitions is applied with
P
i
er
i
E.
The transition probability equivalent of Eq. 2.3 becomes:
W
mn
=

3
o
ch
2
I(!
mn
)jM
mn
j
2
(2.9)
Now we can nd the Einstein probability coeÆcients from E.2.5, Eq. 2.9 and
Eq. 2.7 as:
B
n!m
=

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0
h
2
jM
mn
j
2
(2.10)
A
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3
mn
3
0
hc
3
jM
mn
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The absorption cross section is dened as the probability to absorb a photon
incident on unit area which is I
0
= h!
mn
and is easily found from Eq. 2.9:

mn
=
!
mn
3
0
ch
jM
mn
j
2
(2.12)
To compare this result with the results for radiative lifetime and absorption
probability obtained from a classical treatment of the harmonic oscillator the
oscillator strength is introduced:
f
mn
=
2m
e
!
mn
3he
2
jM
mn
j
2
(2.13)
The radiative life time is the inverse of emission probability which is also A
m!n
.
Inserting the oscillator strength in Eq.2.11 gives:
A = 
 1
0
=
e
2
!
2
mn
2
0
m
e
c
3
f
mn
(2.14)
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Between the ground state and the rst exited state of the system withM =  er
only one transition is allowed which makes f
10
= 1 and
P
m
f
m0
= 1. These num-
bers holds for all one electron systems and can be extended to N-electrons systems
with
P
m 6=n
f
mn
= N this is called the Thomas-Reiche-Huhn sum rule (Bransden
& Joachain 2000, p. 538). Using the expression for oscillator strength in the de-
scription of the radiative life time with the strength equal to unity results in an
expression that coincides with the classical Eq. 2.4 when the three degrees of
freedom are incorporated:

0
=
2
0
m
e
c
3
e
2
!
2
0
(2.15)
This expression is developed for a vacuum environment. In a realistic crystal all
expressions can be changed for this environment using the crystal velocity of light
by inserting c = c
0
=n with n being the refractive index. The radiative lifetime
becomes:

 1
mn
=
n(n
2
+ 2)
2
9
e
2
!
2
mn
2
0
mc
3
0
f
mn
(2.16)
(2.17)
The radiative lifetime is the time it takes the exited dipole to emit the energy
but in doped materials there is usually an energy transfer to color centres that
further delays the observed radiation time. It is seen here that the time decreases
with the energy of the incoming photons as !
3
since f
mn
contains ! as well. This
corresponds with a more rigorous evaluation of M
mn
as found in (Als-Nielsen &
McMorrow 2001), where the term in this development is conveniently hidden in a
normalized oscillator strength.
The size of the atom is not considered at all, but with a handwaving ap-
proach following Als-Nielsen's and McMorrow's development Z enters the equation
through the term M
mn
which takes the form of:
M
mn
=M
if
= hf jHjii (2.18)
where H is the interaction Hamiltonian. The nal state is the free electron as a
rst approximation:
 
e;i
=
1
p
V
e
iqr
(2.19)
with V being a volume element and q and r is the wave vector and the position
of the electron. The initial state is taken as the rst 1s state of a hydrogen atom
but with the atomic charge Z:
 
1s
(r) =
2
p
4

2
3
e
 r
(2.20)
in which  is the atomic charge over the Bohr radius Z=a
0
. Through a lengthly
derivation jM
if
j is evaluated in the regime of energies h!
K
 h!  h!
c
where
h!
c
is twice the rest mass energy of an electron 2  511 keV and the free elec-
tron approximation is corrected with a term introducing interaction between the
emitted electron and the eld of the exited ion:
M
if
/ 

!
K
!

5
2
(2.21)
since the K-shell ionization energy !
K
 Z
2
e
2
=(4
0
2a
0
) and the incident wave-
length  = 2c=! the cross section is found to be proportional to Z
5
and !
 
7
2
which is in reasonable agreement with experimental values of cross sections which
scales as Z
4
and !
 3
.
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Role of electron shells
For the pure material the energy conversion during an absorption event can be
found from experimental cross sections and takes place as the emission of a number
of lower energy particles, which then continue the absorption and emission process
until the low-energy photo-electrons are converted to excitons. The composition
of the secondary emission from CsI is indicated in Fig. 2.1(Mengesha, Taulbee,
Rooney & Valentine 1998a) for three dierent regimes depending on the energy of
the incoming particle. The probability of the dierent types of x-ray interaction is
Figure 2.1. Composition of the emitted energy for three energy regimes of incoming
particles. Dierent excitation levels of the shells are not incorporated.
found from the the product of interaction probabilities from the compound element
(cesium or iodine) from the shells (K,L or M) and from the dierent interaction
types (uorescence, Auger electrons and relativistic electrons). Interaction with
dierent excitation levels of the shell (denoted  and ) is not shown in the
schematics. The schematics gives an intuitive feeling of the absorbtion process
in the crystal, however through a quantum mechanical treatment the concept of
forbidden transitions is encountered adding complexity to the correct description
of the absorption principle.
Forbidden Transitions
An advantage of the quantum mechanical treatment is the introduction of the
moment operator, which claries why some transition are forbidden.
In the quantum treatment of the problem, forbidden transitions are encountered
though the dipole operator. Since the electric dipole operator is of odd parity,
transitions between states of the same parity are forbidden, and since there is
no spin operator, dierent spins in the initial and nal states are not allowed
(LaPortes Rule) (Levy & Williams 1981). It has been shown that these transitions
indeed do not show up in experiments without intermixing of states with dierent
parity.
In order to quantify the eect of the forbidden transition the dipole moment
Eq. 2.8 can be rened with previously neglected terms. The next two term intro-
duced are the magnetic dipole moment (M1) and the electric quadrupole transi-
tions (E2):
jM
mn
j
2
= j(er)
mn
j
2
+





e
2mc
0
r p

mn




2
+
3!
2
mn
40c
2
0
j(er r)
mn
j
2
(2.22)
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where p is the moment of an electron. In crystals the E1 transitions are partially
allowed by the odd component of the crystal eld and have a radiative lifetime of
10
 3
. Magnetic dipole transitions are always parity allowed because of the even
parity of the magnetic dipole operator r p but as noted above much more rare.
In this dipole model the electromagnetic eld is assumed to be felt constant for
the atom due to the dierent scales of the atom size and the wavelength, but small
variations will give rise to small probabilities for otherwise forbidden transitions.
Setting r
mn
to the size of a hydrogen atom and with !
mn
being 10
15
rad/s for light
of  500nm the radiative lifetimes are 10
 8
s, 10
 3
s and 10
 1
s for the three terms
respectively. Table. 2.1 shows the transition probabilities.
For crystal elds without inversion symmetry the transition probability is -
nite although small since odd parity states may be admixed. Interaction can also
happen via magnetic dipoles which have even parity. Transitions between states
with dierent spins are likewise not allowed but can happen since some states are
intermixed.
LaPortes rule allowed LaPortes rule forbidden
electric dipole Lattice vibration
electric dipole magnetic dipole V
odd
allowed allowed
spin- f 1 10
 6
10
 4
10
 4
allowed  5ns 1ms 50 s 50s
spin- f 10
 2
  10
 3
10
 8
  10
 9
10
 6
  10
 7
10
 6
  10
 7
forbidden  0:5  5 s 10
2
  10
3
ms 5-50ms 5-50ms
Table 2.1. Transition times and oscillator strengths
2.2 Crystal Structure
Inorganic scintillators are typically arranged in crystals. For perfect crystals the
entire volume of atoms is arranged in a lattice, where a unit cell can describe the
position of all atoms. Three typical unit cell structures are seen in Fig. 2.2, fcc
and hcp are close packed structures (packing factor 0.74) while bcc only nearly is
close packed (packing factor 0.68).
(a) FCC (b) BCC (c) HCP
Figure 2.2. Three principal crystal lattices
The discrete energy levels, electrons exist in around free atoms, broadens when
the atoms interact in crystal geometries, and the electrons come to exist in elec-
tronic energy bands. The bound electrons occupy what is called the valence band,
the higher energy level unoccupied by electrons is called the conduction band.
For some materials these two bands are energetically separated, which means that
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electrons only with a signicant excitation can reach a state where they are free
to move. The energy dierence between the lowest state in the conduction band
and the highest state in the valence band is called the band gap. This energy gap
is based on the crystal structure of the material and its existence can be deduced
from geometric considerations.
The energy that is emitted from a material depends on the discrete energy
levels existing. Energy levels from the core electron binding are typically in the
keV range, but the forces governing the interatomic forces are much lower and
interatomic crystal bonds are located in the visible energy range. The crystal
structure is thus responsible for the visible emission spectrum.
Band Gap
2
In Fig. 2.3 scattering is shown schematically . Electromagnetic waves with a wave
vector
 !
k
0
are scattered in a cubic lattice with a lattice distance
~
R. The scattered
wave
~
k has the vector k
0
r^ where ~r is the observation point. The momentum transfer
is dened as:
q =
~
k
0
 
~
k (2.23)
.
Figure 2.3. Illustration of photon scattering at an angle  to the < 210 > crystal
plane in the lattice.
The intensity at the observation point from multiple scattering in the Bravais
lattice is found as the sum over all scatterers:
I = I
atom


X
l
e
i~q
~
R
l


2
(2.24)
This sum has maxima for certain q's which fullls the relation:
~r 
~
R = 2l (2.25)
with l being some integer. We denote the ~q's that fulll this
~
K. Inserting this into
Eq. 2.23, writing k in terms of k
0
and squaring both sides lead to:
k
2
0
= k
2
0
  2
~
k
0

~
K +K
2
) 
Æ
~
k
0
= "
Æ
~
k
0
 
~
K
(2.26)
so this relation denes the condition for both strong photon interaction as well as
electron interaction since the energy of the free electron is h
2
k
2
=2m. Proceeding
to nd the energy levels where this holds, means nding the eigenvalue for the
Hamiltonian of the system.
h 
~
k
0
jH   "j 
~
k
0
+
~
K
i (2.27)
2
This section is adapted from contents of the book (Marder 2000)
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in matrix notation:





"
Æ
~
k
0
  " U
 
~
K
U
~
K
"
Æ
~
k
0
+
~
K
  "





(2.28)
where U(r) is the potential at r. The determinant is found by:
" =
"
Æ
~
k
+ "
Æ
~
k+
~
K
2

s
["
Æ
~
k
  "
Æ
~
k+
~
K
]
2
4
+ jU
~
K
j
2
(2.29)
The solution to this for the relation in Eq. 2.26 is:
" = "
Æ
~
k
 jU
~
K
j (2.30)
which shows that the allowable energies for the electron are separated by an energy
gap of 2jU
~
k
j.
The band dispersion is important for the absorption properties of a material.
Light with energy less than the band gap will pass through the material without
absorption and the material is transparent for these wavelengths. Photons with
more energy and shorter wave lengths can be absorbed thereby exiting bound
electrons across the gap. The band gap is typically regarded as the energy dif-
ference between the maximum of the valence bands levels and the minimum of
the conduction band, but the position of the minima and maxima in terms of the
wave number is vital for the optical properties. From the band diagram of silicon
Figure 2.4. Silicon band structure calculated with plane-wave pseudopotential code,
with about 150 plane waves.
seen in Fig. 2.4 (Marder 2000, p.253) it is seen that that the band gap depends
on the wave vector, and the position of the maximum of the valence band and the
minimum of the conduction band is not located at the same wave vector.
When the shortest energy gap is at the same k-point in the band structure
diagram it is called a direct band gap otherwise as with Silicon it is an indirect
band gap. If an electron moves up in a band structure diagram it requires a
transmission of energy, if the electron moves horizontally the electron changes
momentum. Although the energy of photons can be high, the momentum is 2-3
magnitudes lower than electrons at a similar energy and optical transitions almost
always occurs vertically in an energy band diagram.
In phosphors the interest is usually a high absorption of photons and since
absorption requires a transition of electrons, direct band gap materials are fa-
vored. A coeÆcient for indirect absorption can be calculated as the combination
of photon absorption together with momentum transfer to the electron from an
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exited phonon. Absorption accompanied by phonon emission is more probable
than phonon absorption and the probability of the transition falls exponentially
with the required transferred momentum. To calculate more precisely the position
of maxima and minima in the structure more advanced potentials must be used
for the crystal, and better models for the potentials have been made to provide a
more precise descriptions of band structures.
Potential Models
Several methods are used to model the potential experienced by electrons in a crys-
tal lattice. Some of the more dominant are the pseudo potential model (Heinze
1970) and the LCAO-model (linear combination of atomic orbitals)(Slater &
Koster 1956), the LMTO-model (linearized muÆn tin orbitals)(Skriver 1984) and
the congurational coordinate model.
In the pseudo potential model the real potentials from the core electrons with
spherical symmetric wave functions for each electron in the atom are used to calcu-
late the Schrodinger equation. In the LCAO-model the pseudo potentials are used
to calculate the atomic orbital for the single atoms which are then superpositioned
to model the entire crystal structure.
Instead of summing atomic orbitals the Schrodinger equation can be formulated
in the framework of Bloch's theorem and solved directly. This is done in planar
wave models like the LMTO, where the lowest lying energy levels are found from
the eigenvalues of wave functions. In the LMTO the periodic potential the plane
waves have to satisfy is chosen to be non zero only in spherically isolated islands
around each atom.
The congurational coordinate model, is a model based on the adiabatic poten-
tial, which in most cases is approximated with a one-dimensional variable Q. In
Fig. 2.5 a model shows the ground state and the rst exited state of a material.
Each state has a number of energy levels calculated from the Hamiltonian of a
harmonic oscillator .
Figure 2.5. Schematic of a congurational coordinate model, absorption is the
transition from A to B and emission from C to D.
In the congurational coordinate model eects like the Stokes shift are ex-
plained. The Stokes shift describes the negative energy dierence between the
energy of emission and absorption. This is due to the fast non-radiative energy
decay to lower energy levels before an exited electron makes a transition to the
ground state and emits a photon.
The congurational coordinate model can also be used to describe emission and
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absorption spectra, with additional parameters for line broadening eects: like
uncertainty principle, thermal excitation and inhomogeneous crystal elds. CsI has
a wide stokes shift(Trelova, Kudin, Kovaleva, Zaslavsky, Zosim & Bondarenko
2002), which means that the dierence between emission and absorption peaks
are large making cesium iodine (CsI) transparent to its own luminescence.
2.3 Bethe energy loss model
Whether the excitation is by an electron beam or by high-energy radiation the
ionization process that occurs generates kinetic electrons. The energy lost by the
electron is expressed in the empirical Bethe formula (Ze-jun & Ziqin 1993, and
refs):
ÆE
Æs
=
2NZ
m
e
4
E
ln
 
1:166E
I

(2.31)
where
I = 9:762Z + 58:52z
 0:19
(eV ) (2.32)
where ÆE is the lost energy, and Æs is the length step comparable to the mean free
path.
The ionization processes responsible for the energy losses are elastic and inelas-
tic scattering core-electron excitations and plasmon creation. Electrons with an
energy 10-50 eV are created in each scattering event due to the fact that plasmons
are converted to electrons excitations very rapidly at the order of femtoseconds.
The secondary electrons create hot carriers by Auger processes. On average an
electron-hole pair can be created at a band edge if an energy E
av
is present:
E
av
= 2:67E
g
+ 0:87[eV ] (2.33)
For CsI a band gap of 6:2eV corresponds to 17:4eV If all the excitations result in
emission of a photon, the light yield (LY) is 57:4ph/keV, this ts nicely with the
cited values found between 52-65ph/keV(Holl, Lorenz & Mageras 1988, Martin &
Koch 2006). Of course the assumption that all excitations lead to an emission is
only valid in the case where the activators in a material are eective and exist in
high enough concentrations that all excitons interact with the color center. The
measure of energy needed to generate the electron-hole pair is closely correlated
to the eÆciency of the scintillator material. The eÆciency may be written as
 = 
x
q(E
em
=E
g
) where 
x
is the mean eÆciency for creating electron hole pairs
E
g
=E
av
, E
em
is the average energy of the emitted light, and q is the eÆciency of
creating luminescence from the thermalized electron hole pairs.
2.4 Scintillating Materials
From the preceding section absorption and emission were found to depend on the
band structure of the material. Since the applications for phosphors are diverse
from tv-displays to detection of a wide range of energetic particles and to safety
paint and wrist watches, naturally the properties needed are as diverse as the
applications.
Phosphor groups
3
From Wilhelm Conrad's observations in 1895 until today the search for x-ray
converting materials have been an accelerating quest, and from thousands of tested
3
This section is adapted from contents of (Nikl 2005)
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compounds a few hundred dierent materials have now emerged as interesting in
the vast eld of x-rays. The rst used is believed to have been CaWo
4
followed
by the alkali halides in the forties and yttrium aluminum garnet (YAG) in the
seventies and today lutetium and gadolinium compounds are explored.
The material developments have been driven by the applications as well as tech-
nological breakthroughs. The Czochralski growing has evolved to make Lutetium
perovskites possible although high material cost and a fast radioactive decay giv-
ing an increased background noise has kept its use limited. The emergence of large
CCD panels stemming from the semiconductor industry, an increased medical use
of mammography and the development of single crystal CsI:Tl grown in needlelike
structures up to millimetre thicknesses has matched each other to become a huge
industry in itself.
As with the radioactivity for the denser material a thorough understanding
of the entire conversion process is necessary to develop new phosphors. A group
of halides, dened by the composition K
2
LaX
5
:Ce where X is a halide, has been
found to have density and stopping power like CsI but with a much faster response
useful for photon counting applications. Unfortunately the materials usually have
small Stokes shifts, which means that the emitted photons are easily reabsorbed
in an inverted emission process.
A group of materials called optical ceramics have been developed. These ma-
terials are made of randomly oriented micro-crystals sintered into large elements.
The advantage over regular single crystals is the superior level of doping control,
and only a porous residual volume of some ppm. This type of fabrication method
makes it possible to achieve a homogenous distribution of dopants much higher
than allowed in a phase diagram.
Alkali halides
4
is the group of crystals from I-VII compounds. They have a long research history
from the beginning of the last century. These materials has been doped with a
variety of materials as luminescence centres, but the fact that excitons in the pure
material was self trapping was only discovered in the late 1950's since the LY is
very low. Today alkali halides are used in two elds; the pure materials are held
in high regard for their ultra fast energy transfer for nanosecond measurements,
and thallium or sodium doped halide compounds are utilized for their high LY.
Compared to when these materials emerged half a century ago compounds with
lower hygroscopy and more heat resistance are replacing the alkali halides in many
applications. In Table 2.2 a couple of prominent scintillators are listed along with
the most used variants of alkali halides.
Figure 2.6. The crystal and stoichiometry structure of alkali halides. It is a prim-
itive cubic lattice with the components arranged in a CsCl conguration.
4
This section is adapted from contents of the book(Shionoya & Yen 1999).
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Material Density absorption length 50keV Light Yield
g=cm
3
m photons/keV
CsI (pure) 4.51 177 2
CsI:Tl 4.51 177 54
CsI:Na 4.51 177 41
NaI:Tl 3.67 267 38
CdW
4
7.9 213 12-15
BGO 7.13 204 8-10
Table 2.2. Properties of selected Scintillators. Due to the location of K-edges CsI
has the lowest absorption length even compared to denser materials.
The crystal structure of the alkali halides is primitive cubic with the cesium and
iodine arranged in the CsCl conguration shown in Fig. 2.6 . Generally melting
points are low suggesting weak crystal bindings, and at room temperature the
crystals are soft and somewhat moldable. Alkali halides have band structures that
allow direct band gap transitions with the gap located at wave number k=0, the
band gap of CsI is 6.3eV.
(b) electron trapping centers (c) hole trapping centers
Figure 2.7. The principal types of trapping centers in alkali halides
Lattice defects that trap electrons or holes are called color centers due to the
emission in the visible spectrum. Dierent congurations are shown in Fig. 2.7 and
each carries characteristic peaks in the emission spectrum. For electron trapping
centers the types are:
 F is a missing anion with an electron
 M is two missing anions with electrons
 F' is a missing anion with two electrons
 M' is two missing anions with only 1 electron.
and for holes:
 V
k
is a trapped hole between two anions
 H is a trapped hole between three anions
the prex A denotes that an alkali ion exists in connection with the trapping centre.
For alkali halides these ions have ground state electrons in a s
2
conguration.The
crystal lattice defect of ions works as the trapping sites of excitons, but not all
ions have luminescent capability.
14 Ris{PHD{46(EN)
s2
type ions
Absorption and emission principles have been described, but when absorption
occurs in the matrix component and emission comes from the color centres, some
mechanism must be responsible for transferring the absorbed energy around in
the material. In (Murray & Meyer 1961) a model of energy transfer is suggested
which has been validated experimentally (Gwin & Murray 1963b, Avdeichikov,
Jakobsson, Nikitin, Nomokonov & Wegner 2002) although in later years with some
additions.
The ratio of the dopants to the base materials is usually less than 1%, direct
absorption of the incoming energy would not reasonably explain the increased LY
that is evident in scintillators like CsI:Tl. This leads to the assumption that the
dopant or activator does not change the amount of absorbed energy. On the other
hand it is observed that in materials with dopants the scintillator eÆciency is low-
ered if the incoming energy has a high cross section and thus has a very short ab-
sorption path, this is called the nonlinearity of the scintillator response (Valentine,
Rooney & Li 1998). The model, which is based on these observation, suggests that
the energy is transported to the activators where the energy is emitted as low en-
ergy photons. In cases where the energy density collected at these luminescence
centres is above a threshold limit called the saturation of the centres, the excess
energy is lost from the LY.
From emission spectra of doped alkali halides the state transitions behind each of
the individual emission peaks can be inferred, it has been found that the primary
transition is between the ground state and excited states of the ionic dopant
(e.g. thallium (Tl)
+
) and occurs without charge redistribution. Hence the energy
transfer is not via charged carriers, which leaves two transfer types: either the
energy is transported individually by holes and electrons but absorbed in the
luminescence centre in pairs, or the holes and electrons are kept coupled in the
exciton state and absorbed together. The dierence between these two transfer
methods is merely in the coupling strength of the electrons and the holes and a
distinction lends no further understanding to the matter, indeed it is found that
usually both methods are involved to various degrees.
From experimental work luminescence has been found from most ions with the
specic trait that the ground state occupies the ns
2
electron conguration (Here
n is either 3,4,5 or 6) and shifts to nsnf for the rst exited state.
2.5 Detector Characterization
For the countless applications involving x-rays and x-ray detection, results usually
rest on a statistical evaluation of the experimental data. Statistical processing gives
the user a strong tool for fast extraction of results from vast data sets, as long as
the premisses for the tools are observed.
From the previous section a notion of the interconnected involved processes
in scintillation has been conveyed. The multiplicity of the involved processes are
directly reected on the statistical manipulations, and in the following tools for
the analysis of this kind of data will be introduced in the characterization measure
of DQE.
Where the DQE relates to the eÆciency of the detector, the important speci-
cation of spatial resolution also is related to a number of merit. However due to
the multiplicity of applications any measures exist to convey information of the
spatial resolution of the detector. Dierent measures are introduced in the last
section of this chapter.
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Statistics
5
In many cases an experiment leads to a large amount of data that needs to
be analyzed. To reduce the data and ease the overview, statistics provide a set
of standards which allow a compression in a fashion that is transparent for the
audience.
Many of the methods are simple and self explanatory and are presented here in
terms of the number of data points N and the collection of data points P (x
i
):
Sum:  =
N
X
i=1
P (x
i
) (2.34)
Experimental mean: x
e
= =N (2.35)
Frequency distribution function: F (x) 
P
N
i=1
Æ(x
i
  x)
N
(2.36)
where Æ is the Dirac function equal to one only when the argument is zero.
From the frequency distribution it is possible to build a histogram of the data
set, but often it is useful to assess the distribution of the data points from a single
number and for this we nd the residuals:
d
i
= x
i
  x
e
(2.37)
To express the dierence across the whole data set the residuals should be collected
somehow, but summing the residuals just equals zero, instead the sample variance
is dened as the mean of the squared residuals:
s
2

1
N
N
X
i=1
(x
i
  x)
2
(2.38)
This is the denition of true variance in which the true mean x is used. Since the
true mean is calculated from an innite number of data points a sample variance
based on the experimental mean is used instead but with a rst term of
1
N 1
which increases the variance for small data sets or the predicted variance 
2
is
found using x
e
instead of the true mean. The true variance can also be calculated
from the distribution function as:
s
2
=
1
X
x=0
(x  x)
2
F (x) (2.39)
which will be useful later.
Distribution Types When the distribution function is obtained for a number
of dierent experiments it becomes clear that the form of the distribution follows
certain mathematical functions. Instead of looking at a large amount of data, it is
hence possible to let a simple expression represent the same information by tting
just a few parameters.
The binomial distribution is the most general distribution. For a number of
trials n the experiment with a probability of success p is made and the number of
successes x is recorded. The probability of observing a certain x can be calculated
by:
P (x) =
n!
(n  x)!x!
p
x
(1  p)
n x
(2.40)
5
This section is adapted from contents of the book (Knoll 2000)
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Figure 2.8. The outcome of an experiment with 100 trials and a success probability
of 75%. The outcome follows a binomial distribution and both only have discrete
values of x.
which leads to a distribution as seen in Fig. 2.8 for n=100 and a probability
of success of 75%. If the mean is calculated inserting Eq. 2.40 into Eq. 2.35 an
interestingly simple expression appears:
x = pn (2.41)
likewise the predicted variance can be found by inserting the binomial distribution
in Eq. 2.39 and using the result from Eq. 2.41:

2
= x(1  p) (2.42)
For the data presented in Fig. 2.8 this model predict a mean of 75 successes and
a standard deviation of 4.3. The standard deviation is the square root of the
variance. The predictions made from the model have been tested on real data sets
and the results are collected in Table 2.3. The numbers show that the model ts
the data better when the number of experiments is increased.
N x 
1000 74.2 4.42
100000 75.06 4.308
model 75 4.3
Table 2.3. Comparison of binomial model prediction and actual data
A Poisson distribution is a binomial distribution with the restriction that the
probability of success is small. this allow us to make the following approximations:
e
pn
 1 (2.43)
ln(1  p)   p (2.44)
n!  n
x
(n  x)! (2.45)
and the Poisson distribution function can be written as:
P (x) =
(pn)
x
e
 pn
x!
(2.46)
Making the summations indicated in Eq. 2.35 and Eq. 2.39 with the Poisson
distribution the mean and variance are found.
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x = pn (2.47)

2
= pn (2.48)
We now nd that the variance can be estimated from the predicted mean.
The Gaussian distribution has been developed for experiments where the addi-
tional assumption can be made that the statistical data set is large enough that
np > 1. In the reduction of the binomial distribution Stirling's approximation is
used:
ln(n!)  ln(
p
2
n
) + n ln(n)  n) (2.49)
n! 
p
2n
 
n
e

n
(2.50)
Furthermore a variable change is made from x! np+  where  is the distance
to the mean, since the variance is
p
N the =n terms are typically small. The
distribution function ends up as:
P (x) =
x
x
e
 x
x!
(2.51)
Poisson and Gaussian distributions are made with some approximations and in
Fig. 2.9 the shortcomings of the approximations are shown. Both distributions
display large residuals for a large success probability (P=7.5%), however when
the probability is lowered to .75% and the trial number n is increased to maintain
the mean value, the Poisson residuals decrease signicantly while the Gaussian
distribution displays the same discrepancy because the the product np remains at
the same small value (below 30).
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−0.005
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0.005
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∆ 
p
Poisson p=7.5
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Poisson p=0.75
Gaussian np=7.5
Figure 2.9. Residuals between the binomial distribution and the two approximations
under dierent conditions but with the same x. The distributions are discrete but
lines are added between points to guide the eye
If a number of experiments have been conducted it is possible to determine
the probability that the true mean resides within a certain range. However the
distributions are only representative when the experiment consists of counting
successes in a population of results. Other experiments exist where the outcome
can be deconstructed into experiments with this property, for these experiments
the task of nding the variations or errors requires more elaborate methods.
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Error Propagation Many data sets have a shape that at a rst glance looks
like one of the above distributions but doesn't t the criteria of the binomial
distribution. The predicted mean can always be found from Eq. 2.34, but the
variance requires a more formal framework to arrive at.
If the experiment can be reconstructed into smaller parts the variance can be
found through the error propagation formula:

2
u
=

Æu
Æx


2
x
+

Æu
Æy


2
y
+

Æu
Æz


2
z
(2.52)
where x; y; z are independent variables. this can be illustrated in an example. An
experiment consist of throwing dice; one 6-sided and one 20-sided are thrown and
it is counted how often the second dice is above 10 when the rst is above 4 the
experiments consist of 1000 throws. Rewriting Eq. 2.52 to be valid for a function
multiplying the distributions we get:

2
=

Æxy
Æx


2
x
+

Æxy
Æy


2
y
) (2.53)

2
= y
2
x
+ x
2
y
) (2.54)

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=

2
x
x
+

2
y
y
(2.55)
inserting into the equation the numbers from above, where the probabilities of
throwing above 4 and 10 is 0.33 and 0.5 respectively gives:

2
1000  0:33  0:5
=
1000  0:33(1  0:33)
1000  0:33
+
1000  0:33  0:5(1  0:5)
1000  0:33  0:5
(2.56)
The mean number of successful throws becomes 165 with a standard deviation of
13.9. In an experiment consisting of a single element with a probability of 0.165
the standard deviation would be 11.7 thus signicantly dierent from the above.
The application of this on a real experiment is seen in the next section.
Detective Quantum EÆciency (DQE)
6
To assess the quality of a scintillator the regular approach is to use a measure of
quantum detection eÆciency which compares the received signal-noise ratio with
that received by an ideal detector. The measure is dened as:
DQE 
(S
o
=
o
)
2
(S
i
=
i
)
2
(2.57)
where S is the signal and  is noise with the suÆx indicating output in the nu-
merator and ideal detector in the denominator. For the ideal detector DQE is 1
as stated in the denition, but for real detectors a multitude of losses exist and
the signal-noise ratio can be split into more terms and evaluated piecewise.
In the following a schematized detector system is considered. It follows the de-
sign used at ESRF presented in (Koch et al. 1998) for high resolution spectroscopy,
and consists of a scintillator screen followed by independent microscopic lens and
CCD. The output from a detector can be seen as the signal read in the CCD with
an input stemming from a x-ray source. The size of the signal in a single pixel can
be parametized like here:
S
pix
= 
s
 A
pix
 
sc
 
sc
 T
sc
NA
lens
 T
lens
QE
ccd
+ n
ccd
(2.58)
6
This section is adapted from contents of (Castelli & Allinson 1995)
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and the noise will be:
n
pix
= 
2
S
pix
+ n
ccd
(2.59)
and the parameters are named in Table. 2.4.
Parameter Relative Deviation Distribution
Area of pixel (A
pix
) 0 -
x-ray ux from source (
s
) 2:0 10
 7
Gaussian
Absorption of x-ray photons scintillator (
sc
) 1:1 10
 4
Binomial
Conversion eÆciency of scintillator (
sc
) 1 10
 6
Gaussian
Transmission in scintillator (
sc
) 1:9 10
 7
Binomial
Numerical aperture (NA) 1:9 10
 5
Gaussian
Quantum eÆciency of CCD (QE
CCD
) 1:6 10
 5
Binomial
Dark current and electronics noise (n)   Poisson
Table 2.4. Relative standard deviation for each gain and detection process of the
x-ray camera
The variance of the dierent terms will be calculated in the following. The ux
can be determined by implementing an absorbing diode in the beam line. For a
given experiment on ID-15 in Grenoble the mean ux was 500 10
12
photons per
exposure for a 1mm
2
beam in a diode absorbing 5%. For a the area covered by a
single CCD pixel the ux becomes 1:1 10
8
photons. The deviation is calculated
from the number of photons absorbed in the diode. This gives a relative standard
deviation of 4:1 10
 4
or an absolute standard deviation of 1 10
4
photons per
pixel.
Absorption in the scintillator is around 44% for a 100m CsI phosphor. This
success rate is too big to t Gaussian or Poisson distributions, instead the variance
is found from the binomial model

s
 
sc
 (1  
sc
) =
1:1 10
8
 0:44(1  0:44) = 2:7 10
7
(2.60)
The conversion eÆciency of the scintillator is the number of photons emitted
per keV of absorbed energy and found to be 55=keV The incoming x-rays for
this example have an energy of 50 keV and a 100eV bandpass which results in
2750 secondary emitted photons with a relative deviation of 2 10
 7
, the energy
distribution is assumed to be Gaussian.
The CsI scintillator without radiation damage is almost transparent to the emit-
ted photons, with an assumed transmission of .995 the variance is:

s
 
sc
 
sc
 T
sc
 (1  T
sc
) =
1:1 10
8
 0:44  2750  0:995(1  0:995) = 6:6 10
8
(2.61)
The numerical aperture for a typical 20 magnication lens is 0.42 in air and
the ratio of photons emitted from the scintillator to those accepted in the lens is
4=(1  cos(:42)) = 0:02. The Gaussian variance becomes:

s
 A
sc
 
sc
 T
sc
NA
1:1 10
8
 0:44  2750  0:995  0:02 = 2:6 10
9
(2.62)
transmission in the lens is almost without losses and the variance can be neglected.
EÆciency of the CCD to convert photons to a signal at the peak wavelength of
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the scintillator is approximately 60% and the variance becomes:

s
 A
sc
 
sc
 T
sc
NA QE
CCD
(1 QE
CCD
)
1:1 10
8
 0:44  2750  0:995  0:02  0:6(1  0:6) = 6:3 10
8
(2.63)
The noise level of the CCD is in (Castelli & Allinson 1995) quoted as 40 electrons
per second dominantly from electronic noise, in a cooled CCD the dark current is
negligible.
From Eq. 2.53 the total variance is found:


S(pix)
N
ccd

2
=




s
A
ccd

2
+



N
sc()

2
+



N
sc()

2
+


Ts
N
sc

2
+


NA
N
lens

2
+


QE
N
ccd

2
(2.64)
inserting the numbers from the various terms, the total relative deviation is
1:1 10
 4
. The corresponding signal-to-noise ratio for a 30 s exposure becomes:
S=n =
S
pix

2
S(pix)
+ n
ccd
=
1:6 10
9
e
1:1 10
 4
 1:6 10
9
e+ 40e=s  30s
= 8974 (2.65)
The ideal detector has no system losses and no electronic noise the signal-to-
noise ratio depends solely on the spread from the incoming x-ray photons, where
the relative deviation is 1=
p

s
A
CCD
= 9:510
 5
. The relative deviation is in this
case also the inverse signal-to-noise ratio which makes the DQE of the detector
chosen in this example 0.85 calculated from Eq. 2.57.
This is an empirical approach to nding the DQE, which can point out the
areas most important for the generation of noise, like the numerical aperture that
is the single most noisy component but also a component that can not easily be
improved. The number found in this manner can be compared to values found
experimentally, but discrepancies are expected from additional noise sources like
background radiation from the phosphor or stray light entering the system. The
approximations made also cause some deviation from real measurements. The
Swank factor has been introduced by Swank(Swank 1973) to correct for the ap-
proximation that the absorption is a process with only two outcomes; absorption
or transmission.
Swank factor The absorption of incident x-rays has been treated here as a bi-
nomial distribution, but the absorption of the incoming photon is not strictly a
case of success (absorption) or nonsuccess. Even in the case of absorption, uores-
cence or photoelectrons might escape the scintillator and hence only part of the
energy is used for emitting the observable scintillation photons.
This nonlinearity is addressed by considering (i) the energy distribution hitting
the phosphor (XED); (ii) the energy distribution from an absorbed photon of a
given energy (AED) and (iii) the distribution of light pulses emerging from the
phosphor for a given absorbed energy(OPD).
The problem of obtaining the correct collective variance for these three sys-
tems, can be solved by calculating the variance for a subset of the incoming pho-
tons. When incoming photons (N) are grouped in subsets determined by their
energy (E) the contribution to the signal from the k'th subset is:
S
k
= E
k
N
k
(2.66)
Since the false assumptions originated from the energy spectra that could not be
tted by a Gaussian distribution the energy spectrum can be split up into small
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enough sections that each satisfy a Gaussian distribution. The standard deviation
of each subset is then:
S
k
= E
k
p
N
k
(2.67)
knowing the deviation of the subsets the total deviation is found with Eq. 2.52 to
be the sum of the deviations squared and the relative deviation becomes:

tot
N
=
p
P
k
E
2
k
N
k
P
k
E
k
N
k
(2.68)
This expression can be written in terms of the moments M
j
as
p
M
1
=M
2
or
inserting the zeroth moment N =M
0
:

tot
N
=
p
NI
NI
(2.69)
with I = M
2
1
=(M
0
M
2
). For the example in the above section N = N
sc()
and
Eq. 2.69 thus substitutes the term 

=N
sc()
in Eq. 2.64 and all that remains is
nding the I parameter.
The moments M
j
are dened as:
M
j
=
Z
1
0
N
j
Z
1
o
F (E
0
)G(E;E
0
)dE
0
dE (2.70)
where G(E;E
0
) is a function describing the probability that the absorbed en-
ergy E
0
will produce the optical energy E, and F(E') is a frequency distribution
function of an x-ray spectrum which could be the combined result of the x-ray en-
ergy distribution (XED) and absorbed energy distribution (AED). The G(E;E
0
)
function can be described with:
G(E;E
0
) =
1
X
j=i
C1
j
Æ(E   C2
j
E
0
) (2.71)
where C1
j
and C2
j
are constants and Æ(E  C2
j
E
0
) a Dirac function. This model
can describe any shape for G(E;E
0
) but has the property that a change in E'
will expand or contract the function linearly along the E-axis but maintain the
relative shape. In Swanks interpretation the optical pulse distribution (OPD) has
the same property, the emission spectrum retains the shape for dierent amounts
of absorbed energy with only a prefactor altering the scale.
The moment can be further simplied with the introduction of the function
G(E
0
) satisfying:
M
j
=
Z
1
0
F (E
0
)G(E
0
)dE
0
(2.72)
where G
j
(E
0
) is the j'th moment of G(E;E
0
) in E:
G(E
0
) =
Z
E
j
1
X
i=0
A
i
Æ(E   C2E
0
)dE (2.73)
the Dirac function has a nonzero value for E = C2E
0
and the integral can be
evaluated to:
G(E
0
) =
1
X
i=0
(C2E
0
)
j
Ai = E
0j
K
j
(2.74)
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where K
j
=
P
A
i
C2
j
. I
OPD
becomes:
I
OPD
=
G
2
1
G
0
G
2
=
K
2
1
K
0
K
2
(2.75)
and is hence independent of energy. Inserting Eq. 2.73 into Eq. 2.72 results in:
M
j
=
Z
1
0
F (E
0
)(E
0
)
2
K
j
dE
0
(2.76)
= K
j
Z
1
0
F (E
0
)(E
0
)
2
dE
0
= K
j
F
j
(2.77)
The I factor then becomes:
I =
M
2
1
M
0
M
2
=
K
2
1
F
2
1
K
0
F
0
K
2
F
2
=
K
2
1
K
0
K
2
F
2
1
F
0
F
2
(2.78)
Which justies the separated treatment of I
AED
and I
OPD
making the sim-
plication I
AED+OPD
= I
AED
I
OPD
. The I-factor has been calculated by Swank
(Swank 1973) for a 111m thick CsI Scintillator to be 0.85. For the absorption
term of the scintillator the adjustment factor is the square root of the Swank factor
and is 0.92.
The DQE just found here is useful when the eÆciency of a phosphor are evalu-
ated, but for the entire imaging eld the resolution of the screen is as important
if not more, and the signal errors of this are evaluated thoroughly dierently.
Resolution Measures
Increasing spatial resolution as noted earlier has been a main aim of the project
described in this report. The characterization of spatial resolution however is not
trite(Ponchut 2006). Since a number of methods has been conceived for the mea-
surement also a range of number of merits exist, which will be presented in the
following. The choice of measure will usually depend on common practice in the
eld of application the detector is aimed at and the capability of the charac-
terization setup to produce the needed test image. What is ultimately needed,
but however not always possible is a single value that conveys all the detectors
properties of spatial resolution.
Point spread function Arguable one of the most intuitively measures is the
point spread function. In practice the resolution measure serves to indicate how
easily two close lying point can be distinguished in an image. The point spread
function is a 2D intensity map indicating the amplitude and area of a detected
0-dimensional signal. An ideal detector would detect all the signal in a single
sampling point, but for most real detectors the signal is spread on a couple of
sampling points.
To obtain a single value cross sections can be taken of the PSF, for the spherical
symmetric PSF the prole is the same at all angles, otherwise a mean value can
be used.
To measure the point spread function a point obviously is needed. For hard
x-rays a point beam is only produced with great diÆculty. In Fig. 2.10 the spot
size of a focussed x-ray beam is shown. The 86 keV beam was focussed using
456 aluminum lenses (Lengeler, Schroer, Tummler, Benner, Richwin, Snigirev,
Snigireva & Drakopoulos 1999) giving a focal length of 3.16m. The spot size is
found by scanning a slit across the focal spot and taking the derivative of the step
function of measured intensity.
When the purpose of measuring resolutions of a few micrometre a beam size of
3.22m can not be considered of zero dimension. Even if a FWHM measure of the
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Figure 2.10. Graph showing the derivative of the transmitted intensity while scan-
ning an edge across the focussed x-ray beam. A gaussian peak with a full width half
max of 3.22m is tted to the data.
spot was below 1 micron, the tails would extend further and the measured PSF
would be a convolution between the beam prole and the real PSF of the detector.
Another method of obtaining a point is using a target. The target is typically
produced in High Z materials like Tungsten(W), Gold(Au) or Platinum(Pl). Dier-
ent types of geometries can be imprinted in the target but for PSF measurements
a hole structure should be used. In Fig 2.11 the image of a 30m tungsten target
with a laser drilled hole is shown. Ideally the background would be dark but the
transmission of 40keV photons through 30m tungsten is more than 65%. From
Eq. 2.65 the signal to noise ratio is 200 for a 30 second exposure. Since the PSF
signal is found as the dierence between peak and background the signal is 1/3 and
the total noise the sum of noise from both background and peak (1:005+:66:005)
making the signal to noise ratio 40 or almost 5 times worse.
Figure 2.11. Image of a single hole in a tungsten target. The hole has a 1.5m di-
ameter. The image is obtained with at structured scintillator given the background
a spotted pattern. The spots are spaced 4 m apart.
Modulation transfer function The modular transfer function (MTF) corre-
sponds to the PSF, but is in frequency space. The MTF is the two dimensional
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fourier transform of the PSF. Again the cross section can be used to nd a single
value characterizing the MTF by extracting a characteristic frequency where the
amplitude goes below some percentage (eg.3% or 10%), for spherically symmetric
MTFs all cross section will yield the same number. For structured scintillators the
MTF clearly shows the periodic structure of the scintillator. In Fig 2.12 MTF's of
a detector using structured scintillators is shown, the MTF's has been extracted
along dierent directions aligning with the vertical and horizontal image axis and
aligned with one axis in the pore array. All MTFs has peaks at 0.25 line pair per
m corresponding to the pore pitch of 4m but it is most pronounced for the
latter MTF and also a second peak at twice the frequency can be seen.
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Figure 2.12. MTF of Fig 2.11 along dierent directions. along the horizontal and
vertical image axis and along a direction aligned with the pore array.
Line spread function For a lot of x-ray systems an edge is much easier to
produce than a point. This is used for the line spread function (LSF) which is
found from the derivative of the image of an edge where the derivative is taking
perpendicular to the edge and the LSF is then the full width of the peak at half the
maximum amplitude. Alternatively the LSF can be taken directly from the edge
as the width between 90% and 10% amplitude. Since an edge consist in principle
of a large number of innitely small points. The PSF can be acquired directly
from the PSF by integration over any direction. By the same arguments the MTF
of a single direction can can be found from a one dimensional fourier transform of
the LSF contra the two dimensional fourier transform of the PSF since the second
dimension is included trough the integral.
For common data acquisition integrals tends to act stabilizing on the data, by
ltering noise. Unless other wise noted the measures of spatial resolution in this
report will be full width half max (FWHM) of LSF.
Line pairs is the thinnest discernable pair of one light and one dark line a given
detector can detect. A common geometry of a target is a line gauge as seen in
Fig. 2.13. In the detected image the smallest line pair is usually dened as being
the size where the amplitude between light and dark is 3% of the largest amplitude.
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Figure 2.13. Sketch of line gauge geometry used for line pair measurements.
In terms of the structured scintillators a linepair can never be smaller than
the double pitch size. This however may not always correspond to a decrease
in amplitude to 3% and this measure is thus not the preferred for comparing
performance.
2.6 Summary
In the rst section the absorption cross section was derived. An analytical approach
was found by employing a simplistic hydrogen model for the atom, and a dipole
model for the electron to describe the energy absorption from the incoming eld
of x-ray photons. The analytical cross section was found to depend on !
 3
and
!
 7=2
for the two models presented and the atomic charge dependence was Z
5
for
the model that incorporated an atomic charge. These values compare reasonably
well with experimental values of !
 3
and Z
4
.
In the second section a specic scintillator material were introduced and the
properties of secondary photon emission was presented. For CsI the color centres
of crystal impurities determine the emission spectrum and the principles of energy
transfer to color centres were illustrated.
In the third section statistical tools for detector characterization were presented
and the signal-to-noise ratio of a specic detector was calculated as an illustration.
The Swank factor was presented to correct for the Gaussian approximation of x-ray
absorption and photon emission in the phosphor material.
In the nal section number of merits used in the evaluation of spatial resolution
of scintillators and detectors were introduced.
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3 Survey of currently used detec-
tors
The approach in this chapter has been to establish a detector background from
discussions of prospects and pitfalls with selected international detector laborato-
ries. This chapter in this way serves as background for the project on structured
scintillators. Initially the problems in the currently used detector system will be
identied, the best potential solutions is then described in detail along with men-
tion of technologies deemed either not suited or not suÆciently advanced to be
considered. In conclusion a work plan is suggested.
3.1 Scintillator detectors
Presently, for high resolution imaging detectors comprising a homogenous scintil-
lator optically linked to a CCD are used almost exclusively at synchrotrons (Koch
et al. 1998) and this has been the starting point of the study behind this chapter.
General Technology
In the following we will dene a detector as being the whole system of optics and
scintillators that allow us to image the diracted photons from the sample.
Presently the high resolution detector used at ID11 consist of 3 parts as seen in
Fig. 3.1. The scintillator, a mirror transparent to x-rays, a system of microscope
optics and nally a CCD camera. These parts are assembled on a stage that can
be translated and xed to get a focused image of a selected area of the scintillator.
The basic principles underlying this type of detector are described in (Koch et al.
1998). The resolution depends on the calibration of the system but in a working
paper from June 2005 by Jonathan P. Wright the best case resolution (FWHM)
is measured to be 2:8m at 50keV(Wright 2005).
[h]
1
3 4
2
5 6
Figure 3.1. Schematic of the detector. 1) The x-ray beam hits 2) the sample and
is diracted and send to 3) the scintillator mounted on 4) the substrate. Visible
light from the scintillator is focused with 5) microscope optics before the light is
collected and saved by 6) the CCD.
The scintillator is a YAG(Y
3
Al
5
O
12
) structure doped with cerium. This 25m
layer is fabricated by a liquid phase epitaxy (LPE) process made at LETI, Greno-
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ble, France. This layer has an expected eÆciency of 0.04 at 50keV(NIST-XCOM
2004). The LPE must be made on a substrate of matching lattice spacing, and
YAG has been used in this case. The cerium tunes the emission peaks to 550nm
and ensures a LY of 40 photons/keV.
The substrate is commercially available YAG with an initial wafer thickness of
350 m. After 25 m YAG:Ce are grown on the surface the substrate is polished
down from the back side to a total thickness of 170 m with an optical quality
nishing. The initial substrate has been found to exhibit uorescence properties,
with excitation peaks at 300nm and 600nm. The response has been shown to
have very long decay times, but an annealing of the wafer seems to let impurities
diuse to the surface, and the luminescence decreases below the noise level of the
collection system. The best parameters for the annealing have been to found to
be 300C for 10 minutes (Martin 2005).
The microscope lenses are Mitutoyo optics with long working distance (2-
3cm). The system can be tted with lenses of various magnications 2x-20x the
parameters of which is shown in Table 3.1. The presently used objective has 5x
magnication.
Magnication 2x 5x 10x 20x
Numerical aperture 0.055 0.14 0.28 0.42
Resolving Power [m] 5.0 2.0 1.0 0.7
Depth of Focus [m] 91 14.0 3.5 1.6
Collection EÆciency[
Æ
=
00
] 1.5 9.8 40.0 92.5
The CCD camera can be chosen from a range of available models suited to the
beam-line, but for measurements of high spatial resolution a Cooke SENSICAM is
used. The camera has 1376x1040 pixels with a pitch of 6:7m making the eective
pixel size 1.34m. The spectral response is shown in Fig. 3.2. The frequency of
the scintillator matches the most sensitive frequencies of the camera although
uorescence at 450-500nm could give 5-10% added eÆciency.
Limitations
EÆciency is lost in the detector system from a number of sources, the absorp-
tion of x-rays in the scintillator, the conversion rate between absorbed energy and
emitted energy the transparency of the scintillator, the numerical aperture of the
lenses and the quantum eÆciency of the charge coupled device (CCD). A couple
of parameters can be examined and optimized to achieve more eÆciency:
1. The cross-section of the scintillator is mainly determined by the electron
density of the compounds. Research is needed to utilize other materials for
the scintillator. Since three parameters (absorbtion, LY of the right frequency
and transparency to the excited photons) need to be optimized simultaneously
improvements are made slowly.
2. The LY is given as the number of photons released per MeV of radiation.
It is usually determined by the dopant in the scintillator and is a material
parameter that can be varied but a signicant increase cannot be expected.
3. The thickness of the scintillator  is directly linked to the absorbtion (Abs)
by:
Abs = 1  e
 
(3.1)
where  is the cross-section. Thickness is easily increased, however at the
expense of resolution.
28 Ris{PHD{46(EN)
Figure 3.2. The spectral response of the sensicam camera used at ID-11. The lu-
minescence frequency of the scintillator are marked as a green shaded area.
4. The numerical aperture of the objective limits the amount of collected light to
the CCD. To increase this number there are more ways, one is to compromise
on the working distance changing the whole mechanical stage of the detector.
The other approach is to rethink the stage design and the focusing method,
to allow the use of immersion oil between the scintillator and the objective.
Finally objectives can be custom-made with larger lens diameters which will
giver higher numerical aperture (NA) while maintaining the work distance.
Spatial resolution is limited primarily by the scintillator and the lenses. The
three causes of resolution deterioration inicted by the scintillator are sketched in
Fig. 3.3.
Figure 3.3. Schematic of the deterioration processes in the scintillator: 1) parallax
problem, 2)Compton scattering, 3)depth of focus limitation.
1. With 3DXRD the x-ray beam hits the scintillator at an angle of 5  20
Æ
, and
the absorbtion at various penetration depths leads to a translated image on
the CCD.
2. Generally x-rays in this energy range can be absorbed or they can be subject
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to Compton-scattering. Both the incident and the scattered x-rays may be
Compton scattered in the substrate lattice. These Compton-scattered x-rays
can excite photons in their scattered path leading to spurious images on
the CCD. The substrate has a thickness of 170 m compared to the 25 m
of the scintillating layer, so most of the x-ray interaction happens in the
substrate layer. A portion of the scattered x-rays moves backwards and might
excite photons in the scintillator layer, leading to long tails in the PSF as in
Fig. 3.4(Koch et al. 1998).
3. The depth of focus of the lenses used are  14m. x-rays exciting photons
outside this focus depth leads to a blurred image on the CCD. The substrate
also has some scintillating capabilities with an emission wavelength of 600nm,
a blurred background also arise from this layer. The undoped YAG in the
substrate has a lower LY than the cerium doped, but this is compensated for
by the increased thickness.
Figure 3.4. Simulated point spread function for photons with three dierent ener-
gies. Most of the energy is deposited within a 400nm radius, but multiple absorbtion
events can generate a rather high background noise.
For lenses there is a maximum resolving power determined by the Rayleigh
criterion for separation of Airy peaks(Pedrotti & Pedrotti 1996):
x
min
= 1:22 

N:A:
(3.2)
With a wavelength  of 550 nm and a NA of 0:4, x
min
= 1676 nm.
The last point regarding resolution, is the pressure for sensitivity that a higher
resolution puts on the detector. Koch et al.(Koch et al. 1998) has derived two
equations for the optimal thickness z
opt
and the optimal numerical apertureNA
opt
for a given system:
z
opt
=
1
2pq
R
2
; NA
opt
=
p
2p
1
R
(3.3)
When the resolution R is decreased the area of the scintillator that we are col-
lecting light from decreases to the second power. If the optimal thickness decreases
with the resolution squared the absorption decreases as well given by Eq. 3. In
a low eÆciency regime the absorbtion/thickness relation is almost linear, and so
the absorbtion decreases by the resolution squared. The optimal numerical aper-
ture will increase, and thus increase the gathered light, but since the available
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optics usually set the limit to NA, this will not inuence the eÆciency. In conclu-
sion, the fact that the eÆciency scales with  R
4
prohibits "order-of-magnitude"
improvements.
Ongoing developments
Development is always done in the eld and performance of the system presented
here is evolving forward continuously. this present some recent steps.
Substitution of GGG ESRF is continually making further advances in the
eld of increasing sensitivity and decreasing spatial resolution. The project at
the moment focuses on the elimination of the uorescence of the YAG substrate.
Gadolinium gallium garnet (GGG) has in preliminary experiments been shown
to have no uorescence at 550 nm. This material is available as wafers and the
detector department are now testing scintillators with terbium-doped GGG. This
scintillator has luminescence at 600 nm and a LY of 32 ph/keV. Lutetium has been
tried as a substitute for gadolinium to increase the cross-section, but this com-
pound has no luminescence. Another development involves fabricating lutetium
aluminum garnet (LuAG) scintillators. The advantage of LuAG is the variety of
useable doping materials; cerium, europium and terbium which emits light at dif-
ferent wavelength. By stacking multiple thin lm layers and detecting the light of
each scintillator individually the resolution is determined by the thickness of the
individual layer and the eÆciency is the total thickness of the multi-layer.
Removal of the substrate The YAG substrate used in the present detector
is used for the growth process, and the grown layer needs structural support.
Thinning the whole scintillator leaving no frame will give a better result, since the
substrate disturbs the beam producing visible light ourescence and scattering
x-rays.
The scintillator can be thinned down to a few microns(Crutyr Ltd (Czech Re-
public ) n.d.). Optionally the scintillator can be retrotted on a frame afterwards.
A LuAG:Ce scintillator with a thickness of 25m has been found to have a better
conned PSF, without the Compton scattering for energies above 40keV com-
pared to thinner scintillators on a substrate. During the course of this project this
freestanding scintillator used with a 15x reecting lens with a NA of .5 was found
to have a resolution around 10m, but with a lower NA the resolution is expected
to be a few microns.
3.2 Structured Scintillators
We have seen that the current detector has a low sensitivity. The solution to
increase the eÆciency is either to increase the cross section by using higher Z-
numbered materials or to increase the path length of the photons through the
scintillator. As we saw in Sec. 3.1, the increased path length automatically leads
to uncertainty of where the scattering event took place and a blurred focus.
General Technology
One solution that addresses all these problems presents itself more than others. If
the x-rays are conned within a single pore of a scintillating material as well as the
photons that are generated, this will give an image with a resolution corresponding
to the pore pitch. Acknowledging the fact that resolution is the size of a line
pair,the resolution is twice the pitch size. Conning light to pores is done regularly
in glass bre wave guides, and the concept of wave guides is utilized in a number
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of detectors. The general layout as seen in Fig. 3.5 is arrays of wave guides either
in the form of capillaries, pores or channels. The hollow arrays are then lled with
scintillating material, with a refractive index higher than the wall material.
Figure 3.5. The principle of wave guiding in a structured scintillator.
Even though there is a guidance of the light, x-rays experience the conning
walls much less than visible light and may pass into adjacent capillaries. The
scintillator will in this regard still have a wide point spread function. The photons
generated might spread to other capillaries as well, if the angle of reection  
c
is
small. From (Pedrotti & Pedrotti 1996, p.505):
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) (3.4)
With a scintillator core with a refractive index 1.7 (CsI:Tl) and a SiO
2
cladding
with a refractive index 1.45 the critical internal reection angle is 56
Æ
. Incident
light at angles to the walls higher than  
c
are internally reected.
Connement in a waveguide When the dimension of a waveguide becomes
small (i.e. comparable to the wavelength), it is necessary to consider the pen-
etration of the light wave into the cladding walls. The penetration depth has
been derived in (Ansari, Karekar & Aiyer 1997) from (Stewart, Muhammad &
Culshaw 1993):
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where n
clad
and n
eff
are the refractive indices of the cladding and the eective
index of the guided mode respectively. k
0
= 2= is the propagation constant,
where  is the wavelength of the emitted light from the scintillator. Using 1.45
and 1.73 as the refractive indices respectively for cladding and eective index gives
a penetration depth of 90nm for 550 nm light. The eective index is a weighted
average between the core and the cladding refractive indices, depending on the
penetration, and thus might be slightly lower if 20% of the guiding is in the
cladding.
Optical arrays
Jenny M. Tam & Walt (2005) have developed a fabrication method, for producing
highly collimated arrays of nano-wells for biochemical purposes. They start o
with optical imaging bers, that are subsequently etched at one end. The etching
processes are controlled by the refractive index of the glass, and the result are
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indentations in the cores of each bre as seen in Fig. 3.6. The paper presented
only describes etching to depths of 300nm but this number might be extended
with longer etching times.
Figure 3.6. The end of an optical imaging ber after an etch i HF. The depth of
the wells are 197nm and the pitch approximately 700nm. From walt2005
Imaging bers are usually made in lengths of several centimetres, with all bers
remaining parallel and with no holes in the array of ber elements. Possible pro-
ducers are X-ray Optical Systems (XOS) and Schott Optical Fibers. In any case
array pitches below 1m might demand some development.
Crystal bre A/S is a R&D spin-o company from COM- DTU, Denmark and is
in the eld of photonic bandgap bers (PBF). They are developing optical bers
with many small, carefully arranged cylindrical holes in the core. These hollow
bers represent a new way, to conne light waves inside optical bers, based not
on refractive index but on tailoring a band gap in the cladding that does not
allow the light wave to penetrate. A view of the cross-section made from such a
bre is seen in Fig. 3.7. It is possible to increase the number of pores, but so far
the company has only experience up to a few thousand bundled capillaries. Core
diameters at 1m and below might also represent an obstacle (Nielsen 2005).
Figure 3.7. Cross-section of a PBF, the pitch is 2 m and the array consist of
approximately 100 capillaries
Liquid scintillators
A proposition to use a liquid scintillator 2,5-diphenyloxazole(PPO) has been pub-
lished (Bigler & Polack 1985). The liquid scintillator was lled into a capillary
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array with a pore size of approximately 25m. In this paper the scintillator was
made with a refractive index of 1.6 by mixing the active ingredient with highly
refractive materials. In this case bromonaphtalene with a refractive index of 1.67
was used, but as it will absorb an amount of the generated light, its share of the
mixture should be kept limited.
Machined scintillators with aluminum lled troughs.
A method tested at the beam-line of ID-15 at ESRF is a structured crystal scin-
tillator. The cadmium tungstenate (CdW
4
) crystals are grown to a thickness of
approximately 300m. This is suÆcient to have a very large sensitivity, around
77% absorption at 50keV and due to the K-edges 82% at 80keV. To limit the
spread of photons the scintillators are cut with a track width of 5m in a grid of
50m pitch. The cuttings are performed with a focused ion beam (FIB). These
troughs are then lled with aluminum, which then act as a guide for the excited
photons preventing crosstalk between "pixels". A method for structuring the grid
to 4m or ner would provide us with a detector with a very high eÆciency while
retaining spatial information.
Silicon grids
Figure 3.8. A silicon array is shown, that depicts the aspect ratio of the hole
diameter to both hole length and wall thickness. The pitch is 6m
For deep etching in silicon two methods are normally used; electrochemical and
plasma etching. KTH has a group lead by Linnros, that is specialized in elec-
trochemical etching (Badel 2005). They have shown promising results in making
arrays of holes with very high aspect ratios and very thin walls as seen in Fig. 3.8
& Fig. 3.9(Badel 2005). The main focus of the group has been on a grid with a
pitch of 50m and walls 5m thick. For the purpose of this project these number
should be decreased by a factor 10 or more. This however seems promising in the
light of their performance so far. Fig. 3.9 shows a collection of micrometre-sized
structures with wall thicknesses down to 200 nm.
The walls should be as thin as possible, but considering the connement re-
quirement, 200 nm is thinner than our needs. Furthermore a layer of pure silicon
is needed to absorb photons to avoid crosstalk. Assuming a pitch of 1 m, oxide
layers of 105 nm and the remaining silicon grid as 100 nm thick the ll ratio of the
scintillator is 50%, but taking into account that the cross-section of the scintillator
is ten times higher than that of silicon at 50 keV(NIST-XCOM 2004), only 10%
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(a) 400nm pillars (b) 200nm walls
(c) Array of 1:4m baskets (d) array of 200nm walls
Figure 3.9. Etched structures with micrometre features.
of the x-ray absorbtion will be in the walls.
Filling the capillaries Filling the holes is not simple. At KTH the scintillator
are available in a powder that is laid on top of the silicon grid. In a furnace
everything is heated to 621
Æ
C which is the melting point of CsI. The temperature
is kept high until the CsI has owed into the capillaries and bubbles have vacated.
Attempts have been made to make the lling procedure in a vacuum chamber,
but by sublimation the scintillator was deposited on the chamber walls and an
atmosphere of nitrogen is now used. Applied scintillation technologies (AST) has
assisted Badel in the lling of the screen. In Fig. 3.10 the absorption spectra of
the currently used scintillator and two candidates for the structured scintillator
are shown. BGO is presented as an alternative to CsI with a melting temperature
of 1050
Æ
C hence below that of silicon.
Figure 3.10. The absorbtion spectra of three dierent scintillator materials cross-
sections. CsI:Tl are proposed for new scintillator screens, Bismuth Germanium
Oxid (BGO) is an alternative.
The structured scintillator has been tested for waveguiding and LY, and the
measurements was compared to Monte Carlo calculations. Most samples showed
less than predicted performance. The calculations were based on the absorbtion of
bulk CsI:Tl and waveguiding eÆciency of idealized geometries. It is suspected that
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the thallium diuses out of the CsI at the melting temperature, leaving the pores
almost devoid of the dopant. This would lower the LY signicantly. It ought to
be examined how the distribution of thallium is in dierent sections of the wells.
KTH has a SIMS instrument available to do this. From electron micrographs of
the structure, cavities between the wall and the scintillator can be observed. The
amount of cavities present in the pores and their eect on wave guiding likewise
should to be examined.
When the pore size diminishes the lling is suspected to be an even harder task.
To ease the entry of scintillator into the pores, a suggestion have been made that
the backside could be removed, leaving cylindrical pores with openings at both
ends. Air is then evacuated through the back when the structure is lled, and
trapped air bubbles can be avoided. This procedure was not attempted, and it
has been not to be necessary for the current geometries.
Another approach has been used by Rocha et al.(Rocha, Schabmueller, Ramos,
Lanceros-Mendez, Moreira, Evans, Wolenbuttel & Correia 2004). They built a
system that pressed the scintillator crystal (here also CsI:Tl) into an aluminum
grid with a pressure of 10MPa. The grid had a size of 400m and thus considerably
larger than the geometry sought in this project. The grid is fabricated in aluminum
in which the holes for the scintillator are drilled. With FIB processing smaller holes
might be made but it seems diÆcult to down scale the procedure to a forced lling
of pores of a few micrometres.
Powders could also be used to directly ll the pores. It could be fabricated
with the required composition and with nanometre grains, but diraction occurs
between the grains and leads to a broadening of the PSF, when grains are in the
m regime.
Minimizing the parallax problem Notably the silicon grids from KTH, can
be etched at any angle, by cutting the silicon wafer appropriately and utilizing
the fact that the etch is along the [100] and [113] directions. Likewise it may be
possible to cut optical arrays (Sec. 3.2) at specic angles after manufacturing. In
both cases it is then conceivable to assemble a compound detector comprised of
a set of building blocks, silicon grids or optical arrays. The individual building
blocks will be tilted towards the normal of the detector in accordance with the
diraction pattern as seen in Fig. 3.11. Such a solution will not completely remove
the problem but may enable the use of structures approximately three times deeper
(and therefore three times more eÆcient) for a given array pitch.
Figure 3.11. Schematic of a compound detector, red arrows indicate the tilt direc-
tion of the waveguides.
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3.3 Drift detectors
All the above detector systems has used a two step energy transfer to get from X-
ray signal to an electrical signal in the CCD. Intuitively, loss of information must
occur in each energy transfer and a number of methods exist which uses a single
step of transformation from x-rays to detectable electrons. Disregarding gaseous
detectors and photocathodes that has shown promising results (Beaulieu, Gore-
likov, de RouÆgnac, Saadatmand, Stenton, Sullivan & Tremsin 2008)(Tremsin,
Feller & Downing 2005) this chapter focuses on drift detectors.
General technology
Drift detectors are basically partitioned semiconductor diodes. Incident radiation
generates electron hole pairs in a region of the semiconductor depleted by an
applied eld. The carriers then either drift by diusion or are actively drawn by
an electrical eld to a collector. The incoming radiation is now registered either as
a photo current or as accumulated charge in a capacitor. Depending on the design,
read-out electronics are integrated in each pixel or at a separate chip. The read-
out electronics connects the position of the pixel with the charge it has collected,
or the current being generated, and transmits the information.
This technology can be used with a variety of semiconductors, but at present
silicon technology is in by far the most advanced state, and much more research
involving this material has been conducted. For high energy radiation though the
use of CdTe, InSb, GaAs or Ge would lead to a higher absorbtion rate.
Pixel CMOS detector
Many groups are working on detectors based on CMOS technology instead of
the non-standard technology used to fabricate the still dominating CCD-chips.
CMOS already has the advantage of using a more versatile technology, providing
more functionality directly on the chip, analog/digital (A/D) conversion and fast
read-out in each pixel.
The detector group at the Rutherford Appleton Laboratory (RAL) specializes
in CMOS-detectors. They have two designs that carry a potential for materials
science application. Firstly electronics for very fast read-out (Seller, Bale, Gannon,
Hall, Holland, Iles, Jorden, Lowe, Murray, Passmore, Prydderch, Smith, Thomas &
Wade 1999) called a large area detector with incrementors (Aladin), and secondly
an active pixel sensor (APS) design, that can be produced with small pixel sizes.
The ALADIN system has been demonstrated on a hybrid sensor with 64x448
pixels with a pitch of 150m. The detector crystal of CdZnTe was bump-bonded to
the readout electronics using a soldering technique. The solder pads had a size of
12m. The detector crystal is grown as a large polycrystal that is then cut resulting
in a crystal with a single orientation and sizes around 5mmx10mmx1mm. The
thickness is kept above 500m to retain handling capabilities, this thickness leads
to an absorbtion of 63% for 30keV photons(CXRO n.d.). The Aladin electronics
has been tested to perform with readout speeds of 4000fps with the above number
of pixels. Although the readout speed is interesting for 3DXRD use, the hybrid
design has little hope of reaching micrometre sizes soon.
The APS detector is based on a 0:25mCMOS technology (Prydderch,Waltham,
Morrissey, French, Turchetta & Pool 2004). The CMOS design is shown in Fig. 3.12
(Prydderch et al. 2004). It uses a 4 m P-type epitaxial layer, to collect the in-
coming radiation. When the epitaxial layer is thick compared to the pixel size,
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charge spreading will occur, and the spatial resolution will deteriorate. The photo-
generated electrons will drift to the N-well leading to a measurable photo-current.
By placing the electronics behind the collecting area the entire surface area can be
made radiation sensitive. The epitaxial layer is exposed by back-thinning the de-
tector, since the sensitivity to light of shorter wavelengths is increased by removing
the excess substrate.
Figure 3.12. cross-section of a back-thinned detector pixel. The epitaxial layer
covers the whole pixel resulting in a 100% ll factor.
The detector array, has been made with 3k x 4k pixels with a pitch of 4 m.
If the electronics can be placed adjacent to to the collecting area, the pitch size
can be made down to 2 m, this size has been achieved in 1D linear arrays 1 x
4k. The APS detector can be converted to detect high-energy radiation by coating
the surface with a layer of CdZnTe.
Stacked detector
An APS detector is very space eÆcient, compared to the current optical set-
up. This type of detector is therefore promising with respect to the requirement
of multiple simultaneous readings along the x-ray propagation direction. If the
electronics in Fig. 3.12 is suÆciently thin and therefore exhibits low absorbtion,
undetected x-rays could leave the sensor unscattered and reach the next line of
detectors. The thickness would also allow the detectors to be placed suÆciently
close that the x-rays remains conned. The use of identical detectors would help
reduce the costs of this technology.
It therefore seems important to reduce the relative likelihood of multiple scat-
tered events. This implies increasing the ratio of absorption events (scintillator) to
Compton events (scintillator plus in-line electronics) as well as having a very small
total attenuation in each layer of the detector. The silicon based CMOS scheme
presented above looks favorable in both respects. The thin layers of absorbing
material also imply that the parallax problem is avoided.
Pillar 3D diodes
So far all detectors have been planar in their imaging method, that is consisting
of layers along the propagation axis. The proposed detector from (Parker, Kenney
& Segal 1997)are challenging this design. The geometry as executed by the group
at KTH (Badel 2005, Sec. 4.1.2)), can be seen in Fig. 3.13. The x-ray excited
carriers are detected throughout the sensor structure. This enables a short distance
between the electrodes and thus a low depletion voltage, without compromising a
large sensing volume.
Similar designs has also been proposed using either single doping type (Ronchin,
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Figure 3.13. The pillar drift detector detects excited electron at the excitation point
to avoid charge spreading. The charge can be read out as a calculated centre-of-
mass between electrodes or as discrete grid positions.
Boscardin, Piemonte, Pozza, Zorzi, Dalla Betta, Bosisio & Pellegrini 2007) double
doping (Kalliopuska, Eranen & Orava 2007) or double sided (Pennicard, Pelle-
grini, Lozano, Bates, Parkes, O'Shea & Wright 2007) designs. As with other drift
detectors the pillar drift detector suers from poor x-ray absorption in silicon. The
same type of detector could be made with denser materials like CdZnTe, GaAs
or Ge, but for these materials the etching technologies are still being developed
(Langa, Christophersen, Carstensen, Tiginyanu & Foll 2003).
Single photon counting detector
Single photon counting is being pushed heavily in the detector community, promis-
ing low noise and even lower readout noise due to the digitalization of the signal
directly in the individual pixel before the readout. With suÆciently fast read-
out electronics the new systems promises almost innite dynamics and threshold
calibrations to eliminate charge sharing.
For fast detectors the Pilates 6M (Broennimann, Eikenberry, Henrich, Horis-
berger, Huelsen, Pohl, Schmitt, Schulze-Briese, Suzuki, Tomizaki, Toyokawa &
Wagner 2006) seems to be one of the more coveted detector in the present mar-
ket at least among crystallographers (Hilf & Dutzler 2008). It has single photons
capability and nearly 100% active area due to the tiling of sensor elements and
a full readout of 6.7 ms but more importantly can it run in continuous shutter
free detection mode during . However an eÆciency of .15 at 50keV due to the
320 m thick silicon (Si) sensor and a pixel size of 217 m217m disqualies it
for 3DXRD.
Another fast detector is the Medipix2 read-out electronics in connection with
dedicated parallel DAQ- card (Ponchut, Clement, Rigal, Papillon, Vallerga, La-
Marra & Mikulec 2007) this system has capability of >1400Hz frame rates and
due to the medipix exibility it is seen in many congurations from CdTe gamma
detectors (Frojdh, Graafsma, Nilsson & Ponchut 2006) to photocathode neutron
detectors (Mikulec, Clark, Ferrere, La Marra, McPhate, Siegmund, Tremsin, Val-
lerga, Clement, Ponchut & Rigal 2006).
3.4 Other detection methods
A number of other detection methods exist, and a few methods are mentioned in
the following by no means claiming to be an complete listing.
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Super-conducting detectors
Superconductors have been investigated for many dierent applications. The super
conducting state is carried by electrons joined in "Cooper" pairs.
Normal semiconductor sensors use the break-up of electron hole pairs to gen-
erate a current in the sensor, in superconductors the Cooper pairs are split and
thus disturb the super-conducting state. The Cooper pairs are much more weakly
bound than electron hole pairs and an absorbtion event will result in even more
detectable events. The energy resolution is better than for a normal detector and
if it is possible to maintain the superconductor at cryogenic temperatures, this
type of detector has denite advantages (de Korte 2000). So far no imaging super-
conductor has been built with more than a hand full of pixels, which makes the
advent of this detector type unlikely in many years forward.
Bolometric detector
Besides energy resolution, super conductivity could be used in connection with
bolometric detector, where the thermal sensitivity of super-conducting devices eg.
Josephson junction could be used to accurately detect very slight temperature rises
from x-ray absorption. The size of the individual super-conducting device and the
number of devises in the detector array is expected to limit the functionality at
the present state of development.
Detectors based on UV - uorescent scintillators
Considering the Raleigh equation for optical resolving power (Eq. 3.2), it is natural
to consider a detector system based on light of shorter wavelengths. Scintillators
can be tailored to emit photons in the UV spectrum, and microscope lenses built
for these wavelengths are readily available although at higher cost than those for
visible light. The basic conversion problem remains though, and this demands a
prior solution before the added expense of UV technology would result in any
resolution gain.
X-ray lm
It is worth mentioning that conventional ne-grained x-ray lms do exhibit a
spatial resolution of a few hundred nanometres. The disadvantages: low eÆciency,
nonlinear response and o-line readout prohibits their use for our purposes.
Super resolution and reconstruction algorithms
a nal method which does not relate to a physical detector is the use of post-
processing as a way to enhance the detected information. Detector is steadily
increasing the number of pixels. In turn the dynamics of the pixels increase. Ma-
terials for scintillators are likewise developed. Materials with higher absorption
are used increasing eÆciency and exposure times decrease. However fundamental
limitations are found to exist in all parts of the imaging system and a trend of
applying intelligence to counter these limitations is seen increasingly. Beam uc-
tuations are being diminished in two ways. At on end by better control of magnets
in the synchrotron but also via feedback systems at the hutches.
Instead of avoiding the uctuations altogether the subsequent instruments are
made to follow these uctuations by exact monitoring of the beam. In the same
way detector improvement is foreseen to increase not by avoiding noise and image
artifacts, but by characterizing these aws accurately and designing the detector
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to deconvolute the erroneous inuence out of the image. Two directions can be
mentioned in this regard. Super resolution and deconvolution.
Super resolution is an answer to the problem of sampling. It is well known
that noise is reduced in an image if the image is the median of several exposures.
A common problem for CCD's is hot pixels generated by background radiation.
High energy particles constantly traveling apace can be absorbed locally in a
few pixel usually saturating the pixel. The longer an exposure the higher the
probability of hot pixels. This means that from the collection of many images of
shorter exposure more information can be reconstructed than from a single image
of long exposure. This principle is used in super resolution, instead of increasing
information by increasing the number of pixels and decreasing pixels size, the
same resolution information is reconstructed from multiple exposures of the same
object. To obtain the slight variance in spatial information that is needed for each
image, the detector plane is rotated or translated between each exposure(Park,
Park & Kang 2003). The reconstruction is in principle a simple iteration between
the reconstructed image of high resolution and the series of low resolution images
via a transformation matrix that depends on the rotation and translation of the
detector plane. In practice the amount of pixels makes the transformation matrix
large enough that direct solving of the inverse problem requires special techniques
like ART or CLGS (Hansen & Jensen 2006).
Deconvolution is a method that do not aim at adding information as super res-
olution but instead wishes to remove artifacts in the image not coming from the
object but the condition of obtaining the image. The hypothesis is that a noisy
image consist of the real image convoluted with and added to various eects of
noise: the PSF of the detector, electronics noise the bandwidth of a monochromatic
beam and blurring due to mechanical noise to name a few examples. A deconvo-
lution should be possible by nding the inverse convolution matrix and applying
this to the data. If the convolution matrix is knot know completely though taking
the inverse can lead to severe errors for small or zero terms.
In the "Grainspotter" algorithm (Schmidt 2008) used for reconstruction 3DXRD
data deconvolution of the detector PSF is implemented with the Richardson-Lucy
deconvolution algorithms (Richardson 1972)(Lucy 1974).
Other iterative methods have been developed where trial images are found and
iteratively adjusted to t the data after convolution by the error matrices. The
success criteria is based on having the least amount of information that still ts
the data. In order to obtain only correct information that is collaborated/backed
by the data a measure of information is the entropy and the method is named the
maximum entropy method (MEM). The number of iteration required for general
images is often impossible large and algorithms for quickly iterating towards solu-
tions of maximum entropy and minimum dierence between trial image and data
has been developed (Skilling & Bryan 1984).
The MEM algorithm has already been applied with success to the deconvolu-
tion of the point spread function from the image of a two dimensional detector
(Graafsma & de Vries and 1999).
3.5 Workplan
This chapter can be seen as a point of common reference. And from this three paths
were identied to give the direction of the project described in the present report.
The workplan here represent the workplan when it was conceived at the beginning
of the project, which means that some conclusions have later been changed.
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Structured screens
A structured screen will even with a 4m pitch give advantages compared to
the present equipment. The lack of a substrate will eliminate a large part of
the Compton-scattering, and the light-guiding will eliminate the depth of focus
problems. Hence such a detector has the potential to meet the rst two levels of
ambition as identied in Sec. 1.
Some milestones in the development can be suggested. First a test of the optics
and scintillator with the material used to support the silicon array. Microscope
lenses are made to correct for the spherical abberation of a cover glass on a sample,
so a geometry resembling this must be retained for the fabricated scintillator.
The support are likely to be added to the screen in a separate procedure, which
means we have the liberty to choose a material with a refractive index 1.5 that
matches the microscope lenses. One might imagine that an indication of scintillator
eÆciency and optical performance of the support could be obtained by coating a
support with the CsI:Tl used in the silicon screen.
The wave-guiding properties of a grid with wall dimensions and geometry match-
ing our needs, has not been experimentally veried. We are in the regime of
wave-like propagation, and the wall thicknesses should be optimized to the low-
est possible value making compromises necessary. The next step would be to try
a structured screen of a large pitch (3   6 m) but with wall sizes minimized
according to strength properties and guiding ability.
To reach this point the obstacle of lling the screen will need to be solved. If there
is success at this large-pitch stage it would be promising for the high resolution
screen. The reason for this intermediate step, is to leave the development of silicon
processing to a minimum and concentrate on the lling method. During testing
the microscope optics should also be well above maximum resolution.
Stacked detector
A second path that has been revealed, is using the advantage of multiple simulta-
neous readings. The requirements for such an application of compact integrated
detectors are fullled by the APS detectors.
Signals from successive detectors can be used to separate direct space from
reciprocal space information. Therefore this technology would be very valuable
in studies of microstructure determination at both high and low resolution. De-
velopment in this directions would have a high scientic impact, even using the
resolution of 4 m available now.
Nano-resolution single photon counting drift detectors
On a longer time scale, when a resolution of 200nm is the goal, another type of
detector becomes interesting. X-ray manipulation through optics is impossible at
the moment for the purpose of 3DXRD measurement. To take advantage of the
inherent high resolution of the x-rays, a loss-less conversion is the crux which
promote the use of drift detectors.
For all the detectors in Sec. 3.3 the resolution is directly linked to the size of
the fabricated structure, and thus limited by the current fabrication technology.
Designs that loosen this dependence is thus needed for higher resolution. Since
the excited electrons only travel a short distance to the collecting diode, the de-
tectors are fast and enable single photon detecting. If one pixel consists of several
electrodes, readout electronics can detect the charge built at the individual elec-
trodes, and it is then possible to make a centre of mass calculation. Centre of mass
detection will enable a higher resolution than the pitch of the electrodes. Such a
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design could possibly be relevant both in connection with further development of
the APS detector and of the pillar drift diode detector.
Calculations are needed on the necessary conditions to obtain sub-micrometre
resolution. It is necessary to determine how many electrons should be detected
for good statistics and how fast they will drift to the electrodes. From this new
information we would determine which technologies might be applicable for a
position sensing device.
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4 Fabrication of structured scin-
tillators
The fabrication of a structured scintillator can be broken into four parts. Firstly
etching the holes which has been done initially by electrochemical etching (EE)
but due to diÆculties in stabilizing the process the pores in the nal state of
the project has been made by the more reproducible method of plasma etching
or more specically the Bosch process. EE and plasma etching are presented in
the rst two sections. Secondly the cladding of the waveguide should be produced
by surface coating the pores. From the beginning metal coatings were abandoned
for the more accessible and seemingly better performing coatings of SiO
2
. Since
wall thickness reduce active area and eÆciency the thinnest functional thickness
should be determined and this was done with an electromagnetic simulation. This
simulation is presented in the third section which also introduces the method of
thermal annealing. Section 4.4 describes the setup used for lling the pores, the
third part of fabrication. The section describes considerations regarding the ability
of CsI to penetrate the thin pores the evaporation of thallium and the texture of
the deposited scintillator material. In the nal section the nishing of the surface
is described. Due to the physical properties of the very hard brittle silicon and the
very soft hygroscopic CsI obtaining an optical at surface is a still an on-going
challenge.
4.1 Electrochemical etching
Principle of etching
7
Electrochemical etching of silicon dates back to the middle of the last century and
random porous structures was widely produced in the 1990's (Lehmann & Gruning
1997). In the beginning of this millennium development began to bring EE to an
advanced art for etching ordered hole arrays in silicon (Lehmann 2002),(Franssila
2004) and (Beetz, Boerstler, Steinbeck, Lemieux & Winn 2000). Some commer-
cial instruments are becoming available(AMMT Advanced Micromachining Tools
GmbH, Anselm-Feuerbach-Str. 6, D-67227 Frankenthal, Germany n.d.) but the
techniques are still being developed (Kim, Kim & Chun 2006) and (Barillaro,
Bruschi, Diligenti & Nannini 2005).
The technique is based on two premises: Firstly hydrouoric acid (HF) readily
etches SiO
2
but without the presence of positive charge carriers does not react
with silicon. Secondly the space charge region which governs the electric eld in
silicon can be accurately controlled by doping. By controlling access of holes to
the surface with electric elds, it is thus possible to make a controlled etch of the
surface.
Etching setup: The etching setup is shown in Fig. 4.1. The conducting chamber
bottom (A) act as the anode, with the platinum cathode (B) suspended in the
HF electrolyte (C). The electrodes is used to generate an electric eld across the
sample (D). The bottom of the chamber has a hole in the middle to allow photons
from the light source (E) to be absorbed in the sample.
Chemical reaction The mechanics of the HF etching is sketched in Fig. 4.2
however other reaction has been found to exist as well (van den Meerakker &
Mellier 2001). The availability of a positive charge carrier (hole) allows the our-
7
This section is adapted from contents of (Badel 2005)
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Figure 4.1. Schematic of the etching chamber used for electrochemical etching,
labels is described in text.
ion to break the C-H bond and attach itself to the silicon surface. From the surface
state of SiF
2
, silicon is dissolved into the solution by reaction with 2HF to form
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Figure 4.2. Chemical reaction of HF and silicon in the presence of positive
charge(holes).
The holes are formed by generating electron/hole pair (EHP) via photon excita-
tion. The ionization energy of silicon is 1.4eV corresponding to excitation photons
with a wavelength of 885nm. Photons from a regular halogen lamp thus have
enough energy to create EHP's.
Electric eld: To direct the holes to the pore tips where the etch is needed,
an electric eld is used. In Fig. 4.3 the results of a simulation of the eld during
EE is shown. The eld concentrates the eld lines at the tip of the pores and
directs the holes away from the sidewalls. The eect of concentrating the eld
lines only work if pore tips already exist in the surface. To start up the EE,
fabrication of initial pits are needed. This is done with conventional semiconductor
manufacturing processes as summarized here:
oxide growing: the wafer is coated with a 250nm SiO
2
layer through thermal
annealing.
photolithography: the wafer is coated with photo-resist, exposed through a
mask and developed.
plasma etching: the SiO
2
exposed during photolithography is etched away in A
reactive ion etching (RIE) chamber.
wet etching: through the SiO
2
holes Potassium hydroxide (KOH) is used to etch
pits in the silicon surface.
Space charge region The size of the space charge region is determined by the
potential applied in the etching chamber and the amount of charge carriers in the
silicon. The silicon is N-type, hence the majority carriers are electrons. Most of
the applied potential can be assumed to lie across the space charge region, and all
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Figure 4.3. Simulation of the electric eld around three pores during electrochem-
ical etching. The eld eld gradient is shown with arrows and colors indicate eld
strength: weak is cyan (light) and strong is magenta (dark). It is seen that the
electric eld bends toward the tip of the pores directing holes from the backside
(right) towards the pore tips and away from the side walls.
the carrier in the space charge region (SCR), or depletion region, will deplete the
volume gathering at the positive side of the SCR. The etching condition of the pore
is approximated by a SCR in the shape of a half sphere where the centre is the pore
tip with the negative applied potential and zero potential at the circumference at
distance R where the charge carrier will gather in the equilibrium condition. From
Maxwells equations the situation is described by:
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with the above approximation the solution at the sphere centre corresponds to the
solution of a point charge potential:
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with the permittivity of silicon 
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In Fig. 4.4 R is plotted versus doping level for three dierent bias levels.
The applied bias should be kept below the break-down voltage where EHP are
generated spontaneously by the eld. In practice the applied bias ranges from 0.5-
2 V. To achieve a SCR with a size comparable to the pitch of the fabricated pore
array the doping level of the used silicon should thus be 1E14 cm
 3
for 4 m
pitch and 1E15 cm
 3
for 1 m pitch.
Sample examples
The doping levels needed for the bulk silicon is challenging to achieve with high
homogeneity. Generally commercially available wafers exhibit higher doping vari-
ations than tolerated by EE. The eect of variations of doping level is seen from
the two cross sections in Fig 4.5. The cross sections are from dierent places of
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Figure 4.4. Plot of the size of the space charge region or depletion region as a
function of the doping level in the silicon for three levels of bias. The doping level
is given in units of cm
 3
due to conventions in the semiconductor eld.
the same sample. The dierence in doping has made the size of the SCR dierent
in the two positions. In (a) the SCR matches the pitch of the pore, but in (b)
the doping level is lower and the SCR extend across multiple pores. In the case
of SCR the eld lines have no curvature and both the tips and the side walls is
etched until one pore extend marginally deeper than the others. This pore is now
preferentially etched and the neighbor pores are not etched deeper.
(a) (b)
Figure 4.5. Optical micrographs of cross sections at dierent positions on the same
sample (surface is downwards). The etch parameters optimized for the volume of
high doping level (a) produce too large a space charge region for the lower doped
volume (b) which leads to selective etching of every fth pore.
Fig 4.6 shows etched holes in the sidewall of a sample. One reason these holes
appear is due to spiking. Spiking occurs when the eld is high enough to create
EHP's. Even if the potential is lower than the breakdown voltage, local impurities
can concentrate the eld to levels high enough that EHPs are created. To avoid
these holes wafers of good quality is needed.
Another issue that could lead to variations in the etching prole is tempera-
ture. The etching rate can be estimated from the empirical expression given by
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(a) (b)
Figure 4.6. Micrographs from SEM showing a sample (a) with extensive holes in
the pore walls due to inhomogeneous doping. (b) is a close up of the same sample.
(Lehmann 2002):
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where c is the HF concentration (in wt%), T the temperature (in Kelvin), k is
the Boltzman constant, C = 3300 A/cm2, and E
a
the activation energy of the
etch (0.345 eV).
The exponential dependence on temperature demands that the temperature is
carefully controlled during etching. The use of a halogen bulb heats the setup
signicantly. Other types of photon sources with less radiative heat could be con-
sidered or alternatively setups with active cooling(Trifonov, Rodriguez, Marsal,
Pallarks & Alcubilla 2005). In Fig. 4.7 the pore diameter is seen to variate during
etching, it is presumed that this is due to heating of the sample from the halogen
lamp.
SURFACE
Figure 4.7. Image from optical microscope of samples showing regular pores with
an increase in diameter indicated by arrow occurring at a particular depth for all
pores. the pore pitch is 4m.
A number of silicon structures was fabricated using EE. The best of these were
used in preliminary experiments of the SS. Pores deeper than 150 mwere achieved
with wall thicknesses less than 500nm making the aspect ratio of the etched struc-
tures > 300. After one year of work with EE getting very inconsistent results it
was decided to nd a more stable method of achieving the structured silicon and
the samples made with EE has not been used for the results reported in this thesis.
4.2 Plasma etching of silicon
The Bosch etching method (Laermer & Schilp 1992) was developed as an extension
to deep reactive ion etching (DRIE). The principle of DRIE, is to have a reactive
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plasma produced in the etching chamber, and add a potential to the surface that
is to be etched. The reactive ions in the plasma is now accelerated on the surface
by the potential. Since the ions all have a velocity perpendicular to the surface,
the etch will be preferential in this direction. This principle works up to certain
aspect ratios, then the potential draws the ions as much to the walls as to the
bottom of the structure. The Bosh process is a cyclic method made to prevent
this.
The initial part of the Bosch cycle is the same as the DRIE, but after an amount
of time the etch chamber is emptied of reactive ions and a second gas is inserted in
the chamber. When the second gas is ionized it will be deposited on all surfaces of
the sample giving a protective coating. These two processes are then cycled. Since
the bottom of the pore is still the preferred etching direction the protective layer
here is quickly removed, but on the walls the protective layer remains as long as
the etch process last. The Bosh process is capable of producing much deeper holes
than DRIE, but due to the cyclic nature the walls tend to develop scalloping as
seen in Fig. 4.8. However with the advancement of the method scalloping can be
avoided by adjusting etch parameters. An example of a plasma etched pores made
with improved parameters is seen in Fig. 4.9.
Figure 4.8. Micrograph of the top of a plasma etched pore. Scalloping is seen as
extrusions in the pore wall occurring regularly with a distance of 300 nm.
Figure 4.9. Micrograph of a recently produced plasma etched pore. Scalloping is
not evident on the pore walls.
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This work with plasma-etching has been performed by S. H. Yun at KTH in
Stockholm. The results presented in this thesis were found with samples etched
with this technique. The technique is more stable than EE making it easier to
compare the results achieved with dierent samples from the same batch. The
technique is still being rened to obtain better structures but presently the geom-
etry of the achieved structures is not quite as good as the best samples produced
with EE.
4.3 SiO
2
wall
The dimensions of the structured scintillator is comparable to the wavelength
of the light that is transmitted through the pores. The leakage of power can be
calculated using the method in (He, Xu & Romanov 2004).
The results from these simulations is shown in Fig. 4.10. It is found that a
SiO
2
layer of 100 nm to 150 nm on a pure silicon wall of 50 nm to 150 nm
thick is suÆcient to have less than 1 % of the wave intensity extend past the
neighboring boundary. This amount of absorption and cross-talk is negligible, and
in the Monte Carlo (MC) simulations of the detector response in Sec. 6.4 both
eects are neglected.
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Figure 4.10. Result from electromagnetic wave simulation for wave guiding struc-
tures. The graph shows the amount of the total wave that extends past the middle
of the silicon wall. The three curves represents dierent thicknesses of silicon, the
dashed line represents 150 nm, the solid 100 nm and the dotted 50 nm.
The SiO
2
layer on the wall is achieved by thermal annealing for 10 min at
1100
Æ
C in an atmosphere with a carefully controlled oxygen level.
4.4 Filling
Dierent approaches for lling the pores has been considered. In (Deckman, Dun-
smuir & Gruner 1989) it is shown that vapor deposition is a slow and cumbersome
process disqualifying this method as a suitable method. Another approach for ll-
ing is seen in (Rocha, Ramos, Lanceros-Mendez, Wolenbuttel & Correia 2004)
used for the fabrication of neutron detection. Here the silicon pores are lled by
pressing CsI into the pores.
Initially lling of pores was done at KTH in a furnace constructed by X. Badel.
Filling of small pores was a part of the scintillator fabrication that could have
been fundamentally impossible, since the dimensions of the specied pores made
it very likely that surface tension could prevent CsI from entering the pores.
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From previous work by X. Badel samples had been etched with 30 nm pores
in an array with 4m pitch. These samples were annealed to grow SiO
2
on the
surfaces. Due to the expanded volume of SiO
2
the pores were now completely lled
with the SiO
2
. The annealing was followed by an HF-etch to preferentially etch
away the SiO
2
leaving the pure Si. These two steps was repeated twice resulting
in 300nm pores with a SiO
2
surface extending 200nm into the walls. These sample
was then lled as shown in Fig. 4.11. Since CsI tend to evacuate the exposed
pores during cleaving, the lling is not seen to penetrate all pores. However, if the
surface tension allows lling of some pores, it was assumed that it would allow
lling of all pores. Subsequent use of focused ion beam (FIB) on other samples,
has shown this assumption to be true.
Under the current lling condition small bubbles of air can still be found in
the pores. In an eort to keep out bubbles an attempt was made to ll the pores
under vacuum. It was found that CsI sublimates under vacuum and subsequently
condensate on all surfaces, not lling the pores but rather blocking the entrance
of the pores.
Figure 4.11. Micrograph of lled 300nm pore
Thallium content
The LY of CsI is found to depend on the thallium content. Performance has been
measured for dierent concentrations. (Swank 1954)report of increased LY with
increased thallium content until 0.1wt%. Studies by Gwin & Murray (1963a)
exhibit a congruent curve for CsI showing no increase in LY between 0.08 wt%
and 0.23 wt% thallium using 662keV excitation. In the same concentration range
Trelova et al. (2002) found that LY increased 5% with concentration when 6.5keV
photons were used for excitation.
For the project presented in this report the rst produced samples showed large
variation in light output. This was attributed to evacuation of thallium from the
CsI matrix due to the large volume of the furnace. The thallium has three meth-
ods of escaping the bulk material. Firstly through evaporation since the vapour
pressure of Tl is higher than CsI. Secondly through segregation during solidica-
tion where the solid/liquid interface push impurities and doping constituents in
front of the solidication removing Tl from the bulk and depositing it on the sur-
face (Sidawi & Tewari 1993). Thirdly through phase separation during annealing
where lattice tension around the larger Tl atoms will favor larger grains of Tl to
a uniform distribution.
The vapor pressure of thallium at 650
o
C is calculated to be 0.4 bar (NIST-
XCOM 2004). Since the material used for lling the initial samples were 0.1 wt%
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as-received, the LY was expected to change signicantly for just a small amount
of evaporation during deposition. For this reason CsI with 0.2 %wt Tl was used
subsequently (crystal from GB group Inc. n.d.) and a new furnace was designed.
Sealed Sample chamber
The proposed solution to thallium evacuation was to minimize the volume of air
the sample was prepared in, this would mean that the vapor pressure was reached
fast. In the used system of two 16 mm blank CF anges are clamped together
with a seal of annealed copper. The two CF anges each has a sharp groove that
cuts into the soft copper eectively sealing the chamber up to 800
Æ
C. In the sealed
chamber the total available space is 200 mm
3
where 7mm*7mm*0.5mm=24.5mm
3
is taken up by the silicon sample. Since the standard amount of CsI:Tl used for the
lling is 1 g and the used compound has 0.2%wt thallium, the loss of thallium
to establish an equilibrium vapor pressure at 640
o
C corresponds to going from
0.2%wt to 0.18%wt. Since the CsI also occupied part of the chamber even less
thallium is expected to evaporate.
Safety
The used furnace setup is shown in Fig. 4.12. For safety precautions all thallium
handling is done in a glove box with controlled atmosphere of argon. Although CO
2
might be preferred as growth atmosphere (Panova 1999), this was not examined
due to practical impediments. From the glove-box a closed quarts tube extends
into the tube furnace. During operation the quarts tube is sealed from the glove
box with a steel cover. Inside the quarts tube is a steel cylinder with a threaded
seal in one end. The steel cylinder extends suÆciently long out of the furnace to
ensure the temperature of the seal does not exceed 100
Æ
C, this facilitates the use
of teon strands for the threads to ensure a good air tight seal. The sealed sample
chamber is placed inside the steel cylinder.
The design of the system has been made to prevent thallium escaping into
the open environment. During operation thallium vapor is present in the sample
chamber, in case of leaks it enters the steel tube where it is sealed in and most
likely will condense on the walls in the cold end. In case the steel cylinder leaks
in the hot end, thallium enters the quarts tube where it again is kept in and will
condense in the cold areas. The quarts tube is operated with an under-pressure,
which allows easy detection of leaks and also keeps the thallium from escaping
into the environment.
Figure 4.12. Schematics of the elements in the furnace that goes inside the quartz
tube: steel cylinder and sealed sample chamber
52 Ris{PHD{46(EN)
Gradient furnace
Generally when growing crystal for scintillators it is important to have perfect crys-
tals without inclusions and voids. The standard operation to produce avoid defects
is the use of either Bridgman-Stockbarger or Czochralski type furnaces (Blasse &
Grabmaier 1994). In the case of growing crystals in micro sized pores, standard
equipment is not available. Shown in Fig. 4.13 is the design of a micro Bridgman-
Stockbarger furnace developed for deposition of CsI:Tl in micro pores.
ceramic
isolation
Cupiston
steel CF flange
thermo
couple
heat
coil
sample
Figure 4.13. Schematics of micro gradient furnace.
The principle is that heat is transferred directly to the top of the sample by
means of a cobber piston wound with a heating coil. The piston is made of cobber
partly due to its good thermal conductivity, partly because it replaces the regular
cobber seals and the same softness in material is needed. In the top CF ange
a hole has been machined that allows the top of the piston to extrude, the hole
is wide enough that the heat coil can be isolated from the steel with a ceramic
cylinder.
In actual use the gradient sample chamber fails however. The copper piston
is solid until 1085
Æ
C but the strength of the material is signicantly diminished
already at lower temperatures, and in eect the piston had to be replaced after
each use. A few samples were still prepared, but further studies has been postponed
until more suited materials are found.
Simulations of gradient furnace
Before the production of the furnace began a FemLab thermal transfer simulation
was made to investigate the size of the gradient to be expected(COMSOL FemLab
3.1 n.d.). Fig 4.14 displays the temperature at an equilibrium state of the whole
gradient furnace. Fig. 4.15 is a plot of the temperature across the pores showing
the temperature gradient of  8K. The dierence in thermal properties of the
liquid and the solid phase of CsI is visible as a bend in the curve at the interface.
4.5 Surface nishing
The surface of the structured scintillator needs to be optically at to reduce scat-
tering and back-reection of the generated secondary emitted photons (SEP).
Especially with the refractive index of CsI of 1.7, the interface structure becomes
important(Gruner, Tate & Eikenberry 2002).
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(a) (b)
Figure 4.14. Simulation of heat distribution in the gradient furnace. Temperatures
are in [K] and the axis' in [cm]. cross section of furnace with rotational symme-
try(a),close up of the bottom of the copper piston and the sample (b). Between the
sample and the copper piston the simulation assumes 200m air.
Figure 4.15. Plot of the temperature across the sample. The bend at 0.155 cm
results from the changes in heat capacitance and heat transfer of the liquid and the
solid phase of CsI.
Polishing
The traditional way of surface-nishing a uniform scintillator is polishing. Care
must be taken that both back and front surfaces are plane parallel.
With a SS it was found that the hard brittle walls of silicon(800kg/mm vickers
hardness(Gilman 1975)) easily breaks and the resulting residue on the polish cloth
is then pushed into the soft CsI (12kg/mm vickers hardness(Sirdeshmukh, Krishna
& Subhadra 2002)). This is seen in Fig 4.16.
Since CsI is hygroscopic, water in the polish uid should be avoided. It has
also been observed that CsI is dissolved in ethanol. Acetone does not dissolve
CsI and the dilution rate of thallium is low enough that acetone is useable in
polish solutions. Wiehmann & Arens (1974) gives detailed instruction for polishing
procedures using ethylene glycol and methanol, however both of these substances
will etch CsI during longer contact.
Cutting
Since poor results were achieved with polishing, the idea of cutting the surface
was conceived. Using a at blade the silicon walls accurately guide the blade
while being hard enough to withstand being cut, while the soft CsI would be
cleaned from the surface. In principle this method works well although the blade
should be perfectly at and sharp enough that the CsI is cut without breaking,
54 Ris{PHD{46(EN)
Figure 4.16. Optical micrograph of the surface of a structured scintillator. The
pitch of the pores is 4 m. Red ovals marks two silicon grains deposited in the CsI
from a broken side wall.
which would result in pores not completely lled. After this cutting treatment the
surface is fairly smooth although still not optically at. A method of self-leveling
was then attempted. The sample was cut clean and then reheated above melting
temperature. It was then expected that the CsI would solidify with a perfect level
surface. The same surface tension that enables CsI to ll the small cavities also
makes a very concave meniscus which leads to a poor light transmission as seen
in Fig. 4.17. A positive eect of the resolidication though is a reduced number
of air bubbles present in the pores.
Figure 4.17. micrograph of surface of sample after repeated heating above melting
point after the surface has been cut plane with blade. Both pores with a concave
meniscus and pores with excess CsI deposited on top of the surface is observed.
Coating
To obtain a atter surface it was suggested to add a polymer coating to the
samples(Larsen 2007). This coating presents multiple advantages:
 give an optically at surface
 protect the CsI from humidity in the environment
 protect the environment from thallium in the CsI
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 hardens the surface to protect against scratches
 acts as anti-reective coating with a slightly lower refractive index than CsI
The best coating was found to be Ultem1000
8
a polyetherimide with a high
refractive index of 1.6. The polymer is dissolved in a equal mixture of anisole and
acetophenone(Reitz, Cheng & Dietz 2001). Best results have been obtained with
a high 25%wt concentration of polymer in the solution. Samples with cut surfaces
are used and applied with a spin-coater. The solution is applied generously to
the sample which is accelerated to 10,000 rounds per minute in 30 seconds. This
angular velocity is held 60 seconds and the sample is decelerated in 30 seconds.
Immediately after the spin coating the sample is dried on a hot plate for 90 seconds
at 90
Æ
C. In Fig 4.18 the edge of a sample is imaged in a SEM. The surface coating
is measured to 500nm equivalent to the wavelength of the SEP.
456 nm
4 µm
Figure 4.18. micrograph of cross section of polymer coating. Charge from imag-
ing electrons in the insulating coating makes it blurred, but the edges indicated is
measured to 500nm. Texture on the top of resolidied CsI pores is also seen.
Initial attempts used a solution with lower viscosity and less angular velocity
but this solution would align itself on the SiO
2
and not cover the CsI. Since the
polymer does not wet CsI, it proved to be better to use a thicker more viscous
solution and use higher angular speed to limit the thickness of the coating.Reitz
et al. (2001) suggest to anneal the coating for 120 minutes at 300
Æ
C. This however
is not recommended since the polymer above the glass temperature will align itself
according to surface tension and retract from the pore openings to the walls.
8
Ultem1000 is a trademark of GE plastics
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5 Experimental
The understanding of the process of fabrication required a thorough knowledge of
the produced samples. To characterize the samples a number of tools and methods
were utilized during this project. The tools divides themselves into three cate-
gories, the rst consisting of in-house tools hence applicable directly in connection
with fabrication on samples. The other two categories of tools are placed at ESRF,
namely a conventional x-ray source in form of an x-ray tube dedicated for detector
characterization and beamline ID-15 at the synchrotron.
5.1 Characterization tools
The following section describes the tools used for answering the following ques-
tions of the fabricated samples. How do the samples look underneath the surface;
What is the crystal structure of CsI after the liquid phase deposition. What is the
thallium content of the samples after deposition and what is the intensity of the
emission spectra.
Focused ion beam milling
One of the more important characterization methods is visual inspection, but
due to the three dimensional structure of the scintillators, a method of probing
beneath the surface was needed. A very useful and fast method was looking at
cross section from cleaved samples. The crystalline structure of silicon makes the
scintillator break in neat straight lines and the silicon samples were thus suitable
for this method. For more precise cross section FIB milling proved very successful.
The instrument for FIB consists of a regular SEM with an additional accelera-
tion column installed at an angle to the electron column. In this column gallium
ions are evaporated from a liquid solution and accelerated onto the sample. The
voltage that extract the ions into the acceleration column acts together with aper-
tures to adjust the current of the ion beams for dierent application. Due to the
momentum of the gallium ions, they can be used to blast o material from the
surface. Higher current removes material faster and smaller current are more pre-
cise but remove less material per time unit. The vacuum ensures that most of the
removed material is sucked away from the sample, but some redeposition is usual.
Besides removal of material the FIB can be used for deposition of material.
While injecting a gas on top of the sample a beam of low current can be scanned
across a given area. When the ions hit the gas molecules the beam will ionize the
gas making the gas atom deposit themselves on the surface of the sample.
The intensity of the beam usually have a gaussian prole. When milling deep
features this is seen as the removal of material at the top part of the feature making
the walls slightly tilted. To prevent this a material of high Z usually platinum or
tungsten is deposited on the surface, which reinforces the edge.
In the present project the FIB instrument at the department of material research
at Ris-DTU was used to make cross section through pores to determine the
porosity of the CsI deposition, to polish the cross section for electron backscatter
diraction (EBSD) measurements, and to cut out the lamellar comprising a single
row of pores for uorescence measurements.
SIMS
Secondary ion mass spectroscopy is like FIB based on a beam of accelerated ions
removing material from the sample(Levi-Setti, Wang & Crow 1986). Instead of
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simply removing this material with the vacuum pumps as in FIB milling, a so
called snier sucks the ions into a mass spectrometer. The mass spectrometer uses
a electric eld E to accelerate the ions to a known velocity given by the mass m
and the charge q of the ion
1
2
mV
2
= qE (5.1)
the ions is then bend in a precise perpendicular magnetic eld. The radius of
curvature is given by the Lorentz force law:
ma = qV B (5.2)
where
a = V
2
=R (5.3)
thus
R
2
=
m
q
E
2B
2
(5.4)
using that the velocity V is always perpendicular to the magnetic eld B. From
this the mass to charge ratio of the ion can be inferred from a multichannel
line detector. From the measured spectrum of mass/charge the stoichiometry of
the sample material can be identied. The magnetic eld can be tuned to give
sensitivity of the desired q=m ranges giving this device the sensitivity to detect
materials present only in ppm ratios.
The thin beam and the eÆciency of the snier, makes the device sensitive to
topology of the sample, and a smooth surface is needed. The sensitivity of the
method to dierent materials varies by order of magnitude. To obtain quantitative
measurements the relative sensitivity factor (RSF) for the particular instrument
geometry and the particular matrix material are needed. As an example RSF for
iodine in a silicon matrix with a cesium beam is 10
21
and for thallium in the same
setup RSF=10
26
. The abundance of organic compounds in the environment makes
surface contamination an important issue as well, since they could be present all
over the spectrum in quantities large enough to shield smaller parts in the com-
position. In this project the secondary ion mass spectroscopy (SIMS) instrument
in the polymer department of Ris-DTU was used for this type of measurement.
PIXE
Proton induced x-ray emission is a method of exiting electrons from the core
electron shells in a material with high energy protons and detecting the emitted
x-ray photons as the atoms relax to ground state. The interaction of protons and
matter is stronger than photons and matter which allows detection of smaller
constituents, than by using x-ray uorescence methods.
The proton beam in the used setup could be focused to 1mm
2
. This allowed
only the characterization of bulk samples. The energy of the protons has a spec-
trum reaching 40keV which meant that only peaks from L-shell uorescence could
be observed for cesium, iodide and thallium. The instrument used for this project
used protons accelerated to an energy of 40keV with an interaction depth of 
100m, the instrument is part of the Photonics department of DTU but located
at the Roskilde campus.
EBSD
Electron backscatter diraction uses the electrons in a SEM to see the back dirac-
tion from surfaces. Depending on the orientation of the lattice in the interaction
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point the backscattered electrons will be diracted dierently in the lattice giving
dierent patterns on the detector. The pattern is analyzed and the orientation of
the surfaced deduced. By scanning points on the surface an orientation map can
be made. One can distinguish between several phases if the lattice constants are
suÆciently dierent. The points can be made with a resolution corresponding to
SEM imaging, but the signal is much lower and longer exposure times are needed
for each point, making the mapping of a full frame much slower. In this project
the EBSD instruments in the material research department of Ris-DTU was used
for this type of measurement.
5.2 Laboratory x-ray source
The work place of the structured scintillator is in an x-ray beam. Characterization
using x-rays is hence a suitable method for evaluating the overall performance, re-
garding resolution and eÆciency. Of other parameters the spectrum of the emitted
light has been measured. Emission spectra can give detailed information of the
reactions behind the uorescence which here is used to nd the composition of the
scintillator.
X-ray tube
The x-ray tube represents the rst generation in x-ray generation. The high energy
of the photons is indirectly generated through electrons. Free electrons are boiled
o a coil in a vacuum chamber. A high electrical potential is applied between the
coil and a target of a specic material. The electrons are accelerated unto the
target where they deposit their energy. Much of the energy is transformed to heat
and cooling is necessary for x-ray tubes, the rest of the energy escapes as high
energy photons.
Source spectrum and emission characteristics
The emission spectrum of the x-ray tube in the optical lab of ESRF is seen in
Fig. 5.1. the acceleration voltage is 40keV. Two radiation mechanism is visible in
the spectrum. Firstly the two molybdenum uorescence peaks from the K1 and
K1 at 17.5keV and 19.5keV respectively. Secondly visible as the the background
radiation from 5-35keV is bremsstrahlung, coming from the deceleration of elec-
trons through interaction with the electric eld of the nucleus. This spectrum is
continuous since no quantum states is involved.
When characterizing the SS with a lab source, the energy of the x-ray photons
is so low that the absorption in the silicon substrate is no longer negligible. In
Fig 5.1 the emission spectrum transmitted through 400m silicon is shown. The
silicon lters out the low energy photons so the absorption is 55% of the photons
but only 45% of the energy.
Camera and lenses
The camera used to characterize the SS is a Cooke sensicam using a CCD with
6.7m pixel size and a total of 12801024 pixels. Mounted with a 4 objective the
eective pixel size is 1.67m and the NA of 0.14 gives a diraction limit 2.5m
for 560nm photons. In the high resolution mode the objective is a 10 lens with
NA=0.4 giving a pixel size of 0.67 m and a diraction limit of 0.9 m.
The characterized scintillator is mounted on a motor which allows focusing when
x-rays are present in the setup. Two pairs of slits are used to collimate the x-rays
which allows resolution measurements e.g. by the use of x-ray targets.
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Figure 5.1. Emission spectrum in solid blue of an x-ray tube with a molybdenum
target. The two primary emission peaks are seen at 18.5keV and 19.5keV with
the bremsstrahlung emission extending from 5-35keV. In dashed red the emission
spectrum is shown after transmission through 400m silicon.
Spectrometer
To characterize scintillators the emission spectrum can be used to show a lot of in-
formation of the processes occurring in the material as described in Chapter 2.4.
To measure emission spectra a setup at ESRF has been used. Using the above
mentioned source, and very wide slits to optimize ux, the measured scintillator
is placed on a spectrometer. Guiding light through a refracting grid the dierent
wavelengths in the spectrum can be separated to about 5 nm by scanning a mir-
ror in the spectrometer in small steps. The chosen bandwidth of light is measured
using a photo multiplier tube (PMT). Unfortunately as seen in Fig. 5.2 the eÆ-
ciency of the PMT falls drastically after 650nm and measurements are conned
to energies above this.
In Schotanus, Kamermans & Dorenbos (1990) the dierence in emission spectra
of CsI:Tl has been examined both for dierent sources and for samples with dif-
ferent concentrations of thallium. It is shown that the height of the 420 nm peak
which appear as a shoulder on the larger 560nm peak depends on the thallium
concentration of the sample. Schotanus observes the peak at 500 nm due to the
decrease in his photo multiplier detector above 500 nm. The 420 nm peak is gen-
erated by transitions in the pure CsI in contrast to the 560 nm peak that comes
from the Tl+ color centres. The ratio between these two peaks can be used to
measure the thallium content in a given sample.
In Fig. 5.3 the points measured by Schotanus is plotted and a model curve has
been tted to these points. The conducted experiments found emission spectra
with ratios below those of Schotanus and the t has been extrapolated to include
lower ratios (higher concentrations). The data point extracted from the model
is also shown in the graph.Due to the uncertainties in the t from the limited
number of points and the extrapolation outside the range covered by Schotanus,
the measure must be seen as qualitative and only quantitative within a rather
large error margin.
60 Ris{PHD{46(EN)
200 300 400 500 600 700 800
0
0.05
0.1
0.15
0.2
0.25
wavelength [nm]
Qu
an
tu
m
 e
ffic
ien
cy
Figure 5.2. Sensitivity spectrum of the photo multiplier tube.
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Figure 5.3. Graph showing the points measured by Schotanus (blue +) the t de-
rived from these points (red dotted line) and the data points extrapolated from this
t based on measured peak ratios (green ).
5.3 Beam line ID-15 at ESRF
ID-15 at ESRF is a high energy beam-line specializing in high speed tomography
and diraction with high x-ray energies. It has the possibility of using both a white
beam and monochromatic beams from 40-100 keV. The monochromatic beam
makes a wide range of x-ray energies available for probing the energy dependence
of the spatial resolution and the high ux of the white beam is useful for evaluation
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of the radiation hardness.
Camera and lenses
The camera used for most measurements is a FReLoN 4M (Labiche, Mathon,
Pascarelli, Newton, Ferre, Curfs, Vaughan, Homs & Carreiras 2007) using a CCD
with 14m pixel size and a total of 20482048 pixels. The camera is tted with
a reecting 15 lens with a high 0.5 NA, along with a 2x eye piece the total
magnication is 30. This makes the eective pixel size 470nm and the diraction
limit of the lens 0.7 m.
Resolution measurements
Resolution is measured by two methods. Firstly a 30 m gold edge is used. Two
consecutive images is acquired before and after the edge is translated 1 m. The
two images subtracted corresponds to the derivative of the edge response which is
the LSF, but in contrast to the derivative of a single image, it is less sensitive to
noise. The edge absorbs 50%, 32% and 39% of 40keV, 52keV and 85keV photons
respectively. Secondly a tungsten target 30m thick with 1.5m cylindrical holes
was imaged. From the intensity prole of the hole the PSF can be found or the
intensity of the hole can be integrated to nd the LSF. The tungsten target absorbs
44%, 27% and 32% of 40keV, 52keV and 85keV photons respectively.
The measured LSF is a convolution of the size of the gauge structure, either the
1 m slit from translation or the 1.5 m hole, the LSF of the camera, the beam
divergence and the geometry of the edge.
Assuming perfect atness of the edge, the tilt of the edge can give a fuzzy in-
terface. The edge is aligned with a reected laser beam from 4 m distance the
uncertainty of the alignment is  1 cm making the angle uncertainty 0.15
Æ
. This
introduces a 75 nm wide fuzzy interface, making the error in slit alignment in-
signicant for the measured LSF.
The eect from the lenses and the translation or size of the hole is a convolution
of gaussian functions. Convolution of two gaussian functions described by:
f
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gives another gaussian function with 
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=
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
2
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+ 
2
2
. Assuming LSF 2   =
2 m for the scintillator, the observed LSF of the total system will be  2:6 m
using the 1.5m holes and the diraction limit of the lenses.
Fluorescence
In Sec. 5.1 protons were used to excite atoms in the material and from the emitted
x-ray spectrum identify the stoichiometry of the sample. Another possibility is
using photons of high energy for the excitation. The advantage of photons is a
higher number of particles available at a synchrotron and better possibility of
focusing. Since the stoichiometry of the SS is wanted locally in dierent depth of
a single pore a probe smaller than 4 m is needed.
ID-15 has the possibility to use compound refractive lenses (CRL) (Lengeler
et al. 1999) for focusing. A photon energy above 85.5 keV but below 88 keV is
needed to excite electrons out of the K-shell of thallium and stay below the binding
energy of the K-shell in lead. Lead constitutes a large percentage of the setup and
the surroundings and the width of the uorescence peak will hide the smaller peak
from thallium. 463 aluminum CRL was used to focus a 86.5 keV beam down to
3.22 m with a focal length of 3.21 m.
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Photons with an energy of 86.5keV are able to penetrate large volumes of mate-
rial, likewise is the uorescence from the thallium K-edge able to penetrate many
rows of pores. Fig. 5.4(a) shows a single line of pores cut out from a sample using
FIB milling to ensure that the observed uorescence is excited from a single pore.
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Figure 5.4. Single row of pores prepared for uorescence measurements
a)micrograph from SEM b) radiographic image in far eld regime. c) schematic
showing the orientation in the radiographic image.
To position the sample in the focused beam, the unfocused beam was used as
seen in Fig. 5.4(b) Since the material in the edge only absorbs 0.3% of the photons,
absorption contrast is low and the camera was moved 1 m away from the sample
to obtain far eld contrast.
For detection a germanium detector cooled with liquid nitrogen were used. Scat-
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tering is less dominant at an angle to the beam and to minimize noise the detector
was placed perpendicular to the beam. Collimating iron tubes lead the uorescence
photons from sample to detector and surrounding lead walls provided additional
shielding and minimized background noise.
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6 Simulation of Performance
6.1 Introduction
In the rst part of this chapter we study the performance - spatial resolution and
eÆciency - by means of MC simulations of this novel type of scintillator. Results
are compared to the work of (Koch et al. 1998) on unstructured scintillators. The
results was used to direct the on-going research and development towards the
optimal fabrication parameters.
In the second part of the chapter we explore the concept of a 3D detector. By
stacking a set of identical semitransparent detectors, each comprising a structured
scintillator screen, images are taken in parallel increasing the overall eÆciency of
the detector. Furthermore the multiple simultaneous images enable the use of
super resolution algorithms (Park et al. 2003) to further increase the level of
detail in the image. The 3D detector can also be foreseen to be used in connec-
tion with divergent beams, in particular, for non-destructive mapping of grain
shapes and orientation elds by 3DXRD. 3DXRD involves acquiring diraction
images of dierent sample-to-detector distances to accurately ray-trace the origin
of grains (Schmidt, Olsen, Poulsen, Srensen, Lauridsen, Margulies, Maurice &
Jensen 2008). In holographic tomography images should be acquired at a num-
ber of distances (Cloetens, Ludwig, Baruchel, van Dyck, van Landuyt, Guigay
& Schlenker 1999) and the phase contrast schemes(Pfeier, Bech, Bunk, Kraft,
Eikenberry, Bronnimann, Grunzweig & David 2008) likewise could benet from
simultaneous detection.
However, the scintillators placed in the beam path, will generate uorescence
and scattered photons and as such give rise to additional noise in the neighboring
screens. A setup using 3 screens placed behind each other has been simulated to
evaluate the magnitude of these eects, and thereby asses the prospect of such a
"3D detector" principle.
6.2 Detector Principle
The scintillator presented here is an adaptation of a design used by (Badel,
Galeckas, Linnros, Kleimann, Frojdh & Petersson 2002). In an eort to achieve
high eÆciency while maintaining good resolution, the scintillator comprises a ma-
trix of waveguides with scintillating cores. Pores are etched into a wafer of silicon
which is opaque to visible light and separates the individual pores from crosstalk.
A thermally-grown surface layer of silicon dioxide on the pore walls acts as a
waveguide cladding with a refractive index of 1.45 and the pores are lled with a
high refractive index scintillator material, enabling total internal reection in the
pores. Filling is achieved by melting the scintillating material into the pores. Si
and Si0
2
have melting points around 1400
o
C and the scintillator is thus restricted
to a material that will liquify well below this temperature. CsI doped with thal-
lium has a melting temperature of 621
Æ
C, a rather high density of 4.15g/cm
3
and
the LY is among the highest of conventional scintillators with 60 photons per
keV (Holl et al. 1988). Compared to a few regularly used scintillating crystals like
YAG, BGO and LuAG the absorption cross section of CsI matches or exceeds the
alternatives between 40 and 80 keV.
SiO
2
comprises the cladding in the waveguide. The cladding thickness should
be thick enough compared to the wavelength of the guided light to give eective
internal reection and so thin that it does not comprise too much of the screen
area, thus lowering the eÆciency.
The pores are lled with the scintillating material CsI with a refractive index
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of 1.73. Internal reection in the pores occurs at angles above 56
Æ
from normal
incidence. Assuming an isotropic emission of visible photons and neglecting reec-
tions from angles below 56
Æ
, 8.5% of the emitted photons will be reected forward.
However, since the numerical aperture of a subsequent lens only accepts incoming
photons at certain angles, the internal reection mechanism is only limiting the
eÆciency if the numerical aperture of the lens is above 0.5, otherwise the collecting
angle of the lens is the limiting factor.
Emission of visible photons occur when x-rays are absorbed in the scintillating
material. The absorption cross section of silicon and silicon dioxide are orders of
magnitude smaller than the cross section of CsI and even with a 400m thick
base of unstructured silicon the energy absorption in the silicon base and walls
for screens with typical dimensions of the scintillating material and the silicon
structure does not exceed 12% of the total absorbed energy of 50keV x-rays.
EÆciency versus numerical aperture
The NA of the lens and the thickness of the scintillator z plays a vital role for the
spatial resolution of the detector. The image that is generated on the CCD is a
convolution of the image generated in the focal plane of the scintillator and the
images at every other distance Æz
n
from this plane. Images generated in planes
with a large Æz will be out of focus and deteriorate the nal image. From the work
of Koch and co-workers(Koch et al. 1998), the following correlation between NA,
thickness z, resolution R
90W
and eÆciency  has been found:
R
90W
=
p
(pz)
2
+ (pq=NA)
2
(6.1)
 = (1  exp (z))
1
2
(1  cos(NA=n)) (6.2)
where p and q are empirically found constants, n is the refractive index of the
media between the sample and lens, and  and  are respectively the density and
the absorption cross section of the scintillator. From this equation the optimal
parameters for the thickness and the NA can be expressed:
z
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=
1
2pq
R
2
(6.3)
NA
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=
p
2p
1
R
; (6.4)
For a low NA the resolution is diraction limited and at a higher NA the shal-
lower depth of focus will deteriorate the resolution, hence for a given resolution
Eq. 6.3 gives the optimal NA to be used for the lens that allows the highest z. A
thick scintillator gives good absorption of x-rays thus high eÆciency, but to have
a good signal-to-noise ratio the generated photons from the absorption processes
should also be eectively collected for good photon eÆciency, and these equations
illustrate the advantages of the structured scintillator in terms of photon eÆciency.
Highly magnifying lenses typically have large numerical apertures. Conventional
scintillators rely on a lens with a low NA and a low magnication and the CCD
should thus have small pixels. With the structured scintillator, only one focal plane
exists and any lens gives sharp images. This allows the use of more eÆcient CCDs
with larger pixels, and the high NA of the lens gathers more light, hence increasing
the overall photon eÆciency. Since resolution and lens parameters are decoupled,
a structured scintillator can be used without a lens directly on a photodiode for
further collecting power.
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3D detector
The multiple scintillators in the 3D detector are placed on the beam path with
tilted mirrors to reect the visible light through a lens onto a camera. The distance
between scintillators depend on the conguration of the mirrors. Two possible
congurations have been suggested as shown in Fig 6.1. The rst has a large
distance between the scintillators to accommodate mirrors, the second has the
scintillators close to each other but with the scintillators emitting light of dierent
wavelengths, laser line mirrors are used to separate the signals from each detector.
The rst layout is suitable for structured scintillators, while the second layout
makes it possible to place the scintillators close to each other. The nal design of
an actual detector is still on the drawing board, but scattering from one scintillator
that is absorbed in the next is expected to have the largest deteriorating eect on
the image, when the screens are close to each other.
(a) (b)
Figure 6.1. Two possible congurations of a 3d detector here shown with 2 scin-
tillators. (a) layout with mirrors between the scintillators. (b) layout with scin-
tillators emitting light at dierent wavelengths, a laser-line mirror separates light
from dierent scintillators.
6.3 Simulation Methodology
Several programs for simulating x-ray propagation are available such as MCNP
(Briesmeister 2000) and GEANT4 (Allison, Amako, Apostolakis, Araujo, Dubois,
Asai, Barrand, Capra, Chauvie, Chytracek, Cirrone, Cooperman, Cosmo, Cuttone,
Daquino, Donszelmann, Dressel, Folger, Foppiano, Generowicz, Grichine, Guatelli,
Gumplinger, Heikkinen, Hrivnacova, Howard, Incerti, Ivanchenko, Johnson, Jones,
Koi, Kokoulin, Kossov, Kurashige, Lara, Larsson, Lei, Link, Longo, Maire, Man-
tero, Mascialino, McLaren, Lorenzo, Minamimoto, Murakami, Nieminen, Pandola,
Parlati, Peralta, Perl, Pfeier, Pia, Ribon, Rodrigues, Russo, Sadilov, Santin,
Sasaki, Smith, Starkov, Tanaka, Tcherniaev, Tome, Trindade, Truscott, Urban,
Verderi, Walkden, Wellisch, Williams, Wright & Yoshida 2006), which are capable
of eÆciently handling a large range of photon energies and materials. However,
programs with the capability to handle the combination of both x-rays and visible
photons are not readily available, and the eort of constructing dedicated simula-
tion software was therefore deemed necessary. In the following we present a pro-
gram for "ray-tracing simulation for arrays of wave guiding scintillators (RAWS)"
which handles both the local photon interaction with the nano-sized silicon walls
and the long range interaction of uorescence and scattering events that extends
hundreds of micrometres across the scintillator. It accurately nds the points where
secondary emitted photons are generated and changes the propagation description
to match the laws that govern the movements of these low energy photons. The
program also gives freedom to decide the properties of the initial x-ray photons
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by their positions and velocity vectors. By integrating photons and x-rays in the
same code, the demands on memory are kept at a practical level. The code only
keeps track of the geometry, which is repetitive, and the 2D scoring plane.
The 2D scoring plane in RAWS represents the CCD or CMOS in a camera. If the
NA of the lens permits transmission of light at the angle of the incoming photon,
the secondary emitted photons will be registered as intensity in an image. The
coordinates of the intensity are determined by the nal position of the photon.
The output image consists of the number of registered photons integrated over
each image pixel.
Modeling absorption events
This rst part of the algorithm simulates the energy conversion from x-rays to
excitons. The x-rays impinging on the scintillator are assumed to be unperturbed
by the interfaces between the materials. They interact with the materials in the
scintillator via absorption and scattering events. Throughout the chapter cross
sections are from the tabulations in (NIST-XCOM 2004) unless otherwise noted.
A ow diagram of the absorption process is shown in Fig. 6.2. The most common
interaction of the x-rays is with the core electrons of the atoms in the scintillator
converting the x-ray photon into kinetic electrons and uorescence photons with
energies of the electron shell (Mengesha, Taulbee, Rooney & Valentine 1998b).
These particles in turn excite further electrons and photons until all the initial
energy has been lost in exciton generation and lattice vibrations. The exciton
relaxes when an electron nds the empty site in the lattice, and thus releases its
energy in the form of a photon in the visible range. In some cases the initial x-ray
photon is not fully absorbed but only deected either elastically without loss of
energy in Thomson or Raleigh scattering processes or inelastically by Compton
scattering where energy is lost according to the angle of deection(Poulsen &
Neuefeind April 1995).
absorbtion
Photons
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K-shell
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Rayleigh
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scattering
Figure 6.2. A ow chart of the parts in the RAWS algorithm representing interac-
tion events inuencing the x-ray and subsequently generated particles. Not shown
is the secondary emitted photons that are generated at the sites of the excitons.
The exited electrons are classied according to their excitation process. If the
excitation is through impact with photons they are termed photo-electrons and
normally the absorption occurs close to the atom nucleus in one of the core electron
shells. When photo-electrons evacuate sites in the core shells, other electrons will
move into these sites because the are energetically favorable. The energy gained
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through this is converted to exited Auger electrons with energies corresponding
to the core shells and are thus specic to the material.
The RAWS algorithm uses the simplication of Bethe-Block in the version de-
scribed by Joy and Lou (Jablonski, Tanuma & Powell 2006) to model the con-
version of kinetic electrons to excitons. Their algorithm uses the energy of the
particle to calculate an average path length between energy losses where electrons
of higher energy move further between interacting with the crystal lattice.
The average energy loss ÆE for a distance S traveled by the electron is found
by:
ÆE
S
= 785
1
2
Z
A"
log

1:166
"+ :85  "
i
"
i

(6.5)
where " and "
i
are the energy of the electron and the ionization energy respec-
tively,  is the density of the material, Z is the electron number and A is the
atomic number. The mean free path (MFP) is found from the following empirical
equation:
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where " is the same as in Eq. 6.5, "
p
is the free electron plasmon energy and ,,
C and D are tting parameters given through the following equations:
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where "
g
is the band gap energy of the material in the case of CsI "
g
= 6:2 eV .
To account for electron-generated radiation, the radiative cross section (NIST-
ESTAR 2003) is used to determine probability for generation of kinetic photons
or electrons after each translation of an electron.
Comparison with MCNP
The performance of the RAWS absorption model has been compared to the output
from the commercially-available simulation program MCNP(Briesmeister 2000).
For this purpose the RAWS program was altered such that the absorbed energy
was assigned to dened tally cells corresponding to the tally cells in MCNP. The
MCNP code uses a tally construction separating the test volume into smaller
voxels. The code presented in this chapter uses an algorithm where each particle
is accounted for separately, which gives the freedom to obtain information on a
very detailed level, keeping track of how the absorbed energy originates from the
dierent absorption mechanisms.
The structure chosen for the validation is a 100m thick pillar made in CsI. The
simulated beam is 150,000 monochromatic photons with 50keV energy. In Fig. 6.3
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cross sections of absorbed charge is shown for the two algorithms. For the MCNP
algorithm the charge are absorbed closer to the impact point of the photons than
for the RAWS algorithm.. The discrepancy is expected to be due to deviations in
the energy loss algorithms used for the two programs.
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Figure 6.3. Comparison of the PSF of the program MCNP and the PSF of the
RAWS algorithm presented in this article.
Ray tracing of visible photons
The second part of the RAWS algorithm takes the input from the rst part as
a list of positions where an exciton is generated. It is assumed that the length
scale of the excitons is negligible and that visible photons are emitted in the exact
position of the excitons.
The visible photons or secondary emitted photons (SEP) are generated with
random direction vectors, and propagate through the structure according to Snell's
law using noncomplex refractive indices.
In the interface between materials with dierent refractive indices n
1
and n
2
,
Snell's law's describes the transmission angle 
t
and the transmission ratio t of
unpolarized light from the incident angle 
i
:
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The photons are propagated through the scintillating structure until they vanish
at the sides or back of the structure or are absorbed in the SiO
2
/Si-structure
separating the pores. For visible wavelengths silicon has an absorption length of
5 m(Fox 2001) which for simplicity is used for both silicon and silicon dioxide.
For photons exiting on the front the position of the photon is recorded on the
camera screen if the numerical aperture of the lens allows the collection.
Implementation
The code has been written in Matlab on a Windows platform. Converted to a
stand-alone executable program a typical runtime is 200 s per x-ray photon.
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This number varies with the amount of absorption material and the energy of the
x-rays. The major part of the time is spent ray-tracing the SEP, since each x-ray
photon on average generates a thousand SEP's.
Each x-ray photon is simulated individually and the list of SEPs which is well
below a count of 10,000 entries is the largest structure in the memory and manage-
able on most systems. The volume-based scoring systems used in either MCNP or
GEANT4 would make unpractical demands on computation memory, if the same
spatial resolution were to be achieved as in RAWS. Since the RAWS scoring screen
has a resolution of 250nm the simulated screen which is just 1=16mm
2
and 100m
thick would require 4  10
8
bins, just for the structured part of the screen. The
substrate of silicon would make the number ve times higher.
6.4 Simulation of Performance
The detector performance is simulated with regards to two aspects; spatial reso-
lution and eÆciency. The resolution R is evaluated from the PSF, and is found
by simulating an innite thin pencil beam averaged over the entire center pore
including the Si/SiO
2
walls. The walls are assumed to be 500nm thick for all sim-
ulations and made of a uniform material absorbing photons like silicon but having
the refractive index of silicon dioxide A lens has been added to the simulation
ad hoc with perfect transmission, no abberations and a NA of 0.57 which is thus
capable of capturing all the photons exiting the pore.
In Fig. 6.4 the cross section from the 2D scoring plane is shown for a simulated
structured scintillator with a 1 m pitch, 100 m deep pores and an energy of
50keV. The structure of the scintillator is evident as peaks in the prole with
an amplitude varying with the distance to the center in an Airy-like pattern.
The discrete appearance implies that a conventional FWHM gure of merit is
troublesome. As an alternative we dene R
90W
as the full width of the central
fraction of the PSF containing 90% of the signal, cf also (Koch et al. 1998).
Also shown in Fig. 6.4 is the simulated response of an unstructured 50 m
thick CsI scintillator to 50keV photons using a lens with a NA of 0.24. One of the
main advantages of the structured scintillator-concept is clearly demonstrated: the
suppression of the tails by more than one order of magnitude.
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Figure 6.4. Part of cross section of the scoring plane in RAWS simulating a struc-
tured scintillator with 1m pitch (dashed). In solid the cross section from an un-
structured scintillator is shown for comparison.
The eÆciency is dened as the ratio between inicted dose and absorbed in-
tensity in the central pore in the PSF image. In all simulations the dose on the
scintillator is kept the same, but the incident beam is the size of the pitch, hence
the ux is higher in scintillators with a small pitch.
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In the characterization of the scintillator 3 parameters are assumed to have the
largest eect on the performance: pitch, height of the pores (scintillator thickness)
and x-ray energy. Parametric studies have been made for the pitch at two char-
acteristic energies 50 and 90 keV and for the energy at two characteristic pitches
of 1 m and 4 m. The pore height was found to inuence the eÆciency linearly
and with negligible eect on the PSF, and the results will not be reported. In the
following the pore height is kept constant at 100 m.
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Figure 6.5. Resolution versus pitch for two dierent energies. 90keV (triangles)
and 50keV (circles).
Varying the pitch shows a linear relationship between pitch size and PSF as
seen in Fig 6.5. This clearly demonstrates that the x-ray absorption is conned
and the eect from scattering can be neglected. Due to the decrease in active area
the eÆciency decreases noticeably at a smaller pitch, making such a scintillator
impractical unless the fabrication can be improved to give thinner walls. For a
0.75m pitch the active area is 11% and the low signal level leads to an increase
in the R
90W
measure.The correlation between eÆciency and pitch is shown in
Fig. 6.6.
The linear t between the pitch of the pores and the resolution, shows that
multiple scattering is not prominent in determining the lower limit of resolution.
This is easy to investigate by simulation where the eect of scattering on the
resolution can be observed at exaggerated cross sections for the Compton scat-
tering. For the R
90W
measure a resolution degradation requires a magnication
factor of 100 or more and for the FWHM measure an eect on resolution require a
1000-fold increase corresponding to setting the Compton scattering cross section
equal to that of photoelectric absorption.
In Fig. 6.7 the resolution of a SS with a pitch of 1m exposed to 50keV photons
is shown as a function of the increase of the Compton cross section. Increasing the
cross section by a factor of 1000 brings it to the magnitude of the photoelectric
absorption cross section, and for this value the resolution of a 1 m scintillator is
decreased by a factor 30 for the resolution based on 90% intensity. If the Compton
cross section is increased even more, the resolution drops lower again, this eect has
not been examined in detail but it is expected that the the increased probability
of multiple scattering leads to more scattered photons exiting the screen before
they are absorbed, since the total intensity drops as well.
The curve for 90 keV though shows that the resolution rises for a pitch of
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Figure 6.6. EÆciency versus pitch. The reason for the dip in eÆciency for a pitch
of 6 m at 50 keV is not known.
750nm which is due to the drop in eÆciency, which means that the uorescence
background has a larger ratio of the total intensity.
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Figure 6.7. Plot of the PSF as the Compton scattering cross section is increased
by a factor 10,000 of the normal magnitude corresponding to 10 times the value
of the photoelectric absorption
Height
In Fig. 6.8 and Fig 6.9 the graphs show the inuence of the pore height on the
resolution and eÆciency. As expected the height of the scintillator eects the
eÆciency linearly, but the resolution is largely unaected by the pore height.
If multiple scattering was an issue a thicker screen would absorb more of the
scattered photons and this would lead to degradation of the resolution, but as in
the previous section the amount of scattering is so limited there is no eect on
resolution.
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Figure 6.8. Resolution versus height of pores
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Figure 6.9. EÆciency versus height of pores
Eect of uorescence
Fluorescence and scattering is believed to decrease resolution of scintillators. Two
curves in Fig. 6.10 shows the LSF of a 1m SS with 50keV x-rays. One curve is
photons from the primary interaction of x-rays and material, the second curve is
photons from interaction between scattered x-rays and uorescence. The ratio of
absorbed energy from scattered x-rays to the total amount in the scintillator is 70%
however in the LSF the intensity drops two orders of magnitude 1m from peak.
It is evident from this result and the previous sections that a high uorescence
ratio does not inuence resolution. Much of the energy from scattered x-rays is
absorbed close to the point of the primary interaction and the rest of the energy
are distributed evenly in the background minimizing its contribution to the LSF.
Resolution vs EÆciency
In most applications both high resolution and high eÆciency are wanted. From
the simulations the eÆciency of structured scintillators with dierent spatial res-
olutions has been found. For unstructured scintillators Eq. 6.3 has been used to
nd the eÆciency as a function of resolution. The total eÆciency is determined
rst by the x-ray absorption through the scintillator thickness and second by the
NA through the size of the light cone the lens collects from the total sphere of
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Figure 6.10. The LSF split into the contribution from the primary interaction
between x-ray and material (solid red) and the contribution from scattered and
uorescence x-rays (dotted blue). The scintillator has 1m pitch and the energy of
the primary x-rays are 50keV.
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Figure 6.11. EÆciency versus resolution (R
90W
) simulated at 50 keV for unstruc-
tured scintillator (-) and structured scintillator (+). For comparison experimen-
tally found points are inserted (?) from literature (see text).
Fig. 6.11 shows the eÆciency versus resolution for both a structured scintillator
and an unstructured scintillator. Additionally, experimental data points from the
literature have been inserted Jung et al. (2002), di Michiel, Merino, Fernandez-
Carreiras, Buslaps, Honkimaki, Falus, Martins & Svensson (2005) and Koch et al.
(1998). At high resolution the thickness of an unstructured scintillator prohibits
high eÆciency, whereas the eÆciency of the structured scintillator stays at approx-
imately the same level for all resolutions. The graph thus illustrates the resolution
range that would benet from the use of a structured scintillator. Two eects how-
ever, are not considered in the graph. Firstly the depth of the pores are assumed
the same for all pitches, namely 100 m. In practice for a smaller pitch the depth
is foreseen to decrease and for a larger pitch the pores could be made deeper.
The second eect is from the numerical aperture of the lens; in the graph z and
NA has been adjusted to give the highest eÆciency for a given resolution, which
in principle means that the highest possible NA has been chosen which has been
set to 0.4. While good 10X lenses can be found with a NA of 0.4 lenses of lower
magnications will have a lower NA, and hence lower collection eÆciency. The
eld of view for the 10X lenses of 2-3 mm will for most users be unsatisfactory
at resolutions above 4-6m.
The eect of the NA gives both detectors less eÆciency for larger eld of views,
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but where the unstructured detector needs the lens to focus, the structured scin-
tillator could be positioned directly on a CCD with a matching pixel size, thereby
maintaining eÆciency. Presently CMOS chips with a pixel size of 2.5m are com-
mercially available (Sony 2007).
Energy
Simulations of the structured scintillator were performed while varying the energy
from 32.7keV to 200keV. The resulting resolution as a function of energy is seen in
Fig. 6.12. The increased scattering and uorescence associated with higher energies
are seen only to aect the 1m pitched screens, and only above 100 keV. The
discrete nature of the uorescence yield near the K-edges can be observed for the
pitch of 4m as an increase in the resolution at energies just above the two K-edges
at 33.2 keV and 36.0 keV, but the eect is negligible for practical purposes. Similar
results have been found for bulk scintillators and detectors (Boone, Seibert, Sabol
& Tecotzky 1999)(Hoheisel, Giersch & Bernhardt 2004) and the eect is related
to the ratio between the energy of the generated electrons and the uorescence as
well as the absorption length of the uorescence.
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Figure 6.12. The resolution as a function of the x-ray energy, for pitches of 1m
(a) and 4m (b) respectively. Solid lines are R
90W
and dashed lines are FWHM
measures.
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Figure 6.13. EÆciency versus energy of x-rays
The eect of the dierent number of merits is seen form the comparison of
FWHM with R
90W
. The resolution found with a standard FWHM measure is
seen to change less and only at higher energies compared to the R
90W
measure
that changes for smaller increases in photons energy.
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3D-detector
In order to estimate whether the additional noise in a stacked detector would be
detrimental to results, we simulated a tomography setup with three screens placed
after each other in the direction of the direct x-ray beam and placed 0.8 mm
apart. The x-ray energy was 50keV and the scintillating screens had a 2 m
pitch and 50 m thickness, scattering events both in the forwards and backwards
direction were followed. In Fig. 6.14(a) a test image is shown. It has small and
large areas intermixed as well as a large dynamic range. These features resemble
the characteristic image from a 3DXRD microscope. For comparison the intensity
of the third screen is shown in Fig. 6.14(b) and (c) with a linear and a logarithmic
color map respectively. As a result we found all scintillators show the same signal-
to-noise ratio. The multiple scattering is negligible for all practical purposes since
the scattered x-rays average out in the image to a level that they do not interfere.
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Figure 6.14. Simulation of the 3D detector with 3 screens. Intensity map of the
original image (a) and of the third screen (b,c). The scale in (a) and (b) is linear,
in (c) it is logarithmic. The color bars indicate intensity in arbitrary units.
6.5 Conclusions
The results presented clearly demonstrate the usefulness of the RAWS algorithm.
The minor discrepancies evident in Fig 6.3 between MCNP and RAWS are most
likely attributable to simplications in RAWS. However the discrepancies suggest
that cross sections and stopping mechanisms are underestimated for RAWS com-
pared to MCNP. Since a more contained absorption would lead to less noise and
better resolution, the conclusions made from this code holds to the extent that is
presented in the following.
The simulations demonstrate that the spatial resolution is equal to the pitch of
the structure, until sizes where the wall structure comprises a major part of the
scintillator screen. This makes it worthwhile to pursue structured scintillator-based
detectors with a resolution of 1 m as well as exploring methods for achieving thin-
ner walls. Since fabrication development is not nished the exact dimensions of
obtainable geometries is not known, but using estimated geometries signicant
increases in eÆciency can be expected for resolutions less than 8m using the
structured scintillator approach. The eÆciency gain with respect to the unstruc-
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tured scintillator design ranges from 5 to 15 for 8 m to 1:5 m respectively. With
the advent of photodetectors with a pixel size of a few m an approach where
the structured scintillator is attached directly to the CMOS or CCD chip, would,
besides the increased eÆciency, allow for a more compact design of the 3D detec-
tor. Finally the simulations shows a resolution maintained for all energies up to
at least 100keV.
The setup used here for the 3D detector was generic in its nature, however results
indicate the feasibility of the principle. The increase of eÆciency using multiple
screens is inherent, while the implementation of super resolution demands further
development of post processing programs, however the potential improvement is
signicant. Likewise simultaneous images from multiple distances to the sample
will give a decrease in the data acquisition time accordingly, which is of relevance
in kinetic experiments. Compared to setups where a single detector is translated
along the beam, the 3D detector setup thus eradicates unnecessary uncertainties
from detector positions and from sample variations in time.
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7 Results
The characterization of the structured scintillator consist of two types of measure-
ments. The rst is measurements of a single local physical property often connected
directly to a single fabrication process. The lling factor and the thallium content
belong to this type of measurement. The second type consist of scintillator prop-
erties describing the overall system; resolution and eÆciency belong to this type
of measurement.
7.1 Filling
In the last part of the project, the focus turned from the etching of the pores
to the lling and the nishing into a useable scintillator. Two parameters in the
lling process were envisioned to aect the performance of the scintillator besides
the thallium content. Firstly a low lling factor would lower the absorption rate
and secondly both the air cavities giving the low lling factor as well as grain
boundaries could lead to scattering of SEPs thus reducing light output.
Filling factor
Even though surface tension ensures lling of pores much smaller than needed as
seen in Sec. 4.4 the formation of bubbles in the CsI occurs as seen in Fig. 7.1(a).
In Fig. 7.1(b) a sample is shown which has been melted once for deposition and
subsequently cycled once more to the liquid phase. The number of bubbles is
clearly minimized after the second heating. Another method considered included
ultrasonic vibration, but the inuence of the remaining bubbles was not considered
worth the added complexity of coupling the setup to an ultrasonic vibrator.
(a) (b)
Figure 7.1. SEM micrographs of sample cross sections made using FIB. Light grey
is CsI, dark is silicon. A layer of platinum (light) is deposited on top of the surface
for protection during the milling. a) Sample with a single heat treatment above
melting temperature b) sample with two heat treatments above melting temperature.
Pore pitch is 4m.
Crystal orientation
To examine the crystal structure EBSD was used. The surface was prepared with
FIB machining, since the dierence in hardness of CsI and Si makes it diÆcult
to obtain a smooth surface with conventional polishing. Even using FIB-milling
some parts of the CsI surface was too rough to identify the crystal orientation as
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seen in Fig. 7.2.
The orientation map in Fig. 7.2 shows that the orientation is the same in the
entire pore, indeed the same in all the pores probed. It is speculated that the
excess layer of CsI that is present on the sample surface during the liquid phase
epitaxy (LPE) connects the material in the pores together. Solidication starting
at the surface has the interface between liquid and solid traveling down through
the pores from the same nucleation point making all pores the same orientation.
Solidication starting at the bottom would only result in similar orientation of all
pores if the crystal growth favored nucleation points with certain orientations. The
pore walls after thermal annealing are completely amorphous but the anisotropic
geometry of the pores may have inuenced the orientation. However since the ge-
ometry of the pores are rotational symmetric the orientation of the CsI is expected
to have variation in this rotation plane. This result then suggest that solidica-
tion occurs top down, which is positive in respect to keeping the doping level of
thallium in the material.
Figure 7.2. Micrograph of lled pore with an overlay of the crystal orientation as
found with the EBSD technique. The color represents the local crystal orientation.
7.2 Thallium content
A number of methods were used to characterize the amount of thallium in the
CsI as described in Sec. 5.1. Since the methods were not suited for all types of
geometries, they have not been applied to the whole range of produced scintillators.
PIXE
From the proton induced x-ray emission (PIXE) measurement of thallium the
spectrum in Fig. 7.3 was obtained.
The concentration was found by reconstructing the measured spectra with the
emission spectrum of single elements using the weight of each spectrum as tting
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Figure 7.3. Logarithmic spectra from PIXE measurement. K-shell peaks from I,Cs
and copper and L-shell peaks from Tl is identied in the spectra. The spectra from
the three samples is normalized to the height of the I
K
peak. Sample F15 was
annealed 30 minutes at 500
Æ
C and sample F20 was deposited with no subsequent
annealing but a slower cooling rate than F15.
parameters. From these weights the concentration can be inferred. In Fig. 7.4 a
bar plot shows the thallium concentration in each of the measured samples. By the
manufacturer the as-received sample was specied to contain 0.2% wt thallium.
The samples were lled with a material claimed to have an initial concentration of
0.1% wt thallium. The as-received material is a dierent material than the material
lled into the samples tested with PIXE and SIMS but is the material used in the
samples tested for eÆciency and resolution described later in this section.
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Figure 7.4. Bar plot of the Tl concentration in three samples measured using PIXE.
Sample F15 was annealed 30 minutes at 500
Æ
C and sample F20 was deposited with
no subsequent annealing but a slower cooling rate than F15.
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SIMS
The thallium content was measured on at unstructured polished specimens. Pol-
ishing was done down iteratively with ever ner lapping paper down to 1 m SiC
paper. In Fig. 7.5 the relative thallium concentration is shown. The concentration
was found based on the ratio between the mass/charge peak of iodine at 127 u/e
and the peak at 203 u/e from the Tl
203
isotope. From SIMS measurements relative
concentrations can be found and the values has been correlated with the PIXE
results to obtain concentrations in % wt.
Figure 7.5. Graph showing the content of thallium in the measured samples,
each point is the mean of 5 measurements, and error bars indicate the 2 value.
The samples was annealed for 30 minutes at the specied temperature. The two
"slow cooled" samples were cooled down with a rate of 5 K/minute instead of
10 K/minute. Samples "F15" and "F20" was also measured with PIXE.
The samples in Fig. 7.5 were annealed 30 minutes at the specied tempera-
ture except the "slow cooled" samples which were cooled down with a rate of
5 K/minute instead of 10 K/minute as it was speculated this would improve the
light output of the luminescent material(Badel 2005). The graph shows a reduced
content of thallium for samples exposed to elevated temperature at increased in-
tervals of time. The samples were heated in an open furnace and not the micro
furnace described in Sec. 4.4. Two samples F15 and F20 was measured by both
PIXE and SIMS. The two measurements shows opposite results regarding which
samples has the highest concentration of thallium, however within the errors of
measurements there is agreement.
Fluorescence spectroscopy
Fluorescence spectroscopy has been performed on two samples by two methods.
Fig. 7.6 shows the uorescence spectrum obtained globally from a sample. Visible
in the spectrum is prominent peaks from Cs and I at 30-40 keV, around 60-70 keV
peaks from the tungsten beam slits is seen. thallium peaks is also clearly dened
although sitting at the front and back side of the Compton peak. The Compton
peak is 15keV below the excitation energy which means the angle of the detector
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Figure 7.6. Fluorescence spectrum of from structured scintillator using a wide x-
ray beam. Cs and I peaks are visible from 25keV to 38keV, tungsten from slits is
visible just below 60 keV and the Compton peak is seen at 75keV. The two Tl peaks
is marked with arrows.
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to the beam. The excitation energy used was 88 keV just below the K-
edge of lead but small lead peaks is also seen in the spectrum besides the thallium
peaks.
The second sample was prepared as shown in Sec. 5.3 to nd the local con-
centration of thallium. The beam was scanned from the bulk to the lamella and
spectra were simultaneously acquired. Fig. 7.7 shows the full spectrum from the
bulk of the sample. The cesium and iodide peaks are clearly seen as well as the
Compton and Rayleigh peaks at 73 keV and 86 keV respectively.
In Fig. 7.8 the spectrum is shown, with a close up of where the thallium peaks
are expected, however no thallium peaks can be detected. In Fig. 7.9 the full
spectrum from the lamella is shown. In addition to the Cs and I peaks two peaks
from Pt is visible at 65-70keV. The platinum was deposited during the FIB-milling
to form the lamella, which is an indication that the beam is correctly positioned
near the top of the pores. Fig. 7.10 shows a close up of the spectrum where thallium
peaks would be present. A slight shoulder is visible at 72.8keV which corresponds
to both Tl
K1
and the lead peak Pb
K2
. The other shoulder observed at 75 keV
corresponds only to Pb
K1
.
Emission spectroscopy
Where the PIXE and SIMS methods only were used on unstructured scintilla-
tors, and the uorescence mapping only showed thallium peaks for unstructured
samples, the Scotanus method could be performed on regular fabricated SS. In
Fig. 7.11 a few emission spectra is collected for comparison. The dierence in the
intensity of the shoulder at 420nm is clearly seen. it is also seen that the Hilger
crystal has the main peak at a slightly longer wavelength than the rest of the
samples.
Fig. 7.12 shows the intensity of the samples as a function of the measured
thallium content using the Schotanus method. From the features in the graph a
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Figure 7.7. Spectrum from the bulk of a structured scintillator using a focused
beam. The group of peaks from 17-22keV is expected to come from constituents
in the polymer coating. Cs and I peaks are visible from 25keV to 38keV and the
Compton peak is seen at 73keV.
separation of the point has been enforced dividing the samples into a slow and fast
group according to the eective annealing times being above or below two hours
respectively. This separation results in two linear succession of points indicating
a linear proportionality between the thallium content and the eÆciency but with
a second factor as well, which varies between the slow and the fast regime. This
correlation is investigated further in Sec. 7.4. A single point in the fast samples
does not follow this relation, and all samples were not tested with the schotanus
method.
The reason for the linear relationship is unknown. According to (Swank 1973)
and (Trelova et al. 2002) the Tl content in the samples is high enough that the LY
should be stable even with variations in the concentration. This either means that
other mechanisms aecting both LY and thallium concentration must be present
or the concentrations is lower both than expected but also lower than measured.
Finding the thallium content of future batches of samples, will require further
development of methods. SIMS and ourescence measurements has the precision
needed to nd local variations in the thallium content but in the case of SIMS the
sensitivity to sample preparation restricts the reliability of the method and for
uorescence the interaction between the material and x-rays above the thallium
K-edge is two low when the ux of the x-ray beam is reduced by the focussing
optics. Using a lower energy for the uorescence could prove a good solution. The
Schotanus method allows reliable qualitative detection of the average thallium
content in nished scintillator screen but needs to be better calibrated for precise
quantitative thallium measurements.
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Figure 7.8. Close up of spectrum from the bulk of a structured scintillator using a
focused beam. Tl1, Tl2 and Tl3 correspond to the emission energies of Tl
K2
,Tl
K1
and Tl
K1
respectively, however no evidence of peaks is seen.
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Figure 7.9. Spectrum from the lamella of the structured scintillator using a focused
beam. Besides the peaks seen in Fig 7.7 two peaks from Pt is visible at 65-70keV.
7.3 Resolution
Improvement in resolution has been the main aim of the detector development in
this project. As simulated in Sec. 6.4 the resolution has been characterized as a
function of the beam energy to see if scattering eects are observed and as function
of the pitch of the SS. The correspondence between pitch and resolution is used
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Figure 7.10. Close up of spectrum from the bulk of a structured scintillator using a
focused beam. Tl1, Tl2 and Tl3 correspond to the emission energies of Tl
K2
,Tl
K1
and Tl
K1
respectively. The small shoulder at 75 keV is expected to come from
lead.
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Figure 7.11. Emission spectra from various scintillators, both structured samples
(SH50-22 and SH50-19) and unstructured (Hilger and Saint-Gobain). The varia-
tion on the height of the shoulder at 420nm is shown. The Hilger crystal has the
main peak 10nm higher than the rest.
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Figure 7.12. Concentration of thallium versus the scintillation intensity. The point
shows samples with a "fast" heat treatment (red 2) and a "slow" heat treat-
ment(blue Æ). The two groups shows the same linear increase with thallium con-
centration.
to determine the best ratio between resolution and eÆciency.
Resolution vs energy
Two series of measurements have been performed to nd the resolution versus
energy. The rst produced samples using electrochemical etching exhibited large
variations in pore geometries. The variations made evaluation of the eect of
dierent fabrication parameters impossible. However using a single sample it was
possible to obtain reproducible results for the resolution at dierent energies. The
resolution was found using slits closed to a width of an estimated 5 m. In Fig 7.13
the resolution for three dierent samples is shown as a function of energy. The
used energies are just below and above the K-edges of Cs and I and additionally
at 50 keV, 75 keV and 90 keV. In agreement with the simulation results shown in
Fig. 6.12 resolution just above the K-edges is worse than at just below. When the
energy is above 50keV the resolution decreases with higher energy. The measured
resolutions of 15m is worse than found in later measurements. The measured
resolution of a 25m regular LuAG scintillator were 13.5m which also is worse
than subsequently measured. The experimental setup was thus found to have a
large inuence on the resolution value and the use of regular slits were abandoned
in later characterization. The inuence of the K-edges however is still clear, even
on top of a background of other inuences. This is the only measurement in the
thesis where samples produced by EE is used.
In Fig. 7.14 the inuence on the resolution of the energy used is shown for a
number of scintillators from the second produced batch in which plasma etching
where used to produce the silicon structures. The resolution is measured by a knife
edge as described in Sec 5.3. The resolution was found at three dierent energies;
40keV the lowest energy achievable at the beam line representing an energy just
above the K-edge of both Cs and I, 52.2419keV an energy with the maximal ux
and 85keV the highest achievable monochromatic energy using the available setup
at the beam line
9
.
From Fig. 7.14 it is clearly seen that the resolving power decreases both for
the lowest and highest energies. For all except one sample the highest resolution
9
adjusting the setup 30-150 keV is obtainable.
Ris{PHD{46(EN) 87
30 40 50 60 70 80 9010
12
14
16
18
20
22
Energy [keV]
LS
F 
[µm
]
Figure 7.13. Resolution of 3 dierent samples at dierent energies. The 3 samples
is from the rst batch of structured scintillator.
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Figure 7.14. Graph of 7 dierent samples at dierent energies. 6 structured scin-
tillators of CsI:Tl with pitch (P) and height (H) in micrometres and 1 planar
scintillator of GGG:Tb 5 m thick and a 190 m substrate.
is achieved at 52.2419 keV. As above a degradation in resolution just above the
K-edge of Cs and I is observed. Besides the eect from uorescence emission the
ux is approx 2 times higher at 52.2419 keV than at 40 keV and 2.5 times as that
at 85 keV. Increased ux will usually give better signal/noise ratio and improved
resolution. The uncertainty in the evaluation method is evident for the sample
SH50-22 which has the highest resolution at 52keV but the lowest at 40 keV and
similarly at 85 keV it has low resolution.
Resolution vs pitch
The resolution was measured as a function of the pitch using a tungsten target
with 1.5 m holes as described in Sec. 5.3. The used plasma etched samples had
a pitch of 1 m, 1:4 m and 4 m and the pore sizes were 0.8 m, 1.1 m and
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2.1 m respectively. The measurements where performed at 40 keV to get the
most contrast from the tungsten target.
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Figure 7.15. Plot of the resolution found from 1.5m holes in a tungsten target as
a function of the the pitch of the structured scintillator.
From the results in Fig. 7.15 it is seen that the LSF is not depending on the
pitch of the pores but rather the width of the pores for this setup. The spread of
the points comes from variation in the overlap between the hole in the target and
multiple pores.
Intensity tails
Besides the FWHM measures, the intensity tails of the PSF is an important pa-
rameter of the scintillator for the amount of information that can be extracted
from the images. The tails is a convolution of the tails in the beam and the transfer
function of the target along with the tails in the detector, the tails is for this rea-
son compared between SS and regular scintillators for the two resolution targets
described in Sec. 2.5. Fig. 7.16 shows the tails for two scintillators with the same
eÆciency. The plot is a cross section through the 1:5 m hole of the tungsten (W)
target at an energy of 40 keV. The plot shows the value of individual image pixels
and the discrete nature of the SS is clearly visible in the intensity oscillations
which has a period of 4 m . The plot shows that the silicon walls collimate the
photons resulting in reduced tails 4 m from the peak centre, further away the
background levels dominate the eect from peak tails.
Fig. 7.17 shows the tails in slit images. The compared scintillators is a thin
5 m gadolinium germanium garnet (GGG):Tb regular scintillator and SSs with
pitches of 1 m and 4 m. The plot shows LSF for the scintillators which means
that the sinusoidal waves for the SS are not as pronounced as in Fig. 7.16 due to
the integration of multiple pixel values. The higher resolution of the 1 m SS is
seen and the background level is of the other two scintillator is only reached more
than 20 m from the peak.
All the experimentally found resolutions both from this study and from liter-
ature is LSF FWHM measures and not the R
90W
used in the simulations. With
a background from space particles and electronics noise, measuring R
90W
is not
practical and the tails of the LSF shown in this section is likewise ascribed with
some uncertainty.
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Figure 7.16. Cross section of images of the W target with 1.5m holes. The cross
section are normalized with respect to the background and the maximal value. The
two scintillators is a 4m structured scintillator and a 50m thick LuAG:Eu free-
standing scintillator. The two scintillators has similar eÆciency.
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Figure 7.17. LSF of two structured scintillator and a 5m GGG scintillator indi-
cating the width of the tails.
90 Ris{PHD{46(EN)
7.4 EÆciency versus lling temperature
EÆciency of the SS is a function of the LY, the eÆciency of the light guiding and
the level of surface reection. A parametric study has been performed to establish
the eect of cooling rate and annealing on the LY. Annealing has been suggested to
improve light yield (Jing, Goodman, Drewery, Cho, Hong, Lee, Kaplan, Mireshghi,
Perez-Mendez & Wildermuth 1994) and cooling rates are important to keep low
to avoid internal strain (Balamurugan, Arulchakkaravarthi, Selvakumar, Lenin,
Kumar, Muralithar, Sivaji & Ramasamy 2006). As previously touched upon the
lling factor was improved by a two consecutive heat treatments. The initial heat
treatment was the same for all samples:
1. heat to 640
Æ
C with a heating rate of 300K per hour
2. dwell at 640
Æ
C for 20 minutes to ensure saturation of pores
3. cool to room temperature with a cooling rate of 60K per hour
For the second heat treatment the above steps were supplemented by an annealing
step inserted in the third cooling step. Three series of samples were made:
annealing temperature 400
Æ
C & 500
Æ
C
Annealing time [minutes] 60 120 240 720 1920
annealing time 60 minutes & 120 minutes
annealing temperature [
Æ
C] 200 300 400 500 575
cooling rate 10 K per hour & annealing time 60 minutes
annealing temperature [
Æ
C] 200 300 400 500 575
The silicon structures used for the samples in this study was from an early
production of plasma etched structures. The structures has a pitch of 4 m and
are not optimized for high eÆciency the samples have a relative low pore depth
of 46 m and the pore diameter is only 2:1 m resulting in a low active area. In
Fig. 7.18 a bar plot shows the the eÆciency of the produced samples along with
the eÆciency of a 50 m thick LuAG scintillator for comparison. The eÆciency
is found from an image subtracted a dark image and normalized with a at eld
image. The light intensity is measured at an x-ray energy of 51 keV. The samples
vary by a factor of three in intensity, which means that the production method has
a large inuence on the eÆciency, however no correlation between heat treatment
and eÆciency was found from the variation of each of the three parameters. The
eÆciency is obtained from the 5% highest pixel values in an image to compensate
for the inhomogeneity of the polymer surface layer.
EÆciency with the thallium inuence subtracted
From Fig. 7.12 a linear correlation between thallium and eÆciency was seen for
the samples. The heat treatment was expected to inuence thallium content, but
no dependence was found in the above study and instead unknown parameters in
the production must eect the thallium content. To isolate the eect of heating
on intensity, the inuence from thallium content was subtracted. The subtraction
could be done for the samples which thallium content had been determined and
the correlation factor was found from the gradient of the linear t to the points in
Fig. 7.12. The heat treatment was generalized as the time spend above a certain
activation energy chosen here to be 300
Æ
C. Fig. 7.19 shows intensity as a function
of heat treatment.
The plot is a step function with high intensity below and low intensity above the
critical time step of 200 minutes. The samples are separated in a group below
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Figure 7.18. Bar plot of light intensity from the samples in the parametric study.
Far right is the reference intensity from a regular scintillator of 50 m LuAG.
Intensity is seen to vary by a factor of 3 between best and worst samples. Since the
geometry of the silicon structures at this early stage were not optimized regarding
eÆciency the reference scintillator has a higher eÆciency.
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Figure 7.19. Plot of light intensity as a function of the heat treatment quantied as
the time above the activation temperature 300
Æ
and subtracted the inuence from
thallium content as explained in the text. The points are scattered around 0.6 for
time periods below and around 0.1 for time periods above 200 minutes. The line
serves as a guide to the eye.
121 minutes and a group above 241 minutes in which time frame the transition
occurs. A scintillator could have has a non uniform distribution of thallium with
volumes contaning no thallium and volumes containing a high thallium concen-
tration. The total light yield is lower but since the measured emission spectre
is dominated by the light from the scintillator volumes having a high thallium
concentration the measurement would reveal that the sample had a high thallium
concentration. The reason for the step is assumed to be diusion of thallium out
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of the scintillator together with a concentration of the remaining thallium in the
scintillator leading to high local variations in thallium concentration.
7.5 EÆciency
Besides the magnitude of the eÆciency the variation of the eÆciency is an equally
important parameter for a scintillator screen. The homogeneity of the scintilla-
tors were examined from at eld images. In Fig. 7.20 the two images show the
homogeneity of the light output from a SS and a regular scintillator. Since the
high resolution of the optical system resolves the pore and the pore wall, intensity
variation will increase the standard deviation measure used to assess the homo-
geneity. To nd only pore to pore variations both images has been convoluted with
a averaging matrix 8 m x 8 m. The standard deviation is 0.0478 and 0.0394 for
the SS and the regular scintillator respectively. Compares to previous batches of
scintillating screens produced by both plasma etching and electrochemical etching
but without any coatings this result is a vast improvement and the result support
the use of a polymer coating to improve surface atness. The intensity variation is
found from a better sample in the batch and the production yield of homogenous
samples must still be improved.
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Figure 7.20. Radiographic images of the two types of scintillators showing the
homogeneity of the surface. (a) structured scintillator (b) regular 50 m LuAG
scintillator.
Besides the samples used for the parametric study a few etched samples with
better specication of the pore geometry where characterized. The properties of
these structures are shown in Table 7.1.
pitch [m] 1.0 1.4 4.0
pore width[m] 0.82 1.14 3.75
active area[%] 64 66 87
depth[m] 20 25 57
Table 7.1. Geometries of the samples used in the eÆciency measurement.
In Fig. 7.21 the eÆciency of these samples is compared to the reference 50 m
thick LuAG scintillator measured at 50 keV. The increase in eÆciency due to the
increase in active area for increased pitch is clearly seen, as well as the greater
intensity from CsI compared to LuAG based on the dierence in LY and absorption
at this energy.
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Figure 7.21. Bar plot of the eÆciency from three dierent pitches/depths compared
to 50m thick LuAG scintillator. Measurements were made at 50keV.
An important parameter for the SS is the wave-guide eÆciency. Changing from
electrochemical etching to plasma etching one concern was how the wave-guide
eÆciency was eected. In Table 7.2 parameters are listed for four SS of dierent
pitch and for a regular scintillator as reference. The two samples with 4 m pitch
has dierent pore widths and depths.
Sample absorption absorption LY active measured waveguide
pitch substrate scintillator area eÆciency eÆciency
[%] [%] [/keV] [%] [a.u.] [%]
1.0 m 2.2 8.1 52 60 0.30 81
1.4 m 2.2 8.1 52 66 0.57 85
4.0 m 2.0 26.5 52 75 3.76 97
LuAG 0 11.7 20 100 - -
Table 7.2. The waveguide eÆciency of samples with dierent pitches. Light yield
and absorbtion cross section are table values and the waveguide eÆciency is cal-
culated from the correlation between structures with perfect wave guiding and the
measured value using 51 keV x-rays.
The expected light output assuming perfect wave guiding is calculated and
compared to the measured value. From the aspect ratio of the pore the number
of reection is estimated based on the light cone permitted in the optics. The
waveguide eÆciency is then found from the average transmission per reection.
The eÆciency is proportional to the pore diameter, which exaggerates the intensity
penalty for getting higher spatial resolution by decreasing pitch size. This is in
good agreement with literature where wall roughness in a wave guide is found
to have a relative larger eect on the waveguide eÆciency on wave guides with
smaller diameters (Lee, Lim, Luan, Agarwal, Foresi & Kimerling 2000)(Payne &
Lacey 1994), the roughness in the pores is assumed to stem from the plasma
etching process.
7.6 Resolution versus eÆciency
From the previous two sections results have been combined to match the simulated
results presented in Fig. 6.11. In Fig. 7.22 the experimental results is shown for
SS and for regular scintillators. The two stars in parentheses has been modied
from the experimental results for clarity as follows:
The measurement of the regular scintillator was done with a LuAG scintillator
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50m thick. The LY and absorbtion cross section of LuAG results in a signicantly
lower eÆciency than for a CsI scintillator. The experimental point (D) has been
increased a factor corresponding to this increase determined from table values, to
aid the comparison with the SSs using CsI .
Development in the lling of pores and the etching of pores was done in parallel.
Pores of the exact same geometry were needed to accurately compare eect of
dierent lling techniques. Since the time when the lling of this batch begun,
signicant improvement has been made in the development of etching. The samples
with 4 m pitch used in the parametric study is hence less optimized than samples
available now. The samples with a pitch of 1.4m (A) was also made at a later
time and gains from very a high active area due to thin walls. It is stipulated that
the wall thickness in previously made samples could be made with the same wall
thickness which would increase the eÆciency without limiting the resolution. On
this background a point has been put in the graph at the eÆciency this scintillator
then would have (B).
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Figure 7.22. EÆciency versus resolution for unstructured scintillators (blue *)
and structured scintillators (red Æ). For comparison experimentally found points
from literature are inserted (green stars)(see refs in Sec. 6.4). For two points the
eÆciency has been increased to aid the comparison between the two detector types
(see text).
A cross section cut in the most eÆcient 4m scintillator revealed that the silicon
wall in the top 10m of the pore numerous places was missing or broken. This
means that the wave guiding is not functioning, leading to a worsening of the res-
olution as seen for sample (C). On the other hand the thin walls means increased
eÆciency, and the 56m thick structured scintillator is almost as eÆcient as a
simulated structure 100m deep. The wall thickness of sample (B) is 1.9 m and
the depth is 46 m. From Sec. 6.4 an increase in depth was not found to inu-
ence the resolution in tomographic measurements but it increased the eÆciency
proportionally. From these results it is found that further development of etching
would increase the performance of the SS and bring it closer to the simulated
curve.
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7.7 Radiation damage
For an application as synchrotron scintillator, the requirements on a scintillator
for tolerance to radiation is high. For use in fast tomographic experiments, the
scintillator is exposed to a direct white beam with a ux of 10
14
photons/second.
The radiation tolerance has been investigated for the produced SSs using this white
beam radiation. Test of radiation damage has been performed before and after the
installment of a new undulator at ID-15. Incidently the used samples varied by
the surface nish. The rst sample was polished while the second sample had a
polymer coating.
For the uncoated sample the eÆciency as a function of radiation dose is shown
in Fig. 7.23. The total exposure corresponds to more than 1 hour of unattenu-
ated white beam and eÆciency variations is below 0.5% with no decreasing trend
discernable. The dose was received in periods of 60 seconds and cycles of 10 ex-
posures. After each cycle the gab of the magnets in the undulator was decreased
whereby intensity increased. The ux at the lowest gab was 10kGy/s, 10 times
higher than the for the rst cycles with a high gab. The total dose correspond to
approximately 1000 days of continues use in a monochromatic diraction experi-
ment.
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Figure 7.23. Plot showing eÆciency of an uncoated sample as function of radiation
dose. Only random variations is seen.
In Fig. 7.24 a plot shows the degradation in the eÆciency of the polymer coated
sample during radiation in a more intense white beam. The beam ux corresponds
to the other beam with the smallest magnet gab. The radiation was received in
doses of 120 second exposures. The curve is initiated with a fast linear decrease
in intensity followed by an regime of slower exponential decrease.
It has been measured in previous experiments at the beam line that the tem-
perature of scintillators rise signicantly in the white beam causing fractures and
bending of the scintillator. To investigate the temperature inuence an additional
sample was subjected to white beam radiation but instead of 120 second exposures,
10 second exposures separated by 5 second intervals were used. The hypothesis
is not supported by the second curve, which has a faster initial decrease and an
identical exponential decrease. However contrary to dismissing the notion of heat
damage this suggest that the absorbed dose of 10kGy/s is suÆcient to heat the
scintillator critically in 10 seconds.
A moving beam stop was used to block the white beam between exposures. The
beam stop used a few seconds to move into position which add some uncertainty
to the exact radiation dose. Since this eect is more pronounced for the short
exposures, this could account for the faster decrease in eÆciency for this sample.
In Fig 7.25 the at eld image from a damaged scintillator is shown. The image
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Figure 7.24. Plot showing eÆciency of a coated sample as function of radiation
dose.
shows both a generally decrease in light output as well as both darker and lighter
features. The features suggest structural damage or change.
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Figure 7.25. Flat eld image using radiation damaged scintillator. Dark spots and
features are prominent. Intensity is in arbitrary units.
The surface was examined by SEM as seen in Fig. 7.26. The polymer surface has
been highly aected by the radiation, and has areas where the polymer is blasted
o the surface or has crumpled up. A closer view reveals that the polymer has re-
crystallized into a cubic structure. The glass transition temperature of Ultem1000
is 300
Æ
C and the recrystallization indicates that the surface at least locally has
been heated above this value.
A cross section has been milled in the aected area to see if the radiation
damage has lead to structural damage in the CsI as it had to the polymer. As seen
in Fig 7.27 the scintillating material is uniform and lls the pore and no visible
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(a)
6µm
(b)
Figure 7.26. Micrograph from SEM of scintillator surface. (a) The polymer of the
surface is highly damaged and the close up (b) shows signs that it is recrystallizing
into a cubic phase.
structural change can be observed as also Tremsin reports (Tremsin, Pearson,
Nichols, Owens, Brunton & Fraser 2001).
The radiation dose reported in this section is higher by orders of magnitudes
compared to other studies (Hamada, Costa, Shimizu & Kubota 2002) and (Kobayashi
& Sakuragi 1987) and the two regimes could be hypothesized to originate from two
separate eects. The rst being the destruction of the surface layer polymer and
the second being radiation damage of the scintillator. The mechanism responsible
is not understood in detail(Woody, Kierstead, Levy & Stoll 1992). From his work
with ion radiation Quranta(Quaranta, Gramegna, Kravchuk & Scian 2008) shows
evidence that the amount of doping triggers dierent mechanism for the radiation
damage to be engaged. On one hand Tl
+
ions stabilizes radiation induced defect
that quench emission leading to a higher decrease in light output with higher
thallium concentration. On the other hand for higher doping levels the Tl
+
forms
dimers which limits the formation of new color centres and the initially larger
decrease in light output saturates at a lower level than for lower doped material.
The level of oxygen has been found to have an important eect on radiation
hardness(Zhu 1998). The present level of control of growth parameters of the as-
received material and the production of the SS in an oxygen-free atmosphere thus
enhance the radiation hardness.
The dose for the second experiment was higher than the rst and the dose
rate was higher as well. At a dose of 10
7
Gy however both the samples in the last
experiment had lost half the intensity where no eÆciency was lost for the uncoated
sample. From the examinations of the surface the inuence of the coating seems
to have a large eect on the radiation hardness.
98 Ris{PHD{46(EN)
Figure 7.27. Micrograph from SEM of pore. No structural damage is seen in the
CsI. The pitch between pores is 4 m
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8 Conclusions
The availability of x-ray detectors with high spatial resolution has been driven
by the development of luminescent screens. For work in the 30-100keV range the
inherent physical limitations have made resolutions below a few microns ineÆcient
to a level that is restrictive for a wide spread use. This thesis describes alternative
paths to achieve intrinsic high resolution detectors, maintaining eÆciency. The
main focus of the thesis is structured scintillators which have been characterized
both through simulations and in tests at beam lines.
8.1 Simulations
Simulations have been performed with the aim of evaluating the potential of the
geometry of the structured scintillator. The algorithm is a monte carlo simulation
based on the cross sections of absorption and scattering combined with ray-tracing
algorithms for the visible photons.
The simulations demonstrate that the spatial resolution is equal to the pitch
of the structure, until sizes where the wall structure comprises a major part of
the scintillator screen. This makes it worthwhile to pursue structured scintillator-
based detectors with a resolution of 1 m.From the estimated geometries used in
the simulation signicant increases in eÆciency can be expected for resolutions
less than 8m using the structured scintillator approach. The eÆciency gain with
respect to the unstructured scintillator design ranges from 5 to 15 for 8 m to
1:5 m respectively. Finally the simulations show that resolution is maintained
for all energies up to at least 100keV.
A 3D detector comprised of multiple stacked detectors has been evaluated. The
setup used in the simulation for a 3D detector is generic in its nature; however
the results indicate the feasibility of the principle. The increase of eÆciency using
multiple screens is inherent and veried from the results. The lack of signicant
crosstalk between the screens supports the notion of using post processing super-
resolution algorithms to obtain a gain in resolution compared to a single detector.
8.2 Fabrication
The fabrication of silicon structures resulted in samples with very promising prop-
erties. By electrochemical etching structures with 4 m pitch, pore depth of
150 m, wall thicknesses of 500 nm and optically smooth walls were obtained
in some cases, the resulting aspect ratios of  300 is unique among micro machin-
ing techniques. When it is possible to obtain these structures repeatedly and for
structures with smaller pitches, this technique produce structures which is tailor
made for structured scintillators.
Switching the attention to plasma etching proved the right decision. Samples
were produced by S.H. Yun with the three specied pitches of 1 m 1.4 m and
4 m and the homogeneity of the etched structures was good between samples.
Aspect ratios were not as high as the electrochemically etched samples but the
pore walls were more parallel giving more uniform pore diameters.
A new sealed sample holder capable withstanding the high temperatures of
the lling procedure was developed. The sample holder gives additionally safety
against the hazardous content of the scintillator by preventing thallium evapo-
ration. Since the thallium doping is responsible for the high light yield of the
scintillator preventing the thallium from evaporating will increase the light out-
put from the produced structured scintillator.
The lling procedure was matured by adding a second temperature cycle. The
100 Ris{PHD{46(EN)
second cycle eectively reduced the amount of air bubbles in the lled pores. It
was found that the used method eectively produced single crystals of the CsI in
the pores. This reduction of grain boundaries is benecial as its limits unwanted
scattering and reections of generated visible light.
8.3 Characterization
Depending on the evaluation method, resolution values resembling those from
simulations have been found for the fabricated SS. Evaluating the resolution of
specic elements in the imaging system will give a convolution of the limitations
in the entire system as a result. For the smallest pitches the broadening due to the
other parts of the setup is of the same order as the scintillator. Hence optimization
of the methods of measurement is needed to accurately isolate and evaluate the
performance of the scintillator. For the larger pitches discrepancies of simulated
and fabricated structures were found. The discrepancies can be attributed to the
dierence in geometry.
The resolution variation as a function of energy was found to support the nding
of the simulations. Just above the K-edges of the material the resolution is worse.
Thus choosing the right detector material for a specic energy of an application
will, besides increased eÆciency, give a better resolution.
The eÆciency varied 300% between the fabricated samples without any clear
correlation between heat treatment and eÆciency. A linear correlation between
eÆciency and thallium content was seen as the eÆciency was  30% higher at
1100ppm(wt) than for a concentration of 800ppm(wt). This increase was surprising
because thallium content was expected to depend on heat treatment and eÆciency
was only expected to depend weakly on the thallium concentration. The deviation
can results from inaccuracies of the Schotanus method in determining the true
thallium content.
When the intensity dependence of the Tl concentration was subtracted from the
measured intensities of SSs, the eÆciency of the samples was observed to decrease
drastically when the cooling step of the heat treatment lasted longer than  3
hours. Thallium evaporation combining with thallium diusion to produce local
variations in the thallium distribution in the pores is speculated to be the reason
for this decrease. The synchrotron based uorescence method developed to answer
this question, did not succeed. The absorption in the sample was too weak to probe
the small concentrations of thallium. L-edge spectra are speculated to give better
results due to 50 times higher absorption at lower energies. Working at the low
energies of the L-edges would demand another beam line.
The attenuation of the light output due to wall roughness is higher than pre-
ferred. This eect is larger for smaller pores, which decreases the potential of
structured scintillators for sub-micron resolutions. The wave guide eÆciency is
found from the assumption that light yield and absorption follows table values.
This assumption is supported by the correspondence between pore size and waveg-
uide eÆciency. It is not known if plasma etching could produce samples as specied
with the right surface roughness. The roughness can be decreased by thermal an-
nealing followed by a selective etch of the produced SiO
2
. EE seems to produce
better results if the process can be stabilized, and the pore geometry is tailor-made
for this method.
With the advent of photo-detectors with a pixel size of a few micrometres an
approach where the structured scintillator is attached directly to the CMOS or
CCD chip can be envisioned. (The radiation tolerance of CMOS over CCD would
for this application make CMOS the favoured technology.) This would allow even
further increase in eÆciency. It would also take advantage of the potentially innite
size of a SS to give a eld of view limited by the imaging chips and not the lens. It
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is clear that large imaging chips now and in the future has a eld of view limited
by the cost and availability of lenses.
The applied surface coating of Ultem1000 improves the surface atness and
thus the homogeneity of the light output of the scintillator. In the better samples
the homogeneity of the entire image was at the level of reference unstructured
scintillators. The production yield of coatings giving a at surface is still low.
The surface is composed of two materials, silicon and CsI. The two materials has
dierent wetting angle with the polymer solution, which makes the coating uneven.
Development of the technique is necessary to overcome this and decreasing the
viscosity of the polymer solution is suggested.
The light yield from the CsI for the best performing scintillators is comparable
to table values. This indicates that the lling procedure in the best case scenario
does not inuence performance negatively.
The resolution as a function of the eÆciency did not follow the curve predicted
by simulations since the geometry of the pores did not follow the geometry specied
in the program.
Radiation damage was examined in two series. The rst done on an uncoated
sample with a dose corresponding to a couple of years of diraction experiments
with monochromatic radiation showed no eect of radiation damage. The second
series performed on an Ultem1000 coated sample and using a slightly higher ra-
diation dose had a signicant reduction of eÆciency. From visual inspection large
structural damage of the coating was apparent. It could not be identied how
much of the decrease depended on the polymer coating and how much on degra-
dation of the phosphor material. From the dierence in performance of a coated
and an uncoated sample it must be concluded that the coating limits the radiation
hardness of the scintillator.
Of the three performance goals identied initially relative to the current detector
system:
1.  4m spatial resolution, magnitude increase of eÆciency;
2.  1m spatial resolution, same or better eÆciency;
3.  200nm spatial resolution;
the rst two has been pursued in this project. A resolution of 2 m has been
achieved with an eÆciency higher than regular scintillators with similar resolution.
For SSs with a resolution of 4 m the eÆciency was comparable to existing regular
scintillators with the same resolution. However, a factor three increase is expected
from already plasma etched samples in the current production line. These samples
will be lled and implemented on beam lines ID-11 and ID-15 during 2009.
The second goal of 1 m resolution has not been reached and is not expected
to be attainable with the current production method, due to the limitations in
aspect ratio of the pores and the attenuation of the internally reected photons by
the roughness of the wall surfaces. A low eÆciency leads to a low signal to noise
ratio, which in turn degrades resolution. Further progress in the development of
electrochemical etching could potentially give samples satisfying this goal.
The third goal was not pursued during the course of this project, since the
development needed was estimated to reach beyond the scope of a Ph.D. project.
However work to achieve this goal was pursued in parallel to the project of this
thesis. This work is oulined in detail in the following outlook.
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9 Outlook: Nanodetector
As a consequence of the work plan in Sec. 3.5. The project on SSs described in
this thesis was pursued. Two other paths were identied in Sec. 3.5 and presently
two new project has begun. Firstly a stacked detector comprising two complete
sets of luminescent screens, microscope optics and CCD's has been designed. At
the time of writing the detector is being manufactured - the plan is that it will
be commissioned at beamline ID-11 at ESRF in Spring 2009. First test will be
performed by conventional screens, to be replaced by SS with a pitch of 1.4 m by
summer 2009. Secondly a more ambitious project on drift detectors was initiated.
The second project is described in the following section based on preliminary
ndings.
9.1 Objective
The ultimate objective:
 To develop a at area detector for 4-100 keV x-rays with a spatial resolution
of 100 nm and with a throughput suÆcient for XFEL imaging purposes on
the second-minute scale
 To assemble a 3D detector by stacking of individual detectors
The basic concept of the proposed 2D detector is a strip electrode design as seen
in Fig. 9.1. On each side of an x-ray absorbing media parallel lines of electrodes are
applied with a1 m centre-to-centre pitch. Aiming at single photon detection, the
centre-of-mass of the absorption event is determined from the relative intensity
of carriers drifting to electrodes in the vicinity of the event. Low noise fast read-
out electronics with built-in intelligence are needed to accommodate a suÆcient
through-put.
Figure 9.1. View of the InP sensor to be developed
The implementation suggested - detailed below - is based on an InP sensor with
a thickness of 2 m and Au electrodes, see Fig 1. The electrodes are matched to the
capacitance of the sensor to have a time constant below 100 ps: the width is 100
nm and the thickness 25 nm. The sensor is proposed to have a size of 1 mm
2
and
hence to have 1000 electrodes on each side. Simulations - to be presented below -
show that with this design, and in the absence of noise, the spatial resolution will
be in the range 30-100 nm for 36 keV photons.
By placing the on-sensor electronics at the periphery of the detector, a very clean
beam path is obtained, enabling the construction of a 3D detector by stacking
elements, as illustrated in Fig. 9.2.
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Figure 9.2. Sketch of a stacked detector showing an unobstructed beam path without
scattering electronics
A 3D detector with 10 individual sensors placed close to each other opens up
possibilities beyond that of the presently-used compound detectors. First of all it
becomes possible to combine high spatial resolution and high eÆciency. Secondly,
new opportunities emerge for subsequent reconstruction, both for super-resolution
algorithms and for ray-tracing in case of a divergent beam. As mentioned in Sec.3.4
a number of methods exist to generate a high resolution image from low resolution
images using inverse mathematical methods. For ray tracing the parallax error will
appear as image smearing for angular divergences above  10 degrees; but due
to the stacked design it is foreseen that software can correct this error. The 3D
detector will have no moving parts and there will be no need for cooling of the
sensor since the energy absorption in each sensor is low and due to the band gap
ofindium phosphide (InP).
9.2 Sensor
The sensor represent the development part along with the reconstruction software,
although the challenges in other parts of the detector development will be as
challenging or more. The components of the sensor is presented here with main
focus on the problem areas and the solutions for each part.
Material
InP has a density of 4:8g/cm
3
. The K-edge is located at 28 keV which makes it
very suitable for detection of x-rays between 30 and 50 keV x-rays. The absorption
of InP is compared to YAG in Fig 9.3, from which it is seen that the absorption
for a 2m thick InP sensor is 2% at 35 keV and 1% at 50 keV.
The band gap of 1.35eV - comparable to silicon - makes the detector perform
noiselessly at room temperature, while the ionization energy of 4.2eV is low enough
to generate suÆcient electrons to get reliable centre of mass statistics. The mo-
bility of the electrons and the holes are  5000 cm
2
/V/s and  200 cm
2
/V/s,
respectively. The lower mobility of the holes enables these to diuse more. Since
the two carrier populations determine the position of the absorption event in or-
thogonal directions, this implies an improved spatial resolution in the direction
where the analysis is based on the hole population.
Geometry
The sensor can be manufactured by well-known and reasonably inexpensive clean
room techniques. However, the use of thin III-V semiconductor lms on silicon
is not standard for mass production, although much work is currently going into
this (Fang, Park, hao Kuo, Jones, Cohen, Liang, Raday, Sysak, Paniccia & Bowers
2007). Also, size constraints and a non planar surface dictates the use of e-beam
lithography which is less suited for mass production, however also in this eld
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Figure 9.3. Comparison between YAG and InP of the photo electric absorption
new methods are emerging(Pedersen, Hansen & Kristensen 2008). The InP based
sensor is a p-i-n doped diode structure as seen in Fig. 9.4where the p-contact is
made from a thin 50nm highly Zn-doped InGaAs layer and the n-contact is made
from highly Si-doped InP. The layers are grown on a InP wafer and a 200nm
InGaAs layer is used as an etch stop so that it is possible to use selective etches to
remove all the excessive layers ending up with the 2 m thick active layer. This can
be attached to gold lines on top of the silicon electronics though a short annealing
at < 420
Æ
C which is compatible with CMOS postprocessing(Sedky, Witvrouw,
Bender & Baert 2001). In the etching the InP layer is given slanted sides which
ease the application of electrodes in subsequent processing (Hjort 1996).
p+ InGaAs 50nm
InP 1800nm
n+ InP 20nm
Figure 9.4. Schematics showing the layers in the sensor. The n-layer is at the top
made from Si-doped InP and the p-type layer in the bottom is grown from zink
doped InGaAs.
Electrodes
By E-beam lithography gold alloyed electrodes are applied to the surface before
and after the InP is placed. Writing the structures with E-beam lithography en-
ables the use of only 100nm wide gold wires. The longer depth of focus of the
electron beam compared to photo-lithography is also better suited for the si-
multaneously patterning of both silicon and InP despite a height dierence of
micrometres. Line width below 20nm is regularly fabricated and pattern preci-
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sion is below 10nm across a full 10 cm wafer. Gold is deposited for electrodes to
a thickness of 20 nm directly on the InP layer connecting it to the substrate
electronics.
Substrate
The substrate with electronics is made of silicon, which is mostly transparent to
hard x-ray, furthermore the substrate is thinned to a few micrometres in an area
directly underneath the sensor to avoid absorption, scattering and uorescence.
Inter-strip isolation
To avoid charge sharing between electrodes it is necessary to ensure the isolation
between the electrodes. The resistivity of intrinsic InP is 8.6E7 
cm and can
be disregarded as a signicant path of electron transfer. The lowest expected
resistivity of the 50nm n+ InP layer is 6.6E5 
cm leading to a inter-electrode
resistance of 1.3E8 
 on the p+ side the InGaAs has a resistivity of 4.33E5 
cm
giving an inter-electrode resistance of 8.6e7 
. The resistance of the electrode is
4.8e3 
. The ratio of inter electrode and electrode resistance is thus at least 4
orders of magnitude, making charge sharing and noise negligible.
9.3 Preliminary performance simulations
From other applications of strip detectors the concept of barycentric or centre-of-
mass interpolations is well known. For larger dimensions a spatial resolution that
is more than one order of magnitude better than the pitch has been demonstrated
(Krammer 1997). Some physical requirements are required in order to success-
fully extrapolate this approach to smaller structures. Firstly the absorption events
should be conned to a volume that is smaller than the required resolution. Sec-
ondly, the diusion process should spread the carriers to an extent where more
than one electrode collects statistically signicant numbers of excitons. The claim
of stacking sensors subsequently in the beam is limited by the amount of cross
talk between the sensors and the level of absorption. To address these issues, MC
simulations have been performed
Monte Carlo simulations of spatial resolution
Using the 2 m thick sensor geometry detailed above and 10 keV x-rays. The
sensor is partitioned into voxels, of dimensions 40 nm x 40 nm x 2 m in x, y and
z, respectively, with z pointing along the thickness direction and x and y parallel to
the electrodes. Using MCNP4C software (Briesmeister 2000) the cloud of electrons
emerging from absorption events was simulated based on 75  10
6
photons. These
photons all hit at the same (x,y) coordinate but absorption is randomly distributed
at dierent z's. The resulting number of electrons within each voxel of an average
event was determined. The prole of the average cloud is shown in Fig. 9.5 as a
cross-section in the (x,y) plane, with the x-axis of the gure being the distance of
the voxel centre to the absorption event. The FWHM of the absorption peak is
seen to be 40nm.
Next for each absorption event, the diusion of the approximately 2500 electrons
in the cloud and their collection on the electrodes was simulated. From their
position in the cloud, cf. Fig. 9.5, the electrons were allowed to diuse randomly
with a diusion velocity of 4  10
11
m/s and a MFP of 100

A. The diusion time
is dictated by the time it takes the electron to reach the electrode with a drift
velocity of 1  10
11
m/s and an absorption depth of 1 m, which translates into
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Figure 9.5. The relative number of electrons in the cloud generated by the absorp-
tion event as function of the distance between the voxel and the original absorption
event. For details see text.
a diusion time of 10 ps. Additionally the electrons has been subjected to the
repulsive forces within the electron cloud itself. Fig. 9.6 shows the charge collected
at two electrodes as a function of the position of the absorption event. The position
is measured as the distance from electrode 1 in the direction away from the two
electrodes.
The limiting factor for the position determination is the relation between the
gradient of the curve shown in Fig. 9.6 and the uncertainty in the number of
collected electrons. The uncertainty is found as the deviation from the tted curve
in Fig. 9.6 and the gradient is the local gradient at a point.
Figure 9.6. The number of electrons collected at an electrode as a function of the
distance between electrode 1 and the absorption event. Squares (red) is the charge
on electrode 1, Dots(blue) is the charge on the electrode 1m further away. The
absorption event generates a total of 2500 electrons. Shown in solid are the tted
curves.
In Fig. 9.7 the estimated resolution for 10keV photons is shown as a function
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of position. This is a mean of the ratio between uncertainty and gradient for
the nearest and the next nearest electrode. The mean is around 35nm with a
standard deviation of 25 nm. A conservative estimate is that the resolution can be
determined within 100 nm even with the addition of electronic noise. For higher
energies the number of generated electrons increase, which decreases the local
uctuation seen in Fig. 9.6.
Figure 9.7. Best case scenario estimate of the spatial resolution as a function
of minimal distance in the (x,y) plane between the electrode and the site of the
absorption event. Graph derived from information in Fig. 9.6.
In these simulations the electron cloud has been generated randomly according
to the cross section in Fig. 9.5. More realistically, each individual absorption event
will generate electrons asymmetrically around the initial entry. Compared to the
procedure in this algorithm the realistic electron cloud will be spatially more
contained but with a centre of mass shifted from the entry point. The resolution
is found for absorption in the middle of the sensor. For absorption close to the
surface the spread of charge is smaller and the reconstructed resolution will be
worse. Evidently these simulations are also idealized in the sense that e.g. no noise
terms are included. On the other hand, there is ample space for optimization of
the geometry, e.g. the distance between electrodes, the thickness of the sensor and
strength of the electric eld. The possibility to use intermediate strips (Krammer
1997) is another optimization method to divide charge between electrodes more
linearly with distance.
MC simulation of 3D detector
With placing multiple sensors in the beam path one may fear that the cross-talk
between sensors (Compton and uorescence events) will deteriorate the image
quality. A simulation in MCNP4C has been made with 10 identical screens and
10 keV x-rays, implying 10% absorption in each screen. The detectors consisted
of 2m InP and were placed with regular intervals of 500 m. In Fig. 8 the graph
shows the attenuation of the intensity peak (red line) and the ratio between the
peak and the intensity 40nm from the peak (black line). Evidently, within the
error bars of the simulation, the peak prole is maintained - at least at this level
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of the tails as was also seen in Sec. 6.2 were the cross talk between structured
scintillators were examined and found to be negligible.
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Figure 9.8. Graph showing performance characteristics of a 3D detector. The red
dotted line is the intensity in the central voxel of each layer. The black solid line
indicates the ratio between intensity in the central voxel and a voxel 40nm from
the absorption event.
9.4 Electronics
Noise was excluded in the simulation of obtainable resolution. Electronic noise
needs to be much less than the amount of generated charge for a single x-ray.
Gamma Medica-Ideas, Fornebu, Norway (n.d.) makes the preampliers with the
lowest noise and a VA64TA2chip will be used at least initially, the read out speed
of these chips is  5 MHz. The throughput of the detector is approximately
the speed of the electronics times the number of sensors placed after each other;
e.g. for one sensor 5 Mphotons/s and for 10 sensors 50 Mphotons/s. With the
introduction of position determination transverse to the electrodes the throughput
can be increased. Since there are 1000 electrodes in parallel on each sensor and each
absorption event puts a charge on two electrodes on each side, a rst approximation
of the speed-up would be by a factor 250. A more thorough simulation has been
made with x-rays hitting randomly on the sensor. The transverse resolution has
been varied between 1m and 20m which is seen to inuence the speed-up in
Fig. 9.9.
The calculation takes into account that the simultaneous absorption events are
not allowed to output charge on the same electrodes either in the x-oriented set
of electrodes or the y-oriented set of electrodes. And that the coarse components
seen in Fig. 9.10 are separated suÆciently to allow an unique connection between
x and y signals. For a 20m transverse resolution a speed-up of 100 is found,
indicating a throughput of 0.500 G ph/s for each individual sensor.
9.5 Reconstruction Algorithms
The nano-detector is aimed at using software reconstruction much more integrated
than previously seen. To ensure the evaluation in realtime, much of the signal pro-
cessing should be done in hardware e.g. eld programmable gate arrays (FPGA)
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Figure 9.9. Graphs of the number of absorption events that can be accurately po-
sition determined, as a function of the incoming ux. The dierent curves corre-
sponds to dierent transverse resolutions.
The reconstruction procedure is a three step algorithm, starting with the charge
collected in a single electrode, proceeding to identifying the patterns in the image
and ending with ray tracing across multiple detectors:
Impact point Initially only single photon events (i.e. when only one photon im-
pacts per readout cycle) can be reconstructed unambiguously, but the occur-
rence of multiple photon events is easily detected. In such cases the event will
be discarded. Implementing transverse resolution methods for the detector
multiple photon events can be reconstructed if the bounding boxes spanned
by the coarse components do not overlap, this is illustrated in Fig. 9.10. The
uniquely determined impact points in the event are stored in a buer.
Impact areas By integrating over time (many readout cycles) a 2D histogram,
equivalent to a conventional CCD image, is obtained. A connectivity search
can identify shapes of diraction spots. Areas are written to disk. The integra-
tion can either be over a time interval not overlapping previous time intervals
or a rolling time interval where the oldest readout cycle is substituted by the
newest.
Ray-tracing When multiple detector layers are used two interesting scenarios are
available. For Bragg diraction conventional ray-tracing of individual dirac-
tion spots is possible (3D detector). In tomography one can gain statistics by
integrating over all layers increasing the increase in eÆciency or utilize the
reconstruction methods described in Sec. 3.4.
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Figure 9.10. Schematic view of the double sided strip detector. a) An event with
two incident photons each with two elongated impact zones (for illustration, green
strips are transverse to x and red strips are transverse to y). b) By barycentric
evaluation of the strips transverse to x a precise photon position is obtained along
x. The delay lines give a coarse position along the y position.
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