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GW170817, the milestone gravitational-wave event originated from a binary neutron star merger, has allowed
scientific community to place a constraint on the equation of state of neutron stars by extracting the leading-
order, tidal-deformability term from the gravitational waveform. Here we incorporate tidal corrections to the
gravitational-wave phase at next-to-leading and next-to-next-to-leading order, including the magnetic tidal Love
numbers, tail effects, and the spin-tidal couplings recently computed in Tiziano Abdelsalhin et al. [Phys. Rev. D
98, 104046 (2018)]. These effects have not yet been included in the waveform approximants for the analysis of
GW170817. We provide a qualitative and quantitative analysis of the impact of these new terms by studying the
parameter bias induced on events compatible with GW170817 assuming second-generation (advanced LIGO)
and third-generation (Einstein Telescope) ground-based gravitational-wave interferometers. We find that includ-
ing the tidal-tail term deteriorates the convergence properties of the post-Newtonian expansion in the relevant
frequency range. We also find that the effect of magnetic tidal Love numbers could be measurable for an optimal
GW170817 event with signal-to-noise ratio ρ ≈ 1750 detected with the Einstein Telescope. On the same line,
spin-tidal couplings may be relevant if mildly high-spin χ & 0.1 neutron star binaries exist in nature.
published journal version:
Phsyical Review D 98, 124014 (2018)
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I. INTRODUCTION
In August 2017, the LIGO-Virgo Scientific Collaboration
reported the milestone detection of gravitational waves (GWs)
from a binary neutron star (BNS) coalescence [1], dubbed
GW170817. This landmark discovery has opened a new era
in astrophysics. Along with the GW detection, several tele-
scopes also reported the observation of electromagnetic coin-
cidence signals in various bands, inaugurating the birth of the
GW multimessenger astronomy.
One of the most relevant implications of this discovery
is arguably the possibility of constraining the equation of
state (EoS) of the neutron-star (NS) core through the measure-
ment of the tidal deformability of the binary components [1–
8]. GW170817 allowed one to place stringent constraints on
the leading-order, tidal-deformability parameter, which mea-
sures the induced quadrupole moment of the binary compo-
nents due to tidal forces during the late inspiral. Though in the
past some constraints on the radius of isolated NSs (and hence
on the EoS) have been set based on electromagnetic observa-
tions (see Ref. [9] for a review), the GW channel is expected
to provide more robust and tighter constraints, especially as
more events are observed by current and next-generation GW
detectors.
GW searches and parameter estimation pipelines rely
on waveform approximants that accurately describe the in-
spiral, merger, and ringdown phases of the coalescence.
While the early inspiral is accurately described by the post-
Newtonian (PN) theory [10–12], this description breaks down
near the merger. To overcome this limitation, current wave-
form templates are recalibrated by fitting the late inspiral
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and merger phase to numerical relativity (NR) solutions [13–
16], producing the so-called Phenom [17–20] and SEOBNR
approximants [21–26], the latter based on the effective-
one-body (EOB) formalism [27–30]. The weak-field (low-
frequency) regime is well described as a combination of point-
particle PN dynamics [31] with extra finite-size tidal correc-
tions encoded in the tidal Love numbers (TLNs) [32]. NR-
calibrated phenomenological models are constrained to re-
cover the low-frequency solutions while correcting the devia-
tions of the higher-order coefficients, which become important
in the high-frequency regime. Thus, any new term included in
the PN equations would also propagate to full waveform ap-
proximants, possibly in a contrived and nonlinear way.
Tidal deformability terms in the GW phase appear at 5PN
order, but are magnified by the fifth power of GR/(c2M),
where M and R are the stellar mass and radius, respectively.
Thus, less compact stars (which are also more deformable)
have a larger impact in the waveform relative to the point-
particle phase.
For nonspinning objects, the TLNs are naturally separated
into two classes: those related with induced mass multipole
moments (the so-called electric TLNs), and those related to
the induced current multipole moments (the so-called mag-
netic TLNs). When the object is spinning, angular momen-
tum gives rise to spin-tidal coupling and to a new class of
rotational TLNs (RTLNs) [33–37].
Up to now, TaylorF2 approximants [38–40], which are
based on the PN expansion of the orbital equations, properly
account only for the contribution of the electric TLNs at the
leading (5PN) and next-to-leading (6PN) order. On the other
hand, tidal terms in EOB models have been partially included
up to 7.5PN order, where the tidal-tail terms up to 7.5PN order
emerge naturally from the expansion of the full EOB dynam-
ics [41]. EOB models including tidal effects have been re-
cently improved by the resummed time-domain version [42],
but neglecting the effect of the spin, the magnetic TLNs, and
the electric TLNs higher than the quadrupole [41].
The scope of this work is to quantify the effects of the
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2higher-order tidal terms, namely the magnetic TLNs [43–
45] (whose leading contribution enters at 6PN order), of the
tidal-tail terms [41] (whose leading-order contribution en-
ters at 6.5PN order), and of the recently computed spin-tidal
terms [46, 47] (which enter at 6.5PN order and are linear in
the binary-component spins). Although these effects are pre-
sumably small, they might be important for several reasons:
(i) Neglecting them might introduce systematics in the param-
eter estimation. This is especially important for the estimate
of the tidal deformability, whose relative signal-to-noise ratio
(SNR) accumulates mostly at high frequency, where the PN
expansion is poorly convergent. (ii) Higher-order tidal terms
could be used together with simulations to recalibrate effective
models, thus obtaining a more precise approximation of the
GW signal at high frequency. (iii) Spin-tidal couplings may
break some of the degeneracy between tidal and spin effects,
thus improving the parameter estimation of both quantities.
II. TIDAL DEFORMATIONS OF NEUTRON STARS IN
COALESCING BINARY SYSTEMS
The theory of tidal deformation of compact bodies in gen-
eral relativity has been developed in [43, 48–50], for nonro-
tating bodies, and then extended to rotating bodies in [33,
35, 51–53]. This theory has then been applied to com-
pact binary systems, in order to compute the contribution of
the tidal deformation to the emitted gravitational waveform,
in [41, 54, 55] for nonrotating NSs, and in [46, 47] for rotat-
ing stars.
A. Tidal Love numbers of a spinning neutron star
When a static, isolated and spherically symmetric object is
perturbed by an external tidal field, its mass and current mul-
tipole moments [56–58] (see also [59]) are deformed. In the
adiabatic approximation, in which the external tidal field is
(adiabatically) static over the timescale of the star’s response,
the mass and current multipole moments (within first-order
perturbation theory) are proportional to the electric and mag-
netic components of the tidal field. If the NS is not rotating 1
QL = λlGL ; S L =
σl
c2
HL (1)
where QL and S L are mass and current multipole moments of
order l, respectively; GL and HL are electric and magnetic tidal
tensors of order l evaluated on the star’s location; and λl and
σl are electric and magnetic TLNs (we follow the notations
and conventions of [46]). We remark that in the nonspinning
case an l-pole tidal field can only induce an l-pole moment
with the same parity. If the object rotates, instead, moments
with different orders l and l′ = l ± 1 and with opposite parity
are coupled to linear order in the spin. For l = 2, 3, Eqs. (1)
1 We use the symmetric-trace-free (STF) notation [58] where capital letters
in the middle of the alphabet L, K, etc. are shorthand for multi-indices
a1 . . . al, b1 . . . bk , etc., and round ( ), square [ ], and angular 〈 〉 brackets
in the indices indicate symmetrization, antisymmetrization and trace-free
symmetrization, respectively.
generalize to
Qab =λ2Gab +
λ23
c2
JcHabc
Qabc =λ3Gabc +
λ32
c2
J〈cHab〉
S ab =
σ2
c2
Hab + σ23JcGabc
S abc =
σ3
c2
Habc + σ32J〈cGab〉 (2)
where we have neglected the multipole moments and the tidal
tensors with l > 3. In Eq. (2), Ja is the spin vector of the
star, and λll′ and σll′ are the RTLNs [33–35]. For an N-body
system, the TNLs and RTLNs are denoted λ(A)l , σ
(A)
l , λ
(A)
ll′ , σ
(A)
ll′ ,
where A = 1, 2, . . . refers to the Ath body of the system.
The TLNs (and the RTLNs), computed by employing the
relativistic perturbation theory of compact stars, depend on
the NS EoS [33–35, 37, 43, 49, 50]; indeed, a stiffer EoS cor-
responds to a more deformable NS, and thus to higher TLNs,
whereas a softer EoS corresponds to lower TLNs and RTLNs.
B. Gravitational waveform of tidally deformed compact
binaries up to 6.5PN order
The largest tidal deformation of NSs occurs in the last
stages of a compact binary coalescence. In this process, the
binary system emits a strong GW signal, which depends on
the TLNs and on the RTLNs of the NSs that are coalescing.
The signal emitted during the inspiral can be described by
the PN formalism, recalibrated by fitting unknown (and possi-
bly resummed) higher-order coefficients to NR solutions. The
leading-order contributions of tidal deformation to the wave-
form appear at 5PN order; they do not depend on the NS spin
and have been computed in [48]. The next-to-leading order
contributions, which also do not depend on the spin and ap-
pear at 6PN order, have been computed in [44, 54, 55]. The
(nonspinning) tail component (which appears at 6.5PN order)
has been computed in [41]. Finally, the complete 6.5PN tidal
waveform, which depends linearly on the NS spin, has re-
cently been computed in [46]. For the sake of clarity, we show
here the explicit expression for the tidal contribution to the
waveform, up to 6.5PN order,
ψT (x) =
3
128νx5/2
{
− 39
2
Λ˜x5
+ (δΛ + Σ˜)x6 + (Λˆ + Σˆ + Γˆ + Kˆ)x6.5 + O(x7)
}
, (3)
where 2
Λ˜ =
16
13
(
12
η1
− 11
)
η51Λ1 + (1↔ 2) , (4)
δΛ =
509528 − 1589528η1 + 5715η114 − 325η
2
1
7
 η51Λ1
+ (1↔ 2) , (5)
Σ˜ =
(
6920
7
− 20740
21η1
)
η51Σ1 + (1↔ 2) , (6)
2 Note that we slightly changed the notation with respect to [46], to be con-
sistent with the notation of the LIGO-Virgo papers.
3Λˆ =
[(
593
4
− 1105
8η1
+
567η1
8
− 81η21
)
χ2
+
(
−6607
8
+
6639η1
8
− 81η21
)
χ1
]
η51Λ1 + (1↔ 2) , (7)
Σˆ =
[(
−9865
3
+
4933
3η1
+ 1644η1
)
χ2 − χ1
]
η51Σ1
+ (1↔ 2) , (8)
Kˆ =
39
2
piΛ˜ , (9)
Γˆ =
χ1
M4
[(
856η1 − 816η21
)
λ(1)23 −
(
833η1
3
− 278η21
)
σ(1)23
−ν
(
272λ(1)32 − 204σ(1)32
)]
+ (1↔ 2) , (10)
where ηA = MA/M, M = M1 + M2 is the total mass of the
binary, MA is the (Newtonian) mass of the Ath body, ν = η1η2
is the symmetric mass ratio, ΛA = λ
(A)
2 /M
5
A, ΣA = σ
(A)
2 /M
5
A
(A = 1, 2), x = 1c2 (Mω)
2/3, ω is the orbital angular veloc-
ity, and χA = cJA/M2A is the dimensionless spin parameter of
the Ath object with angular momentum JA (in absolute value).
For simplicity, we have used G = c = 1 units in the above
equations; the form of the latter in physical units is given in
Ref. [46].
As discussed in Ref. [46], there seems to exist a conceptual
issue related to the inclusion of the RTLNs in the Lagrangian
formulation. Since this problem is still unresolved, in the rest
of the paper we shall neglect the RTLNs, setting Γ˜ = 0 in the
GW phase.
Finally, we added Eq. (3) to the standard PN point-particle
phase [31] up to 3.5PN order and up to linear order in the
spin. We neglect quadratic and higher-spin corrections be-
cause they are expected to be small for NS binaries. With
this choice, the point-particle phase does not depend on the
spin-induced quadrupole moments of the binary components,
which are quadratic in the spin and depend on the EoS.
III. STATISTICAL ANALYSIS
A figure of merit of GW data analysis is the matched-filter
SNR, ρ, defined through
ρ2 = (d|hT ) = (h|hT ) + (n|hT ) , (11)
where d = h + n is a data stream containing a time-domain
GW signal h(~γ0, ~θ0), n is a given realization of the noise,
and hT (~γT , ~θT ) is a waveform from a given template bank.
Each waveform depends upon a set of D-dimensional intrin-
sic (physical) parameters {~γ0, ~γT }, and upon a set of extrinsic
parameters {~θ0, ~θT } that account for angular positions, wave
polarization and distance to the source. The operator (h|hT )
defines the overlap between two waveforms,
(h|hT ) = 4R
∫ fmax
fmin
h˜( f )h˜∗T ( f )
S n( f )
d f , (12)
with fmin and fmax the lower and upper cutoff frequencies of
the given detector, and h˜ and S n( f ) the frequency domain rep-
resentation of the signal h and the noise sensitivity curve, re-
spectively.
The extrinsic parameters are irrelevant for waveform mod-
eling purposes since they can naturally be factored out. Then,
for most of the waveform model computations, Eq. (12)
is usually replaced by the normalized noise-weighted inner
product or match, defined as
M(h(~γ0), hT (~γT )) = max
~θT
(h|hT )√
(h|h) (hT |hT )
, (13)
where the dependence on the extrinsic parameters is removed
by (i) maximizing Eq. (12) over them and (ii) normalizing to
remove the amplitude scaling. Equation (13) provides a use-
ful tool to measure the metric distance between two waveform
representations, sinceM ∈ [0, 1], withM = 1, 0 being a per-
fect and a zero match, respectively. In general, M is used
as an indicator of the performance of waveform models and,
for high-SNR and Gaussian noise, it may be used to provide
an estimate of the systematic errors produced by the different
waveform representations.
On the other hand, the parameter estimation of GW signals
is based on the application of Bayesian information theory to
the observed data streams. To do so, we have to compute the
posterior distributions in which the data streams are matched
to the waveform template banks [60],
p(~γT |d) ∝ p0(~γT )e−
(d−hT |d−hT )
2 , (14)
where p0 is the prior distribution of the intrinsic parameters
~γT . For high SNR, Gaussian noise and assuming flat pri-
ors, Eq. (14) may be substantially simplified by neglecting the
noise-related factors. In this case, one can express the multi-
variate posterior distribution around the true parameters ~γ0 as
(see, e.g., Appendix G of Ref. [61])
p(~γT ) ∝ exp
(
−ρ2(1 −M(h|hT ))
)
, (15)
where we have removed the arguments to simplify the nota-
tion. The above equation allows us to describe completely
the statistics in terms of the SNR and the match M(h, hT ).
In other words, for a given SNR ρ and a given template hT ,
the mismatch 1 − M determines the probability distribution
around the true values ~γ0. Note that the true parameters given
by ~γ0 do not correspond to the recovered ones ~γT unless the
real (injected) waveform and the template bank used are equal,
h = hT . This may insert non-negligible systematic errors that
in some cases may compete in significance with the statisti-
cal ones. Thus, if we replace h by a given waveform tem-
plate, Eq. (15) allows us to estimate the impact of using one or
another waveform template in our parameter estimation. We
evaluate these effects in Sec. V, including the PN corrections
described by [46].
An alternative approach is based on the Fisher-information
matrix (FIM) approximation [61–63], which is known to be
valid for large values of the SNR and when the noise is
mostly Gaussian. In this case, it turns out that the probabil-
ity of having each of the reconstructed parameters shifted by
∆γi = (~γT − ~γ0)i from the real values is given by
p( ~∆γ) ∝ exp
(
−1
2
Γi j∆γi∆γ j
)
, (16)
where Γi j =
(
∂hT
∂γT i
, ∂hT
∂γT j
) ∣∣∣∣∣
~γT =~γ0
is the FIM. Then, we can com-
pute the value of the D-dimensional posterior when each of
4fluid a0 a1 a2 a3 a4 a5
irrotational −2.03 4.87 × 10−1 9.69 × 10−3 1.03 × 10−3 −9.37 × 10−5 2.24 × 10−6
static −2.66 7.86 × 10−1 −1.00 × 10−2 1.28 × 10−3 −6.37 × 10−5 1.18 × 10−6
TABLE I. Coefficients of the fitting formula (22) describing the approximated EoS-independent relation between magnetic and electric TLNs.
We consider both irrotational and static fluids [71].
the reconstructed parameters is nσ away from the maximum-
likelihood ones as
p(~γnσ) ∝ exp
(
−1
2
Γi jn2σγiσγ j
)
, (17)
where σγi =
√
Γ−1ii is the statistical error on the ith parame-
ter γi 3. Neglecting the correlation among the parameters, 4
Eq. (17) reduces to
p(~γnσ) ∝ e− D2 n2 . (20)
Thus, by equating Eq. (15) and Eq. (20) one gets
(h − hT |h − hT ) ≈ 2ρ2(1 −M) ≈ D n2 . (21)
The above expression allows defining the well-known distin-
guishability criterion between two waveform models [64]. In
other words, it allows us to estimate the minimum SNR re-
quired to distinguish two waveform models within a certain
n = ∆γ/σ significance, with the latter ratio equal to unity to
distinguish two models with 1σ significance, for instance. We
use this definition in Sec. V as a quantitative indicator of the
impact of the new terms described in the Introduction where
D = 6 : {M, ν, χ1, χ2,Λ1,Λ2}, where we set n = 1.64 to get the
results at the 90% credible level.
IV. IMPACT OF THE HIGHER-ORDER TIDAL TERMS IN
THE GW PHASE
The new terms considered in Sec. II B modify the wave-
form at high PN order. This implies that their effects gain im-
portance as the signal approaches the high-frequency regime,
possibly probing a region where current gravitational detec-
tors are less sensitive. In general the impact of these terms will
depend on the source parameters and on the merger frequency
relative to the detector sensitivity. Fortunately, the parameter
range of NS mergers appears to be much reduced with respect
to the binary black hole case which simplifies the task of ex-
ploring the full BNS parameter space. The astrophysically
relevant BNS systems are expected to have a total mass M
that lies in the range [2.5, 4]M, the mass ratio is expected to
be M1/M2 ∈ [1, 2], individual spins are expected to be small5,
χ1,2 . 0.05, while the recent LIGO-Virgo constraints on the
deformability parameters are Λ˜ < 800 at the 90% credible
level [1, 6–8]. Then, before running any expensive parameter-
estimation analysis, we provide qualitative intuition on the im-
portance of the terms considered in Sec. II B by showing how
they affect the GW phase for different masses, mass ratios,
spins, and tidal deformability coefficients.
A. Relevance of the magnetic TLNs
Let us start by discussing the magnitude of the magnetic
TLN term, Σ˜, entering Eq. (3) at 6PN order. This term
arises from the odd-parity sector of the perturbation equations
[43, 50] thus being in principle independent from the elec-
tric TLN term. However, there exist some approximate EoS-
independent relations, Σi = Σi(Λi), that connect the magnetic
TLNs to the standard electric TLNs [44]. Notice that the mag-
netic TLNs depend on the properties of the fluid [34, 37, 70].
In particular, the magnetic TLNs for irrotational fluids or for
static fluids have the opposite sign and the quasiuniversal re-
lation also depends on the fluid properties.
We have recently revised the properties of odd-parity per-
turbations and of the magnetic TLNs of a NS [71]. Our anal-
ysis confirms the discussion in Ref. [34] by showing that as-
suming an irrotational fluid provides a more realistic descrip-
tion of the fluid dynamics, since dynamical odd-parity per-
turbations enforce irrotationality in the stationary limit [71].
Nevertheless, for the sake of completeness, here we shall con-
sider both cases and we use the following fitting formula
log(±Σi) =
5∑
n=0
an
(
log Λi
)n , (22)
where i = 1, 2 for the two bodies, and the plus or minus sign
is for static or irrotational fluid, respectively. The form of
the above fit is the same as that of Ref. [44], whereas the co-
efficients have been computed in Ref. [71] and are given in
Table IV A for the cases of irrotational and static fluids, re-
spectively. Our results agree with those of Ref. [37] and with
the revised ones in Ref. [44] in the relevant regimes [71]. We
also checked that the analysis presented below is insensitive
to the small differences between different fitting functions.
3 A weaker requirement would be looking for the global nσ confidence level
hypersurface. Since in the FIM approximation the posterior distribution is
Gaussian, this surface is a D-dimensional ellipsoid, and
p(~γnσ) ∝ exp
(
− 1
2
r2
)
, (18)
where r is the Mahalanobis distance
r2 = φ(c(n),D) , (19)
with φ the inverse of the cumulative distribution of the χ2-distribution with
D degrees of freedom and c(n) the probability of falling inside the nσ
confidence region (c(1) ∼ 0.68, c(2) ∼ 0.95, etc.).
4 This assumption is justified by the fact that we are interested only in the
weighted-tidal deformability Λ˜ parameter, which at so high SNR is weakly
correlated to the other parameters (cf. Sec. V).
5 Although the distribution of NS spins is uncertain, old NSs in the late stages
of a binary inspiral are expected to rotate rather slowly. The fastest spinning
NS observed so far in a compact system is the most massive component of
5Equation (22) provides a mapping from Λ1,2 to Σ1,2 which
is accurate at the level of a few percent [37, 44, 71]. Using
this relation allows one to remove the explicit dependence
on the magnetic TLNs in the waveform. In this way the fi-
nal phase (3) depends only on the electric TLNs Λ1,2, on the
masses M1,2, and on the spins χ1,2.
σIrrσStat
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FIG. 1. Approximated universal relations between the electric (Λi)
and the magnetic (Σi) quadrupolar TLNs as proposed in [44]. The
dashed lines define the points in the parameter space where the mag-
netic TLN contribution reaches 1% with respect to standard elec-
tric TLNs. The magnetic TLNs depend on the properties of the
fluid [34, 37, 70]; we show the cases of irrotational and of static
fluids.
In Fig. 1 we show the approximate EoS-independent rela-
tions between the (quadrupolar) electric and magnetic TLNs
for irrotational and static fluids. For typical values of the com-
pactness of a NS, the ratio Λi/Σi ≈ ±100, where the plus and
minus signs refer to static and irrotational fluids, respectively.
This anticipates that the 6PN order coefficient in the tidal
phase is dominated by the next-to-leading corrections propor-
tional to Λ1,2, rather than by the terms proportional to Σ1,2 that
enter at the same PN order. As shown in Fig. 1, the ratio Σi/Λi
depends only mildly on Λi and, when Λi & 200, the relation
Σi(Λi) is approximately linear. As already mentioned, assum-
ing static or irrotational fluid yields opposite magnetic correc-
tions to the tidal phase. Static fluids yield magnetic TLNs that
appear with the same global sign as the Λi and the δΛ terms
(i.e., attractive tidal effects in the two-body dynamics). This
would (slightly) increase the overall impact of the tidal effects
at the next-to-leading order. On the other hand, the more real-
istic case of irrotational fluid yields magnetic TLNs that act in
the opposite direction (repulsive tidal effects), thus inducing
a partial screening of the subleading tidal terms. This quali-
tative analysis suggests that neglecting the magnetic contribu-
tion may lead to a (small) bias in the estimate of Λi that will
be of opposite sign depending of the type of fluid considered.
We explore the relevance of these effects in Sec. V.
the double pulsar system PSR J0737-3039A [65], with a spin period of
≈ 23 ms, which corresponds to χ ∼ 0.02− 0.05, depending on the EoS [66,
67] (χ ∼ 0.02 for APR [68] EoS). Such a rotation rate is not expected to
decrease substantially as this system approaches the merger (see Ref. [69]
for a discussion). On the other hand, the observation of numerous isolated
millisecond pulsars suggests that spin rates as high as χ ∼ 0.1 [69] might
be found also in BNS systems.
B. Relevance of the spin-tidal couplings
All 39
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FIG. 2. Each of the tidal contributions from Eq. (3) to the GW phase
(in absolute value) as a function of the GW frequency. We considered
an equal-mass binary with total mass 2.8M, with Λ1 = Λ2 = 300,
and spins χ1 = χ2 = 0.05. The contribution from the spin-tidal
couplings at 6.5PN order Λˆ scales linearly with the spin.
In Fig. 2 we present the individual contributions to the GW
phase of each of the tidal terms described in Eq. (3) along
the relevant LIGO-Virgo frequency domain. To do so, we
consider a system with physical parameters roughly compat-
ible with GW170817: an equal-mass binary with total mass
2.8M, electric TLNs Λ1 = Λ2 = 300, and spin parameters
χ1 = χ2 = 0.05, in order to show the effects of the 6.5PN
order spin-tidal coupling terms Λˆ. As expected, the leading-
order 5PN order term Λ˜ dominates the GW tidal phase by
more than an order of magnitude with respect to higher-order
terms. The next term in order of importance is the 6PN order-
electric term δΛ, which contributes on average around 20% of
the total tidal phase evolution. Indeed, this was the highest PN
tidal term accounted for in the analysis of GW170817 [1].
The next term in order of relevance is the 6.5PN order tidal
tail Kˆ, whereas the spin-tidal term Λˆ is significantly less dom-
inant: its relative contribution is smaller than the total tidal
phase by about 2 orders of magnitude and also contributes
about 3% with respect to the total 6.5PN order coefficient.
This suggests that it might be safely neglected for binaries
with χi ≈ 0.05. On the other hand, this term grows linearly
with the spin so that it might become important if highly spin-
ning NS binaries exist in nature and for high SNR scenar-
ios. Finally, the lowest contributions come from the magnetic
TLNs [50], which agree with the estimates obtained by [28].
This has to do with the small ratio between the magnetic and
the electric TLNs shown in Fig. 1.
We quantify the above expectations in Sec. V. We note that
the higher-order tidal terms have a simple dependence across
the parameter space of the binary. Thus, they can easily be
computed for different values of Λi, Mi, and χi.
For example, we can explore the ratio of the dominant 5PN-
6PN order factors Λ˜ and δΛ as a function of the total mass M
and the mass ratio ν. We show this in Fig. 3 for a GW170817-
like event with Λ1 = Λ2 = 300. The 6PN order terms δΛ do
not contribute by more than 20% relative to the leading-order
term in the whole parameter space. We observe that the pa-
rameter that mostly affects this ratio is the total mass M, being
the mass ratio subdominant. As we explain in the next lines,
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FIG. 3. Absolute value of the ratio between the leading-order and
the next-to-leading order coefficients, 2/39 δΛ/Λ˜, at f = 300 Hz as a
function of the total mass M and the mass ratio ν. We set Λ1 = Λ2 =
300, consistent with GW170817 [1, 6–8].
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FIG. 4. Ratio (in absolute value) between the two next-to-leading
order contributions, δΛ/Σ˜, as a function of the symmetric mass ra-
tio ν for Λ1 = Λ2 = 300 and for irrotational fluids. Notice that
the dependence on the total mass scales out since we are comparing
equal-order coefficients.
this ratio increases linearly with Λ˜. This implies that, con-
sidering the recent constraint Λ˜ . 800 [1, 6], this ratio could
increase by a factor ∼ 3, thus allowing for a maximal contri-
bution of about 40% in ultrahigh mass (4M) NS mergers and
of about 30% in ordinary binaries.
In addition, in Fig. 4 we show the ratio between the coeffi-
cients δΛ and Σ˜ for a Λ1 = Λ2 = 300 binary. The ratio δΛ/Σ˜
does not depend strongly on the mass ratio (since we are com-
paring PN terms at the same order the total mass scales out),
thus being dominated by the different scale between the elec-
tric and magnetic TLNs.
V. RESULTS
To quantify the effect of the 6PN order magnetic TLNs and
the spin-tidal 6.5PN order contributions, we adopt an anal-
ysis based on the FIM introduced in Sec. III. In particular,
our analysis is valid for high-SNR and Gaussian noise. As
we shall verify a posteriori, the former assumption is anyway
necessary, since the effect of higher-order tidal terms is typi-
cally small.
We take the only BNS event observed so far by the LIGO-
Virgo Collaboration, GW170817, as a reference. This event,
observed with a SNR of ρ = 32.4, was consistent with a BNS
system with masses compatible with M1 ∼ M2 ∼ 1.4M,
with spins of the components compatible to zero, χ1,2 ∼ 0,
and the 90% credible intervals on the combined electric tidal
deformability Λ˜ have been recently constrained to lie within
∼ [70, 800] [7, 8] with the median value being Λ˜ = 300.
Though the observation of such a high SNR event was rather
unlikely considering the previous event rate predictions [72],
the inclination reported by the LIGO-Virgo Collaboration [1]
allows for a nonzero inclination angle with respect to the
Earth’s observation line (i ∼ 30o). This could have been re-
duced by a factor of approximately 1.15 the total SNR of this
event relative to the SNR that the same source would have
produced if oriented face on (see, e.g., [73]). Based on the
above discussion, we consider two different scenarios: the
standard scenario where the physical parameters are taken to
be those compatible with GW170817, that is, ρ = 32.4, M1 =
M2 = 1.4M, Λ˜ = 300; and a more optimistic scenario in
which we consider the hypothetical case of observing an event
with the physical parameters compatible with GW170817, but
in a face-on orientation, i.e., with ρ = 37, 6 and fixing the
maximum value allowed by the LIGO-Virgo posterior distri-
butions. The optimistic scenario maximizes the detectability
of the tidal effects considered in this work. Finally, we con-
sider two detectors: (i) LIGO in its O1 configuration [74],
known as eaLIGO, with { fmin, fmax} = {23, 2048} Hz; and
(ii) the planned third-generation detector Einstein Telescope
(ET) [75–77] in its ET-D configuration7 with { fmin, fmax} =
{1, 2048} Hz, for which current prospects anticipate a sensi-
tivity gain of factor ≈ 45 compared to eaLIGO. The correcting
factors to translate a LIGO-Virgo event to an ET one are de-
scribed in Appendix A.8
A. Impact of 6PN order magnetic terms on TaylorF2
approximants
Systematic errors on GW parameter estimation are induced
by the incompleteness of the waveform template banks. This
may produce an artificial bias with respect to the true parame-
ters that in some cases may overtake the statistical uncertainty
driven by the dectector’s noise. Here we evaluate the impact
of neglecting the 6PN order magnetic coefficient Σ˜ by compar-
ing three different sets of analytic waveforms. As previously
discussed, we consider each magnetic TLN Σi to be related
to the electric Λi through the universal relations shown in Ta-
ble IV A. Then, we explore the possibility of observing two
simulated GW triggers, tagged as hst and hirr, that are match
6 This factor is easily obtained from the −2Y22(i = 30, φ) spherical harmonic.
7 The D stands for the so-called xylophone configuration that is expected to
be more sensitive at low frequencies than other alternative ET designs as
the V-shaped configuration ET-B [76, 78].
8 The geometrical factors to transform from a LIGO-type observatory to ET
are explained in [78, 79].
7filtered with a waveform template bank h0. The triggers and
the template are defined as
• h0: TaylorF2 waveform template bank given by Eq. (3),
truncated at 6PN order, and with vanishing magnetic
TLNs, i.e. Σ˜ = 0, as in [1, 7, 8];
• hst: GW signal consistent with a TaylorF2 model trun-
cated at 6PN order, with magnetic TLNs included as-
suming a static fluid;
• hirr: GW signal consistent with a TaylorF2 model trun-
cated at 6PN order, with magnetic TLNs included as-
suming an irrotational fluid.
To produce the posterior distribution (15), we first need to
compute the match (13) between our magnetic GW signals
hst,irr and our reference waveform template bank h0. We set
the masses and spins of the GW signals hst,irr and the template
bank waveforms h0 to M1 = M2 = 1.4M and χ1 = χ2 = 0, re-
spectively. In addition, we consider two possible values (in-
jections) Λ˜0 = 300, 800 for the tidal deformability of our sim-
ulated GW events hst,irr, consistent with our standard and op-
timistic scenarios. We also assume that the two NSs are de-
scribed by the same EoS so that, since M1 = M2, we have
Λ1 = Λ2 and Σ1 = Σ2. Then, by varying Λ1 such that
Λ˜ ∈ [0, 2000], we generate a Λ˜-dependent distribution for
the match M(h0(Λ˜)|hst,irr(Λ˜0)), that is translated to p(Λ˜) by
means of Eq. (15). We repeat the analysis for eaLIGO and
ET-D noise sensitivity curves.
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FIG. 5. Probability distributions resulting from the match between
h0 and hst,irr for an injected value Λ˜0 = 300 and ρ = 32.4. The
offset produced by neglecting the magnetic TLNs, both static and
irrotational, is shown to be negligible for events compatible with
GW170817 and the eaLIGO sensitivity curve. The solid area defines
the region out of the 90% Λ˜ credible intervals.
In Fig. 5 we show the probability distributions obtained in
our standard scenario by matching our two GW events hst,irr
to the waveform template bank h0. We observe that the pos-
terior distributions obtained for hst,irr are compatible with the
injected value Λ˜0 = 300, thus not revealing any sensitive off-
set with respect to the zero-magnetic model h0. The differ-
ences on the peaks obtained for static (green) and irrotational
(orange) fluids are on the order of |Λ˜0 − Λ˜st,irr | ∼ 1, where the
solid area determines the 90% credible intervals. This is con-
sistent with the results of Fig. 2, where the Σ˜ contribution
appears to be even more subdominant than the 6.5PN order
tidal-tail effect. Moreover, considering that these effects do
not vary significantly in the unequal-mass case (Fig. 4) and
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FIG. 6. Same as in Fig. 5 but for our optimistic scenario and assum-
ing a detection with ET-D. The vertical dashed line in red corresponds
to the position of the injected value Λ˜, while the orange and the green
ones correspond to the peak value for irrotational and static fluids, re-
spectively. The solid areas (orange and green) define the region out
of the 90% credible intervals.
that their dependence on the total mass is exactly zero (Fig. 4),
we do not expect to observe any significant gain for a differ-
ent point across the parameter space. Therefore, these results
suggest that the effect of magnetic TLNs is negligible for the
measurement of the tidal deformability and that measuring the
magnetic TLNs independently with eaLIGO will be very un-
likely. Unfortunately, this also prevents the constraint of the
dynamical properties of the NS fluid (i.e., static versus irrota-
tional) according to a putative measurement of the sign of Σi.
We note that if these terms are negligible within our simpli-
fied analysis (in which the only parameter that is varied is Λ˜),
they would be even more difficult to measure within a rigor-
ous and more expensive multidimensional Bayesian analysis
performed on hst,irr.
Finally, we can also carry out the same analysis in our opti-
mistic scenario (that is, Λ˜ = 800) and assuming the ET-D noise
sensitivity curve. This gives an SNR larger than in the stan-
dard scenario by roughly a factor of 55; i.e., we set ρ = 1750,
which comes from observing GW170817 with ET-D (see Ap-
pendix A). From Eq. (15), in the large-ρ limit the FIM errors
scale as σi ∝ 1/ρ. This implies that any gain on the SNR will
sharpen our posterior distributions around the best-likelihood
values that, in general, will be different for different waveform
approximants. Thus, in the optimistic scenario the offset be-
tween the recovered tidal deformability Λ˜ given by hst,irr and
the injected value Λ˜0 should be larger than in the standard sce-
nario assuming a GW170817-like detection with LIGO-Virgo.
In Fig. 6 we show the posterior distributions generated
when assuming static and irrotational fluids. Notice that the
displacement between distributions is larger than in the stan-
dard scenario, as well as the 90% credible levels delimited by
the orange and green solid areas. The sign of the offset is di-
rectly correlated with the sign of the magnetic TLNs. In the
case of irrotational fluids, the magnetic TLNs enter at lower
order than (but with the sign opposite to) the electric TLNs,
thus tending to decrease the tidal effects. This induces a small
underestimation of Λ˜ with respect to the injected value Λ˜0,
the differences being larger as one increases the injected value
Λ˜0. The opposite happens for static fluids: in this case the
sign of electric and magnetic TLNs is the same, leading to an
8increase of the tidal effects, and thus inducing a small overes-
timate of Λ˜. The offset between the distributions is sufficient
to place the peak values outside of the credible regions. In
other words, the differences may be marginally observable as
long as the optimistic scenario is considered. Therefore, based
on the above analysis, we can estimate that the error induced
by not including tidal-magnetic effects in current waveform
models [13, 55] (both NR-calibrated and analytical ones) will
not be observed for the next BNS observations with 2G gravi-
tational wave detectors, but they may produce a not negligible
impact on 3G detectors such as ET.
B. Impact of 6.5PN order terms on TaylorF2 approximants
Following the discussion of the previous section, let us now
consider the 6.5PN order terms, i.e., the tidal-tail term and the
tidal-spin coupling. We quantify the magnitude of these terms
by performing the same match/distinguishability analysis pre-
viously discussed, but now considering a spinning binary. For
simplicity, and because they are more realistic [34, 71], we
only consider the magnetic TLNs arising from an irrotational
fluid.9 For the present analysis, the set of waveforms consid-
ered are the following:
• h0: 6PN order TaylorF2 waveform template bank, with
zero spin-tidal contributions and setting to zero the
tidal-tail contribution Kˆ = 0;
• hχ: GW signal described by a 6.5PN order TaylorF2
waveform accounting for irrotational fluids, with non-
vanishing spins and Kˆ = 0.
Note that in both cases we are not considering the tail-tidal
term, imposing Kˆ = 0. The reason is that the tail-tidal term
limits the convergence domain of the 6.5PN order term to fre-
quencies f . 100 Hz. Beyond these frequencies, including
the 6.5PN order tail contribution makes the accuracy of the
PN series worse than that retaining only terms up to 6PN order
(see Fig. 10 below). We discuss this issue in detail in Sec. VI.
Also note that, since the spin-tidal terms are linear in the
spin and since we are neglecting quadratic and higher-spin
terms in the point-particle phase, the entire PN phase is sym-
metric under spin inversion, χi → −χi.
In Fig. 7 we show the effect of the spin-tidal corrections
with respect to the standard 6PN order approximant for the
ET-D noise sensitivity curve. The injected parameters are con-
sistent with an equal-mass binary with total mass M = 2.8M,
equal spins χ1 = χ2 = 0.05, and Λ˜0 = 300, thus setting a con-
servative (standard) scenario where the spins are compatible
with current astrophysical observations. Note that the prob-
ability distributions match almost perfectly the nonspinning
predictions described by h0 though the spin-tidal effects tend
to induce a minimal shift on p(Λ˜) that depends on the sign
of the spin. The impact on the recovery of Λ˜ is small, not
producing a bias larger than 1% with respect to Λ˜0. The sign
of the offset tends to overestimate and underestimate Λ˜ for
positive (dashed green line) and negative (orange line) spins,
respectively. This can be explained intuitively by observing
9 At any rate, the contribution of Σˆ is much smaller than that of Λˆ, since
Σi ≈ Λi/100.
the relation between the electric 6.5PN order spin-tidal coef-
ficient Λˆ and the 6PN order Σ˜ one from Fig. 2. We observe
that for χ1 = χ2 = ±0.05 the corrections induced by these
terms produce similar corrections to the orbital phase, where
the role of positive spins would be similar to that of static flu-
ids while negative spins would affect similarly to irrotational
fluids. Moreover, notice the similarity between the offsets ob-
tained in Figs. 6 and 7, with the corrections on the former be-
ing larger due to the larger Λ˜0 considered. Thus, we see that
the linear dependence of the orbital phase on each of the tidal
contributions induces a similar linear behavior on the bias pro-
duced when comparing different approximants. Thus, Fig. 7
shows that the spin-tidal coefficients for an event fully com-
patible with GW170817 are negligible even when assuming
a detection with ET-D. This is also in agreement with the re-
sults obtained by full hydrodynamical NR simulations of BNS
systems [13], where the spin-tidal effects do not show any sig-
nificant contribution to the orbital phase for spins as high as
χ ∼ 0.15. The picture slightly improves when we compute
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FIG. 7. Probability distributions obtained in our standard scenario
for a binary spinning at χ = 0.05 (dashed green line) and χ = −0.05
(orange line), assuming irrotational fluids, with the ET-D noise sen-
sitivity curve. The vertical dashed lines define the best-likelihood
values while the solid areas define the 90% credible intervals. The
red dashed vertical line defines the injected value Λ˜0.
the deviations in our optimistic scenario, that is, increasing ρ
by a factor of 1.15 and setting Λ˜0 = {300, 800}, but now also
considering spin rates as high as χ1 = χ2 = ±0.1 in order to
maximize the spin-tidal effects. The results for this case are
shown in Fig. 8. For Λ˜ = 300 the best-likelihood values for Λ˜
for both aligned (orange line) and antialigned (dashed green
line) binaries lie approximately on the tails of the 90% credi-
ble intervals delimited by the solid areas, thus being the spin-
tidal waveforms hχ marginally distinguishable from the tem-
plate h0. The peak offsets go in the same direction as in Fig. 7
but now largely increased because the SNR, the electric TLN
Λ˜, and the spins χ1,2 for the simulated events hχ are a factor of
∼ 2.7, 2, and 55 times larger, respectively (see Appendix A).
In the pure optimistic scenario, that is, Λ˜ = 800, we observe a
much larger offset with respect to the small Λ˜ case of 6σ and
thus clearly placing the injected value outside the 90% credi-
ble intervals. Therefore, a spin-tidal model would produce a
distribution substantially different from the pure 6PN models
being its effects relevant for parameter estimation.
Finally, we also provide an estimate of the minimum values
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FIG. 8. Probability distributions obtained for two BNS spinning at
χ = 0.1 (dashed green line) and χ = −0.1 (orange line), assuming ir-
rotational fluids, with the ET-D noise sensitivity curve but now con-
sidering the case of observing GW170817 with an optimal orienta-
tion and Λ˜ = {300, 800} (top and bottom panels). The vertical dashed
lines define the best-likelihood values while the solid areas define the
90% credible intervals. The red dashed vertical line defines the in-
jected value Λ˜0.
for the triplet χ − ρ − Λ˜0 (with χ1 = χ2 = χ) required to dis-
tinguish the effects of the spin-tidal terms for a GW170817-
like event detected with ET-D. To do so, we have computed
the match of a h0(Λ˜0, χ) against hχ(Λ˜0, χ), for Λ˜0 ∈ [0, 2000]
and χ ∈ [−0.79, 0.79]. The results of the match are trans-
lated to ρ through Eq. (21) for a D = 6 parameter space,
where we require one to estimate all the parameters at 90%
credible level, i.e., n = 1.64. The results of this analysis are
shown in Fig. 9. The contour lines represent the minimum
SNR needed to observe some characteristic combination of
Λ˜0 and χ1 = χ2 = χ. The solid and dashed vertical grid lines
Λ˜0 = {300, 800} set the median and 90% upper limit provided
by [1, 8], respectively. Then, the intersection of Λ˜0 = 800
with the ρ = {1500, 1750} contours shows that the minimum
spin required to distinguish the spin-tidal effects from a h0
template at the 90% level is χ ∼ ±0.07, respectively. Notice
that the intersection of the Λ˜0 = 800 line with the green con-
tour line (ρ = 1750) corresponds to the particular case shown
in Fig. 8. Moreover, from Fig. 9, we see that larger spins
are required to attain the same SNR as Λ˜0 decreases. In par-
ticular, for Λ˜ = 300 and ρ = 1750 the intersection occurs at
χ ∼ ±0.15. Therefore, spin-tidal couplings are only expected
to affect significantly the signal for putative optimally ori-
ented BNS events, observed with third-generation detectors,
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FIG. 9. Estimation of the SNR required to distinguish the effects
of the spin-tidal terms considering the ET-D noise sensitivity curve.
The vertical red grid lines fix the tidal deformabilities consistent with
the median and 90% upper limits provided by LIGO-Virgo [1, 8]
respectively. The blue and green contour lines correspond to the SNR
of our standard and optimistic scenarios.
and for moderately large spins. On the other hand, the cali-
bration of these effects on current waveform templates would
have a non-negligible impact only if high-spin binaries (with
χi & 0.1) evolve and merge in our local universe.
Finally, we note that we have also estimated the one-
dimensional probability distributions on p(Λ˜) by running a
six-dimensional Markov chain Monte Carlo algorithm on
Eq. (15), where p(Λ˜) is obtained by marginalization. By doing
so, we did not observe any relevant differences with respect to
the distributions p(Λ˜) obtained in this section, thus suggest-
ing that the correlations between the physical parameters do
not affect our results in such high SNR scenarios.
VI. TRUNCATION EFFECTS ON HIGH-PN ORDER
TAYLORF2 TERMS
PN models approximate the orbital dynamics by a power-
series expansion of the equations in terms of the parameter
x = v2/c2 = (GωM)2/3/c2  1. However, in the high-
frequency regime the optimal truncation order may be limited
by the convergence properties of the PN series. This has been
extensively studied in the case of binary black holes, where
the expansion above 3PN order is shown to break down at rel-
atively low frequencies [80–83]. In this section we study the
properties of the tidal part of the PN series as an asymptotic
series [84]. Formally, a power series is said to be asymptotic
to a function f (x) as x→ x0 if for each N
f (x) −
N∑
n=0
an(x − x0)n  aN(x − x0)N . (23)
This equation states that, to satisfy the asymptotic condition
near some point x0, the difference between a function and the
N-truncated sum of the series should be much smaller than
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the last term kept in the expansion. If the series is divergent
[or it is not converging to f (x)], for each given point x there
is a maximum order N = N(x) for which the match between
the function and the series truncated up to that order is the
optimal one, which means that including higher-order terms
will decrease the accuracy of the approximation. For the PN
case Eq. (23) reduces to
ψ(x) −
N∑
n=0
an/2 xn/2  aN/2 xN/2 , (24)
where 2n is the PN order [see Eq. (3)] and the function ψ(x)
is the exact (but unknown) full gravitational waveform phase
for the binary under consideration. Likewise, the range of
validity of the truncated expansion at some fixed PN order
can be limited to some maximum point x = xmax, above which
Eq. (24) is no longer satisfied. The exact value of xmax will in
general vary across the parameter space (component masses,
spins, etc.) though for BNS systems we expect this variation
to be smaller than for binary black holes due to the relative
smallness of the parameter space.
Here we study the asymptotic behavior of the PN tidal terms
in the case of a nonspinning, equal-mass BNS with vanishing
magnetic TLNs. The latter approximation should not affect
our analysis since, as shown in the previous sections, mag-
netic TLNs give a negligible contribution to the GW phase.
Then, the tidal approximants can be considered valid for pa-
rameter estimation studies if and only if all these terms satisfy
Eq. (24), across the full parameter space and along the full
frequency regime of ground-based detectors.
To illustrate this, we assume the NR-calibrated model
IMRPhenomD-NRTidal [13] as the true underlying tidal part
of GW phase ψ(x) in Eq. (24), recalibrating its coefficients
to also recover the 6.5PN order tail coefficient Kˆ in the low-
frequency limit. Doing so we ensure that the model by itself
represents effectively the same phase evolution as the original
one but achieving a better match with the PN solutions at in-
termediate frequencies. Then, we check whether Eq. (24) is
satisfied for all the truncated expansions of the TaylorF2 ap-
proximant previously considered. For this analysis we adopt
the physical parameters of GW170817; in particular we con-
sider nonspinning binaries. In Fig. 10 we show the quantity
∆(x) =
∣∣∣∣∣∣∣ψ(x) −
N∑
n=0
an/2 xn/2
∣∣∣∣∣∣∣ (25)
[i.e.,the left-hand side of Eq. (24)] for each PN tidal or-
der, namely
{
5PN, 6PN, 6.5PNKˆ
}
, where 6.5PNKˆ indicates the
tidal-tail term entering at 6.5PN order (i.e., neglecting the
spin-tidal part entering at the same order). The asymptotic
condition in Eq. (25) is satisfied by requiring only that in-
cluding higher-order PN terms increases the agreement be-
tween the series and the full IMRPhenomD-NRTidal model,
i.e., that ∆(x) decreases as more terms are added to the se-
ries. From Fig. 10 we notice that for frequencies approxi-
mately below 100 Hz this is indeed the case. However, this
is not true anymore above f ∼ 100 Hz which roughly cor-
responds to the crossing between the 6PN order curve and
the 6.5PNKˆ order curve in Fig. 10. In other words, includ-
ing the 6.5PNKˆ order tidal-tail term makes the difference be-
tween the IMRPhenomD-NRTidal model and the PN series
larger than that obtained retaining only terms up to 6PN order.
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FIG. 10. Comparison between the TaylorF2 and PhenomD approx-
imants following the criterion defined in Eq. (24). We show ∆( f )
[cf. Eq. (25)] as a function of the frequency for the same set of tidal
corrections. The vertical dashed line at f = 100 Hz fixes the approx-
imate frequency where the discrepancies ∆( f ) for the 6PN order and
the 6.5PNKˆ order tidal-tail term cross each other for an equal-mass
2.8M BNS system.
Based on this, we can assert that the addition of the 6.5PNKˆ
order tail-tidal term will only improve the PN approximants in
the low frequency regime. On the other hand, at frequencies
f & 100 Hz, the inclusion of this term decreases the agreement
between the TaylorF2 approximant and the IMRPhenomD-
NRTidal model. Considering that current ground-based de-
tectors collect most of the SNR around these frequencies, the
inclusion of such a term would be magnified, producing a neg-
ative impact on parameter-estimation analyses.
It is also worth noting that, since the IMRPhenomD-
NRTidal model does not account for the spin-tidal interac-
tions, we could not extend this analysis to the new 6.5PNΛˆ
order spin-tidal contributions Λˆ. This has prevented us from
determining whether there exists a maximum frequency xmax
for the Λˆ coefficient for which Eq. (24) is unfulfilled, thus
not ensuring the correctness of such terms up to fmax = 2048.
However, as it is shown in Fig. 2 and in agreement with the
results of Sec. V, the order of magnitude of these terms is ex-
pected to be a factor ∼ 8 smaller than the tidal-tail term for
moderately high spins χ = 0.1. Therefore, the corrections be-
ing so small suggest that there are no such divergences for the
6.5PNΛˆ order term. For this reason, we set fmax = 2048.
We quantify the impact of different PN tidal terms by ap-
plying the analysis described in Sec. III. In this case, we use
as the reference model the full IMRPhenomD-NRTidal model
matched against the tidal part of the TaylorF2 approximant
truncated to
{
5PN, 6PN, 6.5PNKˆ, 6.5PNΛˆ
}
order, respectively,
in the frequency range f ∈ (23, 2048) Hz, consistent with the
range used in [8]. The 6.5PNKˆ and 6.5PNΛˆ terms refer to two
separate 6.5PN order models, where in the former we include
only the tidal-tail term Kˆ while in the latter we set Kˆ = 0 but
accounting for the spin-tail coefficient Λˆ with χ = 0.2.
In Fig. 11 we show the effect of adding sequentially new
PN terms to the TaylorF2 approximant. The first term consid-
ered in this analysis is the leading-order 5PN term, which pro-
vides an estimated value of the weighted tidal deformability
Λ˜ remarkably shifted about 130% from the injected one (blue
curve). The offset is significantly reduced by adding the 6PN
order term (orange curve) to the TaylorF2 approximant, which
now makes the reconstructed Λ˜ a value 30% closer to the true
one. This suggests that the 6PN order term still accounts for
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FIG. 11. Match as in Eq. (13) obtained by comparing the
PhenomD model and the TaylorF2 approximant truncated at{
5PN, 6PN, 6.5PNKˆ, 6.5PNΛˆ
}
order. The 6.5PNKˆ and 6.5PNΛˆ terms
refer to the tidal-tail and spin-tail coefficients respectively with
χ = 0.2. The dashed vertical line determines the injected tidal de-
formability for an equal-mass binary with total mass M = 2.8M.
a non-negligible contribution to the tidal phase; thus it can-
not be omitted for parameter estimation. Indeed, the TaylorF2
approximant up to 6PN order has been used to provide the
first estimates to the leading-order tidal deformability in [1].
Interestingly, our analysis suggests that TaylorF2 waveforms
always provide upper bounds on Λ˜ larger than those provided
by NR-calibrated waveforms [1]. Furthermore, the addition
of the next-to-next-to-leading-order 6.5PNΛˆ spin-tidal term
(purple line) with χ = 0.2 just produces a minimal deviation
with respect to the 6PN next-to-leading-order term due to the
smallness of the spin-tidal interaction, which is in agreement
with the results of Sec. V. On the contrary, the tail-tidal term
(green curve) does not improve the agreement between the
two waveform models but actually increases the systematic
error. We believe that this is due to the fact that we are using
such term in a regime where the PN series is poorly conver-
gent, so that such term is no longer a good approximation to
the true GW phase. Including (currently unknown10) higher-
order PN terms could in principle correct this pathological be-
havior.
VII. CONCLUSION
We have estimated the impact of the 6PN order magnetic
TLNs terms described in [44–46] and the new 6.5PN order
spin-tidal corrections computed by [46] on GW BNS events
with physical parameters consistent with GW170807. We
considered two different scenarios: a standard scenario in
which we choose the physical parameters to be consistent with
the median estimates provided by the LIGO-Virgo Collabora-
tion [1, 8] and [7], and a more optimistic scenario based on
a hypothetical optimally oriented GW170807-like event (thus
increasing the SNR to ρ = 1750 or to that compatible with
the optimal observation of GW170817 under ET) and where
the leading-order tidal deformability is taken to be Λ˜ = 800,
10 Here we are not considering the EOB tidal model, in which some terms
have been derived up to 7.5PN order [41].
i.e., consistent with the LIGO-Virgo upper limits. Given the
high SNR produced in the two scenarios, we have taken ad-
vantage of the FIM formalism to compute the parameter bias
induced by neglecting the magnetic TLNs and the spin-tidal
terms on our waveform approximants. We provide estimates
for both scenarios and for the eaLIGO and ET-D noise sensi-
tivity curves.
We found that the internal dynamics induced on the NS
fluid and encoded in the magnetic TLNs could be observed
with third-generation GW detectors such as ET-D for our op-
timistic scenario. The effects of the magnetic TLNs, for both
static and irrotational fluids, do not affect by more than ∼ 5%
the estimate of Λ˜ when they are not included in current wave-
form template banks. This is explained by the fact that the
magnetic TLNs are roughly a factor of 100 smaller than the
corresponding electric TLNs, while they enter at the next-to-
leading PN order relative to the principal Λ˜. This is consistent
with [28].
We find a slightly more optimistic scenario regarding the re-
cently computed 6.5PN order spin-tidal couplings. In this case
we have quantified for the first time the impact of these terms
by means of the bias produced on the measurement of the
tidal deformability Λ˜ that arises from neglecting these terms in
our waveform approximants. We find that for a GW170817-
like BNS event detected by the ET in the optimal orienta-
tion, spin-tidal effects can be negligible unless the spins are
at least |χ1,2| ∼ 0.07 for Λ˜ ∼ 800 (which is the LIGO-Virgo
upper limit on Λ˜) and |χ1,2| ∼ 0.15 for the more conserva-
tive value Λ˜ ∼ 300. Therefore, these effects could be relevant
for BNS waveform approximants only in the unlikely case
that spinning binaries with χ1,2 ∼ 0.1 merge in our local uni-
verse. However, considering the current accuracy of the NR
codes, we do not expect that the minimal variations produced
by spin-tidal couplings can be separated from the numerical
noise [13]. We focused on the planned ET detector [75–77],
but similar results are expected for other third-generation de-
signs, such as Cosmic Explorer [85, 86]. In particular, since
the minimum sensitivity of the latter is a factor of a few better
than ET, we expect that the effect of spin-tidal coupling should
be slightly easier to detect.
Finally, we have studied the convergence properties of the
high-PN order tidal terms. This is relevant for any study will-
ing to add higher than 6PN order terms to TaylorF2 approx-
imants. We found that though these terms contribute to in-
crease the accuracy at the very low frequencies ( f  100 Hz),
they do not satisfy the convergence properties at f ∼ 100 Hz.
Given that, for BNS events, most of the SNR is collected
at frequencies that surround this value, the inclusion of such
higher-order terms in the waveform models may lead to large
systematic errors and to a significant bias on the parameter
estimation. This explains why TaylorF2 approximants re-
stricted to 6PN order produce results more compatible with
the NR-calibrated models than the extended 6.5PN order tidal-
tail model, since the 6PN order term satisfies the convergence
properties, whereas this is not the case of the tidal-tail term.
We could not extend this analysis to the 6.5PN order spin-tidal
coefficients since there is no NR-calibrated approximant ac-
counting for these terms. Alternatively, a different resumma-
tion of the PN terms as in [42] could correct the pathological
behavior of the series.
Future work will focus on the inclusion of the RTLN terms
computed in Ref. [46], although this will have to wait until
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the conceptual problem related to the inclusion of the RTLNs
in a Lagrangian formulation is solved. Another extension of
our work is related to the analysis of systems for which the
spin-tidal effects are expected to be larger, for instance in GW
searches for exotic compact objects based on tidal effects [87–
89]. There is no reason to expect that such objects should be
slowly spinning (this is particularly true for supermassive ob-
jects in the LISA band, whose spin might grow through accre-
tion or through subsequent mergers during the galaxy evolu-
tion). We expect that the inclusion of the spin-tidal couplings
computed here will improve previous analysis [89].
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Appendix A: APPROXIMATED CONVERSION OF
GW170817 TO ET
A GW strain h(t) detected by some particular GW observa-
tory in its own coordinate frame has the following form,
hD(t, ~γ, ι, θ, φ, ψ, ζ) = D
i j
A(θ, φ, ψ, ζ)hi j(t, ~γ, ι) , (A1)
where Di jA is the so-called detector tensor of the detector A
and hi j accounts for the GW strain tensor. Then, Eq. (A1) is
nothing other than the projection of the strain tensor hi j de-
fined in the source coordinate frame (where ~γ are the physical
parameters and ι the source inclination) to the detector frame
according to its sky location {θ, φ}, polarization angle ψ, and
the angle between the detector arms ζ. In other words, it gives
the amount of signal traveling in the direction perpendicular
to the detector plane and with polarization angle ψ. For in-
stance, an interferometer with a pair of arms forming an angle
ζ, the detector tensor Di jA reads
Di jA =
1
2
 F+(θ, φ, ψ) sin2 ζ −F×(θ, φ, ψ) cos ζ sin ζ−F×(θ, φ, ψ) cos ζ sin ζ −F+(θ, φ, ψ) sin2 ζ
 ,
(A2)
where F+,×(θ, φ, ψ, ζ) are the so-called detector antenna pat-
terns. In parallel, the strain tensor hi j of an elliptically polar-
ized GW traveling perpendicular to the detector frame is
hi j = h0(t, ~γ)
 1+cos2 ι2 i cos ι
i cos ι − 1+cos2 ι2
 , (A3)
consistent with the h+ (diagonal) and h× (antidiagonal) polar-
izations and noting that ι = 0 represents the case of the opti-
mally oriented (circularly polarized) source considered in this
work. For an L-shaped detector such as the LIGO-Virgo ob-
servatories (ζ = 90o) it is easy to show that combining equa-
tions (A1), (A2) and (A3) we get the usual expression for hD,
hD(t, ~γ, ι, θ, φ, ψ, ζ) =
(1 + cos2 ι
2
)
F+(θ, φ, ψ)h+(t, ~γ, i) , (A4)
which simplifies to
hD(t, ~γ, ι, θ, φ, ψ, ζ) =
(1 + cos2 ι
2
)
h0(t, ~γ) , (A5)
for the particular case of θ = φ = ψ = 0.
On the other hand, the SNR collected by a network of (un-
correlated) detectors is given by
ρ =
√∑
D
ρ2D , (A6)
where ρD accounts for the SNR observed by a single detector
as described by Eq. (12). In the particular case of GW170817,
its position in the sky implied that almost all the SNR was
collected by the Hanford and Livingstone observatories [1]
also with similar magnitudes. In this scenario, Eq. (A6) can
be approximated by
ρHL =
√
ρ2H + ρ
2
L ≈
√
2 ρH ≈
ρstHL = 32.4ρoptHL = 32.4( 21+cos2(30o) )
(A7)
where ρH,L are the individual Hanford and Livingstone SNR’s
and the first line consistent with our standard scenario ρstHL
while in the second one ρoptHL reproduces the same LIGO-Virgo
event if ι would have been optimal. Alternatively, current
prospects concerning the design of the ET geometry anticipate
the construction of a detector formed by joining three sepa-
rate interferometers in a triangular shape, that is, with ζ = 60o
[77, 79] and with the three responses described by Di j1 ,D
i j
2 and
Di j3 as
Di j1,2 =
1
2
 ± 34 −
√
3
4
−
√
3
4 ∓ 34
 , Di j3 = 12
 0
√
3
2√
3
2 0
 , (A8)
where we have also assumed θ = φ = ψ = 0. Then, using Eqs.
(A1), (A6), and (A8), the total SNR in ET will result from
adding up the three individual contributions as,
ρET4 =
√√ ∑
A=1,3
4R
∫ fmax
fmin
|Di jAhi j|2
S ETn ( f )
d f = f (ι) ρET (A9)
and
f (ι) =
3
2
√
1/8(1 + 6 cos2 ι + cos4 ι) , (A10)
where ρET is the SNR computed for a single L-squared ET
detector for an optimally oriented source and f (ι) is a geomet-
rical factor equal to 3/2 for ι = 0 [79]. Then, by combining
Eqs. (A7) and (A9), we get
ρET4 = f (ι)
√√√4R ∫ fmaxfmin h˜( f )h˜∗T ( f )S ETn ( f ) d f
4R ∫ fmaxfmin h˜( f )h˜∗T ( f )S Hn ( f ) d f
ρ
opt
HL√
2
, (A11)
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where S ET,Hn are the sensitivity curves taken from the litera-
ture for ET-D and eaLIGO, fmin = {3, 30} and fmax = 2048Hz
for both detectors, respectively. Finally, we get the following
conversion factors:
ρET4 ≈ ρstHL
45 standard scenario55 optimal scenario . (A12)
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