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UNIQUE CONTINUATION PRINCIPLE FOR HIGH ORDER
EQUATIONS OF KORTEWEG-DE VRIES TYPE
PEDRO ISAZA
Abstract. In this article we consider the problem of unique continuation a class of high order equations
of Korteweg-de Vries type which include the kdV hierachy. It is proved that if the difference w of two
solutions of an equation of this form has certain exponential decay for x ą 0 at two different times, then w
is identically zero.
1. Introduction
This article is concerned with a unique continuation principle for the equation
Btu` p´1q
k`1Bnxu` P pu, Bxu, ¨ ¨ ¨ , B
p
xuq “ 0 , u “ upx, tq, x, t P R, (1.1)
where n “ 2k ` 1, k “ 1, 2 ¨ ¨ ¨ , and P is a polynomial in u, Bxu, ¨ ¨ ¨ , B
p
xu, with p ď n´ 1. In particular, we
will focus our attention to the case in which P has the form
P pu, Bxu, ¨ ¨ ¨ , B
n´2
x uq “
k`1ÿ
d“2
ÿ
|m|“2pk`1´dq`1
ad,m B
m1
x u ¨ ¨ ¨ B
md
x u ”
k`1ÿ
d“2
Adpzq, z “ pu, Bxu, ¨ ¨ ¨ , B
n´2
x uq, (1.2)
where, for d P N and for integers m1, ¨ ¨ ¨ ,md, m :“ pm1, ¨ ¨ ¨ ,mdq is a multiindex with 0 ď m1 ď ¨ ¨ ¨ ď md,
|m| :“ m1 ` ¨ ¨ ¨ `md, and ad,m is a constant. We will refer to equation (1.1) with P as in (1.2) as equation
(1.1)-(1.2). Besides, we will also be considering equation (1.1) when the nonlinearity P has order p ď k.
The type of relation expressed in (1.2), between the degree and the order of each monomial of P , is present
in the nonlinearities of the collection of equations known as the KdV (Korteweg-de Vries) hierarchy. This set
of equations was introduced by Lax in [14] in the process to determine the functions u “ upx, tq for which the
eigenvalues of the operator L :“ d
2
dx2
´ up¨, tq remain constant as t evolves. This property had been already
discovered by Gardner et al. in [3] for the solutions of the Korteweg-de Vries equation
Btu` B
3
xu` uBxu “ 0.
Lax showed that this property holds for the solutions of the equations
Btu` rBkpuq, Ls “ 0, (1.3)
where rB,Ls :“ BL ´ LB denotes the commutator of B and L, and Bkpuq is the skew-adjoint operator
defined by
Bkpuq “ bk
d2k`1
dx2k`1
`
k´1ÿ
j“0
bk,jpuq
d2j`1
dx2j`1
`
d2j`1
dx2j`1
bk,jpuq,
with the coefficients bk,jpuq chosen in such a way that the operator rBkpuq, Ls has order zero. It was proved
in [15] that the equations in the KdV hierarchy (1.3) can be written in the form Btu` BxGk`1puq “ 0, were
the functions Gkpuq are the gradients of the functionals Fkpuq which define the conservation laws of the KdV
equation. The gradients Gk satisfy the following recursion formula due to Lenard (see [4] and [19]):
BxGk`1 “ cJGk , where J “ B
3
x `
2
3
uBx `
1
3
Bxu .
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This formula can be applied to obtain a derivation of the equations in the hierarchy. Starting with G0puq “ 3,
with k “ 0 we get the transport equation, with k “ 1 the KdV equation, and, with k “ 2, k “ 3, and k “ 4,
we respectively find the equations
Btu` B
5
xu´ 10uB
3
xu´ 20BxuB
2
xu` 30u
2Bxu “ 0, (1.4)
Btu` B
7
xu` 14uB
5
xu` 42BxuB
4
xu` 70B
2
xuB
3
xu` 70u
2B3xu` 280uBxuB
2
xu` 70pBxuq
3 ` 140u3Bxu “ 0.
Btu` B
9
xu`
ÿ
m1`m2“7
0ďm1ďm2
a2,m B
m1
x uB
m2
x u`
ÿ
m1`m2`m3“5
0ďm1ďm2ďm3
a3,m B
m1
x uB
m2
x uB
m3
x u` ¨ ¨ ¨ ` a5,mu
4Bxu “ 0,
for certain constants ad,m, with d “ 2, ¨ ¨ ¨ , 5 and |m| “ 2p5´ dq ` 1.
In spite of computational difficulties, it is possible to obtain exact expressions for all the equations in the
hierachy (see [1]). However, following a simple procedure, and without obtaining the explicit values for
the coefficients, it can be proved (see [5]) that the equations in the KdV hierachy (1.3) have the form of
(1.1)-(1.2). When k is even we have made the change of variable x ÞÑ ´x and thus the linear term Bnxu has
been transformed into p´1qk`1Bnxu in (1.1).
The aspects of local and global well-posedness of the initial value problem (IVP) associated with the general
equation (1.1) have been considered in [9] and [10], where Kenig, Ponce, and Vega proved that the (IVP)
is locally well-posed in weighted spaces HspRq X L2p|x|m dxq if s ě s0pkq, for some s0pkq and some integer
m “ mpkq.
For the (IVP) associated to (1.1)-(1.2), in [20], Saut proved the existence of global solutions for initial data
in Sobolev spaces HmpRq for m ě k, integer. By using a variant of Bourgain spaces, in [5], Gru¨nrok proved
the local well-posedness for the (IVP) of equation (1.1)-(1.2) in the context of the spacespHrs pRq :“ tf | }f}s,r :“ }p1` ξ2qs{2 pfpξq}Lr1
ξ
ă 8u, with r P p1, 2k
2k´1 s, and s ą k ´
3
2
´ 1
2k
` 2k´1
2r1
.
Here p denotes the Fourier transform and 1{r ` 1{r1 “ 1. We also refer to the articles [18], [16], [17], [13],
which, among others, consider the problem of well-posedness for high order equations of KdV-type and
especially for the equations of order five (k “ 2).
Our main goal is to prove continuation principles for the equations (1.1)-(1.2) with n ě 5, which include the
KdV hierarchy, and for the equations (1.1) with n ě 5 and p ď k. Roughly speaking, we will prove that if
the difference w :“ u1´u2 of two sufficiently smooth solutions of equation (1.1)-(1.2) decays as expp´x
4{3`
` q
at two different times, then w ” 0. (Here x` :“
1
2
px` |x|q, and 4{3` means 4{3 ` ǫ for arbitrarily small
ǫ ą 0). For (1.1) with p ď k we have a similar result if w decays as expp´ax
n{pn´1q
` q for a ą 0 sufficiently
large at two different times. This last result is coherent with the decay expp´cx
n{pn´1q
` q of the fundamental
solution of the linear problem associated with equation (1.1) (see [22]). When the nonlineariy P has higher
order as in (1.1)-(1.2), it is then necessary to impose a stronger decay on w.
The aspect of unique continuation has been studied for a variety of non-linear dispersive equations, and
especially for the KdV and Schro¨dinger equations. In [21], Saut and Sheurer considered a class of nonlinear
dispersive equations, which includes the KdV equation, and proved that if a solution u of one of such
equations vanishes in an open set Ω of the space-time space, then u vanishes in all horizontal components of
Ω, that is, in the set tpx, tq | D y with py, tq P Ωu.
By using methods of complex analysis, in [2], Bourgain proved that if a solution u of the KdV equation is
supported in a compact set tpx, tq | ´B ď x ď B, t0 ď t ď t1u, then u vanishes identically.
In [11], Kenig, Ponce and Vega, considered a solution of the KdV equation which vanishes only in two
half lines rB,`8q ˆ tt0u and rB,`8q ˆ tt1u, and proved that this solution must be identically zero. A
similar result was proved in [12] for the difference w “ u1 ´ u2 of two solutions of the KdV equation. In
[8], Escauriaza et al. refined this result by only imposing the condition that wp¨, t0q and wp¨, t1q decay as
expp´axγ`q, for γ “ 3{2 and a ą 0 sufficiently large, together with a suplementary hypothesis of polynomial
decay for u1 and u2. This result is obtained by applying two types of estimates for the function w: Carleman
3type estimates, which express a boundedness of the inverse of the linear operator Bt ` B
3
x in L
p ´ Lq-spaces
with exponential weight; and a so-called lower estimate which bounds the L2-norm of w in a small rectangle
at the origin with the H2-norm of w in a distant rectangle rR,R` 1s ˆ r0, 1s.
For the fifth order equation (1.1) (k “ 2), in [6], Dawson proved a result similar to that in [8] with γ “ 4{3`
for the general case p ď n´ 1 “ 4, and with γ “ 5{4 for the case p ď 2.
In this article we consider equations (1.1) and (1.1)-(1.2) with arbitrary order n and prove the continuation
principles stated in Theorems I and II below. For that, we follow the method traced in [8]. The greatest
difficulty in this process is to manage the huge amount of terms arising in the computations of the operators
involved in the lower estimate. We consider that the main contribution of our work is the presentation of a
clear and organized procedure to obtain the lower estimate (see Lemma 4.6 and Theorem 4.8).
We now state our main results:
Theorem I. For odd n ě 5 , k “ pn´1q{2, and α ą n`1
3
, suppose that u1, u2 P Cpr0, 1s;H
n`1pRqXL2pp1`
x`q
2α dxqq are two solutions of the equation
Btu` p´1q
k`1Bnxu` P pu, Bxu, ¨ ¨ ¨ , B
n´2
x uq “ 0 (1.5)
with P as in (1.2), and let w :“ u1 ´ u2. If
wp0q, wp1q P L2pe2x
4{3`ǫ
` dxq (1.6)
for some ǫ ą 0, then w ” 0.
The proof of Theorem I can be adapted to obtain a similar continuation principle for equation (1.1) when
p ď k. In this case we require a weaker decay for wp0q and wp1q and consider some minor modifications
in the polynomial decay hypothesis for u1 and u2. For the sake of simplicity we state this result without
making special emphasis in the optimal value of α.
Theorem II. For odd n ě 5, k “ pn ´ 1q{2, and α0 ą 0 sufficiently large, suppose that u1, u2 P
Cpr0, 1s;Hn`1pRq X L2pp1` |x|q2α0 dxqq are two solutions of the equation
Btu` p´1q
k`1Bnxu` P pu, Bxu, ¨ ¨ ¨ , B
p
xuq “ 0 (1.7)
with p ď k. Define w :“ u1 ´ u2. Then, there is a ą 0 ,which depends only on n, such that if
wp0q, wp1q P L2pe2ax
n{pn´1q
` dxq, (1.8)
then w ” 0.
The article is organized as follows: In section 2 we prove that the exponential decay for w in the semi-axis
x ą 0 is preserved in time. In section 3 we establish the Carleman type estimates and in section 4 we prove
the lower estimates. Finally we give the proofs of Theorem I and Theorem II in section 5.
Throughout the paper the letters C and c will denote diverse positive constants which may change from
line to line, and whose dependence on certain parameters is clearly established in all cases. Sometimes, for
a parameter a, we will use the notations Ca, Cpaq, and ca to make emphasis in the fact that the constants
depend upon a. We frequently write fp¨sq to denote a function s ÞÑ fpsq. For a set A, χA will denote the
characteristic function of A. The symbols p and qwill denote the Fourier and the inverse Fourier transform,
respectively. The notations p x andqξ will emphasize the facts that the Fourier transform and its inverse are
taken with respect to specific variables x and ξ, respectively. For 1 ď p, q ă 8, A,B Ď R, D “ A ˆB, and
f “ fpx, tq we will denote
}f}p
L
p
xL
q
t pDq
:“
ż
A
´ż
B
|fpx, tq|q dt
¯p{q
dx .
We will use similar definitions when p “ 8 or q “ 8 and also for }f}LqtL
p
xpDq.
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2. Exponential decay
In this section we prove that if the difference w of two solutions of (1.5) decays exponentialy at t “ 0, then
this decay is preserved at all positive times. This property will be crucial for the application of the Carleman
estimates in the proofs of Theorems I and II.
Theorem 2.1. For odd n ě 5, k “ pn ´ 1q{2, and α ą pn ` 1q{4, let u1, u2 P Cpr0, 1s;H
n`1pRq X
L2pp1 ` x`q
2α dxqqq be two solutions of (1.1)-(1.2), and define w :“ u1 ´ u2. Let β ą 0 and suppose that
wp0q P L2peβx dxq. Then
sup
tPr0,1s
}wptq}L2peβx dxq ă 8. (2.1)
Proof. Let us denote zi “ pui, Bxui, ¨ ¨ ¨ B
n´2
x uiq, i “ 1, 2. Then w is a solution of the differential equation
Btw ` p´1q
k`1Bnxw ` P pz1q ´ P pz2q “ 0. (2.2)
We will first prove that the theorem is valid provided we can construct a sequence tφNuNPN of nondecrasing
functions in C8pRq satisfying for all x P R the conditions
ϕNpxq Ñ e
βx as N Ñ8 and 0 ď ϕNpxq ď C e
βx, (2.3)
ϕNpxq ď CNp1` x`q
pk`2q{4 , (2.4)
|ϕ
pjq
N pxq| ď Cjϕ
1
N
pxq for j “ 2, 3 ¨ ¨ ¨ , n “ 2k ` 1 and ϕ1
N
pxq ď CϕNpxq, (2.5)
ϕNpxq ď Cp1` x`qϕ
1
N
pxq , (2.6)
where the constants C and Cj are independent of N .
We multiply (2.2) by ϕNu and, for t fixed, integrate in R. Thus, by applying integration by parts we obtain
that
1
2
d
dt
ż
ϕNw
2 “ ´ 2k`1
2
ş
ϕ1
N
pBkxwq
2 ` ck´1
ş
ϕ
p3q
N pB
k´1
x wq
2 ` ¨ ¨ ¨ ` c1
ş
ϕ
p2k´1q
N pBxwq
2 ` 1
2
ş
ϕ
p2k`1q
N w
2
´
ż
pP pz1q ´ P pz2qqϕNw . (2.7)
The integration by parts is justified as follows: since there is a constant C ą 0 such that }p1`x`q
αuiptq}L2 ď
C, and }uiptq}Hn`1pRq ď C for all t P r0, 1s and i “ 1, 2, by using integration by parts and truncation functions,
it can be proved that the following interpolation property holds:
}p1` x`q
αp1´ jpn`1q qBjxuiptq}L2pRq ď C , for all t P r0, 1s, i “ 1, 2 , j “ 0, ¨ ¨ ¨ , n` 1. (2.8)
Since α ą pn ` 1q{4, it follows that, for 0 ď j ď k, p1 ` x`q
pk`2q{4Bjxwptq P L
2pRq, and thus, from (2.4)
and (2.5) ϕplqBjxwptq P L
2pRq for all positive integers l. This implies that all the terms which appear in the
procedure to obtain (2.7) are in a right setting for the application of the integration by parts.
Let us estimate the last term on the rand-hand side of (2.7). From (1.2) we have that
P pzq “
k`1ÿ
d“2
Adpzq where Adpzq “
ÿ
|m|“n´2pd´1q
0ďm1ď¨¨¨ďmd
ad,m B
m1
x u ¨ ¨ ¨ B
md
x u , (2.9)
and thus
|
ż `
P pz1q ´ P pz2q
˘
ϕN w dx| “ |
k`1ÿ
d“2
ż `
Adpz1q ´Adpz2q
˘
ϕN w dx| ” |
k`1ÿ
d“2
Id| . (2.10)
It is easily seen that
Adpz1q ´Adpz2q “
ÿ
|m|“n´2pd´1q
0ďm1ď¨¨¨ďmd
ad,m
`
Bm1x wB
m2
x u1 ¨ ¨ ¨ B
md
x u1 ` B
m1
x u2B
m2
x w ¨ ¨ ¨ B
md
x u1 ` B
m1
x u2B
m2
x u2 ¨ ¨ ¨ B
md
x w
˘
.
(2.11)
We estimate I2, which, having the derivatives of the highest order, is the most critical term in (2.10). From
(2.11),
5I2 “
ż `
A2pz1q ´A2pz2q
˘
ϕN w dx “
ÿ
m1`m2“n´2
0ďm1ďm2
a2,m
ż
pBm1x wB
m2
x u1 ` B
m1
x u2B
m2
x wqϕN w dx. (2.12)
We estimate only the second term on the right-hand side of (2.12), the other term being similar. We apply
integration by parts to reduce the order of Bm2x w and obtain thatż
pBm1x u2q pB
m2
x wqϕN w “
ÿ
r1`r2`2r3“m1`m2“n´2
r1ěm1
cr1,r2
ż
pBr1x u2qϕ
pr2q
N pB
r3
x wq
2 (2.13)
To analyse the terms in this sum we consider the cases r2 “ 0 and r2 ě 1:
(i) If r2 “ 0 and r3 “ 0, then r1 “ n´ 2 and we bound the corresponding integral in (2.13) by
C}Bn´2x u2ptq}L8
ż
ϕN w
2 ď C
ż
ϕN w
2,
where C is independent of t P r0, 1s by the Sobolev embedding of H1pRq in L8pRq.
If r2 “ 0 and r3 ě 1, then the maximum value of r1 in (2.13) is n ´ 4. Therefore, using the fact that
ϕN ď Cp1` x`qϕ
1
N
we bound the corresponding integral in (2.13) by
C max
0ďr1ďn´4
}p1` x`qB
r1
x u2ptq}L8
ż
ϕ1
N
pBr3x wq
2. (2.14)
From (2.8) it can be seen that if Ψ P C8pRq is a truncation function with Ψ ” 0 in p´8, 1s, and Ψ ” 1 in
r2,`8q, then Ψp¨qp1 ` x`q
αp1´ j`1
n`1 qBjxuiptq P H
1pRq, i “ 1, 2, j “ 0, 1, ¨ ¨ ¨ , n, and
}Ψp¨qp1` x`q
αp1´ j`1
n`1 qBjxuiptq}H1pRq ď Cp}p1` x`q
αuiptq}L2pRq , }uiptq}Hn`1pRqq ď C for all t P r0, 1s.
(2.15)
In particular, for j “ 0, ¨ ¨ ¨ , n´ 4, αp1 ´ j`1
n`1 q ą
n`1
4
p1 ´ n´3
n`1 q “ 1, and thus from the Sobolev embedding
of H1 in L8 we conclude that
max
0ďjďn´4
}p1` x`qB
j
xuiptq}L8pRq ď C, (2.16)
with C independent of t P r0, 1s. Thus (2.14) is bounded by C
ş
ϕ1
N
pBr3x wq
2.
(ii) If r2 ě 1, then r1 ď n ´ 3. From (2.5) ϕ
pr2q ď Cr2 ϕ
1 ď Cϕ1 for 1 ď r2 ď n ´ 2. Thus we bound the
corresponding term in (2.13) by
C max
0ďr1ďn´3
}Br1x u2ptq}L8
ż
ϕ1
N
pBr3x wq
2 ď C
ż
ϕ1
N
pBr3x wq
2. (2.17)
Now, let us determine the maximum value of r3 appearing in (2.13). For that, we observe that r1`r2`2r3 “
n ´ 2 is odd, and thus the maximum value of r3 occurs when pr1, r2q “ p0, 1q or p1, 0q, which then gives
r3 ď pn´ 3q{2 “ k ´ 1.
Gathering the estimates of the cases (i) and (ii) above, and taking into account that r3 ď k´ 1, we conclude
that
|I2| ď C
k´1ÿ
j“1
ż
ϕ1
N
pBjxwq
2 dx` C
ż
ϕNw
2 . (2.18)
Proceeding in a similar way, we obtain the same bound for |I3|, ¨ ¨ ¨ |Ik`1|, and thus for the left hand side
of (2.10). Therefore, returning to (2.7) and using the fact that, from condition (2.5), |φpjq| ď C φ1, j “
1, ¨ ¨ ¨ 2k ` 1, we obtain
1
2
d
dt
ż
ϕNw
2 ď ´ 2k`1
2
ż
ϕ1
N
pBkxwq
2 ` C
k´1ÿ
j“1
ż
ϕ1
N
pBjxwq
2 dx` C
ż
ϕNw
2 (2.19)
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To handle the terms in (2.19) having derivatives Bjxw with j “ 1, ¨ ¨ ¨ , k ´ 1, we will show that given ε ą 0
there is a constant Cε ą 0 such that for j “ 1, ¨ ¨ ¨ , k ´ 1ż
ϕ1
N
pBjxwq
2 ď ε
ż
ϕ1
N
pBkxwq
2 ` Cε
ż
ϕNw
2 . (2.20)
In fact, we first prove that ż
ϕ1
N
pBjxwq
2 ď ε
ż
ϕ1
N
pBj`1x wq
2 ` Cε
ż
ϕNw
2 . (2.21)
This can be seen by induction: by applying integration by parts, Young’s inequality |xy| ď 1
2ε
x2 ` ε
2
y2, and
the properties of ϕN we can see that (2.21) is valid for j “ 1. If we assume that (2.21) is valid for j ´ 1,
then, again integrating by parts and using Young’s inequalityż
ϕ1
N
pBjxwq
2 “
1
2
ż
ϕ
p3q
N pB
j´1
x wq
2 ´
ż
ϕ1
N
Bj´1x w B
j`1
x w
ď C
ż
ϕ1
N
pBj´1x wq
2 `
1
2ε
ż
ϕ1
N
pBj´1x wq
2 `
ε
2
ż
ϕ1
N
pBj`1x wq
2.
If we apply the induction hypothesis at level j ´ 1, with 1{2
C`1{p2εq instead of ε, then we have thatż
ϕ1
N
pBjxwq
2 ď 1
2
ş
ϕ1
N
pBjxwq
2 ` Cε
ş
ϕNw
2 ` ε
2
ş
ϕ1
N
pBj`1x wq
2 , (2.22)
which gives (2.21). From a repeated application of (2.21) we obtain (2.20).
Therefore, taking into account that the first term on the right-hand side of (2.19) is negative, we can apply
(2.20) with ε sufficiently small, to absorb with this negative term the integrals containing pBjxwq
2 in (2.19).
Thus we conclude that
d
dt
ż
ϕNw
2 ď Cε
ż
ϕNw
2, (2.23)
which, from Gronwall’s inequality and (2.3) implies thatż
ϕNwptq
2 dx ď C
ż
ϕNwp0q
2 dx ď C
ż
eβxwp0q2dx , for all t P r0, 1s,
where C is independent of t P r0, 1s and N . Since ϕNpxq Ñ e
βx as N Ñ 8, the conclusion of the theorem
will follow by applying Fatou’s Lemma on the left-hand side of the former inequality.
In this way, the proof of theorem 2.1 will be complete if we construct a sequence of functions ϕN , satisfying
the conditions (2.3) to (2.6). For that we proceed as follows:
Let φ˜ P C8pRq be a nonincreasing function such that φ˜pxq “ 1 for x P p´8, 0s, and φ˜pxq “ 0 for x P r1,8q.
For each N P N let φNpxq ” φpxq :“ φ˜px´Nq. Thus φ is supported in p´8, N ` 1s, and p1´φq in rN,`8q.
We define
θNpxq ” θpxq :“ φβe
βx ` p1´ φqβeβN (2.24)
and
ϕNpxq ” ϕpxq :“
ż x
´8
θpx1q dx1 . (2.25)
Let us show that ϕN satisfies the conditons (2.3) to (2.6).
Taking into account the support of p1 ´ φq, we see that 0 ď θpxq ď φβeβx ` p1 ´ φqβeβx “ βeβx. Thus, by
integrating ϕ1 we have that 0 ď ϕpxq ď eβx. Besides, from the definition of ϕ it is clear that ϕNpxq Ñ e
βx
as N Ñ8. Thus ϕ satisfies (2.3).
To prove (2.4) it suffices to observe that for x ď N , ϕpxq ď eβN ď CN p1` x`q
pk`2q{4, while for x ą N ,
ϕpxq ď
ż N`1
´8
βeβx
1
dx1 `
ż x
N
βeβNdx1 ď eβpN`1q ` xβeβN ď CN p1 ` x`q
pk`2q{4, (2.26)
since k ě 2. Thus we have (2.4).
7We proceed now to prove (2.6). For x ď N , ϕpxq “ eβx “ 1
β
ϕ1pxq ď Cp1 ` x`qϕ
1pxq. If x ą N , then, from
(2.26), and using the fact that x ě 1, we see that
ϕpxq ď eβpN`1q ` xβeβN ď p
1
β
` 1qeβxβeβN . (2.27)
On the other hand, for x ą N ,
xϕ1pxq “ xθpxq ě NφβeβN ` xp1 ´ φqβeβN . (2.28)
Therefore, from (2.27) and (2.28), taking into account the supports of φ and p1 ´ φq we observe that for
x ą N ` 1, xϕ1pxq ě Cϕpxq, while for N ă x ă N ` 1, we conclude that
xϕ1pxq ě NφβeβN `Np1´ φqβeβN “ NβeβN ě 1
2
pN ` 1qβeβN ě 1
2
xβeβN ě Cϕpxq,
from which (2.6) follows.
Finally, we verify (2.5). We observe that that for j “ 1, 2 ¨ ¨ ¨ , and fixed β ą 0,
|ϕpj`1q| “ |θpjq| “ |φβ1`jeβx `
jÿ
l“1
cj,lφ
plqβj´lβeβx ´ φpjqβeβN |
ď βjφβeβx ` Cjp1` βq
j´1pβeβpN`1q ` βeβN qχrN,N`1s
ď βjθ ` Cjβe
βNχrN,N`1s “ β
jθ ` Cjpβφe
βN ` p1´ φqβeβN qχrN,N`1s
ď βjθ ` Cjθ “ Cjϕ
1,
where Cj depends on β and j but is independent of N . Thus, the first inequality in (2.5) is proved. For the
inequality φ1 ď C φ in (2.5) we proceed by integrating the inequality φ2 ď C φ1 already established. This
completes the proof of Theorem 2.1. 
Remark 2.2. For the case of equation (1.1), with p ď k, we can establish a result similar to Theorem 2.1,
by making minor modifications and some simplifications in the former proof. In the simple case p ď 1, for
example for the equation
Btu` p´1q
k`1Bnxu “ ´uBxu,
it is possible to follow the procedure of the proof of Theorem 2.1 to establish, without the hypothesis of
polynomial decay, that the exponential decay at t “ 0 is preserved for t P r0, 1s. This can be done by
taking ϕNpxq :“
şx
´8 θNpx
1q dx1 as in (2.25), with θNpxq ” θpxq :“ φβe
βx`p1´φqβe´βpx´2Nq, instead of the
functions θN defined in (2.24). This functions ϕN are bounded and satisfy (2.3) and (2.5) which is enough
for this case.
3. Estimates of Carleman Type
In this section we obtain boundedness properties of the linear operator pBt ` p´1q
k`1Bnx q
´1, and its spatial
derivatives up to order n ´ 1, in spaces of the type Lp ´ Lq with exponential weight eλx. We keep our
exposition simple since we only use values of p and q in the set t1, 2,`8u.
Let D :“ Rˆ r0, 1s and, for R P R, let DR :“ tpx, tq | x ě R , t P r0, 1su. We will denote
} }LpxLqT :“ } }L
p
xL
q
t pDq
, } }Lp
xěRL
q
T
:“ } }LpxLqt pDRq, } }L
q
T
L
p
x
:“ } }LqtL
p
xpDq, and } }LqTL
p
xěR
:“ } }LqtL
p
xpDRq.
Theorem 3.3. For k P N and n “ 2k ` 1, let v P Cpr0, 1s;HnpRqq X C1pr0, 1s;L2pRqq be a function such
that supp vptq Ă r´M,M s for all t P r0, 1s, for some M ą 0. Then, for λ ą 2 we have that
}eλxv}L8T L2x ď C}e
λxp|vp0q| ` |vp1q|q}L2pRq ` C}e
λxpBt ` p´1q
k`1Bnx qv}L1TL2x . (3.1)
n´1ÿ
j“1
}eλxBjxv}L8x L2T ď Cλ
n´1}p|Jnpeλxvp1qq| ` |Jnpeλxvp0qq|}L2pRq ` }e
λxpBt ` p´1q
k`1Bnx qv}L1xL2T , (3.2)
where C is independent of λ ą 2 and M , and pJfqp :“ p1` |ξ|2q1{2 pf .
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Reasoning formally, supposse that eλxpBt ` p´1q
k`1Bnx qg “ h, and denote f “ e
λxg and T0 “ re
λxpBt `
p´1qk`1Bnx qe
´λxs´1. Then, f “ T0h. Since e
λxBxe
´λxf “ pBx´λqf , we have that e
λxBnxe
´λxf “ pBx´λq
nf ,
and thus the multipier operator representing T0 via the Fourier transform is given by
pT0hqppξ, τq “ ph
iτ ` p´1qk`1piξ ´ λqn
” m0ph. (3.3)
We will write m0 as
m0 “
´i
τ ´ pξ ` iλqn
. (3.4)
Since for a positive integer j, eλxBjxg “ pBx ´ λq
jf , we have that
eλxBjxg “ pBx ´ λq
jT0h ” Tjh “ rpiξ ´ λq
jm0phsq“ ”´ij`1pξ ` iλqj
τ ´ pξ ` iλqn
phıq ” rmjphsq. (3.5)
Lemma 3.4. Let h P L1pR2q. Then there is C ą 0 independent of h and λ ą 0 such that
}T0h}L8t L2x ď C}h}L1tL2x . (3.6)
Proof. Let apξq and bpξq be the real and imaginary parts of ´pξ ` iλqn, respectively. Then
m0 “
´i
τ ` apξq ` ibpξq
.
We recall that for a P R and b ­“ 0` 1
τ ` a` ib
˘qτ ptq “ c e´iatre´btχr0,8sptqχp0,8qpbq ` ebtχr´8,0qptqχp´8,0qpbqs “: Ga,bptq. (3.7)
Since |Ga,b| ď c, by taking inverse Fourier transform in the varible τ and using convolutions, it follows that
for t P R
|rT0hptqsppξq| “ | ż 8
´8
Gapξq,bpξqpt´ sq
yhpsqpξq ds| ď C ż 8
´8
|yhpsqpξq| ds,
for those values of ξ such that bpξq ­“ 0 (a finite set). In this way, applying Plancherel’s identity and
Minkowski’s integral inequality we obtain (3.6). 
Lemma 3.5. Let h P L1pR2q. Then there is C ą 0, independent of h and λ ą 2, such that
}Tjh}L8x L2t ď C}h}L1xL2t for j “ 1, ¨ ¨ ¨ , n´ 1. (3.8)
Proof. From (3.4) and (3.5)
pTjhqp “ piξ ´ λqjm0ph “ ´ij`1pξ ` iλqj ph
τ ´ pξ ` iλqn
“ mjph. (3.9)
Let us denote θ :“ pξ ` iλq{τ1{n. Then
mj “
C
τ1´j{n
θj
1´ θn
“
C
τ1´j{n
nÿ
l“1
cl
θ ´ rl
, (3.10)
where rl :“ al ` ibl, l “ 1, ¨ ¨ ¨ , n, are the n
th-roots of 1, and the cl can be computed by L’Hopital’s rule to
obtain that
cl “ lim
θÑrl
pθ ´ rlqθ
j
1´ θn
“ ´
1
nr
n´j´1
l
.
Therefore
mj “
C
τ1´pj`1q{n
nÿ
l“1
cl
ξ ` iλ´ τ1{nrl
“
C
τ1´pj`1q{n
nÿ
l“1
cl
ξ ´ τ1{nal ` ipλ´ τ1{nblq
.
9Taking the inverse Fourier transform with respect to the variable ξ, observing that for fixed λ, λ´τ1{mbl ­“ 0
for all l, except for a finite number of values of τ , and applying (3.7) (with ξ and x instead of τ and t,
respectively) we obtain a collection of bounded functions G1, ¨ ¨ ¨ , Gl of x and τ such that
rmjp¨ξ, τqsqξ pxq “ C
τ1´pj`1q{n
nÿ
l“1
clGlpx, τq.
If |τ | ą 1, then it is clear that
|rmjp¨, τqsqξ pxq| ď C, (3.11)
with C independent of λ, x and |τ | ą 1. We can use (3.9) to prove that this function is bounded also for
|τ | ď 1. To do this we will consider only the case j “ n ´ 1 “ 2k, the other cases being similar. Let us
observe from (3.5) thatˇˇ
m2k ´
in
ξ ` iλ
ˇˇ
“
ˇˇ pξ ` iλqn´1
τ ´ pξ ` iλqn
`
1
ξ ` iλ
ˇˇ
“
ˇˇ τ
pτ ´ pξ ` iλqnqpξ ` iλq
ˇˇ
ď
2
|ξ ` iλ|n`1
P L1ξ,
since λ ą 2 and |τ | ď 1. From the Fourier inversion formula it can be seen that |r|ξ ` iλ|´n´1sqpxq| ď C ,
with C independent of λ ą 2. Thus, by taking inverse Fourier transform with respect to the variable ξ and
taking into account that from (3.7) rpξ ` iλq´1sqξ pxq is a bounded function of x, with bound independent
of λ, we see, together with the estimate already obtained for |τ | ď 1, that (3.11) is valid for all x and all but
a finte number of values of τ .
Hence, we can apply basic properties of convolution and Plancherel’s identity to conclude that
}T2kh}L8x L2t ď C}h}L1xL2t ,
which concludes the proof of Lemma 3.5.

We now proceed to prove Theorem 3.3.
Proof of Theorem 3.3:
We extend v to all t P R with value zero in R´ r0, 1s, and call this extension again v. For ε ą 0, we consider
a function η :“ ηε P C
8pRtq such that ηε “ 0 in R ´ r0, 1s, ηε “ 1 in rε, 1 ´ εs, η
1 ě 0 in r0, εs, η1 ď 0 in
r1´ ε, 1s, and ηǫ1 ď ηε if ε
1 ă ε. Define g :“ ηεp¨tqv. Then
eλxpBt ` p´1q
k`1Bnx qg “ e
λxη1εv ` ηεe
λxpBt ` p´1q
k`1Bnxqv ” h1,ε ` h2,ε ” h1 ` h2.
Then, from (3.5),
eλxBjxg “ Tjh1 ` Tjh2 for j “ 0, ¨ ¨ ¨ , n´ 1. (3.12)
From Lemma 3.5,
}Tjh2}L8x L2t ď C}h2}L1xL2t “ C}ηεe
λxpBt ` p´1q
k`1Bnxqv}L1xL2t . (3.13)
For Tjh1, we see from (3.5) that pTjh1qp“ Cpξ`iλqjpT0h1qp, and apply the Sobolev embedding from H1pRq
to L8pRq, Plancherel’s identity, and Lema 3.4 to conclude that
}Tjh1}L8x L2T ď C}JTjh1}L2TL2x ď C}p1` |ξ|qp|ξ|
j ` λjqpT0h1qpx}L2TL2ξ
ď C}p1` λqjp1 ` |ξ|qj`1pT0h1qpx}L2
T
L2
ξ
ď Cp1 ` λqj}T0J
j`1h1}L8t L2x
ď Cλj}Jj`1h1}L1tL2x “ Cλ
j}η1εJ
j`1peλxvq}L1tL2x ď Cλ
n´1}η1εJ
npeλxvq}L1tL2x . (3.14)
Hence, from (3.12), (3.13), and (3.14) we have that
}ηεe
λxBjxv}L8x L2T ď Cλ
n´1}η1εJ
npeλxvq}L1tL2x ` C}ηεe
λxpBt ` p´1q
k`1Bnxqv}L1xL2t .
We now make ε Ñ 0 in this inequality and apply Fatou’s Lemma on the left-hand side and the monotone
convergence theorem in the second term of the right-hand side. For the first term on the right-hand side we
use the fact that |η1ε| acts as an approximation of the identity on each one of the time intervals p0, εq and
p1´ ε, 1q. Thus, we obtain (3.2) after adding up in j.
The proof of (3.1) is similar but we use Lemma 3.4 instead of Lemma 3.5. This completes the proof of
Theorem 3.3. 
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4. Lower estimates
In this section we prove that the L2-norm of w in a small rectangle Q “ r0, 1sˆ rr, 1´ rs, with r P p0, 1q can
be bounded by a multiple of the Hn´1 norm of w in a distant rectangle rR,R` 1s ˆ r0, 1s.
Lemma 4.6. Let φ P C8pr0, 1sq be a function with φp0q “ φp1q “ 0, and for R ą 1 and α ą 0 define
ψαpx, tq :“ ψpx, tq :“ αp
x
R
` φptqq2, x P R, t P r0, 1s. For n “ 2k ` 1, suppose that g P Cpr0, 1s;HnpRqq X
C1pr0, 1s;L2pRqq is such that gp0q “ gp1q “ 0 and the support of g is contained in the set
A1,5 :“ tpx, tq | t P r0, 1s , 1 ď
x
R
` φptq ď 5u.
Then, there is a constant C “ Cpnq ą 0 and a constant C “ Cpn, }φ1}L8 , }φ
2}L8q ą 1 such that
n´1ÿ
j“0
αn´j´
1
2
Rn´j
}eψαBjxg} ď C}e
ψαpBt ` p´1q
k`1Bnx qg} for all α ą CR
n{pn´1q, (4.1)
where } ¨ } :“ } ¨ }L2pDq.
Proof. Let f :“ eψg and observe that eψBjxg “ e
ψBjxe
´ψf “ pBx´ψxq
jf , and eψBtg “ pBt´ψtqf . Therefore,
if we denote
T :“ eψpBt ` p´1q
k`1Bnx qe
´ψ “ pBt ´ ψtq ` p´1q
k`1pBx ´ ψxq
n,
then, to prove the inequality in (4.1) we must prove that
n´1ÿ
j“0
αn´j´
1
2
Rn´j
}pBx ´ ψxq
jf} ď C}Tf}. (4.2)
Let B :“ ´ψx “ ´
2α
R
ϕ, where ϕpx, tq :“ x
R
` φptq. We will study the operator pBx ´ ψxq
n “ pBx ` Bq
n in
the following manner:
Each one of the terms in the expansion of this operator is of the form T1 ¨ ¨ ¨Tn, where each Ti is either Bx
or B. For m and l with m` l “ n we will denote by rm, ls the sum of the terms T1 ¨ ¨ ¨Tn in this expansion
with Ti “ Bx for m values of i, and Ti “ B for l values of i. The number of terms of rm, ls in the binomial
expansion of pBx ` Bq
n is then given by
`
n
l
˘
“
`
n
m
˘
:“ n!{m! l!. Applying integration by parts in D, for the
class of functions satisfying the hypotheses given for g, we observe that rm, ls is a symmetric operator if m
is even and is an antisymmetric operator if m is odd.
In this way, we write
p´1qk`1T “ p´1qk`1pBt ´ ψtq `
ÿ
0ďmďn
l`m“n
rm, ls :“ S `A, (4.3)
where
S “ rn´ 1, 1s ` rn´ 3, 3s ` ¨ ¨ ¨ ` r2, n´ 2s ` r 0 , n s ` p´1qkψt ” S1 ` p´1q
kψt,
A “ rn , 0 s ` rn´ 2, 2s ` ¨ ¨ ¨ ` r3, n´ 3s ` r1, n´ 1s ´ p´1qkBt ” A1 ´ p´1q
kBt.
(4.4)
Let us denote by x¨, ¨y the inner product in the (real) space L2pDq. Then
}Tf}2 “ xpS `Aqf, pS `Aqfy “ }Sf}2 ` }Af}2 ` 2xSf,Afy ě 2xSf,Afy. (4.5)
Now,
xSf,Afy “ xS1f,A1fy ´ p´1q
kxS1f, Btfy ` p´1q
kxψtf,A1fy ´ xψtf, Btfy. (4.6)
We will now estimate each one of the four terms on the right hand side of (4.6).
To estimate xS1f,A1fy we observe that this product is a sum of terms of the form xrm,n´msf, rr, n´ rsfy,
with m even and r odd, say m “ 2k1, r “ 2k2 ` 1, k1, k2 P t0, ¨ ¨ ¨ , ku. Using the fact that Bxx “ ψxxx “ 0,
we can apply integration by parts to obtain that
xrm,n´msf, rr, n´ rsfy “
k1`k2ÿ
j“0
ż
D
Pk1,k2,jpB,BxqpB
j
xfq
2 (4.7)
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where Pk1,k2,jpB,Bxq “ ck1,k2,jB
pn´mq`pn´rq´νBνx , with ν ` 2j “ m ` r. Since B “ ´ψx “ ´
2α
R
ϕ,
Bx “ ´ψxx “ ´
2α
R2
, we have that
Pk1,k2,jpB,Bxq “ ´ck1,k2,jp2αq
2n´m´r ϕ
2n´m´r´ν
R2n´m´r`ν
“ ´p2αq2n´2k1´2k2´1ck1,k2,j
ϕ2n´4k1´4k2`2j´2
R2n´2j
” α2n´2k1´2k2´1Qk1,k2,j (4.8)
Therefore,
xS1f,A1fy “
kÿ
k1,k2“0
xr2k1, n´ 2k1sf, r2k2 ` 1, n´ 2k2 ´ 1sfy
“
kÿ
k1,k2“0
α2n´2k1´2k2´1
k1`k2ÿ
j“0
ż
Qk1,k2,jpB
j
xfq
2
“
2kÿ
j“0
ÿ
k1`k2ěj
0ďk1,k2ďk
α2n´2k1´2k2´1
ż
Qk1,k2,jpB
j
xfq
2. (4.9)
For each j in the former expression we will separate the term having the highest power of α. Thus we write,
xS1f,A1fy “
2kÿ
j“0
α2n´2j´1
ÿ
k1`k2“j
0ďk1,k2ďk
ż
Qk1,k2,jpB
j
xfq
2`
2kÿ
j“0
ÿ
k1`k2ąj
0ďk1,k2ďk
α2n´2k1´2k2´1
ż
Qk1,k2,jpB
j
xfq
2 ”
2kÿ
j“0
Ij`
2kÿ
j“0
IIj .
(4.10)
We will concentrate upon the terms Ij and will refer to the terms IIj as lower order terms (l.o.t.).
For each j we will now compute the term Ij . If m ď n and l “ n´m, then rm, ls is a sum of operators of the
form T “ T1T2 ¨ ¨ ¨Tn where Ti “ Bx for m indices i, and Ti “ B for the remaining l indices i. We apply the
product rule for derivatives to expand T and consider the terms in its expansion containing the derivatives
of highest order: Bmx and B
m´1
x . This leads to (see the illustration below)
T “ T1 ¨ ¨ ¨Tn “ B
lBmx ` rB
r1pBxB
l´r1q `Br2pBxB
l´r2q ` ¨ ¨ ¨ `BrmpBxB
l´rmqsBm´1x ` l.d.t., (4.11)
where r1, r2, ¨ ¨ ¨ rn depend upon the position of the m operators Bx in the expression of T , and the notation
l.d.t. stands for “lower derivative terms”.
To illustrate this, let us take for example the case with n “ 9, m “ 3, l “ 6, and consider the operator
T “ BBxBBxBBBxBB. Then,
T “ B6B3x `B
4pBxB
2qB2x `B
2pBxB
4qB2x `BpBxB
5qB2x ` l.d.t.
But, the operator T p˚q :“ Tn ¨ ¨ ¨T2T1, is also present in the expansion of rm, ls, and
T p˚q “ Tn ¨ ¨ ¨T1 “ B
lBmx ` rB
l´r1pBxB
r1q `Bl´r2pBxB
r2q ` ¨ ¨ ¨ `Bl´rmpBxB
rmqsBm´1x ` l.d.t. (4.12)
Therefore, if T ­“ T ˚ we have from (4.11) and (4.12) that
T ` T p˚q “ 2BlBmx `mpBxB
lqBm´1x ` l.d.t. (4.13)
It can be seen that if T “ T p˚q, then the same expression is valid. Since there are
`
n
m
˘
terms in the expansion
of rm, ls we conclude from (4.13) that
rm, ls “
ˆ
n
m
˙
rBlBmx `
ml
2
Bl´1BxB
m´1
x s ` l.d.t. (4.14)
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In this way, for m “ 2k1, r “ 2k2` 1, j “ k1` k2 “
1
2
pm` r´ 1q, l “ n´m, s “ n´ r, we apply integration
by parts to observe that
xrm, lsf, rr, ssfy “
`
n
m
˘`
n
r
˘´ż
Bl`sBmx f B
r
xf `
sr
2
ż
Bl`s´1Bx B
m
x f B
r´1
x f `
ml
2
ż
Bl`s´1Bx B
m´1
x fB
r
xf
¯
` l.o.t.
“
1
2
`
n
m
˘`
n
r
˘
p´1q
1
2
pm`1´rq
´
pm´ rqpl ` sq ` rs´ml
¯ż
Bl`s´1BxpB
1
2
pm`r´1q
x fq
2 ` l.o.t.
“
1
2
`
n
m
˘`
n
r
˘
p´1qk1´k2npm´ rq
ż
Bl`s´1BxpB
j
xfq
2 ` l.o.t.
“ p2αq2n´2j´1 1
2
`
n
m
˘`
n
r
˘
p´1qjnpm´ rq
ż
p
ϕ
R
q2n´2j´2
´1
R2
pBjxfq
2 ` l.o.t.
According to the definition of Ij in (4.10), and from the first equality in (4.9), to obtain Ij we add the high
order terms terms in the former expression with k1 ` k2 “ j and 0 ď k1, k2 ď k. In this way, we obtain that
Ij “ A
n
j
n
2
p2αq2n´2j´1
R2n´2j
ż
ϕ2n´2j´2pBjxfq
2, (4.15)
Where
Anj :“ p´1q
j
ÿ
k1`k2“j
0ďk1,k2ďk
p2k2 ` 1´ 2k1q
ˆ
n
2k1
˙ˆ
n
2k2 ` 1
˙
. (4.16)
We will prove in Lemma 4.7 below that
Anj “ n
ˆ
n´ 1
j
˙
ě n, for all integers n ě 3 odd and all j ď n´ 1, (4.17)
and in particular all the coefficients Anj are positive.
Regarding the lower terms IIj , we see from (4.10) and (4.8) that
IIj “ ´
ÿ
k1`k2ąj
0ďk1,k2ďk
ck1,k2,j
p2αq2n´2pk1`k2q´1
R2n´2j
ż
ϕ2n´4k1´4k2`2j´2pBjxfq
2, (4.18)
Thus, from (4.10), using (4.15) and (4.18) we have that
xS1f,A1fy “
2kÿ
j“0
Anj
n
2
p2αq2n´2j´1
R2n´2j
ż
ϕ2n´2j´2pBjxfq
2
´
2kÿ
j“0
ÿ
k1`k2ąj
0ďk1,k2ďk
ck1,k2,j
p2αq2n´2pk1`k2q´1
R2n´2j
ż
ϕ2n´4k1´4k2`2j´2pBjxfq
2. (4.19)
We now turn our attention to the product xψtf,A1fy in (4.6). For r “ 2k1` 1, k1 “ 0, ¨ ¨ ¨ , k and s “ n´ r,
taking into account that ψtxx“0, and using integration by parts we see that
xrr, ssf, ψtf sy “
k1ÿ
j“0
ż
Pk1,jpB,Bx, ψt, ψtxqpB
j
xfq
2, (4.20)
where
Pk1,jpB,Bx, ψt, ψtxq “ c
1
k1,j
Bs´νBνxψt ` c
2
k1,j
Bs´pν´1qBν´1x ψtx with ν ` 2j “ r.
Since ψt “ 2αp
x
R
` φqφ1 “ 2αϕφ1 and ψtx “ 2α
φ1
R
, we have that
Pk1,jpB,Bx, ψt, Btq “ p2αq
s`1
´
c1k1,j
ϕs´ν
Rs´ν
1
R2ν
ϕφ1 ` c2k1,j
ϕs´ν`1
Rs´ν`1
1
R2ν´2
φ1
R
¯
” ck1,j α
s`1ϕ
s´ν`1
Rs`ν
φ1 “ αn´2k1 ck1,j
ϕn´4k1`2j´1
Rn´2j
φ1 ” αn´2k1Qk1,j.
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In this way, from (4.20) and proceeding as we did to obtain (4.9),
xψtf,A1fy “
kÿ
k1“0
xr2k1 ` 1, n´ p2k1 ` 1qsf, ψtfy
“
kÿ
k1“0
αn´2k1
k1ÿ
j“0
ż
Qk1,jpB
j
xfq
2 “
kÿ
j“0
kÿ
k1“j
αn´2k1
ż
Qk1,jpB
j
xfq
2
“
kÿ
j“0
αn´2j
ż
Qj,jpB
j
xfq
2 `
kÿ
j“0
kÿ
k1“j`1
αn´2k1
ż
Qk1,jpB
j
xfq
2
“
kÿ
j“0
cj,j
αn´2j
Rn´2j
ż
ϕn´2j´1φ1pBjxfq
2 `
kÿ
j“0
kÿ
k1“j`1
ck1,j
αn´2k1
Rn´2j
ż
ϕn´4k1`2j´1φ1pBjxfq
2. (4.21)
To estimate the term xS1f, Btfy in (4.6) we notice that, since S1 is the sum of operators of the form T1, ¨ ¨ ¨Tn
as described above, from the product rule for differentiation we see that BtrpS1fqs “ S1tf ` S1Btf , where
S1t is a sum of compositions of the form Q1Q2 ¨ ¨ ¨Qn where one of the Q
1
is is Bt and the others are either
B or Bx. In this way, by applying integraton by parts we conclude that
xS1f, Btfy “ ´xS1tf ` S1Btf, fy “ ´xS1tf, fy ´ xBtf, S1fy.
Therefore xS1f, Btfy “ ´
1
2
xS1tf, fy. Proceeding as we did to obtain (4.20) to (4.21) we see that xS1tf, fy
has the same form as the right hand side of (4.21).
To conclude the computation of (4.6) we see that
xψtf, Btfy “ ´
1
2
ż
ψttf
2 “ ´α
ż
ppφ1q2 ` ϕφ2qf2. (4.22)
We return to (4.6) and compare the terms of the form α
N
RM
(for diverse integer powers N and M) in (4.19),
(4.21), and (4.22), especially, we compare the highest order terms
α2n´2j´1
R2n´2j
(in (4.19)) and
αn´2j
Rn´2j
(in (4.21)).
Since from the hypotheses of the lemma, 1 ď ϕ ď 5 in the support of f , we conclude that there is a constant
C “ Cpn, }φ1}L8 ` }φ
2}L8q ą 1 such that if we take α ą CR
n{pn´1q, then, the leading terms in (4.19)
with coefficient 1
2
nAnj p2αq
2n´2j´1{R2n´2j absorb the other terms appearing in (4.19), as well as all terms in
(4.21), and (4.22). Therefore, from (4.6) and (4.5) we have that
}Tf}2 ě 2xSf,Afy ě C
n´1ÿ
j“0
Anj
α2n´2j´1
R2n´2j
ż
pBjxfq
2, (4.23)
where C depends only upon n.
To prove (4.2) we must obtain an expression similar to (4.23) with the integrals
ş
pBjxfq
2 replaced by
ş
ppBx `
Bqjfq2. To do that, using integration by parts, we observe that for m “ 1, ¨ ¨ ¨ , n´ 1,ż
ppBx `Bq
mfq2 “
ż
pBmx fq
2 `
m´1ÿ
j“0
ÿ
r,sě0
r`2s`2j“2m
cm,s,j
ż
BrBsxpB
j
xfq
2
“
ż
pBmx fq
2 `
m´1ÿ
j“0
ÿ
r,sě0
r`2s`2j“2m
cm,s,j
p2αqr`s
Rr`2s
ż
ϕrpBjxfq
2
“
ż
pBmx fq
2 `
m´1ÿ
j“0
m´jÿ
s“0
cm,s,j
p2αq2m´2j´s
R2m´2j
ż
ϕ2m´2s´2jpBjxfq
2 . (4.24)
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Since α ą CRn{pn´1q ą 1, and in the support of f , 1 ď ϕ ď 5, from (4.24) it follows thatż
ppBx `Bq
mfq2 ď
ż
pBmx fq
2 ` C 1
m´1ÿ
j“0
α2m´2j
R2m´2j
ż
pBjxfq
2, (4.25)
where C 1 ą 0 depends only on n. Now, from (4.23) we see that, if Kn´1 is a constant with 0 ă Kn´1 ď
Ann´1 “ A
n
0 “ n, then
}Tf}2 ě CKn´1
α
R2
ż
pBn´1x fq
2 ` C
n´2ÿ
j“0
Anj
α2n´2j´1
R2n´2j
ż
pBjxfq
2,
Thus, applying (4.25) with m “ n´ 1, we conclude that
}Tf}2 ě CKn´1
α
R2
«ż
ppBx `Bq
n´1fq2 ´ C 1
n´2ÿ
j“0
α2n´2´2j
R2n´2´2j
ż
pBjxfq
2
ff
` C
n´2ÿ
j“0
Anj
α2n´2j´1
R2n´2j
ż
pBjxfq
2
“ CKn´1
α
R2
ż
ppBx `Bq
n´1fq2 ` C
n´2ÿ
j“0
pAnj ´Kn´1C
1q
α2n´2j´1
R2n´2j
ż
pBjxfq
2.
Therefore, by choosing Kn´1 “ min tA
n
n´1,
1
2
Ann´2{C
1, ¨ ¨ ¨ , 1
2
An0 {C
1u, we obtain that
}Tf}2 ě CKn´1
α
R2
ż
ppBx `Bq
n´1fq2 ` C
n´2ÿ
j“0
1
2
Anj
α2n´2j´1
R2n´2j
ż
pBjxfq
2, (4.26)
and in this way we obtain an expression similar to (4.23) with the first integral term
ş
pBn´1x fq
2 replaced
by
ş
ppBx ` Bq
n´1qfq2. Notice that from (4.17), Kn´1 ą 0. Proceeding in a similar manner, using (4.26),
succesively applying (4.25) with m “ n´ 2, n´ 3, ¨ ¨ ¨ , 1, and taking adequate values of Kn´2, ¨ ¨ ¨ ,K1 ą 0,
we can perform the replacement of the remaining integrals. Since the mintK1, ¨ ¨ ¨ ,Kn´1u ą 0, (4.2) follows
and the proof of Lemma 4.6 is complete. 
We now prove that all the coefficients Anj defined in (4.16) are positive.
Lemma 4.7. For integer k ě 1, let n “ 2k ` 1. Then, for j “ 0, ¨ ¨ ¨ , n´ 1,
Anj :“ p´1q
j
ÿ
k1`k2“j
0ďk1,k2ďk
p2k2 ` 1´ 2k1q
ˆ
n
2k1
˙ˆ
n
2k2 ` 1
˙
“ n
ˆ
n´ 1
j
˙
. (4.27)
Proof. Using the formula p1` xqn “
řn
r“0
`
n
r
˘
xr we see that for x, β P R, x ­“ 0,
hβpxq : “
1
4
´
p1 ` βxqn ` p1 ´ βxqn
¯´
p1` β{xqn ´ p1´ β{xqn
¯
“
kÿ
k1,k2“0
`
n
2k1
˘`
n
2k2`1
˘
β2k1`2k2`1x2k1´2k2´1
“
2kÿ
j“0
ÿ
k1`k2“j
0ďk1,k2ďk
`
n
2k1
˘`
n
2k2`1
˘
β2j`1x2k1´2k2´1.
Therefore
h1βp1q “
2kÿ
j“0
β2j`1
ÿ
k1`k2“j
0ďk1,k2ďk
p2k1 ´ 2k2 ´ 1q
`
n
2k1
˘`
n
2k2`1
˘
“
2kÿ
j“0
p´1qj`1Anj β
2j`1. (4.28)
But
4
nβ
h1βpxq “
´
p1` βxqn´1 ´ p1´ βxqn´1
¯´
p1` β{xqn ´ p1 ´ β{xqn
¯
`
´
p1` βxqn ` p1´ βxqn
¯´
p1` β{xqn´1 ` p1´ β{xqn´1
¯´
´
1
x2
¯
.
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Therefore, with x “ 1,
4
nβ
h1βp1q “
´
p1` βqn´1 ´ p1´ βqn´1
¯´
p1` βqn ´ p1 ´ βqn
¯
´
´
p1` βqn ` p1 ´ βqn
¯´
p1` βqn´1 ` p1´ βqn´1
¯
“ ´2p1` βqn´1p1´ βqn ´ 2p1` βqnp1´ βqn´1 “ ´4p1´ β2qn´1.
In this way,
h1βp1q “
n´1ÿ
j“0
p´1qj`1n
ˆ
n´ 1
j
˙
β2j`1,
which, with together with (4.28), gives (4.27). 
In the following theorem we apply Lemma 4.6 to the difference w of two solutions of equation (1.1) to
obtain a bound of the L2-norm of w in a small rectangule with the Hn´1 norm of w in a distant rectangle
rR´ 1, Rs ˆ r0, 1s.
Theorem 4.8. Let ε ą 0. For r P p0, 1q, R ą 2 and u1, u2 P Cpr0, 1s;H
npRqq solutions of equation (1.1)
define w “ u1 ´ u2, Q “ r0, 1s ˆ rr, 1´ rs, and
ARpwq “
ż 1
0
ż R`1
R
n´1ÿ
j“0
pBjxwq
2 dx dt . (4.29)
Suppose that }w}L2pQq ě δ ą 0. Then there exist constants C ą 0, C˚ “ C˚pn, rq ą 0, and R0 ą 1 such that
}w}L2pQq ď Ce
C˚R
γ
ARpwq for all R ą R0 , (4.30)
where,
γ ” γn,p “
$’&’%
n
n´1 if p “ 0, ¨ ¨ ¨ , k “
n´1
2
,
2pn´pq
2pn´pq´1 ` ǫ if p “ k ` 1, ¨ ¨ ¨ , n´ 1.
(4.31)
Notice that for the KdV Hierarchy, p “ n´ 2, and thus we have an exponential eC˚R
4{3`
in (4.30).
Proof. From (1.1), by a procedure similar to that used to obtain (2.11), it can be seen that w is a solution
of the equation
Btw ` p´1q
k`1Bnxw “ ´rP pz1q ´ P pz2qs “ ´
pÿ
j“0
FjB
j
xw , (4.32)
where each Fj is a polynomial in B
j1
x u1 and B
j2
x u2 with j1, j2 ď p ď n ´ 1. From the embedding of H
1pRq
in L8pRq, the functions Fj “ Fjpx, tq are bounded in D “ Rˆ r0, 1s. Let φ P C
8pr0, 1sq be a function such
that φ ” 0 in r0, r
2
s Y r1 ´ r
2
, 1s, φ ” 4 in rr, 1 ´ rs, φ increasing in r r
2
, rs, and decreasing in r1 ´ r, 1 ´ r
2
s.
Let us choose functions rµ, rθ P C8pRq, such that rµ ” 0 in p´8, 1s, rµ ” 1 in r2,8q, rθ ” 1 in p´8, 0s, rθ ” 0
in r1,8q, and define µRpx, tq ” µpx, tq :“ rµp xR ` φptqq and θRpxq ” θpxq :“ rθpx ´ Rq. Let g :“ µθw. Then,
it can be seen that in the support of µθ, 1 ď x
R
` φptq ď 5. Besides gp0q “ gp1q “ 0. Thus g satisfies the
16 PEDRO ISAZA
hypotheses of Lemma 4.6. With ψ “ αp x
R
` φptqq2, α ą 0, as in the statement of Lemma 4.6, we compute
eψpBtg ` p´1q
k`1Bnxgq “ e
ψ
´
µtθw ` µθBtw ` µθp´1q
k`1Bnxw `
nÿ
r“1
cn,rB
r
xpµθqB
n´r
x w
¯
“ eψ
´
´
pÿ
j“0
FjµθB
j
xw ` µtθw `
nÿ
r“1
cn,rµB
r
xθB
n´r
x w `
nÿ
r“1
rÿ
s“1
cn,rcr,sB
s
xµB
r´s
x θB
n´r
x w
¯
“ eψ
´
´
pÿ
j“0
FjB
j
xpµθwq `
pÿ
j“1
Fj
jÿ
r“1
cj,rB
r
xpµθqB
j´r
x w
` µtθw ` µ
nÿ
r“1
cn,rB
r
xθB
n´r
x w `
nÿ
r“1
rÿ
s“1
cn,rcr,sB
s
xµB
r´s
x θB
n´r
x w
¯
“ eψ
´
´
pÿ
j“0
FjB
j
xg ` µ
pÿ
j“1
Fj
jÿ
r“1
cj,rB
r
xθB
j´r
x w `
pÿ
j“1
jÿ
r“1
rÿ
s“1
Fjcj,rcr,sB
s
xµB
r´s
x θB
j´r
x w
` µtθw ` µ
nÿ
r“1
cn,rB
r
xθB
n´r
x w `
nÿ
r“1
rÿ
s“1
cn,rcr,sB
s
xµB
r´s
x θB
n´r
x w
¯
.
To obtain a bound for the L2-norm of the right-hand side of the former expression we take into account the
following facts: The derivatives Bsxµ (s ě 1) are supported in Ď tpx, tq | 1 ă
x
R
`φptq ă 2u and thus eψ ď e4α
in this set whose area is of order R. Also, Brxθ (r ě 1) is supported in rR,R ` 1s ˆ r0, 1s, and e
ψ ď e25α in
this rectangle. Besides, w, the functions Fj , and all the derivatives of µ, θ, and w, are bounded by a constant
independent of R. From this considerations, and applying Lemma 4.6 we obtain that
n´1ÿ
j“0
αn´j´1{2
Rn´j
}eψBjxg} ď C}e
ψpBt ` p´1q
k`1Bnx qg}
ď C
pÿ
j“0
}eψBjxg} ` Ce
25α
n´1ÿ
j“0
}Bjxw}L2prR,R`1sˆr0,1sq ` CR
1{2e4α. (4.33)
Let C be the constant in Lemma 4.6. Then C “ Cpn, rq. If we take α “ p1 ` CqR1`s, with s ě 1
n´1 , then
α ą CR
n
n´1 , and for j “ 1, ¨ ¨ ¨ , p
αn´j´1{2
Rn´j
“ p1` Cqn´j´
1
2R´
1
2
`spn´j´ 1
2
q ě Rspn´p´
1
2
q´ 1
2
and therefore, after discarding the terms with j ą p on the left-hand side of (4.33), and bearing in mind the
definition of ARpwq given in (4.29), we have that
pÿ
j“0
Rspn´p´
1
2
q´ 1
2 }eψBjxg} ď C
pÿ
j“0
}eψBjxg} ` Ce
25αARpwq ` CR
1{2e4α. (4.34)
We will choose s ě 1
n´1 in such a way that spn´ p´ 1{2q ´ 1{2 ą 0, that is, s ą 1{p2n´ 2p´ 1q. Then, by
making R sufficiently large we can make the left-hand side of (4.34) more than twice the first term on the
right-hand side, allowing the absortion of this last term to obtain that
pÿ
j“0
Rspn´p´
1
2
q´ 1
2 }eψBjxg} ď Ce
25αARpwq ` CR
1{2e4α. (4.35)
To choose the appropriate value of s we see that if p ď pn´ 1q{2 “ k, then
1
p2n´ 2p´ 1q
ď
1
n
ă
1
n´ 1
,
and we choose s “ 1{pn´ 1q. Then with α “ p1` CqR1`s “ p1` CqRpn´1q{n, we have (4.35) for large R.
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If pn´ 1q{2 ď p ď n´ 1, that is if pn` 1q{2 ď p ď n´ 1, then, with ǫ ą 0 and s “ 1{p2n´ 2p´ 1q ` ǫ, that
is, with α “ p1 ` CqR
2pn´pq
2pn´pq´1
`ǫ, we obtain (4.35) for large R.
Since x
R
` φptq ě 4 in Q :“ r0, 1s ˆ rr, 1´ rs and µ ” 1, and θ ” 1 in Q, we can replace the left-hand side of
(4.35) by a smaller amount to conclude that for R sufficiently large
e16α}w}L2pQq ď Ce
25αARpwq ` CR
1{2e4α, (4.36)
Hence, with γ as in (4.31), and α “ p1` CqRγ ,
e16p1`CqR
γ
}w}L2pQq ď Ce
25p1`CqRγARpwq ` CR
1{2e4p1`CqR
γ
,
Since }w}L2pQq ě δ ą 0, by making R sufficiently large we can absorb the last term on the right-hand side
of the former inequality with the left-hand side to obtain (4.30) with C˚ “ 9p1 ` Cq, which completes the
proof of Theorem 4.8. 
5. Proofs of Theorem I and Theorem II
For Theorem I we present a proof which can be adapted with minor changes to prove Theorem II.
Proof of Theorem I.
Since from hypothesis (1.6), ex
4{3`ǫ
` wp0q P L2pRq, it follows that }eax
4{3`ǫ{2
` wp0q}L2pRq ď Ca ă 8 for all a ą 0.
The same property holds for wp1q. Also, by an interpolation argument similar to that in (2.8)
}eax
4{3`ǫ{2
` Bjxwpiq}L2pRq ď Ca ă 8 for all a ą 0, j “ 1, ¨ ¨ ¨ , n, i “ 0, 1. (5.1)
Suppose that w does not vanish identically in D :“ Rˆ r0, 1s. Then, there is a rectangle Q :“ rx0, x0 ` 1s ˆ
rr, 1´ rs, for some x0 P R and r P p0, 1q, such that }w}L2pQq ą 0. If we consider translations u˜i of ui, defined
by u˜ipx, tq :“ uipx`x0, tq, i “ 1, 2, then, it can be seen that u˜1, u˜2, and w˜ :“ u˜1´ u˜2, satisfy the hypotheses
of Theorem I. In this way, making a translation if necessary, we can suppose without loss of generality that
Q “ r0, 1s ˆ rr, 1´ rs.
Let η P C8pRq be a function supported in p0, 1q and such that
ş
η “ 1. For R ą 1 and N ą 4R` 1, define
φR,N pxq ” φpxq :“
şx
´8 ηpx
1´Rq´ηpx1´Nqq dx1. Then φR,N “ 1 in rR`1, N s, supp φR,N Ď rR,N`1s and
|φ
pjq
R,N | ď cj with cj independent of R and N . We will apply Theorem 3.3 to the function vR,N ” v :“ φR,N w.
From (4.32) with p “ n´ 2, v satisfies
Btv ` p´1q
k`1Bnxv “ φpBtw ` p´1q
k`1Bnxwq `
nÿ
j“1
cn,jφ
pjqBn´jx w
“ ´
pÿ
j“0
φFjB
j
xw `
nÿ
j“1
cn,jφ
pjqBn´jx w
“ ´
pÿ
j“0
FjB
j
xpφwq `
pÿ
j“1
Fj
jÿ
r“1
cj,rφ
prqBj´rx w `
nÿ
j“1
cn,jφ
pjqBn´jx w. (5.2)
For λ ą 2 we now apply together (3.1) and (3.2) in Theorem 3.3 to v. We use (5.2), Ho¨lder’s inequailty, and
the fact that } ¨ }L2TL2x ď } ¨ }L
8
T
L2x
and } ¨ }L1TL2x ď } ¨ }L2TL2x , and take into account that φ is supported in
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rR,N ` 1s and its derivatives φpjq are supported in rR,R` 1s Y rN,N ` 1s, to obtain that
}eλxφw}L2
T
L2x
`
n´1ÿ
j“1
}eλxBjxpφwq}L8x L2T
ď Cλn´1}|Jnpeλxφwp1qq| ` |Jnpeλxφwp0qq|}L2pRq ` C}e
λxpBt ` p´1q
k`1Bnx qv}L1TL2xXL1xL2T
ď Cλ2n´1
1ÿ
j“0
}eλxp|wpjq| ` |Bnxwpjq|q}L2prR,8qq (I)
` C}F0}L2
T
L8
xěR
}eλxφw}L2
T
L2x
` C}F0}L2
xěRL
8
T
}eλxφw}L2xL2T (II)
` C
pÿ
j“1
}Fj}L2
xěRL
8
T
}eλxBjxpφwq}L8x L2T ` C
pÿ
j“1
}Fj}L1
xěRL
8
T
}eλxBjxpφwq}L8x L2T (III)
` CeλpR`1q
n´1ÿ
j“0
}Bjxw}L8T L2x ` C
n´1ÿ
j“0
eλpN`1q}Bjxw}L8T L2xěN (IV)
“ I` II` III` IV. (5.3)
where C does not depend on λ, N , and R.
Taking into account the specific form of the polynomial P in (1.2), since
řn´1
j“0 FjB
j
xw “ P pz1q ´ P pz2q, we
see from (2.9), and (2.11) that each Fj is a polynomial in B
j1
x u1 and B
j2
x u2 with j1, j2 ď n´ 3, except for F0
which has a term Bn´2x u1 comming from the quadratic term wB
n´2
x u1 in A2pz1q ´A2pz2q (see (2.12)). From
(2.15) it follows that
}p1` x`q
αp1´ l`1
n`1 qBlxuiptq}L8pRq ď C , for all t P r0, 1s and l “ 0, ¨ ¨ ¨ , n. (5.4)
For l ď n´ 3, αp1 ´ j`1
n`1 q ą
n`1
3
p1 ´ n´2
n`1 q “ 1. Therefore }p1` x`q
1
`
Fj}L8
T
L8x
ă 8 for j “ 1, ¨ ¨ ¨ , p. In a
similar way, with l “ n´ 2 in (5.4), we see that }p1` x`q
2{3F0}L8
T
L8x
ă 8. From this decay of the functions
Fj we conclude that, by taking R sufficiently large, the norms involving these functions in II and III of (5.3)
can be made small in such a way that II and III can be absorved by the left-hand side of (5.3).
After we perform this absortion, and taking into account that φ ” 1 in r4R, 4R`1s, we replace the left-hand
side of (5.3) by a smaller amount to obtain that
}eλxw}L2pr4R,4R`1sˆr0,1sq`
n´1ÿ
j“1
}eλxBjxw}L2pr4R,4R`1sˆr0,1sq
ď Cλ2n´1
1ÿ
j“0
}eλxp|wpjq| ` |Bnxwpjqq|}L2prR,8qq (I)
` CeλpR`1q
n´1ÿ
j“0
}Bjxw}L8T L2x ` Ce
λpN`1q}Bjxw}L8T L2xěN (IV)
“ I` IV. (5.5)
From the decay hypothesis (1.6) of w and the exponential decay preservation proved in Theorem 2.1, it
follows that }eλxwptq}L2pRq ď Cλ ă 8, for all λ ą 0 and all t P r0, 1s. From an interpolation argument
similar to that in (2.8), we also have that }eλxBjxwptq}L2pRq ď Cλ, for j “ 1, ¨ ¨ ¨ , n. Therefore,
IV ď CeλpR`1q
n´1ÿ
j“0
}Bjxw}L8T L2x ` Ce
λpN`1qe´2λN }e2λxBjxw}L8T L2x ď Ce
λpR`1q ` Cλe
´λpN´1q ,
Then, if we make N Ñ8, from (5.5) we conclude that
e4Rλ
n´1ÿ
j“0
}Bjxw}L2pr4R,4R`1sˆr0,1sq ď Cλ
2n´1
1ÿ
j“0
}eλxp|wpjq| ` |Bnxwpjqq|}L2prR,8qq ` Ce
λpR`1q. (5.6)
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For a ą 0 to be determined later, we take λ “ aR1{3`ǫ{2. Since λx “ aR1{3`ǫ{2x ď ax4{3`ǫ{2 for x ě R, we
have from (5.6) that
e4aR
4{3`ǫ{2
n´1ÿ
j“0
}Bjxw}L2pr4R,4R`1sˆr0,1sq
ď Ca2n´1Rp2n´1qp
1
3
`ǫ{2q
1ÿ
j“0
}eax
4{3`ǫ{2
p|wpjq| ` |Bnxwpjqq|}L2pRq ` Ce
aR1{3`ǫ{2pR`1q,
and thus, from the definition of ARpwq given in (4.29) and from (5.1)
e4aR
4{3`ǫ{2
ARpwq ď CaR
p2n´1qp1{3`ǫ{2q ` Ce2aR
4{3`ǫ{2
ď Cae
2aR4{3`ǫ{2 . (5.7)
We now apply Theorem 4.8 with p “ n´ 2 to obtain that
}w}L2pQq ď Ce
C˚R
4{3`ǫ{2
ARpwq ď Ce
C˚R
4{3`ǫ{2
Cae
´2aR4{3`ǫ{2 “ Cae
pC˚´2aqR
4{3`ǫ{2
, (5.8)
Where C˚ “ C˚prq. If we fix a ą C˚
2
, then by taking R Ñ 8 we conclude that }w}L2pQq “ 0, which
contradicts the original assumption }w}L2pQq ­“ 0. Then we conclude that w ” 0, and Theorem I is proved.

Proof of Theorem II.
From Remark 2.2, w satisfies (2.23). With β “ 1, after applying Gronwall’s inequality and taking N Ñ 8,
we can conclude that for t0 P r0, 1sż
exwptq2 ď C
ż
exwpt0q
2 for all t P rt0, 1s. (5.9)
By making the change of variables x ÞÑ ´x and t ÞÑ 1´t, and taking into account that w P Cpr0, 1s;Hn`1pRqX
L2pp1 ` x´q
2α0 dxq we can also see thatż
e´xwptq2 ď C
ż
e´xwpt0q
2 for all t P r0, t0s. (5.10)
Thus we can conclude that if wpt0q “ 0, then w ” 0.
We will find a constant a ą 0 such that if wp0q, wp1q P L2peax
n{pn´1q
q, then w ” 0. We reason by contradiction.
Suppose that w does not vanish identically inD :“ Rˆr0, 1s. Then, by the uniqueness argument just given, w
does not vanish identically in D0 :“ Rˆr1{3, 2{3s. Therefore, there is a rectangle Q :“ rx0, x0`1sˆr1{3, 2{3s
such that }w}L2pQq ą 0. By making a translation if necessary, we can suppose without loss of generality
that Q “ r0, 1s ˆ r1{3, 2{3s. We now continue applying the same arguments used to prove Theorem I, using
λ “ aR1{pn´1q instead of aR1{3`ǫ{2. In this case we apply Theorem 4.8 with p ď k, and C˚ “ C˚p1{3q and
choose a “ C˚
2
` 1 ą C˚
2
, which gives a value of a which depends only on n.
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