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Non-tracial free graph von Neumann algebras
Michael Hartglass∗and Brent Nelson†
Abstract
Given a finite, directed, connected graph Γ equipped with a weighting µ on its edges,
we provide a construction of a von Neumann algebra equipped with a faithful, normal,
positive linear functional (M(Γ, µ), ϕ). When the weighting µ is instead on the vertices
of Γ, the first author showed the isomorphism class of (M(Γ, µ), ϕ) depends only on
the data (Γ, µ) and is an interpolated free group factor equipped with a scaling of its
unique trace (possibly direct sum copies of C). Moreover, the free dimension of the
interpolated free group factor is easily computed from µ. In this paper, we show for a
weighting µ on the edges of Γ that the isomorphism class of (M(Γ, µ), ϕ) depends only
on the data (Γ, µ), and is either as in the vertex weighting case or is a free Araki–Woods
factor equipped with a scaling of its free quasi-free state (possibly direct sum copies of
C). The latter occurs when the subgroup of R+ generated by µ(e1) · · ·µ(en) for loops
e1 · · · en in Γ is non-trivial, and in this case the point spectrum of the free quasi-free
state will be precisely this subgroup. As an application, we give the isomorphism type
of some infinite index subfactors considered previously by Jones and Penneys.
Introduction
Given a finite, directed, connected graph Γ = (V,E), there has been for some time an interest
in von Neumann algebras associated to this initial data. More precisely, an interest in a von
Neumann algebra generated by projections pv with v ∈ E and operators Ye with e ∈ E
satisfying algebraic relations that encode the structure of the graph. In [GJS10, GJS11],
Guionnet, Jones, and Shlyakhtenko used free probabilistic methods to construct II1-factors
associated to the principal graph of a subfactor planar algebra, and used this construction
to give a new proof of [Pop95, Theorem 3.1]. Since these II1 factors contain the projections
pv, v ∈ V , the unique tracial state τ induces a weighting on the vertices µ : V → R+ given
by µ(v) := τ(pv). In [Har13], the first author showed that these II1 factors are always
interpolated free group factors. Moreover, a more general construction was provided for
von Neumann algebras with tracial states (M(Γ, µ), τ) associated to graphs Γ and vertex
weightings µ. The isomorphism class of (M(Γ, µ), τ) is completely determined by µ, and
is always that of an interpolated free group factor (with their unique tracial state) possibly
direct sum copies of C. In particular, these graph von Neumann algebras provide a convenient
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presentation of the interpolated free group factors (see also [Har17]), which the authors used
in [HN18b] to adapt the free transport results of [GS14] to the context of interpolated free
group factors.
The goal of the present paper, is to modify the construction in [Har13] in order to produce
von Neumann algebras naturally equipped with non-tracial states, and then determine their
isomorphism class. It turns out that in order to move beyond tracial states, one must replace
the vertex weighting with an edge weighting µ : E → R+ satisfying µ(eop) = µ(e)−1 for all
e ∈ E. In fact, this insight was actually previously observed by Jones and Penneys in [JP17],
where they studied a loop von Neumann algebraM with an infinite index subfactor N ⊂M
where L(F∞) ∼= N ⊂ Mϕ. They showed that the associated factor M is type III precisely
when the group
〈µ(e1) · · ·µ(en) : e1 · · · en is a loop in Γ〉 < R+
is non-trivial, and that the inclusion N ⊂M is irreducible and discrete.
One complication that arises when using an edge weighting to construct a von Neumann
algebra associated to a graph Γ is that there is no longer a canonical state associated with
M(Γ, µ), though this is to be expected precisely in the non-tracial case. Fortunately, due
to the condition µ(eop) = µ(e)−1, Γ admits a large subgraph which is essentially “tracial”
with respect to the weighting µ, and which in turn allows us to define a state on the algebra
generated by the projections pv, v ∈ V . In this way we are able to construct a von Neumann
algebra with a faithful state (M(Γ, µ), ϕ) associated to the inital data (Γ, µ). Moreover, we
show that these pairs are always isomorphic to an almost periodic free Araki–Woods factor
equipped with its free quasi-free state possibly direct sum copies of C.
Defined in [Shl97], Shlyakhtenko’s free Araki–Woods factors can be regarded as the non-
tracial analogue of the free group factors. Indeed, both arise from a standard free prob-
abilistic construction using creation and annihilation operators on a Fock space, and the
free quasi-free state is given by the vacuum vector state, which in the tracial case yields
the unique tracial state. Importantly, free Araki–Woods factors admit matricial models (see
[Shl97, Section 5]), which are—roughly speaking—amplified representations of the factor.
The flexibility of such representations is quite powerful and allows one to show that the free
Araki–Woods factors have the so-called free absorption property: they are stable under free
products with the free group factors (see [Shl97, Corollary 5.5]). We utilize this property
frequently in the present paper, and moreover use a matricial model to show that the iso-
morphism class of free Araki–Woods factors with their free quasi-free states is stable under
compressions and amplifications by projections in the centralizer with full central support.
Our general strategy for studying (M(Γ, µ), ϕ) is to consider a compression by a vertex
projection pv, v ∈ V . Dykema’s free product techniques from [Dyk93] allow us to analyze
such compressions. The aforementioned stability properties allow us to assert that not
only are the compressions free Araki–Woods factors (possibly direct sum copies of C), but
so is original von Neumann algebra. Of course, great care must be taken to ensure every
isomorphism is state preserving. Additionally, this graphical picture of the free Araki–Woods
factors can be used to study free products of arbitrary finite dimensional von Neumann
algebras, which the authors pursue in a second paper [HN18a].
The structure of the paper is as follows. In Section 1, we establish notation for states
and positive linear functions we will frequently use; we recall the definition of a free Araki–
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Woods factors and discuss their structure; we recall some existing results due to Dykema
([Dyk93, Dyk97]), Houdayer ([Hou07]), and Shlyakhtenko ([Shl97]) that will be frequently
cited; and we recall the Fock-space and Toeplitz algebra associated to a directed, connected
graph Γ. This Toeplitz algebra is the foundation upon which M(Γ, µ) is built, in both the
present case and in the vertex weighting case considered in [Har13].
In Section 2 we present the construction of the von Neumann algebraM(Γ, µ) and a faith-
ful, normal, positive linear functional ϕ. The latter is (non-canonically) defined by consid-
ering a (non-unique) maximal subraph of Γ subject to the condition that µ(e1) · · ·µ(en) = 1
for all loops e1 · · · en in the subgraph. This maximal subgraph then corresponds to a tracial
subalgebra of M(Γ, µ), which can be classified using [Har13]. This section then concludes
with an analysis of the central supports of certain projections in the centralizer M(Γ, µ)ϕ,
which is a crucial part of our aforementioned strategy for studying (M(Γ, µ), ϕ).
In Section 3, we present some technical results, including our matricial model and some
essential compression/amplification lemmas.
In Section 4, we undertake the analysis of (M(Γ, µ), ϕ). We first consider a cyclic subgraph
Γ0 of Γ and the corresponding subalgebraM(Γ0, µ), which we show has a free Araki–Woods
factor as its diffuse component. We then “build” Γ from Γ0 by succesively adding edges
(and sometimes vertices), and since we are able to control the isomorphism classes of the
corresponding subalgebras along the way we are therefore able to deduce the isomorphism
class of (M(Γ, µ), ϕ). As an application, we classify the aforementioned subfactors considered
by Jones in Penneys in [JP17]. This is presented in the Appendix, along with a summary of
notation that we have compiled for the convenience of the reader.
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1 Preliminaries
1.1 Status quo
Given the non-tracial nature of our analysis, it is important that we specify the positive
linear functionals involved in any free product. Toward that end, we establish some common
notation for positive linear functionals that will be frequently used:
• After [Dyk93, Dyk97] we use the following notation:
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◦ For t > 0 and a projection p
p
C
t
:= (Cp, φ),
where φ is determined by φ(p) = t. We may suppress either ‘t’ or ‘p’ if they are
clear from context. In the context of a direct sum, if t ≤ 0 then we mean that
the summand should be omitted.
◦ For s, t > 0 and v a partial isometry such that v∗v = p and vv∗ = q are orthogonal,
p,q
M2(C)
s,t
:= (C 〈v〉 , φ),
where φ is determined by φ(v) = 0, φ(p) = s, and φ(q) = t. We may suppress any
of ‘t’,‘s’, ‘p’, or ‘q’ if they are clear from context. If we merely wish to establish
notation for the identity element r := p+ q, then we may simply write
r
M2(C)
s,t
.
◦ With p, q, s, t, and v as in the previous bullet point, we denote
p,q
M2(L(Z))
s,t
:= (C 〈v〉 , φ)⊗ (L(Z), τ)
with τ the canonical group-algebra tracial state on L(Z).
◦ For t > 0 and a von Neumann algebra A with identity element p and a state φ
p
(A, φ)
t
:= (A, tφ).
We may suppress any of ‘t’, ‘p’, or ‘φ’ if they are clear from context (e.g. a II1
factor and its canonical trace).
The above notations allow us to concisely express direct sums with explicit (and some-
times implicit) weightings. E.g.:
p1
C
t1
⊕
p2,q2
M2(C)
s2,t2
⊕
p3
(A,ϕ)
t3
.
If t1 + s2 + t2 + t3 = 1 then the associated positive linear functional on this direct
sum is a state. However, it will often be notationally convenient to not demand such
normalization. If such an unnormalized direct sum appears in a free product, we will
ensure that each factor in the free product has the same total mass.
• Let H be a separable infinite-dimensional Hilbert space, and {ei,j}i,j∈N0 be a system of
matrix units for B(H). For λ ∈ (0, 1), after [Shl97] we define a state ψλ : B(H) → C
by
ψλ(ei,j) :=
{
λi(1− λ) if i = j
0 otherwise
.
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IfH is finite dimensional so that B(H) ∼= Mn(C) is generated by matrix units {ei,j}n−1i,j=0,
for some n ∈ N, we define a state ψλ : Mn(C)→ C by
ψλ(ei,j) :=
{
λi (1−λ)
(1−λn) if i = j
0 otherwise
.
• For a von Neumann algebra A with a positive linear functional φ and a non-zero
projection p ∈ A, denote
φp( · ) := 1
φ(p)
φ(p · p).
1.2 Free Araki-Woods factors
We recall the construction of Shlyakhtenko’s free Araki–Woods factors [Shl97] and their
salient properties.
Fix a real Hilbert space HR along with an orthogonal representation {Ut}t∈R of R on HR.
Extend this orthogonal representation to a unitary one on HC := HR ⊗ C, the complexifi-
cation of HR. Invoke Stone’s theorem to produce an infinitesimal generator: there exists a
(potentially unbounded) positive, non-singular, self-adjoint operator A such that Ait = Ut
for all t ∈ R. For v, w ∈ HC, define an new inner product by:
〈v, w〉U :=
〈
2
1 + A−1
v, w
〉
HC
,
which is C-linear in the right entry. For v, w ∈ HR it follows that Re〈v, w〉U = 〈v, w〉HR . In
particular, if v and w are orthogonal in HR, then 〈v, w〉U ∈ iR. Denote the completion of
HC under this inner product by H.
Next, the Fock space generated by H, denoted F(H), is the completion of
CΩ⊕
⊕
d≥1
H⊗d,
where Ω, a unit vector, is called the vacuum vector. Let ω( · ) := 〈Ω, ·Ω〉 denote the vacuum
vector state. For any v ∈ H, one can define its left creation operator `(v) ∈ B(F(H)) by
`(v)Ω = v
`(v)w1 ⊗ · · · ⊗ wd = v ⊗ w1 ⊗ · · · ⊗ wd.
Its adjoint `(v)∗, is called the left annihilation operator, is determined by
`(v)∗Ω = 0
`(v)∗w1 ⊗ · · · ⊗ wd = 〈v, w1〉w2 ⊗ · · · ⊗ wd.
Denote s(v) := `(v) + `(v)∗.
The von Neumann algebra
Γ(HR, Ut)′′ := W ∗(s(v) : v ∈ HR)
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is called a free Araki–Woods factor. The restriction of ω to this von Neumann algebra, which
we denote by ϕ, is called the free quasi-free state. This state is tracial if and only if {Ut}t∈R
is the trivial representation. Otherwise, the modular automorphism group σϕ = {σϕt }t∈R
acts by
σϕt (s(v)) = s(U−tv).
In this paper, we will be concerned mainly with free Araki–Woods factors whose free quasi-
free states are almost perdioc, meaning that the modular operator ∆ϕ is diagonalizable. In
particular, this arises when the factor is generated by generalized circular elements.
Generalized Circular Elements
For any v ∈ H, the operators s(v) (with respect to ϕ) have a semicircular distribution with
mean zero and variance ‖v‖2. However, in contrast to the tracial case, if v, w ∈ HR are
orthogonal then s(v) and s(w) are not necessarily free with respect to ϕ. Somewhat easier
to work with are the so-called generalized circular elements :
`(g) +
√
λ`(h)∗
where g, h ∈ H are orthogonal unit vectors and 0 ≤ λ ≤ 1. For orthogonal unit vectors
v, w ∈ HR consider:
λ :=
i+ 〈v, w〉U
i− 〈v, w〉U
and
g :=
√
1 + λ
2
(v + iw) h :=
√
1 + λ
2
√
λ
(v − iw).
Then one easily checks that g and h are orthogonal unit vectors in H such that
s(v) + is(w)
2
=
1√
1 + λ
(`(g) +
√
λ`(h)∗).
Consequently, Γ(HR, Ut)′′ is generated by generalized circular elements. Moreover, if span{v, w}
is invariant under {Ut}t∈R then one can show that
σϕt (`(g) +
√
λ`(h)∗) = λit(`(g) +
√
λ`(h)∗)
(see [Nel17, Proposition 2.1]). That is, `(g) +
√
λ`(h)∗ is an eigenoperator with eigenvalue
λ (see [Nel17, Definition 2.5]).
Two Variable Case
Given λ ∈ (0, 1], define an orthogonal representation of R on HR = R2 by
Ut =
[
cos(t ln(λ)) − sin(t ln(λ))
sin(t ln(λ)) cos(t ln(λ))
]
t ∈ R.
Then Γ(HR, Ut)′′ is denoted Tλ and its free quasi-free state is denoted ϕλ. If λ = 1, then
(Tλ, ϕλ) ∼= (L(F2), τ).
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For e1, e2 ∈ R2 the usual orthonormal basis, we denote associated generalized circular
element by
yλ :=
√
1 + λ
2
(s(e1) + is(e2))
If we yλ = vλ|yλ| be the polar decomposition, then vy and |yλ| are free with with respect
to ϕλ by [Shl97, Theorem 4.8]. Moreover, |yλ| is diffuse and vλ is an isometry (non-unitary
when λ < 1): ϕλ(v
∗
λvλ) = 1 and ϕλ(vλv
∗
λ) = λ. From this we obtain the following picture:
(Tλ, ϕλ) ∼= (L(Z), τ) ∗ (B(`2(N0)), ψλ).
It is also known that the law of |y∗λ| has an atom of size 1−λ at zero, but is otherwise diffuse
so that:
(W ∗(|y∗λ|), ϕλ) ∼= (L(Z), τ)
λ
⊕ C
1−λ
(see [Shl97, Remark 4.4]).
For λ > 1, we write (Tλ, ϕλ) := (Tλ−1 , ϕλ−1), and yλ := y
∗
λ−1 . In this way, we have that for
any λ > 0, yλ is eigenoperator of ϕλ with eigenvalue λ and that Tλ = W
∗(yλ). Additionally,
if H is a countable subgroup of R+ then (after [Hou07]) we denote
(TH , ϕH) := ∗
λ∈H
(Tλ, ϕλ).
By [Shl97, Theorem 6.4], (TH , ϕH) depends only on H so that (TH , ϕH)∗(Tλ, ϕλ) ∼= (TH , ϕH)
for all λ ∈ H. In addition, the above free product can be taken over any generating set of
H, i.e. one has
(TH , ϕH) ∼= ∗
λ∈S
(Tλ, ϕλ)
for any generating set S of H.
1.3 References to existing results
For the convenience of the reader, we state here some existing results that will be cited
frequently in the present paper. Where appropriate, we have adapted the notation. In
particular, for M a von Neumann algebra and p ∈ M a projection, we denote the central
support of p in M by z(p : M).
The first lemma concerns free products with respect to general states and follows from
the same proof as [Dyk93, Theorem 1.2] (see also [Dyk97, Proposition 5.1] and [Hou07,
Proposition 3.10]). In particular, we will frequently use the cases when either B(H) = C or
B = 0.
Lemma 1.1. Let (A, φ), (B,ψ), and (C, ν) be von Neumann algebras equipped with faithful
normal states. Let H be a separable Hilbert space, equip B(H) with a faithful normal state
ω, and let p ∈ B(H)ω be a minimal projection. If
(M,ϕ) := [{(A, φ)⊗¯(B(H), ω)} ⊕ (B,ψ)] ∗ (C, ν)
(N,ϕ) := [(B(H), ω)⊕ (B,ψ)] ∗ (C, ν),
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then
(pMp, ϕp) ∼= (pNp, ϕp) ∗ (A, φ).
Moreover, z(p : M) = z(p : N).
The next two lemmas more specifically concern free Araki–Woods factors. The following
is shown explicitly in the proof of [Hou07, Theorem 3.1] when H is infinite dimensional, but
using [Shl97, Proposition 6.9] the proof for the finite dimensional case is identical.
Lemma 1.2. Let λ ∈ (0, 1) and let t ∈ [0, 1]. Let H be a separable Hilbert space, and equip
B(H) with the state ψλ (relative to some choice of matrix units). Then
(L(Z), τ)) ∗
[
(B(H), ψλ)⊗ (C
t
⊕ C
1−t
)
]
∼= (Tλ, ϕλ).
The next lemma establishes a property of the free Araki–Woods factors known as free
absorption, and this is how we shall refer to it throughout the present paper. The proof
uses a “matricial model” for Γ(Ut,HR)′′, which we present a slightly modified version of in
Subsection 3.1.
Lemma 1.3 ([Shl97, Corollary 5.5]). For any λ ∈ (0, 1) and any t ≥ 1,
(Tλ, ϕλ) ∗ (L(Ft), τ) ∼= (Tλ, ϕλ).
Since (Tλ, ϕλ) ∗ (L(F∞), τ) ∼= (Tλ, ϕλ), we have the following slightly stronger statement,
which we will invoke later in the paper.
Proposition 1.4. If (A, φ) is a countable direct sum of finite dimensional von Neumann
algebras, hyperfinite von Neumann algebras, and interpolated free group factors with φ a
trace, then
(Tλ, ϕλ) ∗ (A, φ) ∼= (Tλ, ϕλ).
Finally, we will make use of the following proposition that will allow us to convert some
amalgamated free products to free products over the scalars.
Proposition 1.5 ([Hou07, Proposition 4.1]). Let (M,φ) be a von Neumann algebra with a
faithful normal state, and B ⊂M a von Neumann subalgebra with a φ-preserving conditional
expectation E1 : M → B. Let (A,ψ) be another von Neumann algebra with faithful normal
state, and E2 : (A,ψ) ∗ (B, φ) → (B, φ) the canonical φ-preserving conditional expectation.
Set
(M, E) = (M,E1)∗
B
((A,ψ) ∗ (B, φ), E2).
Then if ϕ = φ ◦ E,
(M, ϕ) ∼= (M,φ) ∗ (A,ψ).
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1.4 Graph Fock-space and the Toeplitz algebra
Suppose Γ = (V,E) is a finite, directed, connected graph with vertex set V , and edge set E.
For e ∈ E, we let s(e) and t(e) denote the source and target of e, respectively. We assume
that E satisfies the following property:
• For each e ∈ E, there exists a unique eop ∈ E satisfying s(e) = t(eop) and t(e) = s(eop).
We require that (eop)op = e for all e ∈ E.
Note that if e is a self loop based at some v ∈ V , we could assign e = eop, but that is not
required.
We denote by A = `∞(V ) the space of complex valued functions on V , and by pv the
indicator function on v ∈ V . We recall the Toeplitz algebra of Γ as follows: Let C[E] be
the the complex vector space with basis E. C[E] comes equipped with a A − A bimodule
structure determined by
pv · e · pw = δv,s(e)δw,t(e)e
and A-valued inner product given by
〈e|e′〉A = δe,e′pt(e)
which is extended to be linear in the right variable. The Fock space of Γ, denoted F(Γ), is
the right C*-Hilbert module
F(Γ) = A⊕
⊕
n≥1
C[E]⊗nA .
F(Γ) has a canonical left action by `∞(V ) given by bounded, adjointable operators:
pv · e1 ⊗ · · · ⊗ en = δv,s(1)e1 ⊗ · · · ⊗ en.
For each e ∈ E, we define the creation operator `(e) by
`(e)pv = δv,t(e)e
`(e)e1 ⊗ · · · ⊗ en = e⊗ e1 ⊗ · · · ⊗ en.
Then `(e) is bounded and adjointable with adjoint given by
`(e)∗pv = 0
`(e)∗e1 ⊗ · · · ⊗ en = 〈e|e1〉Ae2 ⊗ · · · ⊗ en.
The Toeplitz algebra associated to Γ, denote T (Γ), is the C*-algebra generated by the
collection {`(e) : e ∈ E}.
2 Graph Algebras with Edge Weightings
Let Γ = (V,E) be as in Subsection 1.4. In contrast with the tracial setting in which one
typically equips Γ with a vertex weightings (see [Har13, HP14, Har17, HN18b]), we will equip
Γ with an edge weighting: a function µ : E → R+ satisfying µ(eop) = µ(e)−1. Note that
this is more general since any vertex weighting µ0 : V → R+ defines an edge weighting µ by
µ(e) := µ0(t(e))
µ0(s(e))
.
To each e ∈ E, define Ye ∈ T (Γ) to be the element Ye = `(e) +
√
µ(e)`(eop)∗. Note that
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• ps(e)Yept(e) = Ye
• Y ∗e =
√
µ(e)Yeop
We will also denote the polar decomposition by Ye = ue|Ye|.
As is [HP14, Har17], we set S(Γ, µ) to be the C*-algebra generated by A together with
{Ye : e ∈ ~E}. The arguments used in [HP14, Theorem 5.19] can be used to show the
following:
Proposition 2.1. Define E : S(Γ, µ)→ A by E(x) = 〈1A|x1A〉A. Then:
(a) E is a faithful conditional expectation of S(Γ, µ) onto A.
(b) The C*-algebras C*(A, Yf , Yfop) as f ranges through all pairs (e, e
op) are free with amal-
gamation over A under E.
Let φ be any faithful state on S(Γ, µ) that preserves E, and letM(Γ, µ, φ) denote the von
Neumann algebra generated by S(Γ, µ) via the GNS representation associated to φ. From
the formula for Ye, it follows that in ps(e)M(Γ, µ, φ)ps(e), YeY ∗e has the same distribution as
yey
∗
e where ye is a generalized circular element. Explicitly, this means
ps(e)W
∗(YeY ∗e )ps(e) ∼=

L(Z)
φ(ps(e))µ(e)
if µ(e) ≥ 1
L(Z)
φ(ps(e))µ(e)
⊕ C
φ(ps(e))(1−µ(e))
if µ(e) < 1
In particular, it follows that ueu
∗
e = ps(e) if and only if µ(e) ≥ 1, and u∗eue = pt(e) if and only
if µ(e) ≤ 1.
There is another approach to understanding the above proposition in terms of Shlyakht-
enko’s operator valued semicircular systems [Shl99]. Place an equivalence relation on E by
identifying e with eop for each e ∈ E except for self-loops satisfying e 6= eop, in which case
we define e and eop to be inequivalent. Denote E to be the space of equivalence classes, and
let [e] denote the equivalence class of e ∈ E.
For each pair [e], [f ] ∈ E, we define maps η[e],[f ] : A → A as follows. If e ∈ E satisfies
[e] = [eop], then define η[e],[f ] to be the identically zero if [f ] 6= [e], and otherwise let it be the
linear extension of
η[e],[e](pv) =

0 if v 6= s(e) and v 6= t(e)√
µ(e)ps(e) if v = t(e)√
µ(eop)pt(e) if v = s(e)
.
If e ∈ E satisfies [e] 6= [eop], then define η[e],[f ] to be identically zero for all f 6∈ {e, eop}, and
define η[e],[e] and η[e],[eop] to be the respective linear extensions of
η[e],[e](pv) = δs(e),vps(e)
η[e],[eop](pv) = −iµ(e)− 1
µ(e) + 1
δs(e),v · ps(e).
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It is easy to see that the map η : ME×E(A) → ME×E(A) given by (η)[e],[f ] = η[e],[f ] is
completely positive. Therefore, one can form the C*-algebra Φ(A, η) as in [Shl99], which
is generated by A and self adjoint elements X[e], [e] ∈ E. There is a faithful conditional
expectation F : Φ(A, η) → A uniquely determined by F(X[e]aX[f ]) = η[e],[f ](a) for all a ∈ A
and
F(a0X[ei1 ]a1X[ei2 ] · · · an−1X[ein ]an)
=
n∑
k=2
a0η[ei1 ],[eik ](a1F(X[ei2 ] · · · ak−2X[eik−1 ])ak−1)F(akX[ek+1] · · · an−1X[ein ]an)
for a0, · · · , an ∈ A.
From the Fock-space picture in [Shl99], one sees that the mapping C〈A,X[e]〉 → C〈A, Ye〉
which is the identity on A and is determined by
X[e] 7→

1
4
√
µ(e)
(Ye + Y
∗
e ) if e is not a loop
Ye if e = e
op
1√
1+µ(e)
Ye +
√
µ(e)
1+µ(e)
Yeop if e is a loop, e 6= eop, µ(e) ≤ 1
i
(
1√
1+µ(e)
Ye −
√
µ(e)
1+µ(e)
Yeop
)
if e is a loop, e 6= eop, µ(e) ≥ 1
extends to a ∗-algebra isomorphism which intertwines F and E. (Note that if µ(e) = 1 for
e a self-loop satisfying e 6= eop, a non-canonical choice must be made for how one maps
(X[e], X[eop]).) From [Shl99], the von Neumann algebra (Φ(A, η), φ◦F)′′ is independent of the
state φ on A. Therefore,M(Γ, µ, φ) is independent of the faithful positive linear functional,
φ on A.
Definition 2.2. Let φ be any faithful positive linear functional on A. We defineM(Γ, µ) to
be the von Neumann algebra generated by S(Γ, µ) in the GNS representation under φ ◦ E.
It will be convenient to study M(Γ, µ) under special positive linear functionals, ϕ. To
construct such a functional, it is helpful to set up the following notation:
Notation 2.3.
• Denote ΠΓ as the set of paths in Γ. If Γ is clear from context, we will simply write this
set as Π.
• Denote ΛΓ as the set of loops in Γ. If Γ is clear from context, we will simply write this
set as Λ.
• For σ = e1 · · · en ∈ Π, set µ(σ) = µ(e1) · · ·µ(en), s(σ) = s(e1), and t(σ) = t(en).
• Denote H(Γ, µ) as the subgroup of R+ generated by {µ(σ) : σ ∈ ΛΓ}.
We now consider the collection of subgraphs (Ξ, µ) of (Γ, µ) satisfying H(Ξ, µ) = {1};
that is,
µ(σ) = 1 ∀σ ∈ ΛΞ.
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We denote by ΓTr a maximal subgraph (under inclusion) of the collection of (Ξ, µ), which
we point out need not be unique; however, note that by maximality and the symmetry
µ(eop) = µ(e)−1, we always have V (ΓTr) = V . We place a positive functional ϕ on A
by fixing ∗ ∈ V , declaring ϕ(p∗) := 1, and setting ϕ(pv) := µ(σ) where σ ∈ ΠΓTr satisfies
s(σ) = ∗ and t(σ) = v. Note that by the above condition defining ΓTr, this definition does not
depend on the choice of σ ∈ ΠΓTr . Observe that for any v, w ∈ V we have ϕ(pw) = µ(σ)ϕ(pv),
where σ ∈ ΠΓTr satisfies s(σ) = v and t(σ) = w. In particular, this implies that—up to the
choice of ΓTr and scaling—ϕ is independent of the choice of ∗ ∈ V .
We extend ϕ toM(Γ, µ) via ϕ ◦ E, and we will also denote this extension as ϕ. We have
the following proposition which details the joint law of the (Ye)e∈E under ϕ.
Proposition 2.4. Let Q ∈ M(Γ, µ). Then ϕ(YeQ) = µ(e)µ(σ)ϕ(QYe) where σ ∈ ΠΓTr
satisfies s(σ) = t(e) and t(σ) = s(e).
Proof. It suffices to prove this theorem when Q = Ye1 · · ·Yen , where e1 · · · en ∈ ΠΓ, s(e1) =
t(e), and t(en) = s(e). Let σ ∈ ΠΓTr satisfy s(σ) = t(e) and t(σ) = s(e). For each
j = 1, . . . , n, let αj−1 and βj+1 denote scalars such that
E(Ye1 · · ·Yej−1) = αj−1ps(ej) E(Yej+1 · · ·Yen) = βj+1pt(ej)
Then using a similar argument to [Har17, Lemma 2.6] and the definitions of Ye and Yeop , we
have:
ϕ(YeYe1 · · ·Yen) =
∑
ej=eop
√
µ(e)ϕ(`(eop)∗E(Ye1 · · ·Yej−1)`(eop)E(Yej+1 · · ·Yen))
=
∑
ej=eop
√
µ(e)ϕ(`(eop)∗αj−1pt(e)`(eop)βj+1ps(e))
=
∑
ej=eop
√
µ(e)ϕ(αj−1βj+1ps(e))
= µ(e)µ(σ)
∑
ej=eop
1√
µ(e)
ϕ(αj−1βj+1pt())
= µ(e)µ(σ)
∑
ej=eop
√
µ(eop)ϕ(αj−1pt(e)`(e)∗βn+1ps(e)`(e))
= µ(e)µ(σ)
∑
ej=eop
√
µ(eop)ϕ(E(Y1 · · ·Yj−1)`(e)∗E(Yj+1 · · ·Yn)`(e))
= µ(e)µ(σ)ϕ(Ye1 · · ·YenYe)
as desired.
Corollary 2.5. If e ∈ E(ΓTr), then Ye ∈M(Γ, µ)ϕ. More generally, each Ye is an eigenop-
erator of ∆ϕ with eigenvalue µ(e)µ(σ) with σ ∈ ΠΓTr satisfying s(σ) = t(e) and t(σ) = s(e).
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2.1 Some remarks about M(ΓTr, µ)
In the case that µ(σ) = 1 for every σ ∈ ΛΓ, then ϕ is a trace on M(Γ, µ). Furthermore, if
we define Xe =
1
4
√
µ(e)
Ye, then
Xe =
1
4
√
µ(e)
`(e) + 4
√
µ(e)`(eop)∗ = 4
√
ϕ(ps(e))
ϕ(pt(e))
`(e) + 4
√
ϕ(pt(e))
ϕ(ps(e))
`(eop)∗
It follows that (M(Γ, µ), ϕ) is the von Neumann algebra (M(Γ, µ),Tr) from [HP14] where
µ : V → R+ is given by µ(v) = ϕ(pv).
This means that we can completely determine the structure of (M(ΓTr, µ), ϕ), and this
will be used in the upcoming sections. In particular we see that (M(ΓTr, µ), ϕ) is a factor if
and only if ΓTr has at least two distinct pairs of edges and for every vertex, v, we must have
ϕ(pv) ≤
∑
w∼v
nv,wϕ(pw)
where w ∼ v means that w is connected to e by at least one edge, and nv,w denotes the number
of edges with source v and target w. In terms of our edge weighting, this is equivalent to
1 ≤
∑
s(e)=v
µ(e).
2.2 Tracking centralizer central supports
We will be applying Lemmas 3.1 and 3.2 below to study the structure of M(Γ, µ). In the
application of these lemmas, specifically Lemma 3.2, it will be crucial to track the central
support in M(Γ, µ)ϕ of specific projections. Recall that for a projection p ∈ M , we denote
its central support in M by z(p : M).
Lemma 2.6. Assume that Γ is connected with at least two pairs of edges, and for each
e ∈ E, let Ye = ue|Ye| be the polar decomposition. Then for any e ∈ E, z(ueu∗e :M(Γ, µ)ϕ)
is z =
∨
f∈E
ufu
∗
f .
Proof. First note that this is immediate if |V | = 1, for in this case M(Γ, µ) = (TH , ϕH),
where H = H(Γ, µ), see Lemma 4.3 below, and (TH , ϕH)
ϕ is a factor. We therefore assume
|V | ≥ 2.
Fix e ∈ E and set z′ = z(ueu∗e : M(Γ, µ)ϕ). It is clear by definition that z ∈ M(Γ, µ)ϕ
and is a central projection inM(Γ, µ) (it must commute with each Ye and pv), hence z′ ≤ z.
Note that one must have
∑
w∈V z
′pw = z′. To show that z′ = z, we will argue that for each
w ∈ V , z′pw = zpw, the latter of which is qw =
∨
s(f)=w ufu
∗
f .
Denote v = s(e), and set S = {f ∈ E : s(f) = v}. Consider Nv := pvW ∗(YfY ∗f : f ∈
S)pv. Note that Nv ⊂M(Γ, µ)ϕ. By freeness, together with [Dyk93], we see that
Nv ∼=

qv
L(Fs)⊕
pv−qv
C if |S| ≥ 2
qv
L(Z)⊕
pv−qv
C if |S| = 1
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for some s > 1. If |S| ≥ 2, then L(Fs) is a factor, and qv is the identity of L(Fs), so we see
that z′pv ≥ qv = zpv, hence we have equality. If |S| = 1, we simply have qv = ueu∗e and so
z′pv = zpv is immediate.
We now examine the vertices w which are connected to v through an edge f ∈ E(ΓTr). Let
s(f) = v, and t(f) = w. From above, z(ufu
∗
f :M(Γ, µ)ϕ) = z′ since we have equality under
pv. Since uf ∈ M(Γ, µ)ϕ, it follows that z′ = z(u∗fuf : M(Γ, µ)ϕ). Using the arguments in
the previous paragraph applied to f op, it follows that z′pw =
∨
s(g)=w ugu
∗
g, which is zpw.
To finish the proof, we iterate this computation, and note that every vertex admits an
edge which is in ΓTr (provided |V | ≥ 2).
Remark 2.7. As mentioned in the above proof, the projection z is central in M(Γ, µ). It
therefore follows that z(ueu
∗
e :M(Γ, µ)) = z, i.e. z(ueu∗e :M(Γ, µ)) = z(ueu∗e :M(Γ, µ)ϕ).
Remark 2.8. Clearly, M(Γ, µ) = zM(Γ, µ) + (1− z)M(Γ, µ). Furthermore, since 1− z is
orthogonal to every Ye, we see that (1− z)M(Γ, µ) is purely atomic:
(1− z)M(Γ, µ) =
⊕
v∈V
rv
C
ϕ(pv)[1−
∑
s(e)=v µ(e)]
with rv ≤ pv. Therefore to understand the structure ofM(Γ, µ), it is sufficient to determine
zM(Γ, µ).
3 Technical Tools
3.1 Matricial Model
Let H ⊂ R+ be a subgroup and let λ0 ∈ H∩(0, 1). Let H be a separable infinite-dimensional
Hilbert space and {ei,j}i,j∈N0 be a system of matrix units for B(H). Let ψλ0 be as in Sub-
section 1.1 and fix t ∈ (0, 1). In this section we produce a matricial model for
(TH , ϕH) ∗
[
(B(H), ψλ0)⊗ (C
t
⊕ C
1−t
)
]
,
which we note is isomorphic to (TH , ϕH) by Lemma 1.2.
Let K be a Hilbert space with orthonormal basis
{ξ(λ, i, j, a, b), η(λ, i, j, a, b) : λ ∈ H, i, j ∈ N0, a, b ∈ {0, 1}} .
The ambient von Neumann algebra that will contain our matricial model is:
(B,Φ) := (B(F(K)), ω)⊗
[
(B(H), ψλ0)⊗M2(C)
t,1−t
]
,
where ω is the vacuum state on B(F(K)). For each λ ∈ H, define operators in B
Lξλ :=
∑
i,j∈N0
a,b∈{0,1}
√
λi0(1− λ0)[(1− a)t+ a(1− t)]`(ξ(λ, i, j, a, b))⊗ ei,j ⊗ ea,b
Lηλ :=
∑
i,j∈N0
a,b∈{0,1}
√
λj0(1− λ0)[(1− b)t+ b(1− t)]`(η(λ, i, j, a, b))⊗ ej,i ⊗ eb,a
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We then define for each λ ∈ H
Yλ := L
ξ
λ +
√
λ(Lηλ)
∗.
For each λ ∈ H, let yλ, λ ∈ H, denote the generalized circular element generating Tλ ⊂ TH .
It follows from [Shl97, Theorem 5.2] that the map
yλ 7→ Yλ
ei,j ⊗ (α, β) 7→ 1⊗ ei,j ⊗ (αe0,0 + βe1,1)
extends to a state-preserving embedding
(TH , ϕH) ∗
[
(B(H), ψλ0)⊗ (C
t
⊕ C
1−t
)
]
↪→ (B,Φ).
3.2 Compression and Amplification Lemmas
Lemma 3.1. Suppose that (M,ϕ) ∼= (TH , ϕH) for some non-trivial, countable subgroup H
of R+. Let p ∈Mϕ be a projection. Then
(pMp, ϕp) ∼= (TH , ϕH).
Proof. Fix λ0 ∈ H ∩ (0, 1) and t ∈ [0, 1]. Identify (M,ϕ) with our matricial model for
(TH , ϕH) from Subsection 3.1. Suppose ϕ(p) = λ
l
0(1 − λk0) for some ` ∈ N0 and k ∈ N.
Since the centralizer of a free Araki–Woods factor with respect to its free quasi-free state is
a factor, without loss of generality we may assume
p = 1⊗ (e`,` + e`+1,`+1 + · · ·+ e`+k−1,`+k−1)⊗ 1 ∈ B(F(K))⊗ B(H)⊗M2(C)
For each i ∈ N0, define vi := 1⊗ (eik,` + eik+1,`+1 + · · ·+ ei(k+1)−1,`+k−1)⊗ 1, so that v∗i vi = p
and
viv
∗
i = 1⊗ (eik,ik + eik+1,ik+1 + · · ·+ e(i+1)k−1,(i+1)k−1)⊗ 1.
Observe that
∑
i viv
∗
i = 1. Now, pMp is generated by p[B(H)⊗(C⊕C)]p and {v∗i Yλvj : i, j ∈
N0, λ ∈ H}. Moreover, from the matricial model it is even clear that
(pMp, ϕp) ∼= (p[B(H)⊗ (C⊕ C)]p,Φp) ∗ ∗
i,j∈N0
λ∈H
(W ∗(v∗i Yλvj),Φ
p) ,
For i, j ∈ N0 and λ ∈ H we have
(v∗i Yλvj,Φ
p)
d∼
(√
λi0yλλj−i0
, ϕλλj−i0
)
,
where
d∼ means equality in distribution. Since 〈λλj−i0 : λ ∈ H, i, j ∈ N0〉 = H, we have
∗
i,j∈N0
λ∈H
(W ∗(v∗i Yλvj),Φ
p) ∼= ∗
i,j∈N0
λ∈H
(
Tλλj−i0
, ϕλλj−i0
) ∼= (TH , ϕH).
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Noting that
(p[B(H)⊗ (C⊕ C)]p,Φp) ∼= (Mk(C), ψλ0)⊗ (C
t
⊕ C
1−t
),
the desired isomorphism then follows from Lemma 1.2.
Next, assume that ϕ(p) is not of the above form and that there exists k ∈ N0 such that
ϕ(p) < 1 − λk+10 . Define for each ` ∈ N0 p` = 1 ⊗ e`,` ⊗ e0,0 and q` = 1 ⊗ e`,` ⊗ e1,1. Set
r` = q` + 1 ⊗ [e`+1,`+1 + · · · + e`+k,`+k] ⊗ 1 + p`+k+1 which we note is in the centralizer and
satisfies
Φ(r`) = (1− t)λ`0(1− λ0) + λ`+10 (1− λ0) + · · ·+ λ`+k0 (1− λ0) + tλ`+k+10 (1− λ0).
We visualize r` as follows (here ` = k = 1):
B(H)⊗ (C⊕ C): r`:
Observe that Φ(r`) ∈
(
λ`+10 (1− λk+10 ), λ`0(1− λk+10 )
)
. We can find ` ∈ N0 such that
ϕ(p) ∈ (λ`+10 (1− λk+10 ), λ`0(1− λk+10 )) ,
and hence (adjusting our entire matricial model) we can pick t ∈ (0, 1) such that Φ(r`) =
ϕ(p). Then we may assume—without loss of generality—that p = r`. Now, define
ui := 1⊗
[
ei(k+1),` ⊗ e1,1 +
(
ei(k+1)+1,`+1 + · · ·+ e(i+1)(k+1)−1,`+k
)⊗ 1
+e(i+1)(k+1),`+k+1 ⊗ e0,0
]
so that u∗iui = p and
uiu
∗
i = qi(k+1) + 1⊗
(
ei(k+1)+1,i(k+1)+1 + · · ·+ e(i+1)(k+1)−1,(i+1)(k+1)−1
)⊗ 1 + p(i+1)(k+1).
Set u−1 := 1⊗ e0,`+k+1 ⊗ e0,0. We visualize the family {ui}∞i=−1 as follows (here ` = k = 1):
u−1:
u0:
u1:
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Observe that ∑
i∈N0
ui−1u∗i−1 = 1.
Thus, pMp is generated by p[B(H) ⊗ (C ⊕ C)]p and {u∗i−1Yλuj−1 : i, j ∈ N0, λ ∈ H}. For
each i, j ∈ N0 and λ ∈ H define
Z(λ, i, j) :=

u∗i
[
Yλ − p(i+1)(k+1)Yλp(i+1)(k+1)
]
ui +
√
λk+10 u
∗
i−1pi(k+1)Yλpi(k+1)ui−1 if i = j
u∗i
[
Yλ − p(i+1)(k+1)Yλ
]
uj +
√
λk+10 u
∗
i−1pi(k+1)Yλuj−1 if i < j
u∗i
[
Yλ − Yλp(j+1)(k+1)
]
uj +
√
λk+10 u
∗
i−1Yλpj(k+1)uj−1 if i > j
.
We visualize Z(λ, i, j) as follows (here ` = k = 1):
Z(λ, i, j)
=
u∗i [Yλ − p(i+1)(k+1)Yλp(i+1)(k+1)]ui
+
√
λk+10 u
∗
i−1pi(k+1)Yλpi(k+1)ui−1
if i = j
u∗i
[
Yλ − p(i+1)(k+1)Yλ
]
uj
+
√
λk+10 u
∗
i−1pi(k+1)Yλuj−1
if i < j
u∗i
[
Yλ − Yλp(j+1)(k+1)
]
uj
+
√
λk+10 u
∗
i−1Yλpj(k+1)uj−1
if i > j
Then we have that
(pMp, ϕp) ∼= (p[B(H)⊗ (C⊕ C)]p,Φp) ∗ ∗
i,j∈N0
λ∈H
(W ∗(Z(λ, i, j)),Φp) .
Moreover,
(Z(λ, i, j),Φp)
d∼ (u∗iYλuj,Φp) d∼
(√
λ
i(k+1)
0 yλλ(j−i)(k+1)0
, ϕ
λλ
(j−i)(k+1)
0
)
.
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Since
〈
λλ
(j−i)(k+1)
0 : i, j ∈ N0, λ ∈ H
〉
= H, we have
(pMp, ϕp) ∼= (p[B(H)⊗ (C⊕ C)]p,Φp) ∗ ∗
i,j∈N0
λ∈H
(T
λλ
(j−i)(k+1)
0
, ϕ
λλ
(j−i)(k+1)
0
)
∼= (p[B(H)⊗ (C⊕ C)]p,Φp) ∗ (TH , ϕH).
Noting that
(p[B(H)⊗ (C⊕ C)]p,Φp) ∼= (Mk+1(C), ψλ0)⊗ (C
t
⊕ C
1−t
),
the desired isomorphism then follows from Lemma 1.2.
Lemma 3.2. Let M be a von Neumann algebra with almost-periodic faithful normal state
ϕ. Let p ∈Mϕ a projection such that (pMp, ϕp) ∼= (TH , ϕH) for some non-trivial, countable
subgroup H of R+, and such that z := z(p : Mϕ) = z(p : M). Then
(zM,ϕz) ∼= (TH , ϕH).
In particular, if z(p : Mϕ) = 1 then (M,ϕ) ∼= (TH , ϕH).
Proof. Observe that since (Mϕ, ϕ) is a tracial von Neumann algebra containing p, there are
state preserving isomorphisms
(zMϕ, ϕz) ∼= (pMϕp, ϕp) = ((pMp)ϕp , ϕp) ∼= (TϕHH , ϕH) ∼= (L(F∞), τ)
Consequently, (zMϕ, ϕz) is a factor. Furthermore, zMϕ = (zM)ϕ
z
. Thus, replacing M with
zM , we may assume z = 1 and that Mϕ is a factor.
Fix λ ∈ H ∩ (0, 1). By the isomorphism with (TH , ϕH), λ is in the point spectrum of ∆ϕp
and hence in the point spectrum of ∆ϕ. By [Dyk97, Lemma 4.9] there exists an isometry
v ∈ M which is an eigenoperator with eigenvalue λ. Let k ∈ N be such that λk ≤ ϕ(p).
Then q = vk(v∗)k ∈ Mϕ with ϕ(q) = λk. Since Mϕ is a factor, q can be conjugated to a
projection p0 under p via an partial isometry w ∈Mϕ. Thus
(M,ϕ) ∼= (qMq, ϕq) ∼= (p0Mp0, ϕp0).
But then p0Mp0 is a compression of pMp, so by the previous lemma there is a state-preserving
isomorphism with (TH , ϕH).
Remark 3.3. Observe that by Remark 2.7, the hypothesis z(p : Mϕ) = z(p : M) in the
above lemma holds automatically for M =M(Γ, µ) and p = ueu∗e for any e ∈ E.
Corollary 3.4. Let λ, λ1, . . . , λd ∈ (0, 1) and let H = 〈λ, λ1, . . . , λd〉 < R+. Let H1, . . . ,Hd
be separable Hilbert spaces equipped with respective states ψλ1 , . . . , ψλd (each relative to some
choice of matrix units). For any t1, . . . , td > 0 with t1 + · · ·+ td = 1 we have
(Tλ, ϕλ) ∗
[
(B(H1), ψλ1)
t1
⊕ · · · ⊕ (B(Hd), ψλd)
td
]
∼= (TH , ψH).
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Proof. We proceed by induction on d. When d = 1 (in which case t1 = 1), we have by [Shl97,
Theorem 4.8] that
(L(Z), τ) ∗ (B(H1), ψλ1) ∼= (Tλ1 , ϕλ1).
So using free absorption we obtain
(Tλ, ϕλ) ∗ (B(H1), ψλ1) ∼= (Tλ, ϕλ) ∗ (L(Z), τ) ∗ (B(H1), ψλ1)
∼= (Tλ, ϕλ) ∗ (Tλ1 , ϕλ1) ∼= (TH , λH),
where H = 〈λ, λ1〉 < R+.
Now, suppose the result holds for d− 1. Let t1 + · · ·+ td = 1. Denote
(A,ψ) := (B(H1), ψλ1)
t1
t1+···+td−1
⊕ · · · ⊕ (B(Hd−1), ψλd−1)
td−1
t1+···+td−1
.
Consider the following intermediate algebras:
(N1, ϕ1) := (Tλ, ϕλ) ∗
[
p
C
t1+···+td−1
⊕
q
C
td
]
(N2, ϕ2) := (Tλ, ϕλ) ∗
[
p
(A,ψ)
t1+···+td−1
⊕
q
C
td
]
(M,ϕ) := (Tλ, ϕλ) ∗
[
p
(A,ψ)
t1+···+td−1
⊕
q
(B(Hd), ψλd)
td
]
.
Note that p and q are central projections in the right factors of each free product. Using
free absorption, (the proof of) [Dyk93, Lemma 1.6], and free absorption again we obtain
(N1, ϕ1) ∼= (Tλ, ϕλ). Then by Lemma 1.1 we have that
(pN2p, ϕ
p
2)
∼= (pN1p, ϕp1) ∗ (A,ψ).
By Lemma 3.1, (pN1p, ϕ
p
1)
∼= (Tλ, ϕλ). So by the induction hypothesis, (pN2p, ϕp2) ∼=
(TK , ϕK) where K = 〈λ, λ1, . . . , λd−1〉 ≤ H. From [Nel17, Corollary 7.1] we see that Nϕ22 is
a factor, and so (N2, ϕ2) ∼= (TK , ϕK) by Lemma 3.2.
Appealing to Lemma 1.1 again yields
(qMq, ϕq) ∼= (qN2q, ϕq2) ∗ (B(H), ψλd)
∼= (TK , ϕK) ∗ (B(H), ψλd) ∼= (TH , ϕH),
where we have used Lemma 3.1 and the same argument as in the base case (along with H =
〈K,λ〉). Once more, [Nel17, Corollary 7.1] implies that Mϕ is a factor, and so Lemma 3.2
concludes the proof.
4 Building the Graph
In this section we prove our main result. Let Γ = (V,E) and µ be as in Section 2. Our
strategy is to build up to an isomorphism for M(Γ, µ) by first establishing isomorphisms
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for a certain special subgraph Γ0 and then constructing Γ by successively adding edges (and
sometimes vertices) and controlling the isomorphism at each step of this construction. What
makes Γ0 special is that M(Γ0, µ) is a free Araki–Woods factor (up to direct sum with a
finite dimensional abelian algebra). The robust absorption properties of the free Araki–
Woods factors that we have seen will then ensure that the intermediate graphs between Γ0
and Γ will also have graph von Neumann algebras that are free Araki–Woods factors (up to
direct sum with a finite dimensional abelian algebra).
To begin, we first determine Γ0 as follows. Since H is non-trivial, there exists σ0 ∈ ΛΓ
such that µ(σ) 6= 1. By taking such a loop σ0 = e1 · · · en with minimal length, we may further
assume that that σ0 visits exactly n − 1 vertices. Furthermore, by considering the reverse
loop if necessary, we may assume µ(σ0) > 1. Finally, by the following proposition, up to a
cyclic relabeling of the edges we may assume that µ(e1) · · ·µ(ek) ≥ 1 for each k = 1, . . . , n
(which will be necessary in Lemma 4.6). Then Γ0 = (V0, E0) is defined as the subgraph
consisting of σ0 and σ
op
0 .
Proposition 4.1. Let µ1, . . . , µn be positive real numbers satisfying µ1 · · ·µn ≥ 1. Then
there exists a cyclic permutation σ ∈ Sn satisfying µσ(1) · · ·µσ(k) ≥ 1 for each k = 1, . . . , n.
Proof. Define α = min{µσ(1) · · ·µσ(j) |1 ≤ j ≤ n, σ ∈ Sn cyclic }. If α ≥ 1, then clearly
any cyclic permutation will satisfy µσ(1) · · ·µσ(k) ≥ 1 for all k ∈ {1, . . . , n}. Therefore, we
suppose α < 1.
Choose m ∈ {1, · · · , n} and cyclic σ ∈ Sn satisfying µσ(m) · · ·µσ(n) = α. We claim
that µσ(1) · · ·µσ(k) ≥ 1 for all k ∈ {1, . . . , n}. Indeed, if k < m, and µσ(1) · · ·µσ(k) < 1,
then µσ(m) · · ·µσ(n)µσ(1) · · ·µσ(k) < α, contradicting the minimality of α. Furthermore, note
that if k ≥ m, then µσ(k+1) · · ·µσ(n) ≤ 1, for otherwise we would have µσ(m) · · ·µσ(k) <
µσ(m) · · ·µσ(n) = α, contradicting the minimality of α. Since µ1 · · ·µn ≥ 1, it follows that
µσ(1) · · ·µσ(k) ≥ 1, as desired.
Now, we define a positive linear functional ϕ onM(Γ, µ) via the following procedure. Let
σ0 = e1 · · · en be as above. As in Section 2, let ΓTr be a maximal subgraph of Γ containing
e1, . . . , en−1 and satisfying
µ(σ) = 1 ∀σ ∈ ΛΓTr
Then define ϕ on M(Γ, µ) as in Section 2 by setting ∗ := s(σ0); that is, ϕ(ps(σ0)) := 1 and
for v ∈ V \ {s(σ0)} set ϕ(v) := µ(σ) where σ ∈ ΠΓTr satisfies s(σ) = s(σ0) and t(σ) = v.
Extend ϕ toM(Γ, µ) by letting ϕ = ϕ◦E. Note that since e1 · · · en−1 ∈ ΠΓTr , Proposition 2.4
implies that Yen is an eigenoperator with respect to ϕ with eigenvalue µ(e1) · · ·µ(en) > 1.
We have carefully chosen ΓTr above for the purposes of our analysis of (M(Γ0, µ), ϕ).
However, as we add edges to construct Γ from Γ0, we might have to alter the choice of ΓTr.
The following proposition allows us to do so.
Proposition 4.2. Let ΓTr1 and ΓTr2 both be maximal among subgraphs Ξ of Γ satsifying
µ(σ) = 1 for all σ ∈ ΛΞ. Let ϕ1 and ϕ2 be the induced positive linear functionals (see
Section 2), and assume H := H(Γ, µ) is non-trivial. Set γv :=
∑
s(f)=v
µ(f). If
(M(Γ, µ), ϕ1) =
∨
e∈E ueu
∗
e
(TH , ϕH)⊕
⊕
v : γv<1
C
ϕ1(pv)(1−γv)
,
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then
(M(Γ, µ), ϕ2) =
∨
e∈E ueu
∗
e
(TH , ϕH)⊕
⊕
v : γv<1
C
ϕ2(pv)(1−γv)
.
Proof. Choose v ∈ V satisfying γv ≥ 1 (so that pv ≤
∨
e∈E ueu
∗
e). Lemma 3.1 implies
that (pvM(Γ, µ)pv, ϕpv1 ) ∼= (TH , ϕH). Let φ be any positive linear functional on M(Γ, µ)
preserving E. It is straightforward to see that the joint law of {Ye1 · · ·Yen : s(e1) = t(en) = v}
in (pvM(Γ, µ)pv, φpv) depends only on µ and not on φ. It follows that (pvM(Γ, µ)pv, ϕpv2 ) ∼=
(TH , ϕH). The rest follows from Lemma 3.2 as well as Lemma 2.6 and Remark 2.8.
In the following Subsection we consider the various possibilities (and some additional
relevant cases) for Γ0. We show that in each case M(Γ0, µ) is a free Araki–Woods factor
(up to direct sum with a finite dimensional abelian algebra). Later, in Subsection 4.2, we
demonstrate how to build up from this subgraph while controlling the (state-preserving)
isomorphism class.
4.1 Establishing a foundation
The wheel turns and a black hole is born.
a
We consider Γ0 = (V0, E0) as a subgraph of Γ and therefore M(Γ0, µ) as a subalgebra of
M(Γ, µ), which we endow with the positive linear function ϕ defined as above. The following
lemma only corresponds to a possible case for Γ0 when n = 1, but we are able to prove a
more general version here with no additional effort.
Lemma 4.3. Let Γ0 = (V0, E0), µ, and ϕ satisfy
Γ0
0
e1
eop1
e2
eop2
en
eopn
• V0 = {0} with ϕ(p0) = 1
• E0 = {e1, eop1 , . . . , en, eopn } with s(ei) = t(ei) = 0
Let H = 〈µ(ei) : i = 1, . . . , n〉 < R+. Then
(M(Γ0, µ), ϕ) ∼= (TH , ϕH).
Proof. With respect to ϕ, Ye1 , . . . , Yen are freely independent generalized circular elements
with eigenvalues µ(e1), . . . , µ(en), respectively. Hence
(M(Γ0, µ), ϕ) ∼= (Tµ(e1), ϕµ(e1)) ∗ · · · ∗ (Tµ(en), ϕµ(en)) ∼= (TH , ϕH).
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Lemma 4.4. Let Γ0 = (V0, E0), µ, and ϕ satisfy
Γ0
0 1
eop1
e1
e2
eop2
• V0 = {0, 1} with ϕ(p0) = 1 and ϕ(p1) = µ(e1)
• E0 = {e1, eop1 , e2, eop2 }, with s(e1) = t(e2) = 0 and t(e1) = s(e2) = 1
• If µi = µ(ei), i = 1, 2, then µ1 > 1
Let λ = 1
µ1µ2
, and z =
∨
e∈E(Γ0) u
∗
eue. Then
(M(Γ0, µ), ϕ) ∼=
(Tλ, ϕλ) if µ
−1
1 + µ2 ≥ 1
(Tλ, ϕλ)⊕
r1
C
µ1[1−µ−11 −µ2]
otherwise
,
where r1 = 1− z ≤ p1.
Proof. Let ui be the polar part of Yei and denote D :=
p0
C ⊕
p1
C. Notice that M(Γ0, µ) must
be the following:
M(Γ0, µ) ∼=

(
p0,u∗1u1
M2(L(Z))
1,1
⊕
p1−u∗1u1
C
µ1−1
)
∗
D
p0−u∗2u2C
1− 1
µ2
⊕
u∗2u2,p1
M2(L(Z))
1
µ2
,µ1
 if µ2 ≥ 1(
p0,u∗1u1
M2(L(Z))
1,1
⊕
p1−u∗1u1
C
µ1−1
)
∗
D
(
p0,u2u∗2
M2(L(Z))
1,µ1µ2
⊕
p1−u2u∗2
C
µ1−µ1µ2
)
if µ2 < 1
.
Note by [Dyk93, Theorem 1.1] that we have a trace preserving isomorphism
M2(L(Z))
1,1
⊕ C
µ1−1
∼=
[
p′0
C
1
⊕
p′1
C
µ1
]
∗
[
C
1
⊕ C
µ1
]
.
Furthermore, in this isomorphism,
p′0 =
(
1 0
0 0
)
⊕ 0 and p′1 =
(
0 0
0 1
)
⊕ 1.
This means that there exists a trace preserving isomorphism
p0,u∗1u1
M2(L(Z))
1,1
⊕
p1−u∗1u1
C
µ1−1
→
[
p′0
C
1
⊕
p′1
C
µ1
]
∗
[
C
1
⊕ C
µ1
]
p0 7→ p′0
p1 7→ p′1,
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that is, D is freely complemented in this von Neumann algebra. Consequently, by [Hou07,
Proposition 4.1], we have
M(Γ0, µ) ∼=

(
C
1
⊕ C
µ1
)
∗
p0−u∗2u2C
1− 1
µ2
⊕
u∗2u2,p1
M2(L(Z))
1
µ2
,µ1
 if µ2 ≥ 1(
C
1
⊕ C
µ1
)
∗
(
p0,u2u∗2
M2(L(Z))
1,µ1µ2
⊕
p1−u2u∗2
C
µ1−µ1µ2
)
if µ2 < 1
.
Case 1: Assume µ2 ≥ 1. Consider the following von Neumann subalgebras of M(Γ0, µ):
(N1, ϕ) :=
(
C
1
⊕ C
µ1
)
∗
(
p0−u∗2u2
C
1− 1
µ2
⊕
P
C
1
µ2
+µ1
)
(N2, ϕ) :=
(
C
1
⊕ C
µ1
)
∗
p0−u∗2u2C
1− 1
µ2
⊕
u∗2u2,p1
M2(C)
1
µ2
,µ1

where P = p1 + u
∗
2u2. Note that by [Dyk93, Theorem 1.1], we have
(PN1P, ϕP ) ∼= C
1
µ2
⊕ L(Z)
1− 1
µ2
⊕ C
µ1−1+ 1µ2
.
By Lemma 1.1, we see that
(PN2P, ϕP ) = (PN1P, ϕP ) ∗
u∗2u2,p1
M2(C)
1
µ2
,µ1
.
Note that there is a trace preserving inclusion of C
1
µ2
⊕ C
µ1
into PN1P . By [Hou07, Theorem
4.3], it follows that
(PN2P, ϕP ) ∼= (PN2P, ϕP ) ∗ (Tλ, ϕλ).
Corollary 3.4 yields (PN2P, ϕP ) ∼= (Tλ, ϕλ). Using Lemma 3.1, we see that (p1N2p1, ϕp1) ∼=
(Tλ, ϕλ).
Using Lemma 1.1 again along with free absorption, we obtain
(p1M(Γ0, µ)p1, ϕp1) ∼= (p1N2p1, ϕp1) ∗ (L(Z), τ) ∼= (Tλ, ϕλ).
Since z = z(p1 : M(Γ0, µ)) by Remark 2.7, it follows from Lemma 3.2 that (zM(Γ0, µ), ϕz) ∼=
(Tλ, ϕλ). The formula for (M(Γ0, µ), ϕ) then follows from Remark 2.8.
Case 2: Assume µ2 < 1. Consider the following von Neumann subalgebras of M(Γ0, µ):
(N1, ϕ) :=
(
C
1
⊕ C
µ1
)
∗
(
Q
C
1+µ1µ2
⊕
p1−u2u∗2
C
µ1−µ1µ2
)
(N2, ϕ) :=
(
C
1
⊕ C
µ1
)
∗
(
p0,u2u∗2
M2(C)
1,µ1µ2
⊕
p1−u2u∗2
C
µ1−µ1µ2
)
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where Q = p0 + u2u
∗
2. Note that by [Dyk93, Theorem 1.1], we have
(QN1Q,ϕQ) ∼= C
1+µ1µ2−µ1
⊕ L(Z)
µ1−µ1µ2
⊕ C
µ1µ2
.
Proceeding—mutatis mutandis—as in Case 1 finishes the proof.
The following represents a higher order version of the previous lemma. It is not necessary
as a foundational step, but it will be used in simplifying the proofs in our construction steps.
Since the proof utilizes the previous lemma as a base case for an induction argument, we
present it presently.
Lemma 4.5. Let Γ0 = (V0, E0), µ, and ϕ satisfy
Γ0
0 1
e1
en
eop1
eopn
• V0 = {0, 1} with ϕ(p0) = 1 and ϕ(p1) = µ(e1)
• E0 = {e1, eop1 , . . . , en, eopn }, n ≥ 2, with s(ei) = 0 and t(ei) = 1
• for each i = 1, . . . , n
• µ(e1) > 1 and µ(ei)µ(ej) 6= 1 for at least one pair i, j = 1, . . . , n
Then
(M(Γ0, µ), ϕ) ∼= (TH , ϕH)
µ(e1)
∑n
i=1
1
µ(ei)
⊕
r1
C
µ(e1)
[
1−∑ni=1 1µ(ei)]
,
where H =
〈
µ(ei)
µ(ej)
: i, j = 1, . . . , n
〉
and r1 ≤ p1 exists if and only if
∑n
i=1
1
µ(ei)
< 1.
Proof. We proceed by induction on n. Observe that the case n = 2 follows from Lemma 4.4.
Suppose the result holds for n − 1. By relabeling en if necessary, we may assume H ′ :=〈
µ(ei)
µ(ej)
: i, j = 1, . . . , n− 1
〉
is non-trivial. Denote D :=
p0
C⊕
p1
C and Γ1 := (V,E \ {en, eopn }, µ).
First suppose
n−1∑
i=1
1
µ(ei)
≥ 1 so that we also have
n∑
i=1
1
µ(ei)
≥ 1. Then the induction
hypothesis implies
M(Γ0, µ) =M(Γ1, µ)∗
D
W ∗(Yen , D)
= (TH′ , ϕH′)∗
D

q0
C
1−µ(en)
⊕
p0−q0,p1
M2(L(Z))
µ(en),µ(e1)
if µ(en) < 1
p0,p1−q1
M2(L(Z))
1,
µ(e1)
µ(en)
⊕
q1
C
µ(e1)(1− 1µ(en))
otherwise
,
where q0 = p0−unu∗n and q1 = p1−u∗nun. By Corollary 3.4 we have (TH′ , ϕH′) ∼= D∗(TH′ , ϕH′),
and so we can convert the above into a scalar-valued free product with respect to ϕ using
[Hou07, Proposition 4.1]. Then applying Corollary 3.4 again yields
(M(Γ0, µ), ϕ) ∼= (TH , ϕH).
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Next, assume
n−1∑
i=1
1
µ(ei)
< 1. Now the induction hypothesis implies
M(Γ0, µ) =M(Γ1, µ)∗
D
W ∗(Yen , D)
=
 (TH′ , ϕH′)
1+µ(e1)
∑n−1
i=1
1
µ(ei)
⊕ C
µ(e1)
[
1−∑n−1i=1 1µ(ei)]
∗
D

q0
C
1−µ(en)
⊕
p0−q0,p1
M2(L(Z))
µ(en),µ(e1)
if µ(en) < 1
p0,p1−q1
M2(L(Z))
1,
µ(e1)
µ(en)
⊕
q1
C
µ(e1)(1− 1µ(en))
otherwise
.
We claim that
(TH′ , ϕH′)
1+µ(e1)
∑n−1
i=1
1
µ(ei)
⊕ C
µ(e1)
[
1−∑n−1i=1 1µ(ei)]
∼= D ∗
[
(TH′ , ϕH′)
1+µ(e1)−α
⊕
p
C
α
]
,
where
α := 1 + µ(e1)
[
1−
n−1∑
i=1
1
µ(ei)
]
= µ(e1)
[
1−
n−1∑
i=2
1
µ(ei)
]
.
First note that 1 ≤ α < µ(e1). Set
(N, φ) := D ∗
[
C
1+µ(e1)−α
⊕
p
C
α
]
(M,φ) := D ∗
[
(TH′ , ϕH′)
1+µ(e1)−α
⊕
p
C
α
]
.
Then by Lemma 1.1(
(1− p)M(1− p), φ1−p) ∼= ((1− p)N(1− p), φ1−p) ∗ (TH′ , ϕH′),
and z(p : M) = z(p : N). Since (1−p)N(1−p) is abelian, we have that ((1− p)M(1− p), φ1−p) ∼=
(TH′ , ϕH′). Since z(p : N) = 1− p1 ∧ p, Lemma 3.2 gives(
(1− p1 ∧ p)M(1− p1 ∧ p), φ1−p1∧p
) ∼= (TH′ , ϕH′),
and (p1 ∧ p)M(p1 ∧ p) is precisely the claimed atomic piece.
Now, returning to our amalgamated free product above, we have by [Hou07, Proposition
4.1] that
(M(Γ0, µ), ϕ) ∼=
[
(TH′ , ϕH′)
1+µ(e1)−α
⊕
p
C
α
]
∗

q0
C
1−µ(en)
⊕
p0−q0,p1
M2(L(Z))
µ(en),µ(e1)
if µ(en) < 1
p0,p1−q1
M2(L(Z))
1,
µ(e1)
µ(en)
⊕
q1
C
µ(e1)(1− 1µ(en))
otherwise
.
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Case 1: We first consider the case µ(en) < 1. Consider the following von Neumann subal-
gebras of M(Γ0, µ):
(N1, ϕ) :=
[
(TH′ , ϕH′)
1+µ(e1)−α
⊕
p
C
α
]
∗
[
q0
C
1−µ(en)
⊕
p0−q0+p1
C
µ(en)+µ(e1)
]
(N2, ϕ) :=
[
(TH′ , ϕH′)
1+µ(e1)−α
⊕
p
C
α
]
∗
[
q0
C
1−µ(en)
⊕
p0−q0,p1
M2(C)
µ(en),µ(e1)
]
Then an application of Lemma 1.1 yields
(N1, ϕ) ∼= (TH′ , ϕH′)⊕
p∧(p0−q0+p1)
C
α+µ(en)−1
,
and so by Lemma 3.1
(
PN1P, ϕP
) ∼= (TH′ , ϕH′)
1+µ(e1)−α
⊕
p∧(p0−q0+p1)
C
α+µ(en)−1
,
where P := p0 − q0 + p1. Thus by Lemma 1.1 we have
(PN2P, ϕP ) ∼=
[
(TH′ , ϕH′)
1+µ(e1)−α
⊕ C
α+µ(en)−1
]
∗ M2(C)
µ(en),µ(e1)
.
Since µ(en) ≤ min{1 + µ(e1)−α, α+ µ(en)− 1}, [Hou07, Theorem 4.3] implies for λ = µ(en)µ(e1)
(PN2P, ϕP ) ∼= (PN2P, ϕP ) ∗ (Tλ, ϕλ)
∼= [(TH′ , ϕH′)⊕ C] ∗ (Tλ, ϕλ)
Now by Corollary 3.4
(A, ϕP ) := [
q
C⊕ C] ∗ (Tλ, ϕλ) ∼= (Tλ, ϕλ).
By Lemma 3.1, (qAq, ϕq) ∼= (Tλ, ϕλ). Thus by Lemma 1.1 we have
(qN2q, ϕq) ∼= (qAq, ϕq) ∗ (TH′ , ϕH′) ∼= (Tλ, ϕλ) ∗ (TH′ , ϕH′) ∼= (TH , ϕH).
Since z(q : AϕP ) = P and since z(P : M(Γ0, µ)ϕ) ≥ z(p1 : M(Γ0, µ)ϕ) = 1 by Lemma 2.6, we
have z(q : M(Γ0, µ)ϕ) = 1. Then Lemma 3.2 implies that (N2, ϕ) ∼= (TH , ϕH). By Lemmas
1.1 and 3.1 and free absorption we have
(p1M(Γ0, µ)p1, ϕp1) ∼= (p1N2p1, ϕp1) ∗ (L(Z), τ) ∼= (TH , ϕH).
Then by Lemma 3.2 we obtain (M(Γ0, µ), ϕ) ∼= (TH , ϕH).
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Case 2: Next, we consider the case µ(en) ≥ 1. Consider the following von Neumann subal-
gebras of M(Γ0, µ):
(N1, ϕ) :=
[
(TH′ , ϕH′)⊕
p
C
α
]
∗
[
p0+p1−q1
C
1+
µ(e1)
µ(en)
⊕
q1
C
µ(e1)(1− 1µ(en))
]
(N2, ϕ) :=
[
(TH′ , ϕH′)⊕
p
C
α
]
∗
p0,p1−q1M2(C)
1,
µ(e1)
µ(en)
⊕
q1
C
µ(e1)(1− 1µ(en))

Set
β :=
(
α + 1 +
µ(e1)
µ(en)
)
− 1− µ(e1) = α + µ(e1)
µ(en)
− µ(e1)
γ :=
(
α + µ(e1)− µ(e1)
µ(en)
)
− 1− µ(e1) = µ(e1)
(
1−
n∑
i=1
1
µ(ei)
)
.
Then
(N1, ϕ) ∼= (TH′ , ϕH′)⊕
p∧(p0+p1−q1)
C
β
⊕
p∧q1
C
γ
,
so that by Lemma 1.1
(QN2Q,ϕQ) ∼= (QN1Q,ϕQ) ∗
p0,p1−q1
M2(C)
1,
µ(e1)
µ(en)
∼=
[
(TH′ , ϕH′)⊕
p∧(p0+p1−q1)
C
β
]
∗
p0,p1−q1
M2(C)
1,
µ(e1)
µ(en)
,
where Q := p0 + p1 − q1. Now, observe that β < µ(e1)µ(en) (since α < µ(e1)). Denote λ =
µ(e1)
µ(en)
.
If λ 6= 1, then (noting that (TH′)ϕH′ is diffuse) [Hou07, Theorem 4.3] implies
(QN2Q,ϕQ) ∼= (QN2Q,ϕQ) ∗ (Tλ, ϕλ).
Note that if β ≤ 0, then the above is immediate regardless of the value of λ. In any case, by
the same argument as in Case 1 we obtain
(M(Γ0, µ), ϕ) ∼= (TH , ϕH)⊕
p∧q1
C
γ
.
If, however, β > 0 and λ = 1, then we take the following approach: by [Dyk93, Proposition
3.2]
(A, ϕQ) := [
q
C⊕ C
β
] ∗M2(C)
1,1
∼=
{
(L(Ft1), τ) if β ∈ [1/2, 3/2]
(L(Ft2), τ)⊕M2(C) otherwise
,
for some t1, t2 ≥ 1. In the second isomorphism, q majorizes the identity of M2(C) (when
β < 1/2) and a non-zero projection in L(Ft2). It follows that
(qAq, ϕq) ∼=
{
(L(Fs1), τ) if 32 ≥ β
(L(Fs2), τ)⊕M2(C) if 32 < β
,
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for some s1, s2 ≥ 1. In both cases Lemma 1.1 and free absorption yields
(qN2q, ϕq) ∼=
{
(L(Fs1), τ) ∗ (TH′ , ϕH′) if 32 ≥ β
[(L(Fs2), τ)⊕M2(C)] ∗ (TH′ , ϕH′) if 32 < β
∼= (TH′ , ϕH′).
Note that since λ = 1 we have H ′ = H. Following the same procedure as in Case 1, we have
(M(Γ0, µ), ϕ) ∼= (TH , ϕH)⊕
p∧q1
C
γ
.
Observe that the proof is unaffected if γ ≤ 0.
The following can also be thought of as a higher order version of Lemma 4.4. However,
the methods used to establish the isomorphism class are significantly different. Thus we
consider this case separately.
Lemma 4.6. Let Γ0 = (V0, E0), µ, and ϕ satisfy
Γ0
0
e1 1 e2
2
n− 1
en
• V0 = {0, 1, 2, . . . , n− 1}, n ≥ 3, with ϕ(p0) = 1
• and ϕ(pi) = µ(e1) · · ·µ(ei) for i = 1, . . . , n
• E0 = {ei := (i− 1, i), eopi : i = 1, . . . , n} (vertices listed modulo n)
• If µi := µ(ei) then µ1 · · ·µk ≥ 1, and for all k ∈ {1, · · · , n}.
Let λ := 1
µ1···µn < 1. Then
(M(Γ0, µ), ϕ) ∼= (Tλ, ϕλ)⊕
n−1⊕
i=1
ri
C
µ1···µi(1−µi+1−µ−1i )
,
where ri ≤ pi and the atomic terms in the direct sum may vanish if the indicated mass of ri
is non-positive.
Proof. We first compute the compression of M(Γ0, µ) by p0 + pn−1. Set
D := (p0 + pn−1)A(p0 + pn−1) =
p0
C
1
⊕
pn−1
C
µ1···µn−1
.
Let Γ1 = (V1, E1) be the subgraph with V1 = V and E1 = E \ {en}; that is, Γ1 is a subgraph
of ΓTr. Then
(p0 + pn−1)M(Γ0, µ)(p0 + pn−1)
∼= [(p0 + pn−1)M(Γ1, µ)(p0 + pn−1)]∗
D
[(p0 + pn−1)W ∗(Yn, A)(p0 + pn−1)] ,
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and ϕ is a trace onM(Γ1, µ). Now, by [Har13] this amalgamated free product is isomorphic
to
[
L(Ft)
1+µ1···µn−2
⊕
s
C
µ1···µn−2(µn−1−1)
]
∗
D

s0
C
1−µ−1n
⊕ M2(L(Z))
µ−1n ,µ1···µn−1
if µn ≥ 1
M2(L(Z))
1,µ1···µn
⊕
sn−1
C
µ1···µn−1(1−µn)
otherwise
for some t > 1, and projections s ≤ pn−1, s0 ≤ p0, and sn−1 ≤ pn−1. We note that when
µn ≥ 1, the amalgam D sits inside the second factor above as:
p0 = 1⊕
(
1 0
0 0
)
pn−1 = 0⊕
(
0 0
0 1
)
,
and otherwise D sits inside the second factor as:
p0 =
(
1 0
0 0
)
⊕ 0 pn−1 =
(
0 0
0 1
)
⊕ 1.
We will argue that D is always freely complemented in (p0 + pn−1)M(Γ1, µ)(p0 + pn−1). Our
analysis depends whether or not µn−1 ≥ 1.
Claim 1. Assume that µn−1 ≥ 1. Then there exists a finite diffuse von Neumann algebra,
B, which is either L(Z) or an interpolated free group factor, and satisfies
[(p0 + pn−1)M(Γ1, µ)(p0 + pn−1)] = D ∗
[
B
µ1···µn−2
⊕ C
µ1···µn−1−(µ1···µn−2−1)
]
i.e.
L(Ft)
1+µ1···µn−2
⊕
s
C
µ1···µn−2(µn−1−1)
∼=
[
C
1
⊕ C
µ1···µn−1
]
∗
[
B
µ1···µn−2
⊕ C
µ1···µn−1−(µ1···µn−2−1)
]
Proof of Claim. We first note that if such a B were to exist, then the mass on the projection
s would be as claimed by [Dyk93, Proposition 2.4]. To get the existence of B, we will argue
that our parameter t is sufficiently large.
For notational simplicity, we let a, b, and c be the following parameters:
a =
1
1 + µ1 · · ·µn−1 b =
µ1 · · ·µn−2
1 + µ1 · · ·µn−1 c =
µ1 · · ·µn−2(µn−1 − 1)
1 + µ1 · · ·µn−1
Note that a+ b+ c = 1, and we are seeking B satisfying
L(Ft)
a+b
⊕ C
c
=
[
C
a
⊕ C
b+c
]
∗
[
B
b
⊕ C
a+c
]
Assume that B has a generating set of free dimension tB. Using Dykema’s free dimension
calculations in [Dyk93], the left hand side of the equation has a generating set of free dimen-
sion t(a + b)2 + 2(a + b)c = t(a + b)2 + 2(a + b)(1 − (a + b)) and the right hand side has a
generating set of free dimension 2a(1− a) + 2b(1− b) + tBb2. Therefore, if we set
t(a+ b)2 + 2(a+ b)(1− (a+ b)) = 2a(1− a) + 2b(1− b) + tBb2,
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we obtain that
tB =
1
b2
[t(a+ b)2 − 4ab].
If we can show that tB bounded below by 1, then B can be chosen to be L ∗ (Z) or an
interpolated free group factor, therefore eliminating the possibility of more than one atomic
component in the free product.
Our assumption on ϕ is that (up to a scalar multiple) ϕ(p0) = a, ϕ(pn−2) = b, and
ϕ(pn−1) = b + c. From our assumptions on µ1, · · · , µn, it follows that ϕ(pk) ≥ a for all k.
Note that
pn−2M(Γ1, µ)pn−2 ∼=
[
L(Ft′)
ϕ(pn−3)
⊕ C
b−ϕ(pn−3)
]
∗ L(Z)
where t′ ≥ 1, and it is understood that the C disappears if b− ϕ(pn−3) ≤ 0. It follows that
pn−2M(Γ1, µ)pn−2 is an interpolated free group factor, and its parameter is minimized when
ϕ(pn−3) = a, and t′ = 1 (Note that this occurs when Γ0 has exactly three vertices.). In this
case, pn−2M(Γ1, µ)pn−2 ∼= L(Ft′′) where
t′′ = 1 +
(
1− (b− a)
2
b2
)
.
The L(Ft) component of (p0+pn−1)M(Γ1, µ)(p0+pn−1) is obtained by amplifying pn−2M(Γ1, µ)pn−2
by a projection of trace a+b
b
. The amplification formula therefore yields
t = 1 +
b2
(a+ b)2
(
1− (b− a)
2
b2
)
= 1 +
b2
(a+ b)2
− (b− a)
2
(a+ b)2
.
The minimal value of tB is therefore
tB =
1
b2
([
1 +
b2
(a+ b)2
− (b− a)
2
(a+ b)2
]
(a+ b)2 − 4ab
)
=
1
b2
((a+ b)2 + b2 − (b− a)2 − 4ab) = 1,
as claimed. 
Case 1: Assume µn−1 ≥ 1. Claim 1 implies that—up to an inner-automorphism—we have
L(Ft)
µ1···µn−2
⊕
s
C
µ1···µn−2(µn−1−1)
∼= D ∗
[
B
µ1···µn−2
⊕ C
µ1···µn−1−(µ1···µn−2−1)
]
.
Thus, by [Hou07, Proposition 4.1] the above amalgmated free product collapses to the fol-
lowing scalar free product:
[
B
µ1···µn−2
⊕ C
µ1···µn−1−(µ1···µn−2−1)
]
∗

s0
C
1−µ−1n
⊕ M2(L(Z))
µ−1n ,µ1···µn−1
if µn ≥ 1
M2(L(Z))
1,µ1···µn
⊕
sn−1
C
µ1···µn−1(1−µn)
otherwise
.
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We shall consider the above cases separately, and we will understand these free products
using the standard Dykema method of building up via various inclusions.
Case 1.a: Assume µn−1 ≥ 1 and µn ≥ 1. Consider the following von Neumann subalgebras
of M(Γ0, µ):
(N1, ϕ) :=
[
B
µ1···µn−2
⊕ C
µ1···µn−1−(µ1···µn−2−1)
]
∗
[
s0
C
1−µ−1n
⊕
r
C
µ−1n +µ1···µn−1
]
(N2, ϕ) :=
[
B
µ1···µn−2
⊕ C
µ1···µn−1−(µ1···µn−2−1)
]
∗
[
s0
C
1−µ−1n
⊕
r−pn−1,pn−1
M2(C)
µ−1n ,µ1···µn−1
]
.
By [Dyk93, Proposition 2.4], for some t > 1 we have
(N1, ϕ) ∼= (L(Ft), τ)
µ1···µn−2+1−µ−1n
⊕ C
µ−1n +µ1···µn−1−µ1···µn−2
.
Thus for some (other) t > 1 we have
(rN1r, ϕr) ∼= (L(Ft), τ)
µ1···µn−2
⊕ C
µ−1n +µ1···µn−1−µ1···µn−2
.
Now, this along with Lemma 1.1 and [Hou07, Theorem 3.1] implies
(rN2r, ϕr) ∼= (rN1r, ϕr) ∗ M2(C)
µ−1n ,µ1···µn−1
∼= (Tλ, ϕλ),
with λ = (µ1 · · ·µn)−1. Since pn−1 ≤ r, it follows from Lemma 3.1 that (pn−1N2pn−1, ϕpn−1) ∼=
(Tλ, ϕλ). Thus, applying Lemma 1.1 again along with free absorption yields
(pn−1M(Γ0, µ)pn−1, ϕpn−1) ∼= (pn−1N2pn−1, ϕpn−1) ∗ (L(Z), τ) ∼= (Tλ, ϕλ).
Setting z =
∨
e∈E0 ueu
∗
e so that z = z(pn−1 : M(Γ0, µ)ϕ) = z(pn−1 : M(Γ0, µ)) by Remark 2.7,
we deduce (zM(Γ0, µ), ϕz) ∼= (Tλ, ϕλ) from Lemma 3.2. The formula for (M(Γ0, µ), ϕ) fol-
lows from Remark 2.8.
Case 1.b: Assume µn−1 ≥ 1 and µn < 1. Consider the following subalgebras of M(Γ0, µ):
(N1, ϕ) :=
[
B
µ1···µn−2
⊕ C
µ1···µn−1−(µ1···µn−2−1)
]
∗
[
r
C
1+µ1···µn
⊕
sn−1
C
µ1···µn−1−µ1···µn
]
(N2, ϕ) :=
[
B
µ1···µn−2
⊕ C
µ1···µn−1−(µ1···µn−2−1)
]
∗
[
p0,r−p0
M2(C)
1,µ1···µn
⊕
sn−1
C
µ1···µn−1−µ1···µn
]
.
We see that (rN2r, ϕr) ∼= (rN1r, ϕr) ∗M2(C)
1,µ1···µn
from Lemma 1.1. Consider the four weightings
µ1 · · ·µn−2, µ1 · · ·µn−1 − (µ1 · · ·µn−2 − 1), 1 + µ1 · · ·µn, and µ1 · · ·µn−1 − µ1 · · ·µn
in the summands of N1.
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Case 1.b.i: Assume µn−1 ≥ 1, µn < 1, and either µ1 · · ·µn−2 or µ1 · · ·µn−1 − µ1 · · ·µn is
maximal amongst these weightings. Then (rN1r, ϕr) ∼= (L(Ft), τ) for some t ≥ 1. In this
case, [Shl97, Theorem 6.7] and free absorption yields
(rN2r, ϕr) ∼= L(Ft) ∗M2(C)
1,µ1···µn
∼= (Tλ, ϕλ)
with λ = (µ1 · · ·µn)−1. Since p0 ≤ r, by Lemma 3.1 we have (p0N2p0, ϕp0) ∼= (Tλ, ϕλ). From
Lemma 1.1 and free absorption it follows that
(p0M(Γ0, µ)p0, ϕp0) ∼= (p0N2p0, ϕp0) ∗ (L(Z), τ) ∼= (Tλ, ϕλ)
Again, setting z =
∨
e∈E0 ueu
∗
e so that z = z(p0 : M(Γ0, µ)ϕ) = z(p0 : M(Γ0, µ)) by Re-
mark 2.7, we deduce that (zM(Γ0, µ), ϕz) ∼= (Tλ, ϕλ) from Lemma 3.2. The formula for
(M(Γ0, µ), ϕ) follows from Remark 2.8.
Case 1.b.ii: Assume µn−1 ≥ 1, µn < 1, and either µ1 · · ·µn−1 − (µ1 · · ·µn−2 − 1) or
1 + µ1 · · ·µn is maximal amongst the weightings. Then rN1r ∼= L(Ft) ⊕ C
µ1···µn+1−µ1···µn−2
for some t ≥ 1. Note that µ1 · · ·µn + 1 − µ1 · · ·µn−2 ≤ µ1 · · ·µn. It follows that there
exists a trace preserving inclusion of C
α
⊕ C
β
into rN1r satisfying α + β = 1 + µ1 · · ·µn and
1 ≤ α ≤ β ≤ µ1 · · ·µn. Then [Hou07, Theorem 4.3] gives
(rN2r, ϕr) ∼= (rN1r, ϕr) ∗M2(C)
1,µ1···µn
∼= (rN1r, ϕr) ∗M2(C)
1,µ1···µn
∗ (Tλ, ϕλ)
∼=
(
L(Fs2)
µ1···µn−2
⊕ C
µ1···µn+1−µ1···µn−2
)
∗M2(C)
1,µ1···µn
∗ (Tλ, ϕλ) ∼= (Tλ, ϕλ)
Continuing as in Case 1.b.i gives (p0M(Γ0, µ)p0, ϕp0) ∼= (Tλ, ϕλ), hence (zM(Γ0, µ), ϕz) ∼=
(Tλ, ϕλ), and so the formula for (M(Γ0, µ), ϕ) follows from Remark 2.8.
This concludes Case 1. To address the case when µn−1 < 1, we first require the following
claim:
Claim 2. Assume that µn−1 < 1. There exists a finite diffuse von Neumann algebra, B,
which is either L(Z) or an interpolated free group factor, and satisfies
[(p0 + pn−1)M(Γ1, µ)(p0 + pn−1)] = D ∗
[
B
µ1···µn−1
⊕ C
1
]
Proof. Note that by hypothesis, we have that [(p0 + pn−1)M(Γ1, µ)(p0 + pn−1)] ∼= L(Ft) for
some t > 1. We are therefore seeking B having the property
L(Ft) =
[
C
1
⊕ C
µ1···µn−1
]
∗
[
B
µ1···µn−1
⊕ C
1
]
.
We note that if such a B were to exist, then the free product would contain no minimal
projections, and so the above formula holds automatically. Hence, in order to guarantee
existence of this B it suffices to show that t is sufficiently large. Assume that B has a set of
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generators of free dimension tB, and set a =
1
1+µ1···µn−1 and b =
µ1···µn−1
1+µ1···µn−1 . If the above free
product were to hold, then a value for t satisfies
t = (1− a2 − b2) + (1 + (tB − 1)b2 − a2);
that is,
tB =
t+ 2(a2 + b2 − 1)
b2
.
We will now show that t will be large enough to ensure that tB ≥ 1.
Note that
pn−2M(Γ1, µ)pn−2 ∼=
[
L(Fs)
ϕ(pn−3)
⊕ C
ϕ(pn−2)−ϕ(pn−3)
]
∗
[
L(Z)
ϕ(pn−1)
⊕ C
ϕ(pn−2)−ϕ(pn−1)
]
,
so the above value for t is minimized in the case that s = 1 and ϕ(pn−3) = ϕ(p0) = 1. In
this case, Dykema’s free dimension calculations give
pn−2M(Γ1, µ)pn−2
∼=
L(F(1 + 2ab))1+µ1···µn−1 ⊕ Cµ1···µn−2−(1+µ1···µn−1) if 1 + µ1 · · ·µn−1 ≤ µ1 · · ·µn−2L(F [2− ((ϕ(pn−2)−1)2+(ϕ(pn−2)−µ1···µn−1)2
ϕ(pn−2)2
])
otherwise
.
If the top case occurs, then t = 1+2ab since the identity of the interpolated free group factor
component has mass 1 + µ1 · · ·µn−1. In this case,
tB =
1 + 2ab+ 2(a2 + b2 − 1)
b2
=
(a+ b)2 − 1 + a2 + b2
b2
=
a2 + b2
b2
> 1.
If the bottom case occurs, then we find t by taking a 1+µ1···µn−1
ϕ(pn−2)
amplification of pn−2M(Γ1, µ)pn−2.
The amplification formula gives
t = 1 +
ϕ(pn−2)2
(1 + µ1 · · ·µn)2 −
((ϕ(pn−2)− 1)2 + (ϕ(pn−2)− µ1 · · ·µn−1)2
(1 + µ1 · · ·µn)2
The values for ϕ(pn−2) lie in [µ1 · · ·µn, µ1 · · ·µn + 1], and one checks that this expression is
minimized when ϕ(pn−2) = µ1 · · ·µn−1. In this case, we have
t = 1 +
2µ1 · · ·µn−1 − 1
(1 + µ1 · · ·µn−1)2 = 1 + 2ab− a
2.
This means that
tB =
1 + 2ab− a2 + 2(a2 + b2 − 1)
b2
=
b2
b2
= 1.
Therefore, in either case, B exists. 
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Case 2: Assume µn−1 < 1. By Claim 2 and [Hou07, Proposition 4.1], we have that
((p0 + pn−1)M(Γ0, µ)(p0 + pn−1), ϕp0+pn−1)
∼=
[
B
µ1···µn−1
⊕ C
1
]
∗

s0
C
1−µ−1n
⊕
r−pn−1,pn−1
M2(L(Z))
µ−1n ,µ1···µn−1
if µn ≥ 1
p0,r−p0
M2(L(Z))
1,µ1···µn
⊕
sn−1
C
µ1···µn−1(1−µn)
otherwise
.
As in Case 1, our analysis will depend on µn.
Case 2.a: Assume µn−1 < 1 and µn ≥ 1. Consider the following subalgebras of M(Γ0, µ):
(N1, ϕ) :=
[
B
µ1···µn−1
⊕ C
1
]
∗
[
s0
C
1−µ−1n
⊕
r
C
µ−1n +µ1···µn−1
]
(N2, ϕ) :=
[
B
µ1···µn−1
⊕ C
1
]
∗
[
s0
C
1−µ−1n
⊕
r−pn−1,pn−1
M2(C)
µ−1n ,µ1···µn−1
]
.
From [Dyk93], we see that for some t ≥ 1
rN1r ∼= L(Ft)
1+µ1···µn−1−µ−1n
⊕ C
µ−1n
so that there is a state preserving inclusion of C
α
⊕ C
β
into rN1r with µ−1n ≤ α ≤ β ≤
µ1 · · ·µn−1. Using the arguments in Case 1.b.ii above, we see that
(rN2r, ϕr) ∼=
[
L(Ft)
1+µ1···µn−1−µ−1n
⊕ C
µ−1n
]
∗ M2(C)
µ1···µn−1,µ−1n
∼= (Tλ, ϕλ)
Consequently (pn−1N2pn−1, ϕpn−1) ∼= (Tλ, ϕλ) by Lemma 3.1. Then by Lemma 1.1 it follows
that
(pn−1M(Γ0, µ)pn−1, ϕpn−1) ∼= (pn−1N2pn−1, ϕpn−1) ∗ (L(Z), τ) ∼= (Tλ, ϕλ)
Proceeding as in the previous cases, we obtain (zM(Γ0, µ), ϕz) ∼= (Tλ, ϕλ) and the formula
for (M(Γ0, µ), ϕ) follows from Remark 2.8.
Case 2.b: Assume µn−1 < 1 and µn < 1. Consider the following subalgebras of M(Γ0, µ):
(N1, ϕ) :=
[
B
µ1···µn−1
⊕ C
1
]
∗
[
r
C
1+µ1···µn
⊕
sn−1
C
µ1···µn−1−µ1···µn
]
(N2, ϕ) :=
[
B
µ1···µn−1
⊕ C
1
]
∗
[
p0,r−p0
M2(C)
1,µ1···µn
⊕
sn−1
C
µ1···µn−1(1−µn)
]
(N3, ϕ) :=
[
B
µ1···µn−1
⊕ C
1
]
∗
[
p0,r−p0
M2(L(Z))
1,µ1···µn
⊕
sn−1
C
µ1···µn−1(1−µn)
]
.
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From [Dyk93], we see that for some t ≥ 1
rN1r ∼=
L(Ft) if 1 + µ1 . . . µn ≥ µ1 · · ·µn−1L(Ft)
µ1···µn−1
⊕ C
µ1···µn+1−µ1···µn−1
otherwise
As µ1 · · ·µn+1−µ1 · · ·µn−1 < µ1 · · ·µn, we see that both possible algebras contains a unital
inclusion of C
α
⊕ C
β
with 1 ≤ α ≤ β ≤ µ1 · · ·µn. Arguing as in cases 1.b.ii and 2.a, we see
that
(rN2r, ϕr) ∼= (rN1r, ϕr) ∗
p0,r−p0
M2(C)
1,µ1···µn
∼= (Tλ, ϕλ)
As before, Lemma 3.1 implies that (pn−1N2pn−1, ϕpn−1) ∼= (Tλ, ϕλ), and Lemma 1.1 implies
(pn−1M(Γ0, µ)pn−1, ϕpn−1) ∼= (pn−1N2pn−1, ϕpn−1) ∗ (L(Z), τ) ∼= (TΛ, ϕλ).
Proceeding as in the previous cases, we obtain (zM(Γ0, µ), ϕz) ∼= (Tλ, ϕλ) and the formula
for (M(Γ0, µ), ϕ) follows from Remark 2.8.
Remark 4.7. In the proof of Lemma 4.6, we needed a very special choice of ΓTr to utilize
our free complementation arguments. But from Proposition 4.2, we know (zM(Γ0, µ), ϕ) ∼=
(Tλ, ϕλ) regardless of the choice of ΓTr inducing ϕ. This will be crucial in the proof of
Lemma 4.10 below.
4.2 Under construction
In the following three lemmas we have a fixed ambient graph Γ = (V,E) with edge weighting
µ. We let ϕ be the positive linear functional on M(Γ, µ) as defined in the beginning of this
section.
In this first lemma, we consider constructing a new graph from an existing one by adding
a edge whose source is part of the original graph but whose target is not. Provided the von
Neumann algebra generated by the original graph is a free Araki–Woods factor (up to direct
sum with a finite dimensional abelian von Neumann algebra), then so is the von Neumann
algebra generated by the new graph.
Lemma 4.8. Let Γ1 = (V1, E1) and Γ2 = (V2, E2) be subgraphs of Γ such that
Γ1
Γ2
v
e eop
w • V2 = V1 unionsq {w}
• E2 = E1 unionsq {e, eop} where s(e) = v ∈ V1 and t(e) = w
• ϕ(pw) = µ(e)ϕ(pv)
Assume
(M(Γ1, µ), ϕ) ∼= (TH , ϕH)⊕
⊕
u∈V1
ru
C,
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where H = H(Γ1, µ) and ru ≤ pu exists if and only if
∑
f∈E1
s(f)=u
µ(f) < 1, in which case
ϕ(ru) = ϕ(pu)
[
1−∑ f∈E1
s(f)=u
µ(f)
]
. Then
(M(Γ2, µ), ϕ) ∼= (TH , ϕH)⊕
⊕
u∈V2
su
C,
where su ≤ pu exists if and only if
∑
f∈E2
s(f)=u
µ(f) < 1, in which case ϕ(su) = ϕ(pu)
[
1−∑ f∈E2
s(f)=u
µ(f)
]
.
In particular, su = ru for all u ∈ V1 \ {v}.
Proof. Denote by α := ϕ(rv). Observe that
(pvM(Γ2, µ)pv, ϕpv) = (pvM(Γ1, µ)pv, ϕpv) ∗ (pvW ∗(YeY ∗e )pv, ϕpv)
∼=

[
(TH , ϕH)
ϕ(pv)−α
⊕
rv
C
α
]
∗ (L(Z), τ) if µ(e) ≥ 1
[
(TH , ϕH)
ϕ(pv)−α
⊕
rv
C
α
]
∗
[
(L(Z), τ)⊕ C
ϕ(pv)[1−µ(e)]
]
if µ(e) < 1
.
Consider the case µ(e) ≥ 1. Let us denote qv := pv − rv and:
(N , ϕ) :=
[
qv
C
ϕ(pv)−α
⊕
rv
C
α
]
∗ (L(Z), τ).
We have that N ∼= L(Ft) for some t > 1, which implies that z(qv : pvM(Γ2, µ)ϕpv) = pv.
Moreover, by Lemma 1.1 and free absorption we have (for some t′ > 1)
(qvM(Γ2, µ)qv, ϕqv) ∼= (qvN qv, ϕqv) ∗ (TH , ϕH) ∼= (L(Ft′), τ) ∗ (TH , ϕH) ∼= (TH , ϕH).
Thus (pvM(Γ2, µ)pv, ϕpv) ∼= (TH , ϕH) by Lemma 3.2.
By Remark 2.7, we have
z := z(pv : M(Γ2, µ)ϕ) = z(pv : M(Γ2, µ))
and so Lemma 3.2 implies
(zM(Γ2, µ), ϕz) ∼= (TH , ϕH).
The formula for (M(Γ2, µ), ϕ) then follows from Remark 2.8.
Next we consider the case µ(e) < 1. Let us denote:
(N , ϕ) :=
[
qv
C
ϕ(pv)−α
⊕ C
α
]
∗
[
(L(Z), τ)
µ(e)ϕ(pv)
⊕
pv−ueu∗e
C
ϕ(pv)[1−µ(e)]
]
.
Then for some t > 1 we have
(N , ϕ) ∼= (L(Ft), τ)⊕
qv∧(pv−ueu∗e)
C ⊕
rv∧(pv−ueu∗e)
C
α−µ(e)ϕ(pv)
.
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By Lemma 1.1 and free absorption we have
(qvM(Γ2, µ)qv, ϕqv) ∼= (qvN qv, ϕqv) ∗ (TH , ϕH) ∼= (TH , ϕH).
Realize that, by Lemma 2.6, we know
qv = pv ·
∨
f∈E1
ufu
∗
f ,
and so
z := z(qv : M(Γ2, µ)) = z(qv : M(Γ2, µ)ϕ) =
∨
f∈E2
ufu
∗
f .
Consequently, (zM(Γ, µ), ϕz) ∼= (TH , ϕH) by Lemma 3.2. The formula for (M(Γ2, µ), ϕ)
then follows from Remark 2.8.
Note that the hypothesis ϕ(pw) = µ(e)ϕ(pv) in the previous lemma can be guaranteed if
e ∈ ΓTr. Thus, when we begin to build Γ from Γ0, we will use the previous lemma to first
add only edges in ΓTr. Since V (ΓTr) = V , to finish building up to Γ we will just need to
add edges whose source and target are already in place. We consider loops and non-loops
separately in the following two lemmas.
Lemma 4.9. Let Γ1 = (V1, E1) and Γ2 = (V2, E2) be subgraphs of Γ such that
Γ1
Γ2
v
e
eop
• V2 = V1
• E2 = E1 unionsq {e, eop} where s(e) = t(e) = v ∈ V1; or
• E2 = E1 unionsq {e} where e = eop and s(e) = t(e) = v ∈ V1
Assume
(M(Γ1, µ), ϕ) ∼= (TH′ , ϕH′)⊕
⊕
u∈V1
ru
C,
where H ′ = H(Γ1, µ) and ru ≤ pu exists if and only if
∑
f∈E1
s(f)=u
µ(f) < 1, in which case
ϕ(ru) = ϕ(pu)
[
1−∑ f∈E1
s(f)=u
µ(f)
]
. Then
(M(Γ2, µ), ϕ) ∼= (TH , ϕH)⊕
⊕
u∈V2
su
C,
where H = H(Γ2, µ), su = ru for u 6= v, and sv = 0.
Proof. First observe that, by Lemma 3.1, we have
(pvM(Γ1, µ)pv, ϕpv) ∼= (TH′ , ϕH′)⊕
rv
C.
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Furthermore, by Proposition 2.4, we have
(W ∗(Ye), ϕ) ∼= (pvW ∗(Ye)pv, ϕpv) ∼=

(Tµ(e), ϕµ(e)) if µ(e) 6= 1
(L(F2), τ) if µ(e) = 1 but e 6= eop
(L(Z), τ) if µ(e) = 1 and e = eop
.
In each of the above three cases we therefore have
(pvM(Γ2, µ)pv, µ), ϕpv) ∼= (pvM(Γ1, µ)pv, ϕpv) ∗ (pvW ∗(Ye)pv, ϕpv) ∼= (TH , ϕH),
where H = H(Γ2, µ). Then Remark 2.8 and Lemma 3.2 yield the claimed isomorphism.
Lemma 4.10. Let Γ1 = (V1, E1) and Γ2 = (V2, E2) be subgraphs of Γ such that
Γ1
Γ2
v
e
eop
w
• V2 = V1
• E2 = E1 unionsq {e, eop} where s(e) = v and t(e) = w and µ(e) ≥ 1
Assume
(M(Γ1, µ), ϕ) ∼= (TH′ , ϕH′)⊕
⊕
u∈V1
ru
C,
where H ′ = H(Γ1, µ), ru ≤ pu exists if and only if
∑
f∈E1
s(f)=u
µ(f) < 1, in which case ϕ(ru) =
ϕ(pu)
[
1−∑ f∈E1
s(f)=u
µ(f)
]
. Then
(M(Γ2, µ), ϕ) ∼= (TH , ϕH)⊕
⊕
u∈V2
su
C,
where H = H(Γ2, µ), su = ru for u 6= v, w, sv = 0, and sw ≤ rw exists if and only if∑
f∈E2
s(f)=w
µ(f) < 1, in which case ϕ(sw) = ϕ(pw)
[
1−∑ f∈E2
s(f)=w
µ(f)
]
.
Proof. We will compute the compression ofM(Γ2, µ) by pv + pw. We will use a bit of sleight
of hand to modify Γ2 by swapping out the generic Γ1 for a more controlled graph. Set
α := ϕ(rv) and β := ϕ(rw). Consider the graph Γ
′
2 = (V
′
2 , E
′
2, ) such that
Γ′2
e
eop
v
fv
f opv
0 1
fw
f opw
w
e1
en
eop1
eopn
• V ′2 = {v, w, 0, 1}
• E ′2 = {e, eop, fv, f opv , fw, f opw , e1, eop1 , . . . , en, eopn }
• where e = (v, w), fv = (v, 0), fw = (w, 1),
• and ei = (0, 1) for i = 1, . . . , n
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Define an edge weighting µ′ on Γ′2 as follows:
µ′(e) := µ(e) µ′(fv) :=
ϕ(pv)− α
ϕ(pv)
µ′(fw) :=
ϕ(pw)− β
ϕ(pw)
µ′(e1) :=
ϕ(pw)− β
ϕ(pv)− α ,
and choose n ≥ 2 and µ′(e2), . . . , µ′(en) distinct (and distinct from µ′(e1)) such that〈
µ′(ei)
µ′(ej)
: i, j = 1, . . . , n
〉
= H ′.
We then define Γ′1 = (V
′
1 , E
′
1) to be the subgraph with V
′
1 = V
′
2 and E
′
1 = E
′
2 \ {e, eop}:
Γ′1
v
fv
f opv
0 1
fw
f opw
w
e1
en
eop1
eopn
We will define a positive linear functional ϕ′ on M(Γ′2, µ′) as in Section 2 after carefully
choosing (Γ′2)Tr; namely, we want to ensure e 6∈ (Γ′2)Tr. We must consider two cases.
Case 1: Assume λ := µ′(fv)µ′(e1)µ′(f opw )µ
′(eop) 6= 1. In this case, we choose (Γ′2)Tr to be
maximal among subgraphs (Ξ, µ′) of (Γ′2, µ
′) satsifying H(Ξ, µ′) = {1} and which contain fv,
fw, and e1. In fact, it is easy to see that this mean (Γ
′
2)Tr is the graph formed by precisely
these three edges and their opposites. We then let ϕ′ be the induced positive linear functional
on M(Γ′2, µ′).
Observe that we have
ϕ′(pw) = µ′(fv)µ′(e1)µ′(f opw )ϕ
′(pv) =
ϕ(pw)
ϕ(pv)
ϕ′(pv).
Thus, rescaling if necessary, we may assume ϕ′(pv) = ϕ(pv) and ϕ′(pw) = ϕ(pw). By
Lemma 4.5, Lemma 4.8 (applied twice), and Lemma 3.1 we have by our choice of µ(e2), . . . , µ(en)
that
(PM(Γ′1, µ′)P, (ϕ′)P ) ∼= (PM(Γ1, µ)P, ϕP ),
where P := pv + pw. Consequently
(PM(Γ2, µ)P, ϕP ) ∼=
(
[PM(Γ′1, µ′)P ]∗
D
W ∗(Ye, D), (ϕ′)P
)
∼= (PM(Γ′2, µ′)P, (ϕ′)P ),
where D :=
pv
C⊕
pw
C.
Now, consider the subgraph Γ′0 of Γ
′
2 consisting of the edges fv, fw, e1, e and their opposites:
Γ′0
e
eop
v
fv
f opv
0 1
fw
f opw
w
e1
eop1
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It follows from Lemma 4.6, Remark 4.7, and Lemma 3.1 that(
PM(Γ′0, µ′)P, (ϕ′)P
) ∼= (Tλ, ϕλ)⊕ rwC
ϕ(pw)[1−µ(eop)−µ′(fw)]
.
To finish, we add the edges e2, . . . , en (and their opposites). Set Q := p0 + p1. Lemmas 3.1
and 3.2 (applied to the above compression), together with the proof of Lemma 4.5 yield that
(QM(Γ′2, µ′)Q, (ϕ′)Q) ∼= (TH , ϕH)⊕
r0
C⊕
r1
C,
where r0 ≤ p0 and r1 ≤ p1, and each exists if and only if the respective following numbers
are positive:
ϕ′(r0) = ϕ′(p0)
[
1− µ′(f opv )−
n∑
j=1
µ′(ej)
]
ϕ′(r1) = ϕ′(p1)
[
1− µ′(f opw )−
n∑
j=1
µ′(eopj )
]
.
Then Lemmas 3.1 and 3.2 and Remark 2.8 imply that
(PM(Γ2, µ)P, ϕP ) ∼= (PM(Γ′2, µ′)P, (ϕ′)P ) ∼= (TH , ϕH)⊕
rw
C
ϕ(pw)[1−µ(eop)−µ′(fw)]
Using Lemma 3.2 and Remark 2.8 completes this case.
Case 2: Assume µ′(fv)µ′(e1)µ′(f opw )µ
′(eop) = 1. In this case we choose (Γ′2)Tr to be the graph
consisting of fv, fw, e2 and their opposites (recall µ
′(e2) 6= µ′(e1)), and let ϕ′′ be the induced
positive linear functional on M(Γ′2, µ′). Proceeding as in Case 1 we obtain:
(PM(Γ′2, µ′)P, (ϕ′′)P ) ∼= (TH , ϕH)⊕
rw
C
ϕ′′(pw)[1−µ(eop)−µ′(fw)]
Letting ϕ′ be as in Case 1, Proposition 4.2 implies
(PM(Γ2, µ)P, ϕP ) ∼= (PM(Γ′2, µ′)P, (ϕ′)P )
∼= (PM(Γ′2, µ′)P, (ϕ′′)P ) ∼= (TH , ϕH)⊕
rw
C
ϕ′′(pw)[1−µ(eop)−µ′(fw)]
Finally, appealing to Lemma 3.2 and Remark 2.8 completes the proof.
4.3 The big reveal
Theorem 4.11. Suppose that H := 〈µ(e1) · · ·µ(en) : e1 · · · en ∈ ΛΓ〉 < R+ is non-trivial.
Then exists a faithful, positive linear functional ϕ on M(Γ, µ) such that
(M(Γ, µ), ϕ) ∼= (TH , ϕH)⊕
⊕
v∈V
rv
C,
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where rv ≤ pv is non-zero if and only if
∑
e∈E
s(e)=v
µ(e) < 1, in which case
ϕ(rv) = ϕ(pv)
1− ∑
e∈E
s(e)=v
µ(e)
 .
In particular, if ∑
e∈E
s(e)=v
µ(e) ≥ 1
for all v ∈ V , then (M(Γ, µ), ϕ) ∼= (TH , ϕH).
Proof. Let σ0 = e1 · · · en, ΓTr, Γ0, and ϕ be as in the beginning of this Section. Observe that
if n = 1, then (Γ0, µ, ϕ) are as in Lemma 4.3; if n = 2, then (Γ0, µ, ϕ) are as in Lemma 4.4;
and if n ≥ 3, then (Γ0, µ, ϕ) are as in Lemma 4.6. In each case we obtain
(M(Γ0, µ), ϕ) ∼= (Tλ, ϕλ)⊕
⊕
v∈V0
rv
C,
where λ = 1
µ(e1)···µ(en) and rv ≤ pv satisfy
ϕ(rv) = ϕ(pv)
1− ∑
e∈E
s(e)=v
µ(e)

(and are zero if the above quantity is non-positive).
We first succesively add the rest of the edges in ΓTr, and repeatedly apply Lemmas 4.8,
4.9, and 4.10. Note that the hypothesis ϕ(pw) = µ(e)ϕ(pv) in Lemma 4.8 is always satisfied
because we are expanding along ΓTr which determined ϕ. This resulting graph will contain
all the vertices V by the maximality of ΓTr, and so we simply add the rest of the edges one-
by-one by applying Lemmas 4.9 and 4.10. At each step of this construction we obtain the
predicted isomorphism, and so after finitely many steps we obtain the desired isomorphism
for (M(Γ, µ), ϕ).
Appendix
Some infinite index subfactors
Let TL• denote the Temperley Lieb planar algebra with parameter δ ∈ [2,∞). In [GJS10],
one considers Gr(TL) = ⊕∞n=1TLn. Recall from [GJS10] that Gr(TL) has the structure of a
graded algebra with graded multiplication ∧ and normalized Voiculescu trace τ :
τ(x ∧ y) = τ
(
x y
)
=
x y
Σ TL
.
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Moreover, this graded algebra acts on itself by left and right multiplication, which is bounded
with respect to the ‖ · ‖2-norm induced by this trace. Let N = (Gr(TL), τ)′′. It was shown
in [Har13] that N ∼= L(F∞).
Jones and Penneys in [JP17, Section 6.4] studied a directed graph Γ = (V,E) with edge-
weighting µ as in Section 2 with the additional requirement that (Γ, µ) is balanced :∑
e : s(e)=v
µ(e) = δ ∀v ∈ V.
Fixing v ∈ V , they studied the loop algebra Av which is spanned by formal linear combi-
nations of loops based at v. It comes equipped with the following ∗-algebra structure and
state φ:
• (e1 · · · en) · (f1 · · · fm) = e1 · · · enf1 · · · fm
• (e1 · · · en)∗ =
√
µ(e1) · · ·µ(en)en · · · e1
• With NC2([n]) the set of non-crossing pair partitions on {1, · · · , n},
φ(e1 · · · n) =
e1 · · · en
Σ TL
:=
∑
pi∈NC2([n])
∏
i∼pij
i<j
√
µ(ei)δei=eopj
The following proposition is a standard combinatorial argument involving the elements Ye ∈
(M(Γ, µ), ϕ).
Proposition. The map pvC〈Ye : e ∈ E〉pv → Av given by Ye1 · · ·Yen 7→ e1 · · · en for every
loop based at v is a ∗-algebra isomorphism statisfying φ(e1 · · · en) = ϕ(Ye1 · · ·Yen).
This proposition allows us to conclude that (M, φ) := (Av, φ)′′ ∼= (TH , ϕH) for H =
H(Γ, µ). (Note that δ ≥ 2, and so requiring that µ is balanced ensuresM(Γ, µ) is a factor.)
Section 6.4 of [JP17] studied an inclusion of i : N ↪→M as follows. Identifying each diagram
x ∈ Gr(TL) with a partition pi ∈ NC2([2n]) in the natural way, one has
i(x) =
∑
e1···e2n:
i∼pij, i<j⇒ei=eopj
∏
i∼pij
i<j
µ(ei)
 e1 · · · e2n
This inclusion preserves the tracial state τ on N , and so N ↪→Mφ.
Jones and Penneys showed that the subfactor N ⊂ M is of infinite index, irreducible
(N ′ ∩ M = C), discrete (L2(M) decomposes as a direct sum of irreducible, finite index
N −N bimodules), and that the subfactor N ⊂M is determined by (Γ, µ). Our work shows
that the inclusion N ⊂M can be realized as an inclusion L(F∞) ⊂ (TH , ϕH)ϕH ⊂ (TH , ϕH).
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Summary of Notation
Notation Description Page
p1,...,pn
Mn(C)
t1,...,tn
,
p
(A, φ)
t
implicit states or weighting on states 3
ψλ a state on B(H) or Mn(C) determined by a set of matrix units 4
φp compression of a positive linear functional 5
(Tλ, ϕλ) the free Araki–Woods factor generated by two variables and its
free quasi-free state
6
yλ a generalized circular element 7
(TH , ϕH) a free product of free Araki–Woods factors 7
z(p : M) the central support of a projection p in a von Neumann algebra
M
7
Γ = (V,E) a graph with vertices V and edges E 9
s(e), t(e), eop the source, target, and opposite of an edge e 9
µ an edge weighting 9
Ye, ue an edge operator and its polar part 9
S(Γ, µ) the C∗-algebra associated to a graph Γ and an edge weighting
µ
10
M(Γ, µ) the von Nemann algebra associated to a graph Γ and an edge
weighting µ
11
ΠΓ the space of paths in a graph Γ 11
ΛΓ the space of loops in a graph Γ 11
H(Γ, µ) the subgroup of R+ generated by µ(e1) · · ·µ(en) for loops
e1 · · · en in a graph Γ with edge weighting µ
11
ΓTr a maximal subgraph of (Γ, µ) subject to the condition H(ΓTr, µ)
is trivial
12
ϕ a faithful normal positive linear functional onM(Γ, µ) induced
by ΓTr
12
References
[Dyk93] Kenneth J. Dykema, Free products of hyperfinite von Neumann algebras
and free dimension, Duke Math. J. 69 (1993), no. 1, 97–119, MR1201693,
DOI:10.1215/S0012-7094-93-06905-0.
[Dyk97] , Free products of finite-dimensional and other von Neumann algebras with
respect to non-tracial states, Free probability theory (Waterloo, ON, 1995), Fields
Inst. Commun., vol. 12, Amer. Math. Soc., Providence, RI, 1997, pp. 41–88.
[GJS10] Alice Guionnet, Vaughan F. R. Jones, and Dimitri Shlyakhtenko, Random matrices,
free probability, planar algebras and subfactors, Quanta of maths, Clay Math. Proc.,
vol. 11, Amer. Math. Soc., Providence, RI, 2010, MR2732052, arXiv:0712.2904v2,
pp. 201–239.
[GJS11] , A semi-finite algebra associated to a subfactor planar algebra, J.
Funct. Anal. 261 (2011), no. 5, 1345–1360, arXiv:0911.4728, MR2807103,
DOI:10.1016/j.jfa.2011.05.004.
[GS14] A. Guionnet and D. Shlyakhtenko, Free monotone transport, Invent. Math. 197
(2014), no. 3, 613–661.
43
[Har13] Michael Hartglass, Free product von Neumann algebras associated to graphs, and
Guionnet, Jones, Shlyakhtenko subfactors in infinite depth, J. Funct. Anal. 265
(2013), no. 12, 3305–3324, MR3110503, DOI:10.1016/j.jfa.2013.09.011.
[Har17] , Free product C∗-algebras associated with graphs, free differentials, and laws
of loops, Canad. J. Math. 69 (2017), no. 3, 548–578.
[HN18a] Michael Hartglass and Brent Nelson, Free products of finite-dimensional and
other von neumann algebras in terms of free araki-woods factors, ArXiv e-prints.
arXiv:1810.01924 (2018).
[HN18b] , Free transport for interpolated free group factors, J. Funct. Anal. 274
(2018), no. 1, 222–251.
[Hou07] Cyril Houdayer, On some free products of von Neumann algebras which are free
Araki-Woods factors, Int. Math. Res. Not. IMRN (2007), no. 23, Art. ID rnm098,
21.
[HP14] Michael Hartglass and David Penneys, C∗-algebras from planar algebras II: The
Guionnet-Jones-Shlyakhtenko C∗-algebras, J. Funct. Anal. 267 (2014), no. 10,
3859–3893.
[JP17] C. Jones and D. Penneys, Realizations of algebra objects and discrete subfactors,
ArXiv e-prints (2017).
[Nel17] Brent Nelson, On finite free Fisher information for eigenvectors of a modular op-
erator, J. Funct. Anal. 273 (2017), no. 7, 2292–2352.
[Pop95] S. Popa, An axiomatization of the lattice of higher relative commutants of a sub-
factor, Invent. Math. 120(3) (1995), 427–445.
[Shl97] Dimitri Shlyakhtenko, Free quasi-free states, Pacific J. Math. 177 (1997), no. 2,
329–368.
[Shl99] , A-valued semicircular systems, J. Funct. Anal. 166 (1999), no. 1, 1–47,
MR1704661, DOI:10.1006/jfan.1999.3424.
44
