Botnet is most widespread and occurs commonly in today's cyber attacks and they become one of the most serious threats on the Internet. Most of the existing Botnet detection approaches concentrate only on particular Botnet command and control (C&C) protocols and structures, and can become ineffective as Botnets change their structure and C&C techniques. In this paper, we proposed a new general detection strategy. This proposed strategy was based on degree distributions of node and anomaly net flows, and combined data mining technology. In this scheme, we first constructed accurate traffic profile based on packet behavioral mode, and then introduced dialog flow to draw traffic profile of node. Finally we set up degree distributions of node and group and applied the degree distributions of node as input of data mining, which were then classified and distinguished to obtain reliable results with acceptable accuracy. The advantages of our proposed detection method is that there is no need for prior knowledge of Botnets such as Botnet signature and the accuracy of the experiment results is as much as 99%. The FP rate and the FN rate can be controlled within 3%, the best is almost 0.
Introduction
The growth of botnet attracts a lot of attention from the network security community and botnet becomes a dangerous threat to the Internet. To make distinction between Botnet and other kinds of malware, we have to comprehend the concept of the Botnet. For better understanding of Botnet, we focus on the three entities of botnet at first.
•Bot code: a piece of code to control the others' computers without the owner's permission or being aware of it.
•Bots: compromised hosts in which bot code are embedded, and then can be controlled remotely by attacker.
•Command and control server: a server used to communicate with the bots and command and control them to cooperate many malicious activities.
So the botnet is a collection of compromised hosts (bots) in which bot codes are unnoticed embedded, and then under control of the attacker. Bots are used to send spam emails, host phishing web sites, cooperate in distributed denial of service (DDoS) attacks, and other kinds of malicious activities. Attackers need a command and control (C&C) channel to command the bots and coordinate malicious activities. Most of botnets C&C channels are using IRC (Internet Relay Chat) protocol, in such a case, a IRC server becomes a command and control server.
Several studies have been conducted in order to detect and understand how botnets work. However, there are two essential techniques for Botnet detection: setting up honeynets and passive network traffic monitoring. Many papers discussed about using honeynets for Botnet detection. But we have to take into consideration that honeynets cannot detect bot infection most of the times and is just good for understanding Botnet characteristics. Botnet detection techniques based on passive traffic monitoring have been useful to identify the existence of botnets.There are mainly four techniques base on passive traffic monitoring: signature-based, anomaly-based, DNS-based and mining-based.
One effective technique for botnet detection is to identify botnet C&C traffic. However, botnet C&C traffic is difficult to detect. In fact, since botnets utilize normal protocols for C&C communication, the traffic is similar to normal traffic. Moreover, the C&C traffic is not high volume and does not cause high latency. Therefore, anomaly-based techniques are not useful to identify botnet C&C traffic. Several data mining techniques including machine learning, classification, and clustering can be used efficiently to detect botnet C&C traffic. Many papers also have been conducted to discuss how to use data mining to distinguish flows between the normal internet and botnet. Botminer [15] is the most recent approach which applies data mining techniques for botnet C&C traffic detection. Botminer is an improvement of Botsniffer. It clusters similar communication traffic and similar malicious traffic. Then, it performs cross cluster correlation to identify the hosts that share both similar communication patterns and similar malicious activity patterns. Botminer is an advanced botnet detection tool which is independent of botnet protocol and structure.
In our paper, we analysisd the anomaly of the botnet and the features of the botnet traffic, summarized the characteristics of the botnet traffic, then three classification schemes, namely J48, naive Bayes and LibSVM were used to build model to detect botnet node by using the characteristics of the botnet traffic.
Botnet Abnormal Behavior Analysis
A typical botnet can be created and maintained in five phases including: initial infection, secondary injection, connection, malicious command and control (attack), update and maintenance.
In the initial infection phase, the attacker scans a target subnet for known vulnerability, and infects victim machines through different exploitation methods. We can set up a model to represent botnet behavior of this phase as Figure 1 shows. The model tells that when there is a scanning happening in the network, a port of a node is trying to connect to a lot of ports of different nodes.
When the attacker or botmaster uses the worms to transmit bot program to expand the botnet, it is also will represent a similar one-to-many relationship, just as the follow Figure 2 depicts. Through the model, we can easily get that point that when worm breaks out, the compromised node is trying to infect more normal nodes, connecting to a same port of different normal nodes. In the initial infection phase, we can find the trail of botnet from the vulnerability scanning and worm transmitting. In connection phase, the bot program joins a command and control (C&C) channel, and connects the zombie to the command and control (C&C) server. Upon the connection of C&C channel, the zombie becomes a part of attacker's botnet army.This phase is most likely to expose the trail of botnet. Just as the previous DNS-based techniques mentioned, in order to access the C&C server bots perform DNS queries to locate the respective C&C server that is typically hosted by a DDNS provider. The domain list generated either by hard-coded or by algorithm is likely to be out of date, or the domain names does not exist at all. So there will be much more abnormal DNS traffic. For example, there may be many packets without responses. In P2P-based botnet, during the connection phase, the bots may access many ip addresses that does not exist, then it will also generate many packets without answers.
After connection phase, the actual botnet command and control activities will be started. The botmaster or attacker uses the C&C channel to disseminate commands to his bot army. Bot programs receive and execute commands sent by botmaster. The C&C channel enables the botmaster to remotely control the action of large number of bots to conduct various illicit activities. DDoS attacks and spam are the two mainly attack means used by botmaster using the botnet. The Figure 3 shows a DDoS attack model. The model shows that when DDoS attack happens, too many source ip addresses send a large volume of packets to only one destination ip address.
The above is the research on the common attacks of the botnet. The models used for analysis represent the relationship between the points and edges. So we introduce the knowledge of graph theory to describe the models with that relationship. According to graph theory, in an undirected graph, the number of edges connecting to a point is the degree of that point. In a directed graph, the number of edges out of a point is the out-degree of that point; the number of edges enter into a point the in-degree of that point. We use the concept of degree to describe the abnormal behavior of a node. In the models of Figure 1 , Figure 2 , Figure 3 , there all is a one-to-many or many-to-one relationship.
The node with source ip is the source node; the node with destination ip the destination node. In the model of Figure 2 , a source node sends volume of packets to many destination nodes. In order to represent the out-degree and in-degree of network node, we come up with the concept of the dialog flow and redefine the in-degree and out-degree of the node.
Dialog flow: the packets with the same source ip, the same destination ip, the same source port as well as the same destination port belong to a same dialog flow.
The out-degree of the node: the number of dialog flow coming out of the node is the outdegree of that node.
The in-degree of the node: the number of dialog flows enter into a node is the in-degree of that node.
The out-degree of the source port: the number of the destination ports to which the source node sends dialog flows is the out-degree of the source port.
The in-degree of the destination port: the number of the source ports used by source node sends dialog flows to destination port is the in-degree of the destination port.
We can use the redefinition of degree of the node to express the model of abnormal behavior. In Figure 1 , the dialog flows transmit from one source node to many destination nodes, from one source port to many destination ports. The out-degree of the source node and source port is relatively big, the in-degree of the destination node and destination port is small, almost just 1. In Figure 2 , for a certain period of time, the out-degree of source code is big, the in-degree zero; the in-degree of destination node is 1 and the out-degree is 0; the outdegree of source port is 1 and the in-degree of destination port is big. In Figure 3 , the indegree of destination node and destination port is very big, the out-degree of them is 0; the indegree of the destination node and destination port is very big.
By means of the out-degree and in-degree of node, out-degree of source port as well as indegree of destination port, the common attack models of botnet can be exactly expressed.
Last phase is to maintain bots lively and update. In this phase, bots are commanded to download an update binary. Bot controllers may need to update their botnets for several reasons. For instance, they may need to update the bot binary to evade detection techniques, or they may intend to add new functionality to their bot army. Moreover, sometimes the updated binary move the bots to a different C&C server. This process is called server migration and it is very useful for botmasters to keep their botnet alive. The characteristics of botnet traffic in this phase are that transmitting packets is few and the network traffic is little. For example, in IRC-based botnets, in order to make sure every bot of the botnet is active, botmaster will send a "PING" command to every bot, the active bot will respond a "PONG" command to botmaster to tell the botmaster it is active. Here we introduce the degree of the dialog flow to represent the volume of traffic.
The degree of dialog flow: The number of the packets involved in a dialog is called the degree of a dialog. If a dialog contains too many packets, we called the degree of the dialog is very deep, Otherwise we say the degree of the dialog is very shallow.
In the maintain phase, if the botmaster send command to every bot to ensure every bot is active, there will be too many dialog flows generated in this phase, and every dialog flow contain a few packets. That is to say the degree of every dialog is very low. This is very different from the normal network traffic.
The Figure 4 describes the characteristic of dialog flows in the normal network traffic. We count dialog flows from the network traffic in every 180 seconds, the vertical axis represents the number of dialog flows, and the horizontal axis shows time windows in 180 seconds.
Seeing from the Figure 4 , we can get that the maximum of the dialog flows is below 34. Next we do analysis on the characteristics of the average degree of dialog flow of normal network, the result is shown in Figure 5 . The average degree of normal dialog flow is relatively deep. The deepest reaches up to 500 (packets), and the shallowest is almost 100 (packets).So we can get the conclusion, in the normal network traffic, the dialog flows in a time interval, for example 30 seconds or 180 seconds, is very few, but the packets in every dialog is enormous, that is to say, the degree of the dialog flows is very deep. But in the botnet, the situation is very different. Figure 6 shows the characteristics of the dialog flows in the botnet traffic. As can be seen from the Figure 6 , it is obviously that the dialogs are very many, mostly are above 1000. Just as we can see before, the botmaster want to communication or keep in touch with the bots, he was bound to set up large amount connections to lots of different hosts. Therefore, it generated a mass of dialogs. Figure 7 depicts the average degree of botnet dialog flows. Also as we expect before, in order to keep the privacy of the botnet, botnet communication used data used data at minimum level as much as possible. The deepest average degree of the botnet dialog flows is just 5 (packets).So we can also draw a conclusion for the botnet dialog flows: the number of dialog flows in every time interval is very big, but the average degree of ever dialog flow is very shallow.
In fact, from all the analysis, we can conclude that not only in the maintain phase, but also in the initial infection phase, the connection phase as well as the maintenance phase, the dialog flows of botnet traffic is always much more bigger than the dialog flows of the normal network traffic. So the feature of dialog flow is an important characteristic in detecting botnet or even in detecting abnormal traffic.
Attribute Analysis
This module is implemented for finding out abnormal behaviours and traffic from botnets and discovering abnormal flow between botmaster and bots. From the point of degree in graph theory, combining the analysis of the preceding sections, we can represent a node's behavioural traits by a four-tuple, as shown below F=(out_degree,in_degree,out_sport,out_dport)
•out_degree: the out-degree of a node •in_degree: the in-degree of a node •out_sport: the in-degree of destination port •out_dport: the out-degree of source port Through the four-tuple, we tell whether there is a scanner or not, whether there is abnormal traffic. But we can't distinguish the botnet traffic from the normal traffic just by the four-tuple. Based on the previous analysis, we introduced an important feature used to detection botnet: the characteristics of dialog flow. But as for a single node, this information is not useful at all. Botnet is a network, all the bots are a group. Bots belonging to the same botnet receive the same commands that causes them having similar netflow characteristics and performing same attacks. There is coordination and correlation among the bots. The node should be put into a group with which it has something to do. Then we can analyze the features of the group, for example, the dialog flows of the group. And here, we introduce a new conceptcommunications group. Communication group: communications group is a set of nodes that communicate with each other. Based on the analysis above, if there are too many nodes whose out-degree or in-degree is zero in a communications group, the communications group is likely to be a group belonging to a botnet. And second, if there are a large amount of dialog flows and the degree of the dialog flow is very shallow, then the group also may be a botnet group. So we use a four-tuple to represent the communications group traits, too. G=(group_out0,group_in0,group_dia,avg_dia)
•group_out0: the number of the nodes whose out-degree is zero •group_in0: the number of the nodes whose in-degree is zero •group_dia: the number of dialog flows that the communication group contains.
•avg_dia: the average degree of the dialog flows Figure 8 shows the architecture of our proposed botnet detection system, which consist of 4 main components: Capturing network traffic, Generating dialog flows, Generating feature vectors, classifier. Capturing network traffic is realized by the wireshark [12] . Generating dialog flow module is responsible to convert the raw data captured by wireshark to dialog flows. Generating feature vectors module is responsible to extract the feature vectors from the dialog flows. The whole process goes like this: First, the raw packet data captured by wireshark was passed to dialog flow generator for calculation and statistics and then output the result into a TXT text file. Then, passed the TXT file to features vectors generator to process and output the result into another TXT text file. Second, we need transform the second TXT text file into a CSV text file. Then we passed the CSV file to WEKA for classifying. 
The Architecture of Our Detection Framework

Result and Discussion
The data was obtained from university of Victoria. We use the false negative counts (FN counts) and false positive counts (FP counts) to evaluate the performance of the classifiers considered. False negative means that botnet nodes were classified into the normal group, and false positive is that botnet nodes were not be identified. So a low FN counts guarantees that only a small fraction of the botnet nodes will be discarded during our botnet identification process. A low FP counts guarantees that the set of nodes identified as botnet node will not be infested by normal nodes. Conclusion in Table I were drew after WEKA analyzing experiment data and crossvalidation folds of preset test options were selected as 10. Accuracy of three algorithms were respectively 99.8%, 99.48% and 99.46%, among which J48 was proved more appropriate because of higher distinguishing ratio, least FN counts and least FP counts. As NaiveBayes, its FP counts are less than LibSVM's, but its FN counts are more than LibSVM's. The main drawback of LibSVM is that it take too more time to build model than J48 and NaiveBayes. In conclusion, J48 was more appropriate among the three algorithms.
In order to prove that the features and algorithm we selected have certain adaptive and universality, three experiments were done on three different data using J48 (TABLE II) . Accuracy of the three experiments were respectively 99.8%, 100% and 99.8%. In the first experiment, the false negative rate is 0.173%, and the false positive rate is 0.8%. In the second experiment, the false negative and the false positive is both 0. The false negative of the third is 0.189% and the false positive is 0.2%. The results of three experiments are perfect just as the Table II shows. 
Conclusions and Future Work
This paper proposed a botnet detection method relying on degree distribution of node and using data mining technology to analyze network behavior. The method is also not confined to a specific botnet C&C communication protocols and structures, and regardless of the packets that were encrypted. The method is simple and useful. The attributes selected to represent node behavior do a fine job of describing the characteristics of botnet traffic. However, there are still some flaws. Because it takes much time to generate the dialog flow, the method is not performing up to on-line detection. We can only analyze the traffic off-line. We could add some modules into the detection framework.
