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Abstract
The goal of this Bachelor thesis is to study some specifical geometric properties, which
are related to the convexity and smoothness of Banach spaces. More precisely we will go over
the definitions of strict convexity, uniform convexity, smoothness and uniform smoothness. We
will study some duality relationships between strict convexity and smoothness, namely that
the strict convexity (smoothness) of the dual norm implies the smoothness (strict convexity) of
the norm. We show an example proving that the converse of this duality results do not hold.
However, we will prove that there is a complete duality relationship between uniform convexity
and uniform smoothness through Lindenstrauss’ formula.
With regard to renorming theory, it will be also showed that every separable space can
be renormed in order to be strictly convex. We will go also over Enflo’s Theorem: a space
is superreflexive if and only if it admits an uniform convex renorming. In the last chapter we
improve the above results. In fact, almost all renormings of a separable space are strictly convex
and almost all renomings of a superreflexive space are uniformly convex.
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Introduccio´n
El objetivo de este trabajo es el estudio y la comprensio´n de los conceptos geome´tricos
de convexidad y suavidad aplicados a los espacios normados, la relacio´n entre ellas y los posibles
renormamientos que tienen dichas propiedades.
Con este fin, introducimos en el cap´ıtulo de preliminares el uso de filtros, una forma
ma´s general de tratar la proximidad en espacios topolo´gicos que la empleada en cursos iniciales
de topolog´ıa, que suele ser por sucesiones. Entre otras cuestiones, se expone la definicio´n y
caracterizacio´n de ultrafiltro, as´ı como la convergencia de filtros, el l´ımite de una funcio´n con
respecto a un filtro y otros resultados de compacidad, espacios Hausdorff, etc. que generalizan lo
estudiado en cursos anteriores. Asimismo, se incluye la definicio´n y algunos resultados sobre el
espacio de Banach generado por el producto de espacios de Banach dotados con una determinada
norma.
En el cap´ıtulo 1, se define el concepto de convexidad estricta de un espacio de Banach
y se presenta un par de caracterizaciones, as´ı como se muestran varios ejemplos de espacios
estrictamente convexos (`p, Lp, p ≥ 1) y espacios no estrictamente convexos (c0, `1).
Igualmente se da una definicio´n de suavidad y se prueba que ambas propiedades (con-
vexidad estricta y suavidad) son en cierto modo duales, es decir, que dado un espacio normado
(X, ‖ · ‖), si el espacio dual tiene una propiedad, (X, ‖ · ‖) tiene la otra. Esto supone que si un
espacio X es reflexivo, X es estrictamente convexo o suave si y solo si X∗ es suave o estricta-
mente convexo y rec´ıprocamente. Sin embargo, existen espacios no reflexivos en los que esta
total equivalencia no se alcanza, lo que se demuestra con un contraejemplo, incluido al final del
cap´ıtulo: el espacio `1 con la norma ||| · ||| = (‖ · ‖21 + ‖ · ‖22)12 , donde ‖ · ‖1 es la norma de `1 y‖ · ‖2 la eucl´ıdea.
En el segundo cap´ıtulo, se define en primer lugar la convexidad uniforme, de la que se da
una caracterizacio´n y se demuestra que esta propiedad implica que es el espacio sea reflexivo. De
igual manera se define el mo´dulo de suavidad de un espacio normado, a partir del cual se da una
definicio´n de suavidad uniforme y se prueba que la suavidad uniforme implica suavidad y que
la convexidad uniforme (suavidad uniforme) de un espacio y la suavidad uniforme (convexidad
uniforme) de su espacio dual son son propiedades equivalentes, lo que supone una mejora con
respecto a los resultados obtenidos para convexidad estricta y suavidad no uniforme.
En el cap´ıtulo tercero, se define el concepto de convexidad uniforme en cada direccio´n
(UCED), de la que se muestra un teorema con varias caracterizaciones. Se prueba igualmente
que dicho tipo de convexidad implica convexidad estricta y que un espacio tiene un renorma-
miento con una norma equivalente UCED si existe una aplicacio´n inyectiva, lineal y continua
de dicho espacio en un espacio que sea UCED.
En el cuarto cap´ıtulo, se introduce el concepto de representabilidad finita, ultrapotencias
de un espacio de Banach y el de superpropiedad. En primer lugar, se da la definicio´n de repre-
sentabilidad finita y se demuestra que dicha propiedad preserva la convexidad uniforme. Por el
contrario, si un espacio de Banach es reflexivo y existe otro finitamente representable en e´l, este
no tiene por que´ ser reflexivo. Esto se muestra en un contraejemplo, tomando E = (Πn∈Nl
(n)
1 )2
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8que es reflexivo y comprobando que el espacio no reflexivo `1 es finitamente representable en
e´l.
En segundo lugar se realiza una construccio´n de una amplia coleccio´n de espacios de
Banach finitamente representables en un espacio de Banach determinado E, que no es otra que
la dada por las ultrapotencias E˜ = EN/U , donde U es ultrafiltro de N. Se demuestra entonces
que E˜ es un espacio de Banach, que es finitamente representable en E y que E˜ contiene un
subespacio isome´trico a E. Se muestra adema´s que si E es infinito dimensional, entonces E˜ no
es separable, con lo que queda claro que el taman˜o dimensional de un espacio con respecto a
otro no es relevante para que este sea finitamente representable en el otro o no.
A continuacio´n, se da una definicio´n de superpropiedad en un espacio de Banach E y
una caracterizacio´n de la misma: que todas las ultrapotencias EI/U con U ultrafiltro de un
conjunto arbitrario I satisfagan dicha propiedad. Se dan adema´s algunos ejemplos de superpro-
piedades. Al final del cap´ıtulo se enuncia el teorema de Enflo-Pisier, que nos permite establecer
la equivalencia entre convexidad uniforme y superreflexividad sobre un espacio de Banach.
En el u´ltimo cap´ıtulo, se define los conceptos de espacio de Baire, conjuntos raro, de
primera categor´ıa y residual. Asimismo, dado un espacio de Banach (X, ‖ · ‖) se definen la apli-
cacio´n ‖ · ‖ 7→ ‖ · ‖∗ entre dos espacios me´tricos: el espacio (P, %) de normas equivalentes a ‖ · ‖
sobre X y el espacio (P ∗, %∗) de normas duales equivalentes a ‖ · ‖∗ sobre X∗. Dicha aplicacio´n
es un homeomorfismo, pero nunca isomorfismo si X no es reflexivo. Se define tambie´n la con-
vexidad uniforme local, que nos ayudara´ en la demostracio´n de dos resultados que afirman la
existencia de un conjunto vac´ıo o residual de renormamientos estrictamente convexos, localmen-
te uniformemente convexos o uniformemente convexos en (P, %); y la existencia de un conjunto
vac´ıo o residual de renormamientos en (P, %) cuya norma dual sea estrictamente convexa, lo-
calmente uniformemente convexa o uniformemente convexa, en cada caso. Como consecuencia
de estos dos teoremas se obtiene un tercero, que afirma la existencia de una norma en (P, %)
localmente uniformemente convexa cuya norma dual tambie´n lo sea, dada la existencia de dos
normas en (P, %) tales que una sea localmente uniformemente convexa y que la norma dual de
la otra tambie´n lo sea. De forma equivalente se prueba para convexidad estricta o uniforme.
Se obtienen igualmente dos corolarios, conclusio´n de esta memoria: Que si X o su predual
es superreflexivo, el conjunto de normas estrictamente convexas en (P, %) es residual y que si
X es superreflexivo, el conjunto de normas uniformemente convexas y uniformemente suaves es
residual en (P, %).
Preliminares
0.1. Filtros en espacios topolo´gicos
Al trabajar uno con topolog´ıas no metrizables, es necesario generalizar el concepto de
sucesiones convergentes lo que puede hacerse mediante filtros.
Definicio´n 0.1. Si I es un conjunto, una coleccio´n F de subconjuntos de I es llamado filtro si
se verifica:
(a) Si X ∈ F , X ⊂ Y , entonces Y ∈ F .
(b) Dados X, Y ∈ F , entonces X ∩ Y ∈ F .
(c) I ∈ F .
(d) ∅ /∈ F .
Ejemplo 0.1. Definimos el siguiente conjunto:
F = {X ⊂ N : |N \X| <∞}
Veamos que se trata de un filtro, conocido generalmente como filtro de Fre´chet.
En efecto, si X ∈ F , X ⊂ Y , entonces N \ Y ⊂ N \ X que es finito, por lo que Y ∈ F . Si
X, Y ∈ F , N\(X∩Y ) = N\X∩N\Y , que es finito al ser unio´n de finitos. Asimismo, ∅,N ∈ F .
Definicio´n 0.2. Se dice que F es un filtro ma´s fino que F ′ si F ′ ⊂ F .
Observacio´n 0.1. La relacio´n ’ser ma´s fino que’ es claramente una relacio´n de orden sobre el
conjunto de filtros generados a partir de un conjunto I, al ser la inclusio´n una relacio´n de orden.
Definicio´n 0.3. Sea B una coleccio´n de subconjuntos de X tales que:
(a) ∀B1, B2 ∈ B, B1 ∩B2 ∈ B.
(b) B 6= ∅, ∅ /∈ B.
B se denomina entonces base de un filtro. El filtro F que genera B es el siguiente:
F = {X ∈ I : ∃A ∈ B, A ⊂ X}
As´ı como sobre filtros se puede establecer una relacio´n de orden sobre los filtros, tambie´n
se puede establecer una relacio´n de equivalencia entre bases.
Definicio´n 0.4. Dos bases de filtros se dicen equivalentes si generan el mismo filtro.
Teorema 0.1. B1, B2 son equivalentes si y solo si F1 es ma´s fino que F2 y F2 ⊂ F1 siendo Fi
el filtro generado por la base Bi, i = 1, 2.
Definicio´n 0.5. Denominamos como ultrafiltro aquel filtro, para cual no existe otro filtro que
sea ma´s fino que e´l, es decir, que lo contenga estrictamente.
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Observacio´n 0.2. Sigue del lema de Zorn que cada filtro esta´ contenido en un ultrafiltro.
Definicio´n 0.6. Se denomina a un ultrafiltro U fijo si todos los conjuntos F ∈ U tienen al
menos un elemento en comu´n. En el caso contrario, se denomina a U ultrafiltro libre.
Teorema 0.2. Un filtro es un ultrafiltro si y solo si A ∪ B ∈ F implica que o bien A ∈ F o
B ∈ F .
Demostracio´n. En efecto, supongamos que existe F ultrafiltro, A /∈ F , B /∈ F y que A∪B ∈
F . Sea
G = {Z ∈ X : A ∪ Z ∈ F}
Es trivial ver que G es un filtro ma´s fino que F . En particular ∅ /∈ G sigue de que A /∈ F .
Pero como B ∈ G y B /∈ F , G es distinto de F . Esto contradice la hipo´tesis de que F sea un
ultrafiltro.
Rec´ıprocamente supongamos por reduccio´n al absurdo que A ∪ B ∈ F implica que A ∈ F o
B ∈ F . Sea G un filtro ma´s fino que F y sea Z ∈ G. Entonces X \ Z /∈ G y X \ Z /∈ F . Como
X = Z ∪ (X \ Z) ∈ F , debemos tener que Z ∈ F , es decir, G = F .

Indicamos un par de resultados que nos sera´n de utilidad en el cap´ıtulo 1.
Proposicio´n 0.1. Si un filtro esta´ incluido en un u´nico ultrafiltro, entonces e´l mismo es un
ultrafiltro.
Demostracio´n. Sea F un filtro que no es ultrafiltro. Entonces ∃A tal que A /∈ F y X \A /∈ F .
Conside´rese entonces:
G1 = {F ∩ A : F ∈ F}
G2 = {F ∩ (X \ A) : F ∈ F}
Es fa´cil probar que ambos conjuntos son las bases de dos filtros F1, F2 ambos ma´s finos que F .
Sean U1, U2 dos ultrafiltros conteniendo a F1 y F2, respectivamente. Se tiene que son ultrafiltros
distintos pues A ∈ U1, (X \A) ∈ U2 y ningu´n filtro puede contener a A,X \A, ya que entonces
tambie´n contendr´ıa a A ∩ (X \ A) = ∅.

Ejemplo 0.2. El filtro de Frechet no es ultrafiltro, ya que no contiene ni el conjunto de los
pares ni el de los impares, cada uno complementario del otro, ya que ninguno de ellos es finito.
Corolario 0.1. Existen dos ultrafiltros libres sobre N.
Demostracio´n. Como el filtro de Fre´chet no es ultrafiltro, existen por la proposicio´n 0.1. dos
ultrafiltros distintos U1, U2, con F ⊂ U1,U2. Dichos ultrafiltros deben ser libres, ya que si fueran
fijos
⋂
F∈F F ⊃
⋂
G∈Uk G 6= ∅ para k = 1, 2, lo cual es falso, al ser el filtro de Frechet libre.

Introducimos ahora un ejemplo u´til para definir la convergencia de un filtro.
Ejemplo 0.3. Sea (E, T ) un espacio topolo´gico. Entonces,
FVx0 = {X ∈ T : x0 ∈ X}
es el filtro de los entornos de x0. En efecto, ∅ 6= FVx0 , x0 ∈ E ⊂ FVx0 y la interseccio´n de dos
conjuntos esta´ en FVx0 pues ambos conjuntos contienen a x0. Si X ⊂ Y y x0 ∈ X, entonces
Y ⊂ FVx0 .
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Definicio´n 0.7. Sea (E, T ) espacio topolo´gico. Se dice que F converge hacia x0 ∈ E si F es
ma´s fino que FVx0 , es decir, para cada V entorno de x0, ∃X ∈ F con X ⊂ V .
La convergencia tambie´n se puede trasladar al concepto de base de filtro.
Definicio´n 0.8. Decimos que una base B de filtro converge hacia x si el filtro generado por B
converge hacia x.
A partir de esta definicio´n se pueden generalizar otros conceptos y proposiciones ya
definidos y probados para topolog´ıas definidas por sucesiones convergentes. A continuacio´n
generalizaremos algunos de los resultados ma´s generales que ya han sido vistos en cursos intro-
ductorios de topolog´ıa.
Definicio´n 0.9. Dado un espacio me´trico E, F es un filtro de Cauchy si ∀ > 0, ∃X ∈ F tal
que diam(X) ≤ .
Definicio´n 0.10. Se dice que x0 es un punto de acumulacio´n de F si x0 es un punto de
acumulacio´n para todos los elementos X ∈ F .
Proposicio´n 0.2. Un punto x ∈ X, espacio topolo´gico pertenece a la adherencia de un conjunto
A si y solo si existe un filtro base en A que converja hacia x.
Demostracio´n. Sea x ∈ A, entonces los conjuntos U ∩ A, donde U es entorno de x, forman
una base de filtro en A que converge hacia x. Rec´ıprocamente, si existe un filtro base en A que
converja hacia x, entonces cada entorno de x debe intersecar a A.

Proposicio´n 0.3. Um espacio topolo´gico es Hausdorff si y solo si cada filtro converge como
ma´ximo hacia un u´nico l´ımite.
Demostracio´n. Si X es Hausdorff y existe un filtro F que converge a dos puntos distintos
x 6= y, debe contener a dos entornos distintos disjuntos de x e y, respectivamente y esto
contradice la definicio´n de filtro.
Rec´ıprocamente si X no es Hausdorff, entonces existen dos puntos distintos x, y tales que cada
entorno U de x intersecta cada entorno V de y. En este caso, los conjuntos U ∩ V forman una
base de filtro que converge hacia x e y.

Proposicio´n 0.4. Sea E un conjunto compacto en un espacio topolo´gico (X, T ). Entonces se
tiene:
(a) Todo filtro tiene como mı´nimo un punto de acumulacio´n.
(b) Cada ultrafiltro es convergente.
(c) Cada filtro de Cauchy converge.
Por u´ltimo indicamos el l´ımite de una funcio´n con respecto a un filtro.
Definicio´n 0.11. Sea X un conjunto, Y un espacio topolo´gico, f : X → Y , F un filtro en X.
Decimos que f converge hacia y, cuando F converge hacia x si la base del filtro f(F) converge
hacia y.
Esta definicio´n nos permite dar una caracterizacio´n de continuidad de una funcio´n.
Proposicio´n 0.5. Sean (X, T ), (Y,S) dos espacios topolo´gicos. La aplicacio´n f : X → Y una
funcio´n continua en x ∈ X si y solo si para cada base de filtro B que converja hacia x, la base
de filtro f(B) converge hacia f(x) ∈ Y .
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Demostracio´n. Sea B una base de filtro que converge hacia x y supongamos que f es continua
en x ∈ X. Si W es un entorno de f(x), f−1(W ) es un entorno de x y contiene por tanto un
conjunto A ∈ B. Por tanto, f(A) ⊂ f(W ) y f(B) converge hacia f(x).
Rec´ıprocamente, si para cada base de filtro B que converge hacia x, el filtro f(B) converge hacia
f(x), por lo que f(B(x)) converge hacia f(x) donde B(x) es el filtro de entornos de x. Cada
entorno W de f(x) contiene un subconjunto f(V ) donde V es un entorno de x, es decir, f es
continua en x.

0.2. Producto de espacios de Banach
A continuacio´n definimos y damos algunos resultados conocidos sobre espacios de Banach
y su producto que nos sera´n de gran utilidad en el cuarto cap´ıtulo.
Definicio´n 0.12. Sea (En)n∈N una sucesio´n de espacios de Banach con p ∈ [1,+∞). Definimos
la suma `p de espacios (En)n ∈ N de Banach como:
(Πn≥1En)p = {(xn)n∈N ∈ Πn≥1En : (
∑
n≥1
‖xn‖pEn)
1
p
< +∞}
Observacio´n 0.3. La suma `p es un espacio de Banach. En efecto, si tomamos una sucesio´n
de Cauchy (xn)n y un ε > 0 cualquiera, existe n0 ∈ N tal que ∀n,m ≥ n0,
‖xn − xm‖p = (‖xn‖pEn + ‖xm‖pEm)
1
p < ε
con lo cual la sucesio´n es convergente a 0.
Corolario 0.2. El espacio (`
(n)
1 )p es reflexivo, para todo p ∈ [1,+∞)
Demostracio´n. Basa´ndonos un resultado de [2] (p. 62), se tiene que dada una sucesio´n de
espacios de Banach (En)n, (Πn≥1En)∗p=(Πn≥1E
∗
n)q. Como cada espacio `
(n)
1 es de dimensio´n
finita y por tanto, isomorfo a Rn, se tiene que el dual de `(n)1 es `
(n)
∞ y viceversa. As´ı:
(Πn≥1`
(n)
1 )
∗∗
p = (Πn≥1`
(n)∗
1 )
∗
q = (Πn≥1`
(n)
∞ )
∗
q = (Πn≥1`
(n)
1 )p

Cap´ıtulo 1
Convexidad y suavidad estricta
1.1. Convexidad estricta
Definicio´n 1.1. Sea (X, ‖ · ‖) un espacio de Banach. Decimos que E es entonces estrictamente
convexo si para todo par de vectores x, y no alineados ‖x+ y‖ < ‖x‖+ ‖y‖.
Ejemplo 1.1. Utilizando la siguiente proposicio´n y la convexidad de la funcio´n t→ tp es fa´cil
deducir que los espacios `p, Lp son estrictamente convexos para todo p ∈ (1,∞).
Los espacios c0 y l1 no son estrictamente convexos. En efecto, tomando los vectores
x = e1+e2, y = e1−e2 y x = e1, y = e2 en cada caso, se alcanza la igualdad ‖x‖+‖y‖ = ‖x+y‖.
Proposicio´n 1.1. Sea E un espacio de Banach. E es estrictamente convexo sii ∀x, y ∈ E,
x 6= y se verifica una de las dos siguientes propiedades:
a) ‖x‖ = ‖y‖ = 1 =⇒ ‖x+y
2
‖ < 1
b)∀p ∈ (1,∞) =⇒ ‖x+y
2
‖p < 1
2
(‖x‖p + ‖y‖p)
Demostracio´n. a) Sea E estrictamente convexo. Entonces se tiene por definicio´n que ‖x+y
2
‖ < 1
si x e y no esta´n alineados. Si x e y esta´n alineados y tienen norma 1 , entonces x = −y, y la
desigualdad es obvia. Rec´ıprocamente, supongamos que existen dos vectores no alineados x, y
tales que
‖x+ y‖ = ‖x‖+ ‖y‖
Supongamos que ‖x‖ ≤ ‖y‖ = 1. Definimos las funciones ϕi : R −→ R con i = 1, 2,
dadas por ϕ1(t) = ‖tx + y‖, ϕ2(t) = t‖x‖ + ‖y‖. Entonces se tiene ∀t > 0 ϕ1(t) ≤ ϕ2(t).
Tenemos que ϕ1(0) = ϕ2(0) y que ϕ1(1) = ϕ2(1). Como ϕ1 es convexo y ϕ2 es lineal, se tiene
que ϕ1(t) = ϕ2(t) ∀t ≥ 0. Esto implica que ‖ x‖x‖ + y‖ = 2 y por tanto (a) no se verifica.
b) Sea E un espacio de Banach estrictamente convexo y x, y ∈ E no colineales. Debido
a la convexidad de la funcio´n t 7→ tp se tiene que ‖x+y
2
‖p ≤ (‖x‖+‖y‖
2
)p < 1
2
(‖x‖p + ‖y‖p). Ahora,
escogemos x, y ∈ E alineados, tales que y = tx. En tal caso, tenemos que ‖x+y
2
‖p = ‖x+tx
2
‖p =
|1+t
2
|p‖x‖p. Para t > 0, se tiene que |1+t
2
| < 1
2
(1+|t|p) ∀t 6= 1, ya que p > 1 (recordemos que para
t > 0 la funcio´n t 7−→ tp es derivable y tiene derivada positiva. Para t ≤ 0, basta considerar
que |1+t
2
|p ≤ |1−t
2
|p. Rec´ıprocamente, nos basta tomar distintos x, y ∈ E con norma 1. Entonces
se tiene que: ∥∥∥∥x+ y2
∥∥∥∥p < 12(1p + 1p) ⇐⇒
∥∥∥∥x+ y2
∥∥∥∥ < 1
y por la caracterizacio´n de (a) queda probado (b).

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Ejemplo 1.2. Probamos a continuacio´n la convexidad estricta de los espacios `p, Lp, con
p ∈ (1,∞). Para `p, debido a la convexidad de la funcio´n t 7−→ tp, se tiene que para cada par
de vectores distintos {xk}, {yk} ⊂ `p con p ∈ (1,∞),∥∥∥∥x+ y2
∥∥∥∥p = ∞∑
k=1
∣∣∣∣xk + yk2
∣∣∣∣p < 12
( ∞∑
k=1
|xk|p +
∞∑
k=1
|yk|p
)
≤ 1
2
(‖xk‖p + ‖yk‖p)
ya que p > 1, por lo que ∀p ∈ (1,∞) =⇒ ‖x+y
2
‖p < 1
2
(‖x‖p + ‖y‖p) y por la proposicio´n
anterior el espacio es estrictamente convexo. Para Lp el razonamiento es ana´logo:∥∥∥∥x+ y2
∥∥∥∥p = ∫
Ω
∣∣∣∣x(ω) + y(ω)2
∣∣∣∣p dω < 12
(∫
Ω
|x(ω)|p dω +
∫
Ω
|y(ω)|p dω
)
<
1
2
(‖x‖p + ‖y‖p)
1.2. Suavidad
Definicio´n 1.2. Sea E un espacio de Banach. Decimos que E es suave si ∀x ∈ E no nulo,
existe un u´nico funcional lineal f ∈ E∗ con ‖f‖ = 1 tal que f(x) = ‖x‖.
A continuacio´n introduciremos un par de resultados que relacionan los conceptos de
suavidad y convexidad estricta entre un espacio y su espacio dual.
Proposicio´n 1.2. Dado E un espacio de Banach, si E∗ es suave (estrictamente convexo),
entonces E es estrictamente convexo (suave).
Demostracio´n. Si E es un espacio no estrictamente convexo, existen dos puntos a y b distintos
tales que ‖a‖ = ‖b‖ = ‖a+b
2
‖ = 1. Por tanto, el segmento que une los puntos a, b es disjunto con
la bola B(0, 1). Por el teorema de Hahn-Banach (la versio´n geome´trica), existe un hiperplano
disjunto de la bola unidad abierta que contiene al segmento [a, b]. Este hiperplano es de la forma
{x ∈ E; f(x) = 1}, donde f ∈ E∗ y ‖f‖ = 1. Pero entonces a, b ∈ E∗∗ son dos funcionales
lineales distintos en E∗ con norma f (es decir, Ta(f) = Tb(f) = ‖f‖, con Ta, Tb ∈ E∗∗ funcionales
definidos a partir de la identificacio´n entre a, b ∈ E y Ta, Tb), y por tanto E∗ no es suave.
Suponiendo ahora que E es un espacio de Banach no suave, existen dos funcionales
f, g ∈ E∗ con norma 1, tales que para cierto punto x 6= 0, se tiene que f(x) = g(x) = ‖x‖,
luego f+g
2
(x) = ‖x‖. Como ‖f+g
2
‖ ≤ 1, se tiene que ‖f+g
2
‖ = 1, por lo que E∗ no es un espacio
estrictamente convexo.

Corolario 1.1. Sea E un espacio de Banach reflexivo. Entonces se tiene que E es estrictamente
convexo (suave) si y solo si E∗ es suave (estrictamente convexo).
En el siguiente ejemplo se introduce un espacio de Banach en el que se muestra que en
ausencia de reflexividad el rec´ıproco de la proposicio´n 1,2 no es cierto.
Ejemplo 1.3. Consideraremos el espacio `1, sobre el que definimos la siguiente norma, dada
la sucesio´n x = (xn)n,
‖x‖∗ =
√
‖x‖21 + ‖x‖22 (1.1)
A continuacio´n probaremos que la norma es equivalente a la norma de `1 y es estricta-
mente convexa. La equivalencia de la nueva norma se deduce del conocido resultado ‖x‖2 ≤ ‖x‖1
‖x‖1 ≤ ‖x‖∗ =
√
‖x‖21 + ‖x‖22 ≤
√
2‖x‖1
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Por otra parte, la nueva norma es estrictamente convexa en `1 debido a la identidad del
paralelogramo, que verifica la norma eucl´ıdea ‖ · ‖2 en `2 y por ello en `1, debido a la inclusio´n
de este u´ltimo en `2. En efecto, dados dos vectores no alineados x, y con norma 1, debemos
probar que: ∥∥∥∥x+ y2
∥∥∥∥
∗
< 1 (1.2)∥∥∥∥x+ y2
∥∥∥∥2
∗
< 1 (1.3)
‖x+ y‖2∗ < 4 (1.4)
Desarrollando ‖x+ y‖2∗ y aplicando la identidad del paralelogramo, tenemos que:
‖x+ y‖2∗ = ‖x+ y‖21 + ‖x+ y‖22
= ‖x+ y‖21 + 2(‖x‖22 + ‖y‖22)− ‖x− y‖22
< ‖x‖21 + ‖y‖21 + 2‖x‖1‖y‖1 + 2(‖x‖22 + ‖y‖22)
ya que ‖x−y‖22 > 0, al no ser vectores alineados Sabiendo que ‖x‖21+‖x‖22 = 1 y ‖y‖21+‖y‖22 = 1,
para que se verifique (1,3) queda por probar que:
2 ≥ ‖x‖22 + ‖y‖22 + 2‖x‖1‖y‖1
= 1− ‖x‖21 + 1− ‖y‖21 + 2‖x‖1‖y‖1
lo cual se verifica ya que la siguiente desigualdad es siempre cierta.
0 ≥ −(‖x‖1 − ‖y‖1)2
En el siguiente paso, trataremos `∞ con la norma dual ‖ · ‖∗ de la norma anteriormente
definida sobre `1, ‖ · ‖∗. Esta norma es equivalente a ‖ · ‖∞. No daremos una fo´rmula expl´ıcita
para la norma dual pero necesitaremos conocer su valor en ciertos vectores de `∞. Probaremos
que la sucesio´n constante y = (yk)k∈N, con yk = 1 verifica que ‖y‖∗ = 1.
En efecto sea la sucesio´n (y)k∈N ∈ `∞ y fy : `1 −→ R:
|fy(x)| =
∣∣∣∣∣
∞∑
k=1
xk| ≤
∞∑
k=1
∣∣∣∣∣xk| = ‖x‖1 ≤ ‖x‖∗ = √‖x‖21 + ‖x‖22 (1.5)
A continuacio´n tomaremos el vector xn con las primeras n componentes iguales a 1√
n2+n
.
Es fa´cil comprobar que ‖xn‖∗ = 1. Por otra parte, haciendo tender n a infinito, tenemos que
l´ım
n→∞
‖xn‖22 = l´ım
n→∞
n
n2 + n
= 0
l´ım
n→∞
‖xn‖21 = l´ım
n→∞
n2
n2 + n
= 1
As´ı se obtiene que para el vector xn, l´ımn∈N |fy(xn)| = l´ımn∈N ‖xn‖∗ y la norma dual ‖y‖∗ =
sup{‖fy(x)‖‖x‖∗ : x ∈ `1 \ {0}} = 1.
Ahora dada una sucesio´n z = (zk)k∈N tal que ‖z‖∗ = 1, z = (zk)k∈N, tomando ∀n ∈ N la
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misma sucesio´n ligeramente modificada xn = ( sgn(z1)√
n2+n
, sgn(z2)√
n2+n
, ...) con las primeras n tuplas igua-
les a sgn(zk)√
n2+n
obtenemos:
1√
n2 + n
n∑
k=1
|zk| =
∣∣∣∣∣
n∑
k=1
zkxk
∣∣∣∣∣ = |fz(xn)| ≤ ‖z‖∗‖xn‖∗ = ‖xn‖∗ = 1 (1.6)
Sea U un ultrafiltro libre en N. Definimos en `∞ un funcional lineal ξU dado por:
z = (zn)n∈N 7−→ l´ım
n∈U
zn
Vamos a deducir a partir de los resultados anteriores
‖ξU‖ = 1 (1.7)
Sea ‖z‖∗ = 1. Conside´rese el ultrafiltro libre U sobre los naturales. Queremos probar
que ‖ξU‖ = 1. En primer lugar, demostremos que ξUz ≤ 1, ∀z ∈ `∞ con norma 1. Veremos que
basta probar entonces que para cualquier  > 0 el conjunto de elementos |zk| ≥ 1 +  es finito.
Sea ϕ : N → N una reordenacio´n cualquiera y z˜ = (zϕ(k)). Si |z˜(x)| > 1 para algu´n x = (xk)
con ‖x‖ = 1 obtenemos:
1 <
∣∣∣∣∣∑
k∈N
zϕ(k)x
k
∣∣∣∣∣ =
∣∣∣∣∣∑
k∈N
zkxϕ
−1(k)
∣∣∣∣∣
lo cual no puede ser, ya que ‖(xϕ−1(k))‖ = ‖(xk)‖ = 1. Si el conjunto de elementos |zk| > 1 + 
fuera infinito, podemos elegir una biyeccio´n ϕ1 : N → N que induzca una reordenacio´n del
vector z en el vector (zϕ1(k)), de tal forma que para cada n existir´ıa una reordenacio´n en la que
las primeras n coordenadas son mayores que 1 + . Esto entra en contradiccio´n con lo expuesto
en el paso anterior, ya que entonces:
1 ≥ 1√
n2 + n
n∑
k=1
|zk| ≥ (1 + )n√
n2 + n
−→ 1 + 
Veamos que lo anterior implica ‖ξU(z)‖ ≤ 1 para cada ultrafiltro U libre, esto es, para cada
ultrafiltro que verifique
⋂
F∈U F = ∅.Para ello, recordemos la convergencia para filtros aplicada
a los naturales.
Sea X un espacio normado, F un filtro de N. Decimos que una sucesio´n xn converge a
x ∈ X si ∀ > 0 ∃F ∈ F tal que ∀n ∈ F
‖xn − x‖ < 
En nuestro caso sabemos que
∀ > 0,∃k0 ∈ N : |zk − 1| ≤ ,∀k ≥ k0 (1.8)
Tomando cualquier ultrafiltro libre U existe F ∈ U con mı´nn∈F n ≥ k0 sa partir del cual
se obtiene una subsucesio´n (xnk)nk∈F que verifica la expresio´n anterior. La existencia de dicho
conjunto F ∈ U se deduce de las propiedades del ultrafiltro libre. En efecto, si no existiera tal F ,
∀F ∈ U ,∃l0 < k0 : l0 ∈ F (1.9)
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y U ser´ıa un ultrafiltro trivial, lo cual es una contradiccio´n.
Basta ahora por tanto solo probar que existe un z ∈ `∞ con el que se alcanza la igualdad en la
siguiente acotacio´n:
|ξUz| = | l´ım
k∈U
zk| ≤ 1
Para ello basta tomar el vector z = (1, 1, ...), que como se ha probado anteriormente, satisface
que ‖z‖ = 1.
Por u´ltimo, gracias al corolario 0,1 la existencia de dos ultrafiltros libres distintos U1 y
U2 en N. En ese caso ξU 1 y ξU 2 son dos funcionales distintos con norma 1 tales que ξU 1(y) =
ξU 2(y) = 1, con y = (1, 1, ...) ∈ `∞ y por la definicio´n (1,2.), el espacio E no es suave. Por
tanto queda probado as´ı la existencia de espacios no reflexivos en los que el rec´ıproco de la
proposicio´n 1,2 no se verifica.
Cap´ıtulo 2
Convexidad y suavidad uniforme
En el cap´ıtulo anterior, hemos definido la convexidad estricta de un espacio de Banach
E de la siguiente forma ∀x, y ∈ E, x 6= y, ‖x‖ = ‖y‖ = 1 se tiene que ‖x+y
2
‖ < 1. Sin embargo,
en ningu´n momento dicha definicio´n implica que la diferencia 1 − ‖x+y
2
‖ debe tener una cota
inferior. Es por ello que introducimos el concepto de convexidad uniforme.
Definicio´n 2.1. Decimos que un espacio de Banach E es uniformemente convexo si ∀ > 0,
∃δ > 0 tal que ∀x, y ∈ E, con ‖x‖ = ‖y‖ = 1
‖x− y‖ ≥  =⇒
∥∥∥∥x+ y2
∥∥∥∥ ≤ 1− δ (2.1)
Denominamos a δ() = {1−‖x+y
2
‖; ‖x‖ = ‖y‖ = 1, ‖x− y‖ ≥ } como el mo´dulo de convexidad
de E.
A partir de la definicio´n queda claro que E es unifomemente convexo si y solo si ∀ >
0, δ() > 0. Tambie´n se deduce de la definicio´n que δ(0) = 0 y que si 1 < 2, entonces
δ(1) < δ(2).
Introducimos a continuacio´n una caracterizacio´n homoge´nea de convexidad uniforme en
la que relajamos la condicio´n ‖x‖ = ‖y‖ = 1 por ‖x‖, ‖y‖ ≤ 1:
Proposicio´n 2.1. Sea p ∈ (1,+∞). E es uniformemente convexo si y solo si ∀ > 0, ∃δp() > 0
tal que ∀x, y ∈ E, se cumple que:
‖x‖ ‖y‖ ≤ 1, ‖x− y‖ ≥  =⇒
∥∥∥∥x+ y2
∥∥∥∥p ≤ (1− δp()) [12(‖x‖p + ‖y‖p)
]
(2.2)
Por consiguiente, E es uniformemente convexa si y solo si ∀x, y ∈ E
‖x+ y
2
‖p ≤
[
1− δp
( ‖x− y‖
sup(‖x‖, ‖y‖)
)]
1
2
(‖x‖p + ‖y‖p) (2.3)
Antes de comenzar con la prueba, introducimos dos lemas auxiliares.
Lema 2.1. Sean x,y dos puntos distintos con norma 1 en un espacio E uniformemente convexo.
Sea ′ = ‖x− y‖. Entonces ∀t ∈ [0, 1]∥∥∥∥x+ ty2
∥∥∥∥ ≤ 1− t2 + t(1− δ(′)) = 1 + t2 − tδ(′) (2.4)
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Demostracio´n. Sea z la iterseccio´n entre x, y y la semirrecta (0, x+ty
2
). Entonces ∃λ > 1 y
µ ∈ [0, 1] tales que
z = λ
x+ ty
2
z = µx+ (1− µ)x+ y
2
Luego,
λ
x+ ty
2
= µx+ (1− µ)x+ y
2
x
(
λ
2
− µ− 1− µ
2
)
= y
(
1− µ
2
− tλ
2
)
Por tanto,
λ
2
− µ− 1− µ
2
= 0
1− µ
2
− tλ
2
= 0
de lo que se deduce que λ = 2
1+t
y µ = 1−t
1+t
. Pero como z = µx+ (1− µ)x+y
2
‖z‖ ≤ 1− t
1 + t
+
(
1− 1− t
1 + t
)
(1− δ(′)) = 1− t
1 + t
+
2t
1 + t
(1− δ(′)) = 1− 2t
1 + t
δ(′)
Por consiguiente:∥∥∥∥x+ ty2
∥∥∥∥ = λ−1‖z‖ = 1 + t2
(
1− 2t
1 + t
δ(′)
)
=
1 + t
2
− tδ(′)
y el lema queda probado.

Lema 2.2. La funcio´n ϕ1 : R → R, φ1(t) = (
1+t
2
)p
1
2
(1+tp)
es estrictamente mono´tona creciente
∀t ∈ [0, 1] y alcanza su ma´ximo dentro de ese intervalo en t = 1
Demostracio´n. Basta con calcular la derivada de ϕ.

Demostracio´n. Consideremos de nuevo la prueba de la proposicio´n (2,1). Sea p ∈ (1,+∞).
Como el resultado (2,3) es homoge´neo, podemos suponer que ‖x‖ = 1, ‖y‖ ≤ 1. Tomamos
y˜ = y‖y‖ , t = ‖y‖ con lo que t ∈ [0, 1]. Supongamos tambie´n que ‖x − y‖ >  y fijamos
′ = ‖x− y˜‖. Aplicando el lema (2,1) a x, y˜ resulta que:
‖x+ ty˜
2
‖ ≤ 1 + t
2
− tδ(′)
y por tanto
‖x+y
2
‖p
1
2
(‖x‖p + ‖y‖p) ≤
(1+t
2
− tδ(′))p
1
2
(1 + tp)
=: ϕ(t)
Pueden ocurrir dos casos:
(1) Que ′ < 
2
, lo que implica que ‖x− y˜‖ < 
2
y entonces se tiene:
1− t = ‖y − y˜‖ ≥ ‖y − x‖ − ‖x− y˜‖ ≥ − 
2
=

2
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y por tanto, t < 1− 
2
.
Usando que
ϕ(t) ≤ (
1+t
2
)p
1
2
(1 + tp)
y aplicando el lema (2,2), obtenemos:
ϕ(t) ≤ (1−

4
)p
1
2
(1 + (1− 
2
)p)
1− ϕ(t) ≥ 1− (1−

4
)p
1
2
(1 + (1− 
2
)p)
Si ′ > 
2
, entonces δ(′) ≥ δ( 
2
) y
ϕ(t) ≤ (
1+t
2
− tδ( 
2
))p
1
2
(1 + tp)
=: ψ(t)
Denotaremos a partir de ahora δ := δ( 
2
). El ma´ximo de ψ se alcanza cuando tp−1 = 1 − 2δ y
su valor es:
ψ((1− 2δ) 1p−1 ) ≤ [
1
2
(1− 2δ) 1p−1 − (1− 2δ) 1p−1 δ]p
1
2
(1 + (1− 2δ) pp−1 )
En ambos casos se obtiene que:
δp() ≥ mı´n{1−
(1− 
4
)p
1
2
(1 + (1− 
2
)p)
, 1− [
1
2
(1 + [1− 2δ( 
2
)]
1
p−1 )− (1− 2δ( 
2
))
1
p−1 δ( 
2
)]p
1
2
[1 + (1− 2δ( 
2
))
p
p−1 ]
}

El ca´lculo directo ofrece la ventajosa posibilidad de comparar el comportamiento de δ()
y δp() cuando → 0. El primer te´rmino en el mı´nimo es entonces igual a p(p−1)232 y el segundo a
pδ( 
2
). Si admitimos que para cada espacio de Banach δ() ≤ C2, obtenemos que δp() ≥ cpδ()
con cp una constante que solo depende de p.
Consideramos a continuacio´n la posibilidad de que existan propiedades espec´ıficas de
espacios uniformemente convexos que permanezcan invariantes por isomorfismo. Una respuesta
inicial viene dada por la siguiente proposicio´n, cuya prueba no incluimos por lo avanzado de los
resultados que se requieren para su resolucio´n, que superan los conocimientos correspondientes
a cursos de grado de Ana´lisis Funcional:
Proposicio´n 2.2. Un espacio de Banach uniformemente convexo es siempre reflexivo.
Ejemplo 2.1. Si p ∈ (1,+∞), los espacios Lp(Ω,A, µ) son uniformemente convexos, siendo µ
cualquier medida sobre (Ω,A). No incluimos la demostracio´n de este resultado por lo te´cnico
de la misma. Puede encontrarse en las pa´ginas 198-203 de [4].
A continuacio´n introducimos el concepto de suavidad uniforme en un espacio de Banach.
Definicio´n 2.2. Sea E espacio de Banach. Pongamos, para τ > 0 que:
ρE(τ) = sup{1
2
(‖x+ y‖+ ‖x− y‖)− 1; ‖x‖ = 1, ‖y‖ ≤ τ} (2.5)
La funcio´n ρE(τ) se llama mo´dulo de suavidad de E. Diremos que E es uniformemente suave
si ρE(τ)
τ
→ 0 cuando τ → 0.
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A fin de exponer mejor el concepto de mo´dulo de suavidad de E y su relacio´n con la defi-
nicio´n de suavidad que exponemos en el cap´ıtulo anterior,introducimos la siguiente proposicio´n.
Proposicio´n 2.3. Si un espacio E es uniformemente suave, entonces E es tambie´n suave.
Demostracio´n. Si E no es suave, existen dos funcionales f, g con norma 1, tales que f(x) =
g(x) = ‖x‖. Tomando ‖y‖ = 1 tal que f(y) 6= g(y) y τ ∈ (0, 1], tenemos la siguiente acotacio´n
del mo´dulo de suavidad:
1
2
(‖x+ τy‖+ ‖x− τy‖)− 1 ≥ 1
2
(f(x+ τy) + g(x− τy))− 1
≥ 1
2
(f(x) + τf(y) + g(x)− τg(y))− 1
≥ τ
2
(f(y)− g(y)) 6= 0
Por lo que ρE(τ)/τ 9 0 y E no es uniformemente suave.

Proposicio´n 2.4. Sea E un espacio de Banach. Entonces se tiene:
a) E es uniformemente convexo si y solo si E∗ es uniformemente suave.
b) E es uniformemente suave si y solo si E∗ es uniformemente convexo.
Demostracio´n. Nos basta con probar las siguientes implicaciones:
1) E es uniformemente convexo implica que E∗ es uniformemente suave.
2) E es uniformemente suave ⇒ E∗ es uniformemente convexo.
En efecto tanto 1) por la proposicio´n (2,2) como 2) implican que E es reflexivo. Por
tanto, se pueden obtener las otras implicaciones aplicando 1) y 2) a E∗ y E∗∗ = E, en lugar de
aplica´rselas a E y a E∗.
La implicacio´n 1) se deduce del siguiente lema tambie´n conocido como dualidad de Lindens-
trauss.
Lema 2.3. Para todo espacio de Banach E, ∀τ > 0:
ρE∗(τ) = sup
0≤≤2
(τ
2
− δE()
)
(2.6)
Demostracio´n. Probemos en primer lugar, que ∀ > 0 y ∀τ > 0
δE() + ρE
∗(τ) ≥ τ
2
(2.7)
Sean x, y ∈ E, con ‖x‖ = ‖y‖ = 1, ‖x − y‖ ≥ , y sean los funcionales f, g ∈ E∗, con
‖f‖ = ‖g‖ = 1 y tales que f(x + y) = ‖x + y‖, g(x − y) = ‖x − y‖, cuya existencia queda
asegurada por el teorema de Hahn-Banach. Entonces:
2ρE∗(τ) ≥ ‖f + τg‖+ ‖f − τg‖ − 2
≥ (f + τg)(x) + (f − τg)(y)− 2
≥ f(x+ y) + τg(x− y)− 2
≥ ‖x+ y‖+ τ− 2
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que es
2− ‖x+ y‖ ≥ τ− 2ρE∗(τ)
de la cual se deduce (2,7).

Pero (2,7) implica que ∀τ > 0:
ρE∗(τ) ≥ sup
0≤≤2
(τ
2
− δE()
)
Ahora sean f, g ∈ E∗, con ‖f‖ = 1, ‖g‖ = τ . Sea η > 0. Podemos encontrar x, y ∈ E con
‖x‖ = ‖y‖ = 1 tales que:
(f + g)(x) ≥ ‖f + g‖ − η
(f − g)(y) ≥ ‖f − g‖ − η
Por tanto, tenemos que
‖f + g‖+ ‖f − g‖ ≤ f(x) + g(x) + f(y)− g(y) + 2η
≤ f(x+ y) + g(x− y) + 2η
≤ ‖x+ y‖+ τ‖x− y‖+ 2η
Fijemos  = ‖x− y‖. Entonces ‖x+y
2
‖ ≤ 1− δE(), y
‖f + g‖+ ‖f − g‖ ≤ 2− 2δE() + τ+ 2η
≤ 2 + 2
(τ
2
− δE()
)
+ 2η
Por consiguiente, tenemos que:
‖f + g‖+ ‖f − g‖ ≤ 2 + 2 sup
0≤≤2
(τ
2
− δE()
)
+ 2η
de lo que se deduce que:
ρE∗(τ) ≤ sup
0≤≤2
(τ
2
− δE()
)
y as´ı la fo´rmula queda establecida. Observemos que no se requiere ninguna hipo´tesis sobre E o
E∗.
Demostramos a continuacio´n que E∗ es uniformemente suave, cuando E es uniforme-
mente convexo. Para ello debemos probar que si δE() > 0,∀ > 0, entonces ρE∗ (τ)τ → 0, cuando
τ → 0.
Por el lema, tenemos que
ρE∗(τ)
τ
= sup
0≤≤2
(

2
− δE∗()
τ
)
El segundo miembro es una funcio´n mono´tona creciente que depende de la variable τ > 0.
Supongamos que l´ımτ→0
ρE∗τ
τ
= a > 0. Para una sucesio´n τ → 0, sea τ tal que:
τ
2
− δE∗(τ )
τ
>
a
2
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Entonces
τ
2
− a
2
>
δE∗(τ )
τ
> 0
y por ello τ > a y la sucesio´n no puede tender a 0. Pero
ττ
2
− aτ
2
> δE∗(τ ), lo que supone que
δE∗(τ )→ 0, si τ → 0, y E no es uniformemente convexo.
Observemos que la implicacio´n inversa tambie´n deriva del lema de una forma ma´s obvia:
si ∃0 > 0 tal que δ(0) = 0, entonces ρ(τ)τ ≥ 02 ,∀τ y E∗ no es uniformemente suave.
Para el apartado 2) basta aplicar la segunda fo´rmula de dualidad y aplicar el mismo razona-
miento a E∗ en lugar de a E:
ρE(τ) ≤ sup
0≤≤2
(τ
2
− δE∗()
)
(2.8)

Cap´ıtulo 3
Renormamiento estrictamente convexo
de un espacio separable
Si el concepto de convexidad uniforme esta´ basado en la condicio´n geome´trica de que
para dos elementos distintos de la bola unidad su punto medio esta´ incluido en el interior de esta,
consideraremos en este cap´ıtulo una generalizacio´n de este concepto cuya idea geome´trica ser´ıa
que todas las cuerdas paralelas a una direccio´n dada y cuya longitud esta´ acotada inferiormente,
su punto medio esta´ en el interior de dicha bola. Dicha propiedad es la convexidad uniforme en
cada direccio´n, ma´s conocida por su acro´nimo en ingle´s (UCED). Este concepto fue introducido
por primera vez por A. L. Garkovi con el objetivo de caracterizar espacios lineales normados.
Definicio´n 3.1. Se dice que un espacio lineal normado X es UCED si y solo si ∀z ∈ X \ {0}
∀ > 0 ∃δ > 0 tal que si
a) ‖x‖ = ‖y‖ = 1
b) x− y = λz
c) ‖x+y
2
‖ > 1− δ
entonces |λ| < .
Teorema 3.1. Cada uno de los siguientes es una condicio´n necesaria y suficiente para que un
espacio X normado y lineal sea UCED.
(I) Dadas dos sucesiones {xn}, {yn}
(a) ‖xn‖ = ‖yn‖ = 1, para todo n
(b) xn − yn = αnz, ∀n
(c) ‖xn + yn‖ −→ 2
se tiene que αn −→ 0
(II) Si existen sucesiones {xn}, {yn} tales que:
(α) ‖xn‖ ≤ 1, ‖yn‖ ≤ 1,∀n.
(β) xn − yn −→ z
(γ) ‖xn + yn‖ −→ 2
entonces z = 0.
(III-p) Para todo elemento z ∈ X \ {0} no existe ninguna sucesio´n acotada {xn} en X tal que
2p−1(‖xn + z‖p + ‖xn‖p)− ‖2xn + z‖p −→ 0
(p puede ser cualquier nu´mero real mayor que 2).
(IV)Para cada z ∈ X \ {0}, existe un nu´mero positivo ∆ tal que si ‖x‖, ‖x+ z‖ ≤ 1∥∥∥x+ z
2
∥∥∥ < 1−∆
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Demostracio´n. Supongamos que X es UCED y que xn, yn, z satisfacen las condiciones (a)−(c)
de la primera caracterizacio´n. Si n es lo suficientemente grande, como ‖1
2
(xn + yn)‖ → 1, para
cualquier δ > 0 se tiene que ‖1
2
(xn + yn)‖ < 1− δ y por tanto se obtiene que para cualquier ,
|αn| < , luego αn → 0. Por lo que (I) queda implicado por la UCED.
(I⇒II)Supongamos por reduccio´n al absurdo que se satisface (I) y que tanto {xn}, {yn}
como z verifican (α), (β), (γ) pero z 6= 0. Para cada n, sea θn el menor de 1 y ‖xn − z‖−1.
Sean ξn = θnxn, ηn = θn(xn − z). Entonces θn ∈ (0, 1] y se deduce de (α) y (β) que
θn → 1, ya que l´ımn→∞ ‖xn−z‖−1 = l´ımn→∞ ‖yn‖−1 ≥ 1. Por tanto, tanto ‖ξn‖ = θn‖xn‖ como
‖ηn‖ = θn‖xn − z‖ son menores que 1, ∀n ∈ N.
ξn − ηn = θnz
l´ım
n→∞
‖ξn + ηn‖ = 2
Sea para cada n,
un = ξn + αnz
vn = ηn − βnz
donde αn, βn son nu´meros no negativos tales que:
‖un‖ = ‖vn‖ = 1 (3.1)
Entonces
0 ≤ αn = ‖un − ξn‖‖z‖ ≤
2
‖z‖ (3.2)
0 ≤ βn = ‖ηn − vn‖‖z‖ ≤
2
‖zn‖ (3.3)
un − vn = (θn + αn + βn)z (3.4)
y donde l´ım infn→∞(θn + αn + βn) ≥ 1
un + vn = ξn + ηn + (αn + βn)z (3.5)
= θnxn + θn(xn − z) + (αn − βn)z (3.6)
= xn + yn + (αn − βn)(xn − yn) (3.7)
+ [(θn − 1)xn + (θnxn − θnz − yn) + (αn − βn) (z − xn + yn)] (3.8)
Si αn ≥ βn y ‖xn + yn‖ > 2−∆ por (γ) entonces
‖xn + yn + (αn − βn) (xn − yn) ‖ = ‖ (1 + αn − βn) (xn + yn)− 2 (αn − βn) yn‖ (3.9)
> (1 + αn − βn) (2−∆)− 2 (αn − βn) (3.10)
= 2−∆ (1 + αn − βn) (3.11)
Como la expresio´n en (3.8) tiende a 0, sigue de (3.9), (3.10) y de una desigualdad similar para
el caso αn ≤ βn, que
l´ım
n→∞
‖un + vn‖ = 2 (3.12)
Tenemos entonces una contradiccio´n pues (3.1)-(3.4) y (3.12) implican que el espacio no cumple
la propiedad (I), ya que l´ım inf(θn + αn + βn) ≥ 1
(II)⇒(III−p) Introducimos previamente un lema auxiliar para la prueba de dicha implicacio´n:
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Lema 3.1. Sean a, b, p tres nu´meros reales tales que a ≤ b ≤ 0 y p ≥ 2. Entonces se cumple
que:
2p−1(ap + bp) ≥ (a− b)p + (a+ b)p (3.13)
Demostracio´n. Es claro que para a = b se alcanza la igualdad en (3.13). Definamos ahora la
funcio´n dada por f(a) = 2p−1(ap+ bp)− [(a− b)p+(a+ b)p]. Veamos que f ′(a) ≥ 0. Si dividimos
entre pap−1 y sustituimos  = b
a
, tenemos que f ′(a) = 2p−1pap−1− p[(a− b)p−1 + (a+ b)p−1] ≥ 0
sii:
g() = 2p−1 − [(1− )p−1 + (1 + )p−1] ≥ 0
Como g es decreciente, ya que g′() = (p− 1)[(1− )p−2− (1 + )p−2] < 0 ∀ ∈ (0, 1) y g(1) = 0,
se tiene por tanto que f ′(a) ≥ 0 y que la desigualdad se tiene para todo a ≥ b ≥ 0.

Si (III−p)no se satisface hay un elemento z no nulo y una sucesio´n acotada {xn} tal que:
2p−1 (‖xn + z‖p + ‖xn‖p)− ‖2xn + z‖p −→ 0 (3.14)
Como z 6= 0, la sucesio´n ‖xn‖ no puede tender a 0 y no hay pe´rdida de generalidad al suponer
que ‖xn‖ → 1, ya que se puede tomar una subsucesio´n cuya norma converja a un nu´mero
positivo.
Sigue del lema auxiliar que si:
2p−1(‖xn + z‖p + ‖xn‖p)− ‖2xn + z‖p ≥ 2p−1(‖xn + z‖p + ‖xn‖p)− (‖xn + z‖+ ‖xn‖)p
≥ (‖xn + z‖ − ‖xn‖)p
entonces ‖xn + z‖−‖xn‖ → 0 y ‖xn + z‖ → 1. Sigue de (3.13) por tanto que ‖2xn + z‖ → 2. Si
ξn =
xn
‖xn‖ , ηn =
xn+z
‖xn+z‖ , entonces z y las sucesiones {ξn}, {ηn} satisfacen (α)− (γ) tal que z = 0.
(III-p⇒ IV) Sigue de (III-p) que para cada elemento no nulo z, ∃∆ > 0 tal que ∆ ∈ (0, 1
2
) y
2p−1(‖x+ z‖p + ‖x‖p)− ‖2x+ z‖p > 2pp∆
si ‖x‖ ≤ 1.
Si ‖x‖ ≤ 1 y ‖x+ z‖ ≤ 1, se tiene que
‖2x+ z‖p < 2p − 2pp∆
entonces ‖x+ z
2
‖ < (1− p∆) 1p < 1−∆.
Para completar la prueba del teorema 1, necesitamos probar que (IV) implica que el
espacio es UCED. Supongamos que z 6= 0 y  > 0. Usemos (IV) para obtener el nu´mero
positivo ∆ tal que ∥∥∥∥ξ + 12z
∥∥∥∥ < 1−∆
‖ξ‖ ≤ 1
‖ξ + z‖ ≤ 1
Sean x, y tales que ‖x‖, ‖y‖ = 1, x− y = λz. Si |λ| ≥ , sea ξ = −signλx.
Entonces ‖ξ‖ = 1 y ‖ξ + |λ|z‖ = ‖y‖ = 1, por lo que:
‖ξ + z‖ =
∥∥∥(1− | 
λ
|)ξ + | 
λ
|(ξ + |λ|z)
∥∥∥ ≤ 1.
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y ‖ξ + 1
2
z‖ < 1−∆. Por lo tanto,∥∥∥∥12(x+ y)
∥∥∥∥ = ∥∥∥∥x− 12λz
∥∥∥∥
=
∥∥∥∥ξ + 12 |λ|z
∥∥∥∥
≤ |λ|
2|λ| − 
∥∥∥∥ξ + 12z
∥∥∥∥+ |λ| − 2|λ| − ‖ξ + |λ|z‖
<
|λ|(1−∆)
2|λ| −  +
|λ| − 
2|λ| − 
=
(2−∆)|λ| − 
2|λ| − 
Esto y ∆ > 0 implican que ‖1
2
(x + y)‖ < 1− 1
2
∆, y podemos tomar el δ de la definicio´n como
1
2
∆.

Si X es UCED, entonces X es estrictamente convexo. El rec´ıproco no es cierto. Por ejemplo, el
espacio C([0, 1]) de todas las funciones reales continuas en el intervalo unidad con la norma:
‖f‖ = sup (|f(t)|) +
(∫ 1
0
|f(t)|2dt
) 1
2
es estrictamente convexo, pero no es UCED como podemos probar en [8].
Indicamos ahora un teorema que nos permite abordar la principal cuestio´n que nos ocupa
en este cap´ıtulo. Que todo espacio separable pueden renormarse para que sean UCED y por
tanto estrictamente convexo.
Teorema 3.2. Un espacio normado lineal X es isomorfo a un espacio que es UCED si B∗
contiene un conjunto numerable total sobre B.
Demostracio´n. Seguimos la demostracio´n dada en [12]. Veamos que un espacio X puede ser
renormado en un espacio UCED si existe una inyeccio´n lineal continua T entre X y un espacio
UCED que denominaremos Y .
Para ello definamos una nueva norma equivalente como:
|||x||| = (‖x‖2 + ‖Tx‖2) 12
Probamos primero que ambas normas son equivalentes, puesto que T es continua y por tanto
‖Tx‖ ≤ ‖T‖‖x‖ para cada vector x. Entonces,
‖x‖ ≤ (‖x‖2 + ‖Tx‖2) 12 = |||x||| ≤ (1 + ‖T‖)‖x‖
Empleamos ahora el apartado (III − 2) del teorema 1 de caracterizacio´n de espacios
UCED, suponiendo que existe un z 6= 0 y una sucesio´n acotada {xn} en X para la cual:
2(|||xn + z|||2 + |||xn|||2)− |||2xn + z|||2 −→ 0 (3.15)
Veamos que que {Txn} es una sucesio´n acotada en Y tal que:
2(‖Txn + Tz‖2 + ‖Txn‖2)− ‖2Txn + Tz‖2 −→ 0 (3.16)
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En efecto, si existiera una subsucesio´n (Txnk)k divergente, entonces:
l´ım
k→∞
2
‖Txnk‖
[(‖xnk + z‖2 + ‖Txnk + Tz‖2)
1
2 + (‖xnk‖2 + ‖Txnk‖2)
1
2
− 1‖Txnk‖
(‖2xnk + z‖2 + ‖2Txnk + Tz‖2)
1
2 ] = 1
lo cual es una contradiccio´n puesto que el l´ımite deber´ıa tender a 0, segu´n (3.14).
Por (3.15) y la caracterizacio´n III − p dada en el teorema 3.1, resulta que Y no es UCED.
En vista del resultado anterior es suficiente probar, en cada caso, que existe una apli-
cacio´n continua lineal e inyectiva de B en un espacio de Hilbert. Definimos para ello Tx =
{fi(x)/2i}, donde {fi} es una familia total de vectores normalizados en B.
En efecto, si x ∈ B:
‖Tx‖2 ≤
( ∞∑
k=1
fk(x)
2
22k
) 1
2
≤
( ∞∑
k=1
‖fk‖2‖x‖2
22k
) 1
2
= ‖x‖
( ∞∑
k=1
1
22k
) 1
2
<
1√
2
‖x‖
con lo que obtenemos que T esta´ bien definida y es continua. Veamos ahora su linealidad. Sean
α, β ∈ R y x, y ∈ B,
T (αx+βy) =
{
fk(x)αx+ βy
2k
}
=
{
αfk(x) + βfk(y)
2k
}
= α
{
fk(x)
2k
}
+β
{
fk(y)
2k
}
= αTx+βTy
T es tambie´n un operador inyectivo, ya que si Tx = Ty =⇒
{
fk(x)
2k
}
=
{
fk(y)
2k
}
, luego{
fk(x−y)
2k
= 0
}
, por lo que por ser el sistema total, x = y.

Corolario 3.1. Todo espacio X normado lineal que sea separable o cuyo predual sea separable
es isomorfo a un espacio que es UCED.
Demostracio´n. Sea X el espacio separable predual de un espacio normado lineal X ′. Sea D
numerable y denso en X y consideremos la aplicacio´n ϕ : X −→ X ′′, tal que para todo f ∈ X ′,
ϕ(x)(f) = f(x). Veamos que ϕ(D) es un conjunto total sobre X ′. Sabemos que para cada
f ∈ X ′ \ {0}, ∃x ∈ D tal que f(x) 6= 0. Para todo x ∈ X, ∃(xn)n∈N ∈ D que converge hacia
x. Por tanto si ∀f ∈ X ′, f(x) = l´ımn∈N f(xn) = 0. Por tanto existe n tal que f(xn) 6= 0, luego
ϕ(D) es conjunto total sobre X. Como ϕ(D) es numerable al ser D numerable y ϕ inyectiva,
podemos aplicar el teorema 3.2 y X ′ se puede renormar en un espacio UCED.
Si Y = X ′ fuera el espacio separable, tambie´n contiene un conjunto total numerable.
Para demostrarlo nos basaremos en la prueba de [5]. Sea un conjunto numerable denso {dn} de
B = {x ∈ X : ‖x‖ = 1} y escojamos d′n ∈ Y ′ con d′n(dn) = 1 para cada n, cuya existencia queda
asegurada por el teorema de Hahn-Banach. Supongamos ahora por reduccio´n al absurdo que
{d′n} no es total sobre Y . Entonces existe y ∈ Y \ {0} tal que d′n(y) 6= 0, para todo n. Entonces
como {dn} es denso sobre B y los funcionales {d′n} tienen norma 1, se tiene que:
1 = |d′n(y − dn)| ≤ ‖y − dn‖ <  (3.17)
con lo que tomando  ≤ 1, tenemos una contradiccio´n y queda probado que {d′n} es un conjunto
total sobre B y obviamente numerable, por lo que, gracias al teorema 3.2, se tiene que Y puede
ser renormado en un espacio UCED.

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Corolario 3.2. Todo espacio separable B puede ser renormado para que con la nueva norma
sea estrictamente convexo, ya que todo espacio separable B puede ser renormado con una norma
UCED.
Aunque el corolario es va´lido para todo espacio separable, y para algunos, como `∞
que no es separable pero es dual del espacio separable `1, no se verifica para cualquier espacio
normado.
En efecto, basa´ndonos en un resultado de [3], (pp.225-226), que no probaremos por lo
complejo de la demostracio´n, mostramos el siguiente contrajemplo.
Proposicio´n 3.1. Sea ‖ · ‖ una norma equivalente sobre `∞ \ c0 . Entonces ‖ · ‖ no es una
norma estrictamente convexa.
Cap´ıtulo 4
Representabilidad finita y
ultrapotencias de espacios de Banach
4.1. Representabilidad finita
Definicio´n 4.1. Sean E, F dos espacios de Banach. Diremos que F es finitamente representable
en E (F f.r. E) si ∀ > 0, para cada subespacio F 1 ⊂ F con dimensio´n finita m < ∞, existe
un subespacio de dimensio´n finita E1 en E con m = dimF 1 = dimE1 y un isomorfismo
T : F 1 −→ E1 que verifica:
‖T‖‖T−1‖ ≤ 1 + ε (4.1)
Observacio´n 4.1. Una condicio´n equivalente a (4.1) es la existencia de un isomorfismo T :
F 1 −→ E1 tal que ∀η > 0
(1− η)‖x‖ ≤ ‖Tx‖ ≤ (1 + η)‖x‖
para todo x ∈ F 1. En efecto, en tal caso ‖T‖‖T−1‖ ≤ 1+η
1−η y F es finitamente representable en
E.
Observacio´n 4.2. Es claro que tanto E, como cada subespacio de E es finitamente representa-
ble en E. Asimismo, es fa´cil comprobar que la relacio´n finitamente representable es transitiva.
En efecto si G,F,E son tres espacios de Banach tales que G f.r. F y F f.r. E, dado un subes-
pacio F 1 de dimensio´n finita de F existe E1 ⊂ E, subespacio de la misma dimensio´n que F 1 y
un isomorfismo TF,E : F
1 → E1 tal que ∀δ > 0,
‖TF,E‖‖T−1F,E‖ < 1 + δ
Ana´logamente existe un subespacio G1 de G y un isomorfismo TG,F : G
1 → F 1 tal que ∀δ > 0:
‖TG,F‖‖T−1G,F‖ < 1 + δ
por lo que tomando  = δ2 + 2δ y definiendo el isomorfismo TG,E : G
1 → E1 dado por TG,E =
TG,F ◦ TF,E, se tiene:
‖TG,E‖‖T−1G,E‖ ≤ ‖TG,F‖‖T−1G,F‖‖TG,F‖‖T−1F,E‖ < 1 + δ2 + 2δ = 1 + 
y G es finitamente representable en E.
Ejemplo 4.1. Sea E = (Πn≥1`
(n)
1 )2 (ver definicio´n en preliminares). Entonces `1 es finitamente
representable en E.
En efecto, sea  > 0 y F 1 ⊂ `1 espacio de dimensio´n m <∞. Sea f1, ..., fm una base algebraica
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de F 1, con ‖fi‖1, i = 1, ...,m. Como todas las normas son equivalentes en espacios de dimensio´n
finita, la norma inducida en F 1 por la norma usual de `1 es equivalente a la norma ‖
∑m
i=1 aifi‖.
Entonces existe una constante δ > 0 tal que para toda sucesio´n a1, ..., am:
δ
m∑
i=1
|ai| ≤
∥∥∥∥∥
m∑
i=1
aifi
∥∥∥∥∥
1
Elegimos f ′i ∈ `1 ∀i ∈ {1, ...,m} con un nmero finito de componentes no nulas, tal que ‖fi −
f ′i‖1 < α, con α satisfaciendo que
1 + α
δ
1− α
δ
< 1 + 
Entonces obtenemos que∥∥∥∥∥
m∑
i=1
ai(fi − f ′i)
∥∥∥∥∥
1
≤
∥∥∥∥∥
m∑
i=1
aifi
∥∥∥∥∥
1
+ α
m∑
i=1
|ai|
(
1 +
α
δ
)
(4.2)
y asimismo ∥∥∥∥∥
m∑
i=1
aif
′
i
∥∥∥∥∥
1
≥
(
1− α
δ
)∥∥∥∥∥
m∑
i=1
aifi
∥∥∥∥∥
1
que junto resulta
(1− α
δ
)
∥∥∥∥∥
m∑
i=1
aifi
∥∥∥∥∥
1
≤
∥∥∥∥∥
m∑
i=1
aif
′
i
∥∥∥∥∥
1
≤ (1 + α
δ
)
∥∥∥∥∥
m∑
i=1
aifi
∥∥∥∥∥
1
Esto conduce a que el operador U : F 1 −→ span{f ′1, ..., f ′m} dado por Ufi = f ′i ,∀i = 1, ...,m,
cumpla que:
‖U‖ ≤ 1 + α
δ
‖U−1‖ ≤ 1
1− α
δ
Sea uk el ı´ndice del u´ltimo te´rmino no nulo de f
′
k, k = 1, ..,m y n = ma´x1≤k≤m nk. Entonces
span{f ′1, ..., f ′m} es isome´trico a un subespacio de `(n)1 , que es un subespacio de E. Por tanto, U
compuesto con estas inclusiones, es el isomorfismo buscado.
El uso de la norma `2 para la definicio´n de E no reviste importancia alguna, ya que con cualquier
norma sobre el producto Πn≥1`
(n)
1 habr´ıamos obtenido el mismo resultado. Pero con la norma
`2 o con una norma `p (1 < p < ∞), E es un espacio reflexivo lo que nos permite afirmar que
la reflexividad no es una propiedad que se transmite a trave´s de la representabilidad finita.
Proposicio´n 4.1. Si E es uniformemente convexo y F es finitamente representable en E,
entonces F es uniformemente convexo.
Demostracio´n. Sean x, y ∈ F con ‖x‖ = ‖y‖ = 1, ‖x − y‖ ≥ . Para cada η > 0, sea E1 un
espacio de dimensio´n 2 y T : span {x, y} → E1 un isomorfismo con ‖T‖ ≤ 1 + η, ‖T−1‖ ≤ 1.
Pongamos x′ = Tx, y′ = Ty. Entonces
‖x′‖ ≤ 1 + η
‖y′‖ ≤ 1 + η
‖x′ − y′‖ = ‖T (x− y)‖ ≥ ‖x− y‖ ≥ 
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Como E es un espacio uniformemente convexo, tenemos que:∥∥∥∥12
(
x′
1 + η
+
y′
1 + η
)∥∥∥∥ ≤ 1− δE ( 1 + η
)
o bien ∥∥∥∥x′ + y′2
∥∥∥∥ ≤ (1 + η)(1− δE ( 1 + η
))
Al final para cada η > 0 obtenemos que∥∥∥∥x+ y2
∥∥∥∥ ≤ ∥∥∥∥x′ + y′2
∥∥∥∥ ≤ (1 + η)(1− δE ( 1 + η
))
(4.3)
y as´ı queda probado que F es uniformemente convexo y que
δF () ≥ l´ım
η→0
δE
(

1 + η
)
≥ δE
( 
2
)
(El l´ımite previo no es necesariamente igual a δE(ε), ya que δE no tiene por que´ ser continuo.
Sin embargo, como δ(·) es creciente, resulta que el l´ımite previo es mayor que δE
(
ε
1+α
)
para
todo α > 0, en particular para α = 1.

Mostraremos a continuacio´n un me´todo general para producir espacios de Banach fini-
tamente representables en un espacio de Banach E dado. En dicha construccio´n sera´ clave el
concepto de ultrapotencia, que introduciremos en la misma.
Sea U un ultrafiltro no trivial sobre N, es decir, un ultrafiltro que no sea el conjunto de todos
los subconjuntos de N que contienen a un determinado natural k0.
Consideremos el producto EN y el subespacio F ⊂ EN formado por las sucesiones acotadas de
dicho espacio:
F = {x¯ ∈ EN : x¯ = (xn)n∈N, sup
n∈N
‖xn‖ <∞}
En este subespacio, la aplicacio´n p : F −→ R dada por p(x¯) = l´ımU ‖xn‖ define una seminorma.
(Si el ultrafiltro fuera trivial (xn)n∈N 7−→ ‖xk0‖).En efecto, dado un escalar α, tal que p(α¯x) =
l´ımU ‖αxn‖ = |α| l´ımU ‖xn‖ = |α|‖p(x¯)‖, por lo que la homogeneidad absoluta queda probada.
Veamos que la subaditividad queda probada ya que ∀x¯, y¯ ∈ F :
p(x¯+ y¯) = l´ım
U
‖xn + yn‖ ≤ l´ımU ‖xn‖+ l´ımU ‖yn‖ = p(x¯) + p(y¯)
El l´ımite existe pues todo ultrafiltro en un conjunto compacto es convergente y las sucesiones
‖xn‖, ‖yn‖ esta´n contenidas en un compacto sobre R al ser acotadas.
Denominamos como N al kernel de la seminorma:
N = {x¯ ∈ EN : x¯ = (xn)n∈N, l´ımU ‖xn‖ = 0} (4.4)
Definimos el cociente F/N como EN/U o simplemente E˜. En dicho cociente, la aplicacio´n
q : EN/U −→ R, dada por q(x˜) = l´ımU ‖xn‖ es una norma, con (xn)n∈N un elemento de la clase
x˜. Veamos que se verifican las tres propiedades de la norma:
q(x˜) = 0 =⇒ l´ım
U
‖xn‖ = 0 =⇒ x¯ = (xn)n∈N ∈ N =⇒ x˜ = 0
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Como q(x˜) = p(x¯), si x¯ es un elemento de la clase x˜, la subaditividad y la homogeneidad de q
quedan probadas al haber sido ya demostradas para p. Por definicio´n de cociente, recordemos
que si (xn)n∈N y (x′n)n∈N son dos representantes de una clase x˜ ∈ E, entonces l´ımU ‖xn−x′n‖=0,
luego l´ımU ‖xn‖ = l´ımU ‖x′n‖.
Si E es de dimensio´n finita, las bolas cerradas son compactas y para toda sucesio´n acotada en
E, (xn), existe el l´ımite l´ımU xn en E para la norma anteriormente definida. Si x = l´ımU xn,
entonces ‖x‖ = l´ımU ‖xn‖ y E˜ es isome´trico a E: no se obtiene nada ma´s con este proceso si E
es de dimensio´n finita.
Proposicio´n 4.2. E˜ es un espacio de Banach.
Demostracio´n. Sea (f (n)n)n∈N una sucesio´n de Cauchy en E˜. Para demostrar la convergencia
de la misma, basta probar que existe una subsucesio´n convergente. Por lo tanto, supongamos
que ‖f (n) − f (n−1)‖E˜ < 12n , ∀n ∈ N. Sean:
u(1) = f (1)
u(2) = f (2) − f (1)
...
u(n) = f (n) − f (n−1)
entonces f (n) =
∑n
j=1 u
(j), ‖u(n)‖E˜ < 12n , ∀n ≥ 1 y queremos probar que la serie
∑∞
n=1 u
(n) es
convergente en E˜.
Para cada n ≥ 1, elijamos un representante (u(n)k )k∈N de u(n) (esto es, un elemento de la clase
u(n)). Esto puede hacerse con ‖u(n)k ‖ < 12n . En efecto, si (v(n)i )i∈N es un representante cualquiera
de u(n), tenemos que l´ımU ‖v(n)i ‖ < 12n por lo que elegimos u(n)i = v(n)i si ‖v(n)i ‖ < 12n y u(n)i = 0
en caso contrario.
Definimos ui =
∑∞
j=1 u
(j)
i que converge normalmente pues
∑∞
j=1 ‖u(j)i ‖ =
∑∞
j=1
1
2j
< ∞, luego
ui ∈ E. Sea u la clase de (ui)i∈N en E˜. Veamos que
∑∞
n=1 u
(n) converge a u. En efecto ∀i ∈
N,∀n ≥ 1. ∥∥∥∥∥
n∑
j=1
u
(j)
i − ui
∥∥∥∥∥ ≤
∥∥∥∥∥ ∑
j≥n+1
u
(j)
i
∥∥∥∥∥ ≤ ∑
j≥n+1
‖u(j)i ‖ ≤
1
2n
Pero
(∑n
j=1 u
(j)
i
)
, por lo que: ∥∥∥∥∥
n∑
j=1
u(j) − u
∥∥∥∥∥ ≤ 12n (4.5)
con lo que se prueba la convergencia.

Proposicio´n 4.3. E˜ contiene un subespacio isome´trico a E.
Demostracio´n. Para cada x ∈ E sea la sucesio´n constante (xn)n∈N dada por xn = x, ∀n ∈ N
y x˙ la clase de equivalencia de dicha sucesio´n. Entonces la aplicacio´n ϕ : E −→ E˜ dada por
ϕ(x) = x˙ es una isometr´ıa ya que ‖x‖ = l´ımU ‖xn‖ = ‖x˙‖.

Proposicio´n 4.4. E˜ es finitamente representable en E.
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Demostracio´n. Sea E˜1 un espacio de dimensio´n finita de E˜ y ε > 0. En E˜1 elegimos una base
algebraica (z(1), ..., z(m)), (m = dim (˜E)1) con ‖z(1)‖E˜ = ... = ‖z(m)‖E˜ = 1. Como E˜1 es finito
dimensional, ∃δ > 0 tal que ∀a1, a2, · · · , am escalares se tiene:
δ
m∑
j=1
|aj| ≤
∥∥∥∥∥
m∑
j=1
ajz
(j)
∥∥∥∥∥
E˜
≤
m∑
j=1
|aj| (4.6)
Como la esfera unidad de `1
(m) es compacta, para cada η > 0, puede ser recubierta por
un nu´mero finito, digamos L, de bolas de radio η. Por tanto, para todo η > 0 existe una η-red en
esta esfera unidad, esto es, un nu´mero finito L de sucesiones finitas (a
(l)
1 , · · · , a(l)m )l=1,...,L, tales
que
∑m
j=1 |a(l)j | = 1 para cada l = 1, ..., L y tal que cada sucesio´n a1, ..., am con
∑m
j=1 |aj| = 1
esta´ a distancia como ma´ximo de η a uno de los (a
(l)
j )1≤j≤m, para l = 1, ..., L. Elegiremos η > 0
tal que δ+3η(1+η)
δ−3η(1+η) < 1 + . Podemos suponer asimismo que la base cano´nica de `
(m)
1 esta´ incluida
en la η-red.
Sea (z
(j)
i ) un representante de z
(j) para cada j = 1, ...,m. Tenemos entonces, por definicio´n de
E˜ para cada l = 1, ..., L:
l´ım
U
∥∥∥∥∥
m∑
j=1
a
(l)
j z
(l)
i
∥∥∥∥∥
E
=
∥∥∥∥∥
m∑
j=1
a
(l)
j z
(j)
∥∥∥∥∥
E˜
Por tanto, podemos encontrar un ı´ndice i0 para el cual ∀l = 1, ..., L:∣∣∣∣∣∣
∥∥∥∥∥
m∑
j=1
a
(l)
j z
(j)
i0
∥∥∥∥∥
E
−
∥∥∥∥∥
m∑
j=1
a
(l)
j z
(j)
∥∥∥∥∥
E˜
∣∣∣∣∣∣ < η
En particular, como hemos supuesto que la base cano´nica de `
(m)
1 esta´ incluida en la η-red:
‖z(j)i0 ‖ ≤ 1 + η, j = 1, ...,m
Si (aj)j=1,...,m es una sucesio´n con
∑m
j=1 |aj| = 1, como se tiene que para algu´n l ∈ {1, ..., L},∑m
j=1 |aj − a(l)j | < η, obtenemos que:∣∣∣∣∣∣
∥∥∥∥∥
m∑
j=1
ajz
(j)
i0
∥∥∥∥∥
E
−
∥∥∥∥∥
m∑
j=1
ajz
(j)
∥∥∥∥∥
E˜
∣∣∣∣∣∣ < η +
m∑
j=1
|aj − a(l)j |‖z(j)i0 ‖E +
m∑
j=1
|aj − a(l)j |‖z(j)‖E˜
< η + η(1 + η) + η < 3η(1 + η)
ya que sumando y restando ‖∑mj=1 a(l)j z(j)i0 ‖E y ‖∑mj=1 a(l)j z(j)‖E˜, tenemos por la desigualdad
triangular inversa que:∣∣∣∣∣∣
∥∥∥∥∥
m∑
j=1
ajz
(j)
i0
∥∥∥∥∥
E
−
∥∥∥∥∥
m∑
j=1
a
(l)
j z
(j)
i0
∥∥∥∥∥
E
∣∣∣∣∣∣ ≤
∥∥∥∥∥
m∑
j=1
(aj − a(l)j )z(j)i0
∥∥∥∥∥
E
≤
m∑
j=1
|aj − a(l)j ‖z(j)i0 ‖E∣∣∣∣∣∣
∥∥∥∥∥
m∑
j=1
ajz
(j)
∥∥∥∥∥
E˜
−
∥∥∥∥∥
m∑
j=1
a
(l)
j z
(j)
∥∥∥∥∥
E˜
∣∣∣∣∣∣ ≤
∥∥∥∥∥
m∑
j=1
aj − a(l)j z(j)
∥∥∥∥∥
E˜
≤
m∑
j=1
|aj − a(l)j |‖z(j)‖E˜∣∣∣∣∣∣
∥∥∥∥∥
m∑
j=1
a
(l)
j z
(j)
i0
∥∥∥∥∥
E
−
∥∥∥∥∥
m∑
j=1
a
(l)
j z
(j)
∥∥∥∥∥
E˜
∣∣∣∣∣∣ ≤ η
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Como
∑m
j=1 |aj| = 1, la expresio´n anterior puede reescribirse con ayuda de (4.6) como:∣∣∣∣∣∣
∥∥∥∥∥
m∑
j=1
ajz
(j)
i0
∥∥∥∥∥
E
−
∥∥∥∥∥
m∑
j=1
ajz
(j)
∥∥∥∥∥
E˜
∣∣∣∣∣∣ < 3η(1 + η)δ
∥∥∥∥∥
m∑
j=1
ajz
(j)
∥∥∥∥∥
E˜
luego (
1− 3η(1 + η)
δ
)∥∥∥∥∥
m∑
j=1
ajz
(j)
∥∥∥∥∥
E˜
≤
∥∥∥∥∥
m∑
j=1
ajz
(j)
i0
∥∥∥∥∥
E
≤
(
1 +
3η(1 + η)
δ
)∥∥∥∥∥
m∑
j=1
ajz
(j)
∥∥∥∥∥
E˜
Estas desigualdades implican que el operador T : E˜1 −→ span{z(1)i0 , ..., z(m)i0 }, dado por Tz(1) =
z
(1)
i0
, ..., T z(m) = z
(m)
i0
es un isomorfismo con:
‖T‖ ≤ 1 + 3η(1 + η)
δ
‖T−1‖ ≤ 1
1− 3η(1+η)
δ

As´ı obtenemos una clase muy importante de espacios de Banach finitamente represen-
tables en E. Esto es una clase ya que se puede considerar cualquier ultrafiltro en N, aunque
nuestra notacio´n E˜ no lo demuestra. Para la conclusio´n final solo necesitaremos este tipo de
ultrapotencias, pero se puede definir asimismo ultrapotencias de forma ma´s general E
I
U dondeU es un ultrafiltro en el conjunto I. Con esta definicio´n ma´s general se puede probar que cada
espacio F finitamente representable en E es un subespacio de una ultrapotencia E.
Proposicio´n 4.5. Si E es un espacio de dimensio´n infinita, la ultrapotencia EN/U no es
separable.
Demostracio´n. Antes de comenzar la prueba introducimos un resultado auxiliar.
Lema 4.1. Sea E un espacio normado de dimensio´n infinita. Se puede encontrar en E una
sucesio´n (xn)n∈N tal que ∀n ∈ N
‖xn‖ = 1
dist(xn+1, span(x1, ..., xn)) ≥ 1
La u´ltima condicio´n implica por supuesto que ‖xn − xm‖ ≥ 1 ∀n,m ∈ N distintos.
Demostracio´n. Supongamos que x1, ..., xn ha sido construido. Sea Fn = span(x1, ..., xn) y sea
a ∈ E, a /∈ Fn. Sea G = span(a, x1, ..., xn). Entonces Fn es un hiperplano de G y as´ı existe un
funcional fn con norma 1, definido en Gn tal que fn = 0 en Fn.
Sea ahora xn+1 tal que ‖xn+1‖ = 1 y fn(xn+1) = 1. La existencia de dicho punto queda
asegurada por la compacidad de la bola unidad Gn. Entonces, para cada sucesio´n de escalares
a1, ..., an: ∥∥∥∥∥xn+1 −
n∑
i=1
aixi
∥∥∥∥∥ > fn(xn+1 −∑
i=1
aixi) = 1
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lo que significa que dist(xn+1, span(x1, ..., xn)) ≥ 1 y el lema queda probada.

Sea por tanto (xn)n∈N una sucesio´n en E con ‖xn‖ = 1, ‖xn − xm‖ = 1 si n 6= m,
∀n,m ∈ N.
Consideramos una familia no numerable F0 de subsucesiones de (xn)n∈N tal que dos elementos
distintos en F0 tengan solo un nu´mero finito de te´rminos en comu´n. Entonces, si y1, y2 ∈ F0
con y1 = (xnk)k∈N, y2 = (xn′k)k∈N, ‖y1 − y2‖E˜ = l´ımU ‖xnk − xn′k‖E = 1. Veamos a continuacio´n
que F0 es no numerable.
En efecto, supongamos que F0 es numerable. Entonces podemos escribir en una lista todas las
subsucesiones (yn)n∈N que tienen un nu´mero finito de te´rminos en comu´n.
y1 = (y1,1, y1,2, y1,3, ...)
y2 = (y2,1, y2,2, y2,3, ...)
y3 = (y3,1, y3,2, y3,3, ...)
...
yn = (yn,1, yn,2, yn,3, ...)
...
Dicha lista es infinita, puesto que si consideramos la sublista de (yn)n∈N de todas las
subsucesiones que no tienen ningu´n te´rmino en comu´n, vemos claramente por construccio´n que
es infinita:
z1 = (x1, x3, x6, ...)
z2 = (x2, x4, x7, ...)
z3 = (x5, x8, ...)
z4 = (x9, ...)
...
Sin embargo, la sucesio´n (y˜) = (ykk)k∈N es una subsucesio´n de (xn)n∈N que comparte un
nu´mero de elementos finito con los otros elementos de la lista de subsucesiones que tiene un
nu´mero finito de te´rminos en comn pero que no se encuentra en la misma, por lo que tenemos
una contradiccio´n y F no se puede numerar.
Como F no es numerable se deduce que E˜ no es separable.

4.2. Superpropiedades de los espacios de Banach
Definicio´n 4.2. Sea (P) una propiedad definida para espacios de Banach. Decimos que el
espacio de Banach E tiene la propiedad super(P) si cada espacio de Banach finitamente repre-
sentable en E tiene la propiedad (P).
Observacio´n 4.3. Si E es un espacio con la propiedad super(P), como E es finitamente
representable en s´ı mismo, E tiene la propiedad (P).
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Corolario 4.1. E tiene super(P) si y solo si todas sus ultrapotencias EI/U tienen la propiedad
(P).
Demostracio´n. Si E tiene super-(P) , toda ultrapotencia verifica (P) porque es finitamente
representable en E. Rec´ıprocamente todo espacio finitamente representable en E es subespacio
de una ultrapotencia de E y, por tanto, verifica (P).

Ejemplo 4.2. Un espacio de Banach E sera´ superreflexivo si cada espacio de Banach F es
finitamente representable en E es reflexivo.
Por tanto, un espacio superreflexivo es reflexivo, aunque el rec´ıproco no sea cierto, como se
prueba con el espacio
(
Πn≥1`
(n)
1
)
2
Ejemplo 4.3. Otra superpropiedad ser´ıa la no representabilidad finita de `1 en E. Esta es una
superpropiedad debido a la transitividad de la representabilidad finita.
Se denomina a esta superpropiedad como B-convexidad y puede ser definida sobre cualquier
espacio adema´s de `1, pero es especialmente interesante el ana´lisis sobre dicho espacio. Obvia-
mente superreflexividad implica B-convexidad, porque `1 no es reflexivo.
Como u´ltimo resultado de esta seccio´n mostramos el siguiente corolario.
Corolario 4.2. Sean (P1), (P2) dos propiedades tales que:
super(P1) =⇒ (P2) =⇒ (P1)
Entonces son equivalentes super(P1) y super(P2)
Demostracio´n. En primer lugar, super(P2) =⇒ super(P1), puesto que (P2) =⇒ (P1).
Por otra parte si super(P1) =⇒ (P2), entonces super(super(P1)) =⇒ s.uper(P2)

Como aplicacio´n de estas definiciones, indicamos que la proposicio´n 4.1 del pa´rrafo anterior
implica que la superconvexidad uniforme y convexidad uniforme son equivalentes. Como un
espacio uniformemente convexo es reflexivo, obtenemos que dicho espacio es tambie´n superre-
flexivo.
4.3. Teorema de Enflo-Pisier
Por u´ltimo indicamos un teorema que asegura el renormamiento de un espacio superre-
flexivo con una norma estrictamente convexa.
Teorema 4.1. Sea E un espacio de Banach superreflexivo. Entonces, existe p > 2,C > 0 y una
norma equivalente en E uniformemente convexa y con mo´dulo de convexidad δ(ε) que cumple:
δ(ε) ≥ Cεp,∀ε > 0 (4.7)
Como consecuencia del teorema anterior se puede deducir el siguiente corolario.
Corolario 4.3. Un espacio de Banach puede tener un renormamiento uniformemente convexo
si y solo si es superreflexivo.
Demostracio´n. Por la proposicio´n 4.1 y el corolario 4.2, se tiene que si un espacio uniforme-
mente convexo es superreflexivo. El rec´ıproco se obtiene del teorema anterior.

Cap´ıtulo 5
Normas estrictamente convexas y
residualidad
Introducimos a continuacio´n una serie de definiciones preliminares a los resultados que
mostramos en este u´ltimo cap´ıtulo, que nos permitira´n llegar a las conclusiones finales del
trabajo.
Definicio´n 5.1. Sea T un espacio topolo´gico. Decimos que dicho espacio es de Baire si la unio´n
numerable de abiertos densos en T es tambie´n densa en T .
Definicio´n 5.2. Sea T un espacio topolo´gico y S ⊂ T .
(a) Se denomina a A como conjunto raro o denso en ninguna parte, si int(A) = ∅.
(b) Se dice que B es un conjunto de primera categor´ıa si es una unio´n numerable de
conjuntos densos en ninguna parte.
(c) S es residual si es el complementario de un conjunto de primera categor´ıa.
Observacio´n 5.1. Una definicio´n equivalente de conjunto residual S es la siguiente: S es
residual si contiene un subconjunto Gδ que sea denso en T .
En efecto, si G es un conjunto Gδ denso en S, el complementario es Fσ, es decir una
unio´n numerable de cerrados. El rec´ıproco se obtiene por el teorema de categor´ıas de Baire, que
afirma que el interior de un conjunto de primera categor´ıa es vac´ıo. Veamos que si S es residual,
entonces su residual es unio´n de conjuntos densos en ninguna y por tanto esta´ contenido en un
conjunto Fσ.
Definicio´n 5.3. Sea (X, ‖ · ‖) un espacio de Banach. Designamos con (Q, %) al espacio me´trico
completo de todas las seminormas continuas sobre (X, ‖ · ‖) con la distancia inducida por la
norma % dada por, %(f, g) = sup{|f(x)− g(x)| : x ∈ B1}, con B1 la bola unidad cerrada, para
cada par de seminormas f, g ∈ Q.
Llamamos (P, %) al espacio me´trico de todas las normas equivalentes en (X, ‖ · ‖).
Si (X∗, ‖ · ‖∗) es el dual de (X, ‖ · ‖), (P ∗, %∗) es el espacio me´trico de todas las normas duales
equivalentes con ‖ · ‖∗.
Observacio´n 5.2. (Q, %) es un espacio me´trico completo, ya que al ser toda sucesio´n de Cauchy,
uniformemente de Cauchy, esta converge uniformemente. Es fa´cil ver tambie´n que el l´ımite de
una sucesio´n de seminormas si existe, es siempre otra seminorma.
Como es completo, tambie´n es de Baire. Dado que P es abierto en (Q, %), (P, %) es igualmente
de Baire. Veamos que P es abierto en (Q, %).
Sea p ∈ P . Existe al ser p equivalente con la norma ‖·‖, un m > 0 tal que ∀x ∈ X, p(x) > m‖x‖.
38
CAPI´TULO 5. NORMAS ESTRICTAMENTE CONVEXAS Y RESIDUALIDAD 39
Sea q ∈ P norma distinta de p. Entonces, existe δ > 0 tal que ∀x ∈ S(x, 1) |p(x)− q(x)| > δ =
δ‖x‖. Luego
q(x) ≥ p(x)− δ‖x‖ ≥ m‖x‖ − δ‖x‖ ≥ (m− δ)‖x‖ > 0
Tomando δ < m se tiene que q(x) = 0 si y solo si x = 0, luego q es una norma y P es por tanto
abierto.
Observacio´n 5.3. Existe un homeomorfismo φ : (P, %) −→ (P ∗, %∗) tal que si p es una norma
en P y p∗ ∈ P ∗ es su dual, entonces φ(p) = p∗. La demostracio´n de la existencia de dicho
homeomorfismo puede encontrarse en [7].
Sin embargo, si (X, ‖ · ‖) es un espacio de Banach no reflexivo, este admite una norma
equivalente, con la cual X no es isome´trico a un espacio dual, resultado probado en [4] y [11].
Por tanto, si (X, ‖ · ‖) es un espacio de Banach, existe un homeomorfismo entre (P, varrho) y
(P ∗, %∗), pero este nunca es un isomorfismo.
En los teoremas y en sus respectivas demostraciones designaremos a la convexidad es-
tricta, a la convexidad localmente uniforme y a la convexidad uniformemente convexa en cada
direccio´n como SC, LUC, UC respectivamente.
Teorema 5.1. Sea (X, | · |) un espacio de Banach. Entonces el conjunto R de todas las normas
SC equivalentes sobre (X, | · |) es vac´ıo o residual en (P, %). Se obtiene una afirmacio´n ana´loga
para normas UC o LUC.
En el caso de normas uniformemente convexas, R es Gδ en (P, %) o vac´ıo.
Demostracio´n. Supongamos que R 6= ∅. Para u ∈ P , j, k ∈ N, definimos
G(u, j) = int
{
v ∈ P :
∣∣∣∣u2(y) + r2(y)j − v2(y)
∣∣∣∣ < 1j2 ,∀y ∈ B1
}
Gk =
⋃
{G(u, j); j ≥ k, u ∈ P}
Es claro que para cada k ∈ N, Gk es abierto en (P, %). Veamos que Gk es tambie´n denso en (P, %).
Para ello, tomemos z ∈ P . Entonces (z2 + r2
j
)
1
2 ∈ G(z, j) ⊂ Gj, ∀j ∈ N y %((z2 + r2j )
1
2 , z)→ 0
si j →∞. Por tanto, como (P, %) es un espacio de Baire la interseccio´n de abiertos es densa y
as´ı,
⋂
Gk es Gδ y denso en (P, %). Por tanto, basta ver que
⋂
Gk ⊂ R.
Para probar esto, sea s ∈ ⋂Gk y sean x, xi ∈ X con |xi|, |x| ≤ 1 tales que l´ım(2s2(xi) +
2s2(x) − s2(x + xi)) = 0. Veamos que l´ım |xi − x| = 0. Como s ∈ Gk tenemos que para cada
k ∈ N existe jk ≥ k y sk ∈ P tales que |s2k(y) + r
2(y)
jk
− s2(y)| ≤ 1
j2k
para todo y ∈ B1. Por la
convexidad de s2k se tiene que para cada i, k ∈ N:
1
jk
(2r2(xi) + 2r
2(x)− r2(x+ xi)) ≤ 2
(
s2k +
r2
jk
)
(xi) + 2
(
s2k +
r2
jk
)
(x)−
(
s2k +
r2
jk
)
(x+ xi)
<
8
j2k
+ 2s2(xi) + 2s
2(x)− s2(xi + x)
Entonces, para cada k ∈ N:
1
jk
l´ım sup(2r2(xi) + 2r
2(x)− r2(xi + x)) ≤ 8
j2k
+ l´ım sup(2s2(xi) + 2s
2(x)− s2(xi + x))
Por lo supuesto sobre x, xi y s, tenemos que l´ım sup(2s
2(xi) + 2s
2(x) − s2(xi + x)) = 0 y por
tanto
l´ım sup(2r2(xi) + 2r
2(x)− r2(xi + x)) ≤ 8
jk
≤ 8
k
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para cada k ∈ N.
Entonces por convexidad de r2, l´ım(2r2(xi) + 2r
2(x) − r2(xi + x)) = 0 y por la convexidad
localmente uniforme de r, l´ım |xi − x| = 0.
Para probar que el conjunto R de todas las normas UC equivalentes en X es un conjunto
Gδ en X, basta observar que para n ∈ N, el conjunto
Gn =
{
r ∈ P : ı´nf
{
2r2(x) + 2r2(y)− r2(x+ y) : |x|, |y| ≤ 1, |x− y| > 1
n
}
> 0
}
es abierto en (P, %) y
⋂
Gn = R. Como adema´s R es denso o vac´ıo en (P, %) (si r ∈ R y z ∈ P ,
entonces (r2 + z2)1
2
∈ R) este argumento provee una prueba del teorema con norma UC.

Teorema 5.2. Sea (X, | · |) un espacio de Banach. Entonces si T es el conjunto de todas las
normas equivalentes en X cuyas normas duales en X∗ son LUC es o bien vac´ıo o residual en
el espacio me´trico (P, %). Se obtiene igualmente un resultado ana´logo para normas SC o UC.
En el caso de normas uniformemente convexas, T es Gδ en (P, %).
Demostracio´n. La prueba del teorema 5.2 puede ser realizada de forma ana´loga a la del teo-
rema 5.1 realizando el mismo razonamiento en el espacio (P ∗, %∗) y empleando posteriormente
el homeomorfismo entre (P %) y (P ∗, %∗) sen˜alado en la observacio´n 5.2.

Como consecuencia inmediata de los dos teoremas anteriores se tiene este resultado
obtenido por vez primera en [1].
Teorema 5.3. Sea (X, |·|) un espacio de Banach. Supongamos que existe una norma equivalente
| · |1 en X que es LUC y otra norma equivalente en X cuya norma dual es LUC. Entonces existe
una norma equivalente | · |3 en X que es LUC y cuya norma dual | · |∗3 en X∗ es LUC.
Como conclusio´n podemos enunciar los siguientes corolarios sobre cierto tipo de espacios.
Corolario 5.1. Sea (X, ‖ · ‖) un espacio normado, lineal separable. Entonces el conjunto de
normas SC equivalentes a ‖ · ‖ es residual en el espacio me´trico (P, %).
Demostracio´n. Se tiene por el corolario 3.2 y el teorema 5.1.

Corolario 5.2. Si (X, ‖ · ‖) es superreflexivo, entonces el conjunto de normas equivalentes a
‖ · ‖ que sean uniformemente convexas y uniformemente suaves es residual en (P, %).
Demostracio´n. Por el teorema de Enflo, se tiene que si (X, ‖ · ‖) es superreflexivo, entonces
existe un renormamiento con una norma UC, equivalente a ‖ ·‖. Veamos que adema´s, (X∗, ‖ ·‖)
es superreflexivo. En efecto, teniendo en cuenta el corolario 4.1, si para todo ultrafiltro U las
ultrapotencias X I/U son reflexivas entonces (X, ‖ · ‖) es superreflexivo. Se tiene por el teorema
2.3 de [10], que (X I/U)∗ = (X∗)I/U , para todo ultrafiltro U . Luego (X∗, ‖ · ‖∗) es tambie´n
superreflexivo, por lo que existe un renormamiento UC de (X∗, ‖·‖∗) con una norma equivalente
a ‖ · ‖∗.
Como todas las normas en (P ∗, %∗) son duales de (P, %) , se tiene por el teorema 5.2 que el
conjunto de normas con norma dual UC es residual en (P, %).
Dado que existe un renormamiento UC en (P, %), por el teorema de Enflo, tenemos que por el
teorema 5.1 el conjunto de normas UC es residual en (P, %).
Emplearemos ahora un lema auxiliar sobre conjuntos residuales:
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Lema 5.1. Sea (X, τ) un espacio topolo´gico y D1, D2 ⊂ X dos conjuntos residuales. Entonces
D1 ∩D2 es tambie´n residual.
Demostracio´n. En efecto, sean Ci = X \Di conjunto de primera categor´ıa, es decir existe una
coleccio´n numerable de conjuntos raros {Kil}l∈N, con la clausura de int(Kil ) vac´ıa para i = 1, 2,
l ∈ N.
La interseccio´n D1 ∩D2 = X \ (C1 ∩ C2). Tenemos por tanto que:
∞⋃
l=1
K1l ∩
∞⋃
j=1
K2j =
∞⋃
j,l=1
K1l ∩K2j
y como int(K1l ∩K2j ) = int(K1l ) ∩ int(K2j ) = ∅, el complementario de D1 ∩ D2 es unio´n
numerable de conjuntos densos en ninguna parte, es decir, que es de primera categor´ıa y por
tanto D1 ∩D2 es residual.

Al ser residual la interseccio´n de dos conjuntos residuales, y ser un espacio uniforme-
mente suave si y solo si su norma dual es uniformemente convexa, se tiene que el conjunto de
renormamientos con normas UC y US en (X, ‖ · ‖), es residual en (P, %).

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