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Abstract—It is widely acknowledged that network slicing can
tackle the diverse use cases and connectivity services of the forth-
coming next generation mobile networks (5G). Resource schedul-
ing is of vital importance for improving resource-multiplexing
gain among slices while meeting specific service requirements
for Radio Access Network (RAN) slicing. Unfortunately, due to
the performance isolation, diversified service requirements and
network dynamics (including user mobility and channel states,
etc.), resource scheduling in RAN slicing is very challenging.
In this paper, we propose an intelligent resource scheduling
strategy (iRSS) for 5G RAN slicing. The main idea of iRSS is
to exploit a collaborative learning framework which consists of
deep learning (DL) in conjunction with Reinforcement Learning
(RL). Specifically, DL is used to perform large time-scale resource
allocation, while RL is used to perform on-line resource schedul-
ing for tackling small time-scale network dynamics, including
inaccurate prediction and unexpected network states. Depending
on the amount of available historical traffic data, iRSS can
flexibly adjust the significance between the prediction and on-
line decision modules for assisting RAN in making resource
scheduling decisions. Numerical results show that the convergence
of iRSS satisfies on-line resource scheduling requirement and
can significantly improve resource utilization while guarantee-
ing performance isolation between slices, compared with other
benchmark algorithms.
Index Terms—RAN slicing, Resource Scheduling, Deep Learn-
ing, Reinforcement Learning.
I. INTRODUCTION
The forth-coming generation mobile network (5G) is expect-
ed to significantly improve the efficiency of mobile networks
to meet diverse use cases and service requirements. Current
one size fits all network architecture is no more efficient for the
multi-service oriented 5G. Virtualizing the 5G mobile network
to make it programmable in a flexible way is of paramount
importance for a cost-effective solution to address this issue. In
this regard, network slicing is an emerging and valid solution
to realize the service-oriented 5G vision. In network slicing,
physical infrastructure is sliced into multiple isolated logical
networks, with aim of supporting a wide range of verticals
and use cases with a diverse set of performance and service
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requirements. Software-defined network (SDN) and network
function virtualization (NFV) are used to achieve creation of
slices [1], such that 5G networks gradually evolve to a flexible
and programmable network architecture [2].
While the virtualization of 5G core networks has been
widely studied, the realization of Radio Access Network
(RAN) slicing is at its infancy [3]. One key issue in RAN
slicing is resource scheduling which appropriately allocates
limited resources to individual users with diverse quality of
service (QoS) requirements according to the traffic variations
and network state dynamics. Compared with that in core
network slicing [4], resource scheduling in RAN slicing is
much more challenging due to the radio channel and user
mobility involved.
The main idea of resource scheduling in traditional RANs
enables a rigid way to exploit resources among users, so as
to achieve a high spectrum multiplexing gain with spectrum
sharing [5] [6] [7]. As RAN slicing provides a flexible and
controllable architecture, the main design objective of a re-
source scheduling strategy (RSS) for RAN slicing is to flexibly
and adaptively share RAN resources among slice owners (or
tenants), so that the RAN infrastructure can be efficiently
utilized. In the meantime, it is necessary to maintain a certain
degree of slice independence (i.e., performance isolation and
functional isolation), so that the tenants can maintain full
control of their slices to be tailored to meet their service
requirements. Without appropriate slice isolation, service in-
terruptions may happen, leading to poor performance in the
multi-service RAN slicing environment. Obviously, the RSS
for RAN slicing is much more complicated compared with that
in traditional RANs, and the existing RSSs for conventional
RANs cannot be applicable to RAN slicing. Therefore, it is
imperative to develop new RSSs dedicated to RAN slicing,
with aim to maximize resource utilization subject to slice
isolation requirements. Fortunately, under such a very complex
and dynamic network environment, recent emerging machine
learning tools that interact with surrounding environment can
provide an effective way to address this challenging problem.
In this paper, we propose an intelligent resource scheduling
strategy (iRSS) for RAN slicing, which is embedded in a
collaborative learning framework. Both deep learning (DL)
and reinforcement learning (RL) are incorporated and work
in a collaborative way, to deal with both large and small time-
scales network and traffic dynamics. In detail, long short-term
memory (LSTM) [8], is used to explore the regularity of data
traffic, and perform large time-scale resource allocation of
RAN slices. In addition, for coping with inaccurate prediction
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architecture based asynchronous advantage actor-critic (A3C)
algorithm [9] is exploited for performing on-line resource
scheduling of RAN slices. It is known that the prediction
accuracy and granularity of DL mainly depend on the volume
of available effective data [8]. In comparison, on-line RL
does not heavily rely on available data volume, and can
quickly response to dynamic environment. Nevertheless, on-
line RL generally cannot provide satisfactory performance at
the begging of a learning process [10]. In this regard, we
propose to exploit both technologies for RAN slicing RSS
in a collaborative way. Specifically, the time is divided into
prediction windows (PWs), and DL is used in each PW to
predict traffic volume for the next PW. In the meantime,
inside each PW, RL is used for performing on-line resource
scheduling. The significance between the prediction by DL and
the real-time resource scheduling by RL can be dynamically
adjusted, resulting in a total programmable iRSS. In detail, if
the historical traffic data collected for training the deep neural
network is insufficient, the decision-making can depend more
on on-line RL solution through reducing the confidence level
of prediction. With the progress of leaning process, more data
can be collected and thus the significance of prediction can be
increased. Our contribution of this paper can be summarized
as follows.
• To the best knowledge of the authors, this is the first
work to exploit DL and RL in a collaborative way for
addressing RAN resource scheduling. The significance
between prediction and on-line decision modules can
be dynamically adjusted for assisting RAN in making
accurate decisions.
• We propose an A3C algorithm for the small timescale
resource scheduling. In A3C, the Actor provides resource
scheduling strategies for slices in advance through policy
network, and the Critic uses TD-error to update the value
network to make the decisions more appropriately. We
have demonstrated through simulations that the collabo-
ration of Actor and Critic in A3C can meet the real-time
scheduling requirement, and can significantly improve
the performance when compared with other benchmark
learning algorithms.
• We implement parallel computing for individual slices
in the A3C algorithm, such that the two target net-
works (i.e., the Actor and Critic) can be maintained
independently for different slices in parallel. By this
way, A3C can well capture the regularities of service
requests of individual slices, and thus can help them make
appropriate decisions in the RSS.
• We transfer the control and responsibility from the mo-
bile virtual network operator to individual slices. This
stimulates the slice abilities of self-learning and self-
control with reduced signaling interactions. Furthermore,
to address the network information exchange among
slices, we introduce the sharing account book in the
Critic process, guiding the decisions to be made along
the feasible way.
The rest of the paper is organized as follows. The network
model is presented in Section III. In Section IV, we formu-
late the problem of resource scheduling for RAN slicing as
optimization problems from perspectives of large and small
timescales respectively, and analyze the computational com-
plexity. Then in Section V, we present the periodic traffic
prediction by using LSTM method, and propose a distributed
architecture for on-line resource scheduling. In Section VI, we
model the problem of resource scheduling of small-timescale
as a continuous Markov Decision Process (MDP), which is
solved by using the parallel computing based asynchronous
advantage actor-critic (A3C) method. In Section VII, we
present the numerical results as well as discussions, and finally
conclude the paper in Section VIII.
II. RELATED WORK
In recent years, many researchers have investigated RAN
sharing in 5G networks. 3GPP Rel. 15 also specifies two RAN
sharing schemes, i.e., multi-operator core networks (MOCN)
and multi-operator RAN (MORAN) [11], and they have been
are widely referred in related research work [3] [12] [13].
Although separated core networks are implemented in
both MOCN and MORANs for each operator, MOCN fully
shares the spectrum resources among multiple operators while
MORAN allocates dedicated spectrum for each operator. Thus,
the resource allocation in traditional RAN indeed belongs
to MOCN scheme while RAN slicing belongs to MORAN
scheme. In the following, we review the major related work on
RAN RSS for traditional RAN and RAN slicing respectively,
followed by recent emerging machine learning based RSS.
A. RSSs for Traditional RAN
Generally, RSSs in traditional RAN simply pool the spec-
trum resources and share them by catering various services
with diverse requirements. As the RSSs do not consider to
pre-reserve resources for future service requests, the perfor-
mance isolation cannot be guaranteed. The major concern
of the existing strategies of [5] [6] focuses on the design
of efficient sharing of the radio resources among different
users while guaranteeing the requirements of services. Thus, a
high multiplexing gain can usually be obtained by exploiting
the full spectrum sharing in traditional RANs. Unfortunately,
in the dynamic multi-service environment of RAN slicing,
service interruption may happen without guaranteeing the
performance isolation if these RSSs are used. Therefore, it
is necessary to develop new RSS which can make resource
reservation for individual services, to guarantee a certain level
of performance isolation for RAN slicing.
B. RSSs for RAN Slicing
While the RSSs in traditional RAN have been widely
studied, RSS for RAN slicing has just become one of the
research focuses in 5G network research recently. The state-
of-the-art on RAN slicing aims at scheduling resources to
customized services for guaranteeing the isolation among
slices (e.g., functional isolation, performance isolation). In [13]
[14], full isolation is considered to accommodate the need
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is cut into small compartments, resulting in a strict isolation
among slices. Obviously, the spectrum multiplexing efficiency
is low due to physical isolation of resources in this scheme.
As an improvement, the authors of [3] propose a flexible
multi-service mobile network architecture, aiming to find a
balancing between providing functional isolation among slices
and facilitating efficient sharing of RAN resources. However,
under a very complex and dynamic environment of RAN
slicing, it is necessary for the service-orientation RSS to adopt
an intelligent solution for providing an on-line solution with
a certain degree of generalization.
C. Machine Learning based RSSs
The recent rapid development of machine learning tech-
nologies provide a novel way for designing RSS for RAN-
s. At the edge of wireless networks, artificial intelligence
(AI) (e.g., machine learning) has been applied to provide
prediction and fast decision making in uncertain network
environments. Deep learning such as recurrent neural network
(RNN) can dig out the intrinsic correlation between data, so
as to make prediction or classification, which could be an
essential component of RSS. The authors of [15] exploit the
RNN for traffic forecasting, and thus achieve performance
improvement. On the other hand, reinforcement learning (RL)
learns to control a system so as to maximize a numerical
performance measure that expresses a long-term objective
based on a Markov Decision Process (MDP), by dynamically
interacting with the environment. AlphaGo and AlphaGo Zero,
i.e., [16] [17] have leveraged RL for addressing the Go game
which is modelled as an MDP problem, and have notable
achievements in the Go games of Machine vs Man. In [6], we
use the multi-agent RL to address the multi-RAT access, where
RL performs better in a time-varying network environment
when compared with other benchmark solutions. However, RL
algorithms such as conventional Q-learning and Monte Carlo
Tree Search (MCTS) may be inefficient when the action (or
decision) space is too large or the action space is continuous,
since the computational complexity of these RL algorithms
exponentially grows with the size of action space. In this
regard, the authors of [18] and [19] model the RSS problem as
MDPs, and respectively adopt discrete-action based Q-learning
and continuous-action based Actor-Critic (AC) to address this
problem. In addition, the AC algorithm has demonstrated a
strong potential in solving the continuous action space based
MDP problem. In general, by exploiting historical traffic data,
deep learning can provide prediction results, assisting RAN in
allocating resources to users in advance. By interacting with
the network environment, RL provides an effective approach
for RAN to adapt to network dynamics.
III. NETWORK MODEL
A. Network Topology
In this paper, we consider multiple network slices that are
deployed on a substrate mobile network enabled by Software
Defined Network (SDN) / Network Function Virtulization
(NFV). Fig. 1 shows an exemplary deployment scenario of
network slices, which consists of the RANs and core network
(CN), where the physical network infrastructure is logically
spilt into multiple virtual networks (slices) to support diverse
mobile services. Let RAN be composed by a set of N
base stations (BS) deployed in a geographic area, where the
spectrum resources are aggregated to form a resource pool.
We denote byM(M = {1, · · · ,m, · · · ,M}) the set of slices
sharing the RAN, and by Um,m ∈ M the subset of the
users belonging to slice m. A slice may cover multiple BSs,
and the corresponding transmission resources of the BSs are
allocated to individual slices. Let there be some distributed
data collector units (DCUs) integrated into nearby data centers
(DC), which are able to record the aggregated traffic informa-
tion of individual slices. Let there be a sharing account book
used to record and share some necessary information among
slices (e.g., states of network, slices, user behaviors), and each
slice has the authority to modify and maintain this account
book. This decentralization mechanism transfers the control
and responsibility from the mobile virtual network operator
(MVNO) to individual slices, with the aim of stimulating the
slice abilities of self-learning and self-control with reduced
signaling interactions.
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Fig. 1: Network topology
B. Traffic Model
Two types of resource provisioning have been widely used
[20]: (1) RAN slices request spectrum resources based on
the amount of spectrum resources, and (2) resource provi-
sioning is based on transmission rate. Specifically, resource-
based provisioning defines the resource scheduling for a
slice in terms of a fraction of the total resources. Rate-
based provisioning defines resource scheduling in terms of
the aggregate throughput. Let MI ⊂M denote the subset of
the slices (or tenants) requiring resource-based provisioning,
and MII ⊂M denote the subset of the slices requiring rate-
based slices provisioning. Let the quality of service (QoS)
requirement set of slice m be Gm(t) which is represented by
a three-tuple {rm(t), hm(t), τm(t)},m ∈M at time t, where
rm, hm and τm represent the assigned amount of spectrum
resources, the threshold of resource requirement, and the
4required transmission time interval (TTI) length, respectively.
Note that the length of TTI can be dynamically set according
to the specific requirement of slices of the mobile networks,
such as 5G new radio (NR) framing [21].
C. RAN Slicing Model
To realize network slicing, certain degree of resource iso-
lation between slices must be enforced, so that the offered
quality of service of a slice will not be influenced by the traffic
load variation of other slices [14]. In this work, we focus on the
performance isolation, and assume that the functional isolation
among slices is already guaranteed as that in Orion [3].
Definition 1. Let Pm be the performance metric (e.g., QoS
requirements, throughput, etc.) of slice m at a given time.
Assuming that the resource requirements of slices change
from {r1, · · · , rm, · · · , rM} to {r+1 , · · · , r,m · · · , r+M} from t
to t + 1. We define the strict performance isolation for slice
m as that there is no performance deterioration of slice m
because of any changes on the resources requirements of other
slices. This strict performance isolation is expressed by
P tm(r1, · · · , rm, · · · , rM ) ≤ P t+1m (r+1 , · · · , rm, · · · , r+M ).
Because of the possible unknown changes of other slices
requirements, it is necessary for RAN to make reservations for
the aggregated resources of slices in advance, so as to support
a certain degree of performance isolation across slices. On
this basis, we partition the total spectrum resources Θ(Θ = 1)
into the fraction of dedicated resources Θrm,m ∈ M and the
fraction of shared resources Θs = Θ−∑m∈M Θrm. We define
the performance isolation degree (PID) of a slice as the ratio of
the time duration in which the strict performance isolation can
be guaranteed over a given time period. It is obvious that PID
increases with the amount of dedicated resources. In addition,
when considering RAN slicing in a single-cell scenario, we
simply assign orthogonal resources to different users to avoid
co-channel interferences, and thus to guarantee the physical
isolation of inter-slice. We illustrate the relationship between
dedicated and shared resources in Fig. 2. Finally, for improving
the clarity, we summarize the notations and variables used in
this paper in Table I.
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Fig. 2: Dedicated and shared resources in RAN slicing
TABLE I: Main Parameters and Variables
Symbol Description
Θ the fraction of all of the resources
Θrm the fraction of reserved resources for slice m
ΘS the fraction of shared resources among slices
M = {1, · · · ,m, · · · ,M} set of slices
U set of users sharing the network
Um,m ∈M subsets of users belonging to each slice
MI ⊂M slices which require resource-based slices
provisioning
MII ⊂M slices which require rate-based slices provi-
sioning
G(t),m ∈M the requirement set of slice m at time slot t
T∆ Prediction Window (PW)
Dm(t) the function of the difference between before
and after resource reconfiguration
B(Dm(t)) Bonus incurred for that reconfiguration is
conducted for slice m.
rm(t), hm(t) assigned spectrum resources, threshold of re-
source requirement
τm the required transmission time interval (TTI)
length
IV. PROBLEM FORMULATION OF RSS
In the following, we formulate the problems of resource
scheduling of large and small time-scales respectively. Let
a prediction window (PW) have T∆ decision time intervals
(DTIs), and each DTI have one or several TTIs. Specifically,
we respectively perform resource allocation of large timescale
in the next PW, and the resource scheduling of small timescale
in every DTI. For periodic traffic prediction in large time-scale,
the shapes of traffic volume can be derived by minimizing the
mean-square-error (MSE) between the predicted value r˜m(t)
and the actual traffic volume rm(t), which is formulated as
follows.
Problem 1 Periodic Traffic Prediction for Slices
arg min
r˜m(t)
1
T∆
∑
t∈T∆
|rm(t)− r˜m(t)|2, (1)
s.t.
∑
m∈M
r˜m(t) = Θ
r ≤ Θ. (1.1)
We next formulate the on-line resource scheduling problem.
Our design objective is to minimize the overall resource con-
sumption of slices in RANs while guaranteeing the required
performance isolation degree. There are two possible cases
in the real-time resource scheduling: (1) The amount of the
required resources rm(t) exceeds the predicted value r˜m(t)
derived from Problem 1, i.e., rm(t) > r˜m(t). Thus slice m
may need to request more resources from the shared resource
pool. In addition, we assume that in order not to compromise
the QoS of the majority of ongoing traffic sessions, new arrival
flows need to wait until more resources are available. (2)
rm(t) ≤ r˜m(t) and in this case the pre-assigned resources
in slices remain unchanged (i.e., released) for a long-term
performance isolation.
Frequent resource requesting based on the instantaneous
resource demand may cause service interruption of other
slices and a certain reconfiguration overhead. The robustness
of resource configuration for maintaining a certain degree
of isolation and thus reducing the reconfiguration overhead
5require a prospective on-line resource scheduling strategy. Let
Dm(t) = rm(t) − rm(t − τm) be the difference between the
amount of resources before and after resource reconfiguration
for slice m at every decision time interval τm, and Ωm(Dm =
0) be a counter used to record the length of isolation time.
Thus, we formulate the on-line resource scheduling of small
timescale as follows.
Problem 2 On-line Resource Scheduling
Min
M,t∆
∑
m∈M
∑
t∈T∆
rm(k), (2)
s.t.
∑
m∈M
rm(t) ≤ Θ, (2.2)
rm(t) > hm(t),∀m ∈M, (2.1)
Ωm(Dm = 0) ≥ T thm , (2.3)
where T thm represents the threshold of the length of isolation
duration. Specifically, for slices belonging to set MII , hm(t)
varies with the signal-to-interference plus noise ratio (SINR)
which is translated from the required transmission rate Rthm .
Therefore, for m ∈ MII , hm(t) = Rthm/log (1 + pmg2m/N0),
where gm represents the channel gain, pm is the transmission
power which is fixed in this work, and N0 is the variance of
white Gaussian channel noise.
This RSS problem in RAN slicing is a variant of the Multi-
ple Choice dimension Knapsack Problem, which is known to
be equivalent to an NP-hard problem [22]. More importantly,
we target at a long-term optimal solution, and thus it is
infeasible to use static optimization technique to solve the
prediction and on-line resource scheduling problems. We thus
resort to machine learning technique to address the RSS
problem.
V. COLLABORATIVE LEARNING FRAMEWORK OF IRSS
Our proposed iRSS for RAN slicing is embedded in a
collaborative learning framework. Both DL and RL are incor-
porated in the framework and work in a collaborative way,
so as to tackle both large and small time-scales network
dynamics. Fig. 3 illustrates the collaboration of these two
algorithms, where we use the confidence level χ(χ ∈ (0, 1))
for intuitively describing the respective significance of DL
and RL. In other words, we can adjust χ according to
the contribution from the DL and RL respectively to the
decision-making process. The intuition is as follows. At the
beginning of the learning process, there is no sufficient data
in the DCU for training the LSTM, resulting in inaccurate
prediction results. Accordingly χ can be set smaller such that
the decisions is mainly dependent on RL for performing real-
time resource scheduling. With the progress of leaning process,
more data is collected by the DCU, and χ can thus be set
bigger as the prediction results by DL become more credible.
This dynamic adjustment process enables the network to well
leverage the advantages of both DL and RL for making better
scheduling strategies for individual slices. In extreme case, if
the performance given by DL is too poor, iRSS can make
decision according to the results of RL only(χ = 0).
x%Deep learning : LSTM          Reinforcement learningχ 1-χ 
Fig. 3: Collaboration of DL and RL in CoLF
A. Using LSTM Recurrent Neural Network for Periodic Traffic
Prediction
Prediction leverages the regularity of historical traffic data
to allocate resources for individual slices in advance. We aim
to find a value of r˜m(t) in (1) that can minimize the MSE
for predicting the traffic volume of the next PW by using the
traffic records collected in current and previous PWs.
Usually a huge amount of traffic data (e.g., data gener-
ated in one month) can be used for an accurate prediction.
However, due to the gradient explosion or gradient vanish
phenomenon in the process of back propagation through time
(BPTT), standard recurrent neural networks (RNNs) fail in
learning when the time lags are greater than 5-10 discrete
time steps [23]. Long Short-Term Memory (LSTM) is a variant
of RNN, capable of finding the embedded characteristics and
leveraging the long-time dependency in the sequence [2]. As
shown in Fig. 4, under the iRSS decision framework, we
employ LSTM algorithm to make traffic volume prediction for
performing the large time scale resource allocation in the next
PW. The LSTM architecture consists of a set of recurrently
connected subnets, known as memory blocks. These blocks
can be deemed as a differentiable version of the memory
chips in a digital computer. Each block contains one or more
self-connected memory cells and three multiplicative units-the
input, output and forgets gates-that provide continuous analogs
of write, read and reset operations for the cells.
Specifically, we leverage the traffic records collected by
DCU in dozens of previous DTIs and the current DTI for
prediction. In the design of prediction module, several LSTM
modules are connected in series, and the states (i.e., the value
of weight coefficients and the MSE results) are transferred
between adjacent LSTM modules. Note that the input of the
raw data is attached with three tags which are respectively the
time steps (i.e., the PW T∆), traffic volume per time step and
instances (i.e., the slices). Specifically, for slice m, within a
PW T∆, the raw data Dr = {dt−n, dt−n+1, · · · , dt} is input to
the first LSTM block, and the predicted results are obtained by
the manipulations for minimizing objective (1), and then used
for resource allocation for individual slices. We use Tensorflow
framework for performing LSTM.
Remark 1. It has been proved by Godfrey et al. [24] that
LSTM outperforms ARIMA and SVR on time-series forecasting
through a large number of experiments.
As mentioned in Section IV.A, we use the confidence
level χ(χ ∈ (0, 1)) for intuitively describing the respective
significance of the prediction results. In other words, we can
relax strict performance isolation according to the accuracy
of prediction (based on the amount of data) and the ser-
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Framework
vice types. For instance, best-effort traffic requests without
stringent requirements can tolerate an imprecise prediction
results. Let the predicted traffic volume demand be Dp =
{dt+1, dt+2, · · · , dt+n}. The sample mean of the elements of
Dp is d¯ = 1n
∑n
k=1 dt+k, and the sample standard deviation
is σ(d) = ( 1n
∑n
k=1(dt+k − d¯)2)
1
2 . We denote by χ the
confidence level which can be dynamically adjusted according
to the service types, and the confidence interval is given by
Pr{rm(t) ∈ d¯± z(1−χ)/2 · σ(d)√
n
} = χ, t ∈ [0, T∆]. (3)
In other words, the probability that the future traffic requests
(the predicted volume) lie within [d¯±z(1−χ)/2 · σ(d)√n ] is χ. Due
to the penalties imposed by traffic service level agreements
(SLAs), we suppose to assign resources based on the upper
bound of the prediction interval as it provides the worst−case
of a forecasted traffic level. Let rUm be he upper bound of the
confidence interval for slice m ∈ M. Therefore, for the next
PW T∆, the predicted amount of spectrum resources allocated
to tenants are
∑
m∈M r
U
m(T∆) = Θ
r.
B. Distributed Architecture for On-line Resource Scheduling
of RAN Slicing
In conjunction with large timescale resource allocation
based on periodic traffic prediction, we employ an on-line (or
real-time) algorithm for small timescale resource scheduling
in iRSS framework. After carefully investigating the char-
acteristics of on-line resource scheduling problem for RAN
slicing and the system model, we propose a distributed on-
line resource scheduling architecture as shown in Fig. 5. This
architecture consists of five components: 1) a distributed store
of experience replay memory [9]; 2) parallel actors (i.e.,
slices) that generate new actions; 3) parallel learners (i.e.,
slices) that are trained by stored experience; 4) a distributed
neural network (NN) to approximate the Q-value and policy;
and 5) a distributed account book to store and exchange
information among slices. It is obvious that individual slices
have different requirements on resources scheduling, and thus
the resource allocation strategy for different slices cannot be
optimized in the same way. In other words, joint optimization
of resource allocation for all slices is infeasible. We thus resort
to the parallel computing for performing resource allocation
for individual slices, where the slices learn from the stored
experience and generate new actions in a parallel way. In
addition, the algorithm of A3C is employed in this distributed
architecture as an asynchronous updating on-line solution
to the RSS problem, which is a sub-filed of reinforcement
learning under a c-MDP model.
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VI. CONTINUOUS MARKOV DECISION PROCESS FOR
ON-LINE RESOURCE SCHEDULING
We model the decision process of on-line scheduling as a
continuous-time Markov decision process (c-MDP), and adopt
RL to resolve this problem. In conventional reinforcement
learning algorithms i.e., Q-learning algorithm, value iteration,
Monte Carlo Tree Search, etc., the decision agents update
their Q-value by using bootstrap method [25], which cannot
well estimate the Q-value of the subsequent state that is not
traversed. Therefore, these algorithms cannot be used when
the state or action space is infinite. Therefore, we exploit
the asynchronous advantage actor-critic (A3C) (Mnih et al.,
[10]) for providing an on-line solution to the c-MDP based
scheduling problem. A3C accelerates the convergence when
compared with traditional AC, by employing an asynchronous
update strategies in a distributed architecture. Moreover, A3C
has achieved the state-of-the-art results on many gaming tasks
including Atari 2600 [26].
A. c-MDP Model
The c-MDP is modeled as a five-tuple < S,A,F ,P, γ >,
where S denotes the state space, A denotes the action space,
and let F : S × A × S → R be a given cost function
used to measure the quality of the decision. We consider a
set of randomized stationary policies Pr = {piθ; θ ∈ Rn},
parameterized in terms of a vector θ = {θt, θt+1, · · · }. For
example, for each pair (s, a) ∈ S ×A, piθ(s, a) = Pr{s′|s, θ}
denotes the probability of taking action a at state s, under the
policy based on θ. Moreover, we assume that pi is differentiable
with respect to its parameter, i.e., ∂piθ(s,a)∂θ exists. γ ∈ [0, 1] is
the discount factor. Note that in this MDP model, the transition
probability from one state to another is determined once an
action is adopted, which can be expressed as
Pr{s′|s, a} =
{
1 if s′ = st+1
0 otherwise
.
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We define that at arbitrary time t, the sharing (or cognitive) s-
tate space is represented by a set of {UMI ,UMII , hMII , rM}.
In this work, the network will decide the proportion of
resources allocated to slices. Note that in this decentralized
network environment, actions between slices are unobservable,
such that each slice makes decisions independently. Therefore,
for a given slice m, the Action is defined as Am(s(t)) = am(t)
under the deterministic state s ∈ S, where am(t) is the fraction
of resources allocated to slice m at time t.
The Reward reflects our design objectives. As shown in
Problem 2, the objective is minimizing the resource consump-
tion (or improving the resource efficiency) while guaranteeing
a certain degree of performance isolation. The reward function
should be designed to guide the slices to make decisions
towards the direction of the optimization objective of Problem
2. The logarithm function is widely used as the elastic utility
function for allocating resources (or determining transmission
rate) in related studies [27] [28]. In our model, we make some
modifications to the logarithm function based on our design
objective. In more detail, we define the elasticity demand on
assigned resources related to rm(t) and hm(t) as an absolute
value of the logarithm function, i.e., e(rm(t), hm(t)) =
| ln (rm(t)− hm(t) + 1)|. The definition domain of e(·) is
within [hm(t) − 1, hm(t)) ∪ [hm(t),+∞). Therefore, when
rm(t) < hm(t), we transfer rm(t) into
rm(t)
hm(t)
+ hm(t) − 1
whose value range is within [hm(t) − 1, hm(t)] that satisfies
the definition domain of e(·).
In addition, by considering the constraints in Problem 2, we
formulate the reward function for slices as follows
cm(t) = e(rm(t), hm(t)) + B(Dm(t)), (4)
where B(·) is defined as bonus incurred by the reconfig-
uration conducted for slice m. Specifically, B(Dm(t)) =
w·1{Dm(t)6=0}, where w > 0, and 1{f} is the indicator function
that equals to 1 if condition f is satisfied and 0 otherwise.
The value of w in the bonus function makes the length of
Ωm(Dm(t)) = 0) (in constraint (2.3)) controllable.
As described in Problem 2, meeting the slices’ requirements
with minimal resources is the primary objective. This is
equivalent to minimizing the value of cm(t). However, due to
the existence of bonus, hm(t) may be not the optimal solution.
The cost function has the following characteristics: (1) when
rm(t) ≥ hm(t), with the increase of rm(t), the cost will
gradually increase towards saturation since the partial derivate
∇rme(rm(t), hm(t)) gradually decreases to zero; (2) when
rm(t) ≤ hm(t), with the decrease of rm(t), the cost rapidly
increases towards infinity, indicating the degree of resource
shortage in the slice; (3) the gradient of the cost function on
the left side of hm(t) is steeper than that on the right side.
As we pursue the long-term system performance optimization,
resource scheduling strategies that cannot satisfy the QoS
requirement (i.e., rm(t) < hm(t)) at this decision time cannot
be just simply dropped. We preserve these strategies in case
that it can provide good performance for subsequent states,
and thus can improve the long-term system performance.
The objective of our MDP modeling is to find a policy
piθ(`) which can optimize reward r(t) from time t to t+ T∆.
Assuming that the MDP starts from an initial state s0 ∈ S ,
and makes decisions according to piθ, resulting in a trajectory
` ∼ {s0, a0, s1, a1, · · · , sT∆ , aT∆}. Then, we formulate the
following objective function O(piθ) by considering the dis-
counted return:
Min O(piθ) = E`∼piθ(`) [cm(`)], (5)
where r(`) =
∑T∆
k=0 γ
krt+k is the discounted cumulative
reward starting form time t and increasingly discounted at
subsequent steps by factor γ ∈ (0, 1].
Note that our MDP problem has continues state and action
space as the wireless channel state and the amount of assigned
resources are continuous variables, and thus it is infeasible
to compute and save all value functions for every particular
state-action pair. With respect to continuous or infinite state
and action problems, the objective of (2) can be rewritten as
O(piθ) = E`∼piθ(`) [cm(`)] =
∫
`∼piθ(`)
piθ(`)cm(`)d`. (6)
B. Actor and Critic in the c-MDP for the Slice RSS
The Actor works with a family of parameterized policies.
The gradient of the performance (5), with respect to the actor
parameters, is directly estimated by simulation, and the param-
eters are updated in the direction of improving the objective
(5). Specifically, the gradient of the feedback function with
respect to the vector of θ is expressed by ∇θO(piθ). The
reinforcement method updates θ by using the gradient
∇θO(piθ) = ∇θ log piθ(`)c(`). (7)
As we use 1-step update in this work, such that (7) is an
unbiased estimation of E`∼piθ(`)[c(`)] [29].
We use the known Gaussian probability distribution to
derive a stochastic policy for selecting actions, which can be
presented as
piθ(a|s) ∼ N (µ(s), σ2), (8)
where µ(s) is the mean and σ is the standard deviation. µ(s)
is indeed the action that has the largest probability to be
chosen at state s, and σ indicates the extent of exploration
over all actions at state s. By exploiting Gaussian probability
distribution, exploration (searching for better strategies) and
exploitation (exploiting the previous best strategies) can be
well balanced in the action selection process.
We use the network state S as the feature vector Φ(st) =
(φ1, φ2, · · · , φf )T with f elements which need to be normal-
ized for better performance of linear approximation. Moreover,
a linear feature-based function is used to approximate µ(st)
which is represented as
µθ(st) = θ
T · Φ(st), (9)
where θT = (θ1, θ2, · · · , θf ) is updated by the policy gradient
method. Specifically, the policy gradient update formulation
for parameters θ is given by ∆θ = αa,t · ∇θOm(piθ), where
αa,t > 0 is an appropriately small step-size for the policy
update.
The Critic relies exclusively on the value function ap-
proximation and aims at learning an approximate solution to
8the Bellman equation, which will then hopefully prescribe
a near-optimal policy [30]. We use function approximation
to estimate the value function and update the parameters by
using some samples. The approximation state-action value and
state value, denoted by Vϑ(st) ≈ V (st), can be parameterized
by the vector ϑT = (ϑ1, ϑ2, · · · , ϑf ). We choose the linear
feature-based function to approximate Vϑ(s) since this solution
is effective for our scenario with a low complexity and fast
convergence. Thus,
Vϑ(st) = ϑ
T · Φ(st). (10)
Remark 2. Linear approximation function can be deemed as a
neural network with 1 neural cell and the activation function is
a linear equation. Since linear feature-based function performs
well in function approximation and has demonstrated high
efficiency in gradient decent, it has been successfully used in
some on-line game applications [26] [30], such as cart-pole,
acrobot and Atari, etc.
Next, we need to update the parameter vector ϑ in the critic
process. We introduce $t as the temporal difference (TD)
error between the approximated value and the real value at
a state when taking an action, i.e. $t = V pi(st) − Vϑ(st),
where V pi(st) = ct+1 + γVϑ(st+1). Note that the objec-
tive of this critic process is to minimize the TD-error $t.
Therefore, the objective function of the critic is designed as
εpiϑ = arg minϑ
1
2 ($t)
2, and the gradient of this quadratic error
with respect to $t can be derived as ∇ϑεpiϑ = |$t| ·∇ϑVϑ(st).
We use the gradient descent method to update the approx-
imation towards the gradient, and thus the parameter vector
ϑ can be updated by ∆ϑ = αc,t · |w¯t · |∇ϑVϑ(st), where
αc,t is the learning rate for the value function. As Vϑ(st) is
approximated by the linear function, we have
∇ϑVϑ(st) = Φ(st), (11)
There are two methods to compute TD(λ): forward and
backward estimation methods respectively. Specifically, the
forward method combines the future steps for joint optimiza-
tion. However, as shown in Fig. 6, the states in the future two
or more steps may be observed in tens of TTIs in this scenario,
which is infeasible since we focus on online-solution. On the
other hand, eligibility trace can be used as a backward method
to evaluate TD(λ), which provides a better way of assigning
credit to state-action pairs which have been visited several
steps earlier [30]. It is known that TD(0) method considers
one-step backup, while the reward is the result of a series of
steps. The extensive use of the eligibility traces turns TD(0)
into the backward method of TD(λ), which can speed up the
learning process considerably. The eligibility trace vector for
all features at time t is denoted by zt and its update equation
is zt = ς · γ · zt−1 + Φ(st), where ς ∈ [0, 1) is the trace-decay
factor. ς · γ makes the recently used features more eligible for
receiving credit. With the use of eligibility traces, the update
interval becomes ∇ϑ = αc,t · |$t| · zt.
C. Parallel Computing and Information Exchange of Network
Slices in an AC unit
The slices execute the A3C algorithm in multiple cores,
where the slices learn from the stored experience and generate
S(t-2) S(t-1) S(t) S(t+1) S(t+2)
Forward Perspective
Backward Perspective Observed in tens of TTIs
Fig. 6: Backward and forward perspective of TD(λ)
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Fig. 7: Illustration of parallel computing and distributed
account book for network slices
new actions in a parallel way, as shown in Fig. 7. However,
with the increase of the number of slices, this parallel comput-
ing will consume a lot of computing resources. Therefore, we
implement the parallel computing for slices by vectorizing the
corresponding parameters in A3C framework, for effectively
improving the computational efficiency. In addition, in order
not to violate the different TTI requirements of individual
slices, the DTI is set as the minimum TTI of the slices,
i.e., t∆ = arg minm∈Mτm(t). Specifically, let there be M
slices, and the dimension of the parameter vectors θ and ϑ
is f × 1. We form the parameter vectors of slices, such that
the dimension of the vectorized parameter vectors represented
by M and N is now f × M . Therefore, (9) and (10) can
be respectively rewritten as U1×M = (MTf×M · Φf×1)T and
V1×M = (NTf×M · Φf×1)T .
This parallel computing for multiple slices can be deemed as
a multi-agent system, where information exchange is the key
to designing a feasible policy. Indeed, necessary information
exchange among slices (agents) should be performed before
making decisions in such a multi-agent system. As shown in
(9) and (10), the value Vϑ(st) and policy µ(st) are linear with
the feature vector Φ(st) which is deemed as an environment
information carrier shared among slices. In addition, based
on the decentralization model as shown in Fig. 1, we let
Φ(st) be the distributed account book used to record the
information among slices, and each slice has the authority
to modify and maintain this account book. In the resource
scheduling for slices, a key problem is to guarantee that the
total amount of required resources does not exceed the overall
amount of system resources, represented by Constraint (2.2).
However, when the resources become scarce among slices,
the information in the account book cannot adequately solve
this problem. In this regard, we adopt an additional indicator
vector in Φ(st) to indicate if there are sufficient resources
to be shared among slices, and guide the strategies of slices
towards decreasing the required resources to make feasible
9resource allocation decisions.
Definition 2. An Dirac impulse function in terms of the
remaining shared resources Θr is used as the indicator vector
δ(Θr) =
{
∞, if Θr = 0
0, otherwise
.
Thus, the feature vector Φ(st) can be rewritten as
(φ1, φ2, · · · , φf ,−δ(Θr))T .
Theorem 1. If ϑf+1 and θf+1 are initialized as a negative
constant ι < 0, −δ(Θr) in the feature vector can well guide
the strategies towards the direction that the resources will not
overflow.
Proof: When there are sufficient resources for sharing
among slices, −δ(Θr) = 0, and −δ(Θr) · ι = 0. In this case,
this element in the feature vector will not affect the value of
Vϑ(st) and the policy µ(st), and thus not make any sense on
the decision-making of A3C algorithm. However, if there are
no remaining shared resources in RAN, the element Θr = 0,
and −δ(Θr) = −∞, which makes the value of Vϑ(st) equal
to −∞, and thus the TD-error |$t| = |V pi(st) − Vϑ(st)| =
|V pi(st) +∞| = +∞. Therefore, the strategies of excessive
use of the spectrum resources bring large TD-error. In this
situation, the next stage of strategies will be in the opposite
direction of trying to decrease the TD-error. In other words, the
new strategy adopted next time is in the direction of avoiding
consuming the entire spectrum resources and satisfying the
objective of (6) in the meantime.
D. Asynchronous Actor-Critic (A3C) Algorithm for iRSS
A3C algorithm relies on parallel actor-learners and accumu-
lative updates for improving training stability. Specifically, the
Actor-Critic algorithm is the combination of Actor-only and
Critic-only methods. However, as the variance of convergence
in AC algorithm could be very large, we introduce the advan-
tage function A(st) as the bias to greatly decrease the variance
[31]. For further improving performance, we let A(st) be the
TD-error $t. Then, (7) can be rewritten as
∇θO(piθ) = ∇θ log piθ(a|s)A(st). (12)
Obviously, as we intend to minimize the objective (2), we
update the value of θ by θ ← θ −∇θO(piθ).
As we conduct the asynchronous decision process by multi-
threads, we use θ+ and ϑ+ as the global parameters for the
target neural network, which are updated asynchronously by
the distributed actor-critic units in different threads. During the
update process, we set two timers Itarget and IasynUpdate in
the parameter updating process. In more detail, for every time
interval Itarget, θ and ϑ are updated by ∇θ and ∇ϑ with given
step-size in an AC unit. At the end of this round of learning
or for every time interval IasynUpdate, the central controller
performs asynchronous updates of θ+ and ϑ+ by using the
accumulated gradient ∇θ and ∇θ respectively. Next, θ+ and
ϑ+ are assigned to θ and ϑ for the next round of learning.
As linear approximation is used for the value Vϑ(st) and
policy µθ(st), A3C becomes an online solution with low
computational complexity. Note that the convergence condition
of A3C is satisfied when the learning rate αa,t and αc,t
respectively satisfy
∑∞
t=0 αa,t = ∞ and
∑∞
t=0 αc,t = ∞,
and meanwhile
∑∞
t=0 α
2
a,t = ∞ and
∑∞
t=0 α
2
c,t = ∞ [32].
Moreover, we empirically set the learning rate according to
physical system consideration to ensure that the global optimal
solution can be found by iterations. Specifically, if the learning
rate is set very small, the optimal solution will be eventually
found, but the convergence rate could slow. On the other hand,
if the learning rate is set very big, the convergence rate could
be fast, but the solution may be oscillated. In summary, we
elaborate the algorithm of iRSS in Algorithm 1.
Algorithm 1 Intelligent Resource Scheduling Strategy (iRSS)
for 5G RAN Slicing
1: //Given global shared parameters χ, Φ(s), θ+, ϑ+,
counter Tc, tc , and terminal time Tmax
2: Initialize thread step counter Tc, tc ← 0
3: Initialize global target network parameters θ+, ϑ+ ← 0
4: Get initial state s and the value of rUm
5: repeat
6: Initialize the critic and policy gradients: ∇θ,∇ϑ 0
7: Generate a policy trajectory by using piθ(`), where ` =
{s0, a0, c0, s1, a1, c1, · · · }
8: Tc ← Tc + 1 and tc ← tc + 1
9: if Tc mod Itarget == 0 then
10: Synchronize the local target network parameters:
θ ← θ+, ϑ← ϑ+
11: end if
12: if tc mod IasynUpdate == 0 or s is the terminal state
then
13: Perform an asynchronous update of θ+ and ϑ+ by
using the accumulated gradients of ∇θ and ∇ϑ.
14: end if
15: until Tc > Tmax
E. Computational Complexity
The computational complexity of A3C is given by
O((Nu · 1
Nu
) · Tc ·M · (
La∑
i=0
u(i)a · u(i+1)a +
Lc∑
j=0
u(j)c · u(j+1)c ) =
O(Tc ·M · (
La∑
i=0
u(i)a · u(i+1)a +
Lc∑
j=0
u(j)c · u(j+1)c ), (13)
where Nu is the number of CPU threads used to train the
AC algorithm, Tc is the training steps or termination steps,
u(i) (u(j)) is the number of units in the ith (jth) layer of the
neural network, and uc (ua) denotes the number of units of
the critic network (actor network).
We can see that the computational complexity is linear with
the length of Tc, the depth of the hidden layer and the number
of slices M . Moreover, we have simulated in Fig. 10 that
the training steps used in the policy gradient is less than 100
steps in most cases, such that the convergence rate is adequate
for meeting the timeliness requirement of on-line resource
scheduling.
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VII. NUMERICAL RESULTS AND DISCUSSIONS
We evaluate the performance of our proposed iRSS by
extensive simulations. At the beginning of the learning process
of iRSS, DCU has not collected sufficient information of traffic
data, and thus we use the widely used Gaussian distribution
[33] [34] to simulate the traffic data. Note that we exploit the
collaboration of DL and RL for improving the accuracy of
decisions, thus if the simulated data cannot well fit the real
data, the RL can be relied on for modifying the decisions. The
number of slices M is set as 10 in the simulation experiments.
As mentioned in the parallel computing method, increasing the
number of slices will just increase the dimension of the param-
eter vectors MTf×M and NTf×M , which will not significantly
increase the complexity of the algorithm. The step-size αa,t in
the actor process and the step-size αc,t in the critic process are
set very small as constants to ensure the convergence of the
algorithm. Specifically, we set αa,t = 10−5, and αc,t = 10−3
respectively. Other parameters used are listed in TABLE II.
TABLE II: Used simulation parameters
Parameter Description Value
Number of Slices M 10
Step-size αa,t 10−4
Step-size αc,t 10−3
Discount factor γ 0.99
Trace-decay factor ς 0.2
The Number of Radio Blocks 200
Prediction window 3600s
We first examine the performance of the proposed iRSS
in the large timescale. In this simulation, we examine the
prediction accuracy of the LSTM in our iRSS without RL.
We conduct this simulation in the platform of Python by using
tensorflow. Fig. 8 (a) shows the mean square error (MSE) as
a function of the number of epochs. Fig. 8 (b) shows the error
between the targets and outputs of training data, validation data
and test data, respectively. In this simulation, we use 70%, 15%
and 15% of the dataset for training, validation, and testing,
respectively. From the simulation results, we can see that the
MSE can eventually converge to a minimum value with around
18 epochs. Note that the dozens of epochs are much smaller
than the length of PW. Therefore, the LSTM can converge at
the end of a PW and provide an optimum prediction results.
Moreover, at this MSE point, for most instances, the errors
between the targets and outputs are concentrated on both sides
of 0, showing that the LSTM algorithm in this work can be
leveraged to well predict the traffic volume.
Next, we investigate the relationship between the perfor-
mance isolation of the slices and the confidence level through
simulation with the same settings of the first experiment.
Fig. 9 shows that the PID monotonically increases with
the confidence level. This indicates that the amount of pre-
assigned resources for the slices is appropriately increased
with the confidence level, and hence the isolation degree of
slice is also improved. On the other hand, if we decrease
the confidence level, the isolation degree is decreased and the
service requirements are violated with the probability of 1−χ.
In this case, more resources will be released to the resource
pool as the shared resources.
(a) Mean squared error
(b) Prediction errors between the outputs and targets
Fig. 8: Performance of LSTM in traffic prediction
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Fig. 9: The relationship between isolation degree and the
confidence level
We then examine the convergence efficiency of iRSS in
small-timescale without using LSTM for prediction. Note
that the A3C algorithm is implemented in the iRSS for
performing the small time-scale resource scheduling. In order
to meet online requirement, we make an assumption that if
|Vt−Vt+1| ≤ ( = 1e−3) within some policy gradient steps
(i.e., 100 steps as shown in Fig. 11), the A3C algorithm is
assumed converged. Objective (5) is minimizing the cumulated
reward, thus the smaller the value of the reward at each
decision time, the better the strategy. Fig. 10 shows the reward
vs. the number of learning steps in the A3C algorithm. We can
see that the reward of the algorithm converges to the optimal
decision rapidly with dozens of learning steps. Nevertheless, at
the beginning of the simulation, the reward becomes very high
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due to an inexperienced or a failed exploration. In addition,
with the progress of the learning process, there exists certain
degree of jitter due to the length of step-size in the gradient
decent process. Therefore, when compared with the results of
large timescale prediction, on-line learning may have unstable
performance in the beginning. Fortunately, the computing
time of dozens of learning steps is totally acceptable for the
timeliness requirement of small timescale resource scheduling.
In other words, iRSS can provide a feasible on-line solution of
resource scheduling for slices within dozens of learning steps.
A failed and 
inexperienced 
exploration
Fig. 10: Convergence of the A3C algorithm
Next, we extend the simulation to different network settings.
As shown in Fig. 11, we compare the average network system
rewards under different number of network slices and resource
blocks respectively. In this simulation, the number of network
slices and RBs varies from 1 to 20 and 1 to 200 respectively,
to examine the system average cost. From this figure, we can
see that the system average cost increases monotonically with
the number of slices when the amount of RBs is fixed. This is
because that with the increase of the number of slices, more
resources are required to meet their requirements. Therefore,
the system resources will be consumed off quickly, resulting
in system cost increase. On the other hand, when the number
of slices is fixed, the system average cost decreases to 0 when
the amount of RBs increases. This implies that providing ad-
equate resources for users will significantly improve network
performance.
In the last experiment, we compare the performance our
proposed iRSS with that of the state-of-the-art machine learn-
ing schemes including the traditional (or tabular) Q-learning
and the classic AC algorithm, as well as a heuristic resource
scheduling algorithm (HRSA). The performance metrics we
use include the cumulated reward and resource utilization
(RU). We define the RU of slice m of a period as RU =∑
t hm(t)/
∑
t rm(t). Note that Q-learning has poor perfor-
mance in solving decision problems with continuous action
space. For fair comparison, we discretize the action space
first, and then choose actions by sampling for implement-
ing Q-learning. Furthermore, due to the high computational
complexity of Q-learning, we limit the learning time of Q-
learning for a fairness comparison with the other two schemes.
In this regard, let Q-learning sample 200 decision points by
using Gaussian distribution, i.e., piQt (s) ∼ N(µQt , σ2), where
the value of the mean point µQt equals to the amount of
Fig. 11: System average costs with different number of slices
and RBs
required resources in the last time, i.e., µQt = hm(t − 1).
Other parameters in the three algorithms are listed in TABLE
I and TABLE II. Note that in (5), minimizing the cumulated
reward or Q-value is our optimization objective in this work.
We design a heuristic resource scheduling algorithm (HRSA)
for performance comparison. In HRSA, each slice pre-reserves
a certain amount of resources for the performance isolation.
Within every DTI, HRSA configures resources to each slice
from the pre-reserved resources. In addition, we make an
assumption that the amount of resources pre-reserved for each
slice is equivalent to the requirements of slices of the last time.
Fig. 12 shows the cumulated cost of the three machine
learning based algorithms over DTIs. We can see that the
cumulated cost of iRSS is always significantly lower than
that of the AC and Q-learning algorithms. In Fig. 13, we
compare the resource utilization of the four algorithms when
the required isolation degree is fixed. We compare the resource
utilization (RU) of the four algorithms when the number of
DTIs increases from 0 to 200, while the other configurations
remain the same as in the previous experiment. We can see that
the RU of iRSS is also always apparently higher than that of
the Q-learning, classic AC and HRSA algorithms, respectively.
We can also observe that when the number of DTIs is smaller
than 40, the RU of Q-learning, AC, and HRSA fluctuates,
while that of iRSS fluctuates mildly. This is because that the
number of samples used for training is too small, resulting
in poor generalization performance of the Q-learning and AC
algorithms. Intuitively, HRSA lacks the ability of prediction
and pre-reserves resources for slices empirically, such that it
performs poorly on RU. Due to the asynchronous updating
schemes used, A3C can adapt to the variation of environment
much faster than the other two learning schemes. When the
number of DTIs exceeds 40, the RU of the four algorithms
gradually becomes stable, and the RU of iRSS is higher than
that of Q-learning, AC algorithms and HRSA by approxi-
mately 16.3% ∼ 19.8%, 8.3% ∼ 13.7%, 30.5% ∼ 34.7%,
respectively. Since the policy iteration in the “action” process
of A3C has much smaller search granularity and much lower
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computational complexity when compared with the discrete
action space based Q-learning, iRSS is able to find better
strategies and achieve better performance in most cases. In
addition, as aforementioned, the A3C algorithm is executed in
a distributed architecture, and adopts asynchronous updating
schemes, endowing iRSS algorithm the higher convergence
efficiency and ability of generalization.
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Fig. 12: Cumulative cost of the machine learning schemes
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Fig. 13: Comparison of resource utilization
VIII. CONCLUSION
In this paper, we have proposed an intelligent resource
scheduling strategy (iRSS) for 5G RAN slicing. Our pro-
posed iRSS for RAN slicing is embedded in a collaborative
learning framework. Both DL and RL are incorporated in
the framework and work in a collaborative way, so as to
tackle both large and small time-scales network dynamics. The
primary objective of iRSS is guaranteeing a certain degree of
performance isolation among slices, and meanwhile improving
the resources multiplexing gains. We have used the LSTM as
the DL algorithm in large timescale to predict traffic volume
for resource allocation and the parallel computing based A3C
algorithm in the small timescale for performing the resource
scheduling. Significant performance improvements in terms of
the cumulated reward and resource utilization are achieved by
iRSS when compared with other benchmark algorithms.
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