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Abstract
Integral properties of homogeneous solutions of the Crocco boundary problem and splitting (flat) expansion have been used for
an approximate estimate of the Blasius constant. The derivative d(fi)/dh was proved to have a logarithmic singularity at the point
h = 1, therefore the second one tends to minus zero, and the function in itself tends to plus zero, because h tends to unity minus
zero, so the splitting series is not slower to diverge as compared with the harmonic one. The existence of an integral invariant was
proved for a uniform solution of the Crocco boundary problem, the solution exhibiting the squared norm of the solution derivative.
The condition for the distribution minimum was established to be satisfied along the real uniform solutions of the Crocco boundary
problem.
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Estimating the Blasius constant is crucial for deter-
mining the densities of mass, impulse and energy flow
at the solid–liquid interface. The first value of the con-
stant was determined by G. Blasius in a hydrodynamic
problem of a boundary layer on a plate. Blasius used a
power series connection, or analytic continuation, near
the wall and the asymptotic expansion in the outer (jet)
part of the flow. This is the way the Blasius solution is
described in hydrodynamics courses by N.E. Kochin, L.
Prandtl, and others. The history of the problem is out-
lined in [1,2].
We can assume that the exact value of the a constant
is known and reliably calculated to thirty positions, and,E-mail address: fonpetrich@mail.ru.
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2405-7223/Copyright © 2015, St. Petersburg Polytechnic University. Product
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
(Peer review under responsibility of St. Petersburg Polytechnic University).as the author of [1] states, ‘The Blasius method is fully
exonerated’.
Let us have
D (ϕ) = (h : 0 < h < 1)) , ϕ ∈ C2 (0, 1) ,
J (ϕ) = (ϕ : 0 < ϕ < a < ∞)
and a := φ(0) is the Blasius constant.
The diffeomorphism φ(h), φ  С(2)(0,1) is obtained
as a solution of a two-point boundary problem:
2ϕd2ϕ/dh2 + f (h) = 0, (dϕ/dh)h=0 = ϕ (1) = 0.
(1)
A two-point boundary problem can be reduced to a
Cauchy problem with the following initial conditions:
ϕ (0) − a = (dϕ/dh)h=0 = 0, (2)
in this case the condition φ(1) = 0 must be fulfilled.ion and hosting by Elsevier B.V. This is an open access article under
0/).
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.As Varin has suggested in [1] it is more conve-
nient to lay down normalized initial conditions at the
point h = 1:
ϕ (0) − 1 = (dϕ/dh)h=0 = 0, (2a)
where 0 < h < r, r = a–2/3, φ(r) = 0.
The main problem is getting a precise estimate of a
(the Blasius constant). This constant appears explicitly
only in the reduction of the boundary problem (1) to a
Cauchy problem; the problem (1) is convenient because
all of the boundary conditions are trivial. If we normal-
ize the constant a to 1, it is necessary to find the value r
that is a root of φ(h). Moreover, in [2] the author proves
that φ(h) is a distribution that is analytic in the interval
0 < h < r. The point h = r (or h = 1 in a non-normalized
definition) is singular for the dφ/dh derivative [2].
In other words, the following result is given in [2]: let
φ(h) be the solution of the boundary problem (1). Then
h = 1 is a singular point,
ϕ(1) = 0, −dϕ/dh → ∞, h → 1 − 0,
i.e. r = 1 is a natural convergence radius depending
on a:
∀ε > 0, ∃η (ε) > 0,
η→ +0
ε→+0
⇒ 1 − η < r (a + ε) < r (a − ε) < 1 + η.
The method of the so-called ‘flat expansions’ is used
to calculate the constant a [3]. The method is convenient
as it allows limiting the calculations to a small number
of left-side series members.
This approximation is ensured by the uniform con-
vergence of the flat series. The uniform convergence is
proved in [3,4]. Similar function series (splitting expan-
sions) are described in [5]; the concept of using the ex-
pansion in the form that it is done in this paper comes
from Schwartz and Huet [6].
The goal of the current paper is to obtain the ap-
proximate estimates for the a constant. This problem is
solved by using the direct method based on calculating
the distribution norms and distribution densities. Here-
inafter we shall assume that the estimates are unfit if the
calculation error of a is not less than 1 %.
2. The main properties of a boundary problem
solution (1)
As a first step of our study, let us examine the solu-
tion properties of an equation
2
ϕd2ϕ
dh2
+ h = 0, (3)
with the following set of limiting conditions:(dϕ/dh)h=0 = ϕ(1) = 0,
ϕ(0) − a = ϕ(1) = 0,
(dϕ/dh)h=0 = ϕ(0) − a = 0. (4)
Renormalization to a unit-length interval is not expe-
dient in this case, as r = a–2/3 (the a and the r constants
are connected).
Lemma 1. A formal first integral of Eq. (3), such that
(dϕ/dh)h=0 = 0,
is of the following form:
ψ2 := (dϕ/dh)2 =
∫ ω
0
h (τ ) dτ , ω := ln (a/ϕ) ∈ (0,∞)
(5)
The proof of Lemma 1 is obvious.
It follows from Lemma 1 that
exp (−ω) dω
dh
= −
√∫ ω
0
h (τ ) dτ ,
and it is fairly easy to obtain a non-linear integral equa-
tion to determine h(ω).
The distribution h(ω)  0 is monotonous, i.e.
dh
dω
> 0, h(0) = h(∞) − 1 = 0,
therefore, by virtue of the second law of the mean
(see [7]):
∃ω∗ ∈ (0, ω) ⇒
∫ ω
0
h (τ ) dτ = h (ω) (ω − ω∗).
Let us introduce a notation
σ := 1 − ω
∗
ω
< 1,
or, in another form,
σ :=
∫ ω
0 h (τ ) dτ
ωh(ω)
. (6)
Lemma 2. The Eq. (3) is equivalent to a canonical sys-
tem with the following Hamiltonian:
H (ω,ψ, h) = 1/2 (ψ2 − ωh (ω)) < 0.
Proof. Indeed,
ψ2 − ωh (ω) = (ω∗ − ω)h (ω) = −σωh (ω) < 0,

Corollary to Lemma 2. An actual path (characteris-
tic) of Eq. (3) satisfies the condition of the Z(1,φ,ψ) dis-
tribution minimum:
Z (1, ϕ, ψ) =
∫ 1 (
ψ2 + h ln (a/ϕ)) dh → inf > 0.
0
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Crocco’s Eq. (3) for the variable φ, the Jacobi equation
for Z can be solved:
∂Z
∂h
+ H (h, ϕ, ∂Z/∂ϕ) = 0, ψ := dϕ
dh
= ∂Z
∂ϕ
.
The full solution of the Jacobi equation is equivalent
to the solution of Eq. (3). The inequality
0 = dZ ≤ dZ
holds along the path of Eq. (3), where δ is an isometric
variation of virtual trajectories, and d is a variation of a
real-valued solution of the boundary problem (1).
Lemma 3. There is a nonzero solution of the boundary
problem (1).
Proof. Let us integrate Eq. (3) with respect to h
between 0 and 1:(
ϕdϕ
dh
)1
0
−
∫ 1
0
(
dϕ
dh
)2
dh + 1/4 = 0;
however, we should keep in mind that
lim
h→1−0
ϕdϕ
dh
= lim
ϕ→+0
ϕ
√
ln (a/ϕ)σh = 0,
and then we can rewrite the previous identity as:∫ 1
0
(
dϕ
dh
)2
dh = 1
4
> 0. (7)

Lemma 4. The σ (ω) distribution is increasing at
σ ≤ 1
1 + α , α :=
d ln h
d ln ω
,
and allows for the following estimate:
3
4
≤ s ≤ 1.
Proof. The following equality holds by virtue of the
definition of Eq. (6):
dσ
dω
= 1 − σ (1 + α)
ω
, α := d ln h
d ln ω
.
The derivative in the left-hand side of the equality is
nonnegative at
σ ≤ 1
1 + α .
Next, in this case, h ≈ (er f√ω)2/3, and at
ω << 1h = O(ω1/3), α = 1/3. At ω →, σ → 1 – 0.3. Blasius constant estimation
(a) It follows from the proof of Lemma 1 that
exp (−ω) dω
dh
=
√
σωh.
Let σ = σm = const, 1 > σm > 3/4 is some norm of
σ (see Lemma 4). Then the approximate estimate takes
the form:
a
√
πer f (√ω) = 2/3√σmh3 ⇒ a = 2/3√σm/π. (8)
It follows from (8) that h = (er f√ω)2/3.
A similar approximation of the solution of boundary
problem (1) is given in [8] where it is written as
h = (er f√ω)1/2.
By virtue of the equality (8), the constant a lies in the
range 0.32573501 < a < 0.376126392.
It is obvious that the permissible range of values for
this constant is excessively wide. To obtain the required
estimate, it is preferable to narrow down the range.
The σ estimate can be improved by using the (7)
identity:
1/4 =
∫ ∞
0
σωh (ω) dh = 2
3
√
π
∫ ∞
0
ω1/2σ (er f√ω)1/3
× exp (−ω) dω ∼= 1/3(1 − 1/ (3π))σm,
with the obtained estimate being the upper bound for
σm.
Thus,
σm = 0.839023119, a = 0.344525024,
which lies within the calculated deviation of a.
(b) Suppose that in the general case,
σ = σ0 + αh, σ0 = 3/4, 0 < α < 1/4.
Then formula (6) takes the form:
a = σ
2
0
8
√
α3π
{(1 + 2α/σ0)
√
4α/σ0 (1 + α/σ0)
− ln(1 + 2α/σ0 +
√
4α/σ0(1 + α/σ0))}. (8а)
If α → +0, then
a → 2/3
√
σ0/π + 0.
The arithmetic mean of α on the interval (0, 1/4) is
0.125; then
σm = 0.8125, a = 0.339035748,
with an error of 1% from the precise value.
For σm = 0.7795, a = 0.33207, and the constant de-
termination is narrowed down in error by 0.003 %.
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t.
.Thus, the Blasius constant can be obtained from the
Crocco equation integral:
a
√
πer f (√ln (a/ϕ)) = ∫ h
0
√
σ zdz,
assuming φ = 0, h = 1, σ = σm, σm > 3/4.
Then we find a = 2/3√σm/π .
(c) Pseudo-theorem. The following rational esti-
mate holds: a = 1/3.
Proof. Indeed, let us write a splitting series for φ(h) as
follows [5]:
ϕ(h) = a +
∑
k≥1
λkϕk(h), ϕ′1(0) = ϕ1(1) + a/λ
= ϕ′k(0) = ϕk(1) = 0, k ≥ 2. (3)
Such a flat series is described in a study by Varin
[2], wherein the author uses C to denote the expansion
parameter λ.
Substituting the (3) series into the Crocco Eq. (1)
with a free term f(h) splits the equation into a system
of linear equations:
2aϕ′′1+ f (h) /λ= 0, 2aϕ′′k +
k∑
j=1
φ j (h) ϕ′′k− j (h) = 0,
and then
ϕ (h) = 1
2a
∫ 1
h
dz
∫ z
0
f (t) dt + 1
a
∑
k≥2
∫ 1
h
dz
∫ z
0
gk (t) d
Obviously, this expansion does not depend on the pa-
rameter λ. Here
gk :=
k∑
j=1
φ j (h) ϕ′′k− j (h), k ≥ 2.
With h = 0, we find the equality
ϕ (0) := a = 1
2a
∫ 1
0
(1 − t) f (t) dt
+1
a
∞∑
k=2
∫ 1
0
(1 − t) gk (t) dt,
or, in symbolic form,
a = G1 +
∞∑
k=2
Gk, G1 := 12a
∫ 1
0
(1 − t) f (t) dt,
Gk : = 1
a
∫ 1
0
(1 − t) gk (t) dt,
where ∀k ≥ 1, Gk > 0, Gk = Gk .1Then, using the formal approach, we find the
equality
ϕ (0) = G1
1 − G1 =
1
2a
∫ 1
0 (1 − t) f (t)dt
1 − 12a
∫ 1
0 (1 − t) f (t)dt
.
Let f(h) = h, φ(0) = a in this equality. Then
a = 1/(12a)
1 − 1/(12a) ,
a = 1/3 = 0.3(3), 
The pseudotheorem is proved.
The obtained value of a is somewhat different from
the precise value found in [1,2], by no less than 32 dig-
its, and is equal to 0.33205733621 . . . , i.e. by less than
0.4 %.
A splitting (flat) series for Eq. (3) leads to a sequence
(system) of linear equations:
2aϕ′′1 + f (h) /λ = 0,
2aϕ′′k +
k∑
j=1
ϕ j (h) ϕ′′k− j (h) = 0,
each of them being a necessary condition for the respec-
tive distribution minima.
Let us write out the equations in question in their nat-
ural order:
Z1 =
∫ 1
0
(
a(dϕ1/dh)2 − ϕ1 (h) f (h) /λ
)
dh,
Zk =
∫ 1
0
⎛
⎝a(dϕk/dh)2 − ϕk (h) k∑
j=1
ϕ jϕ′′k− j
⎞
⎠ dh → inf
As a result, it turns out that the nonlinear boundary
problem is “broken up” into a countable sequence of
linear ones, each possessing an energy integral of the
form
E1 = ψ21/2 + ϕ1 (h) f (h) /λ,
EEk = ψ2k /2 + ϕk (h)
k∑
j=1
ϕ j (h) ϕ′′k− j (h)
This result is not unexpected, as the Crocco Eq. (3)
is equivalent to a canonical system.
A similar result is obtained when splitting series in
the case of the Blasius equation:
2d2y/dz3 + yd2y/dz2 = 0, D (y) = (z : 0 < z < ∞) ,
J (dy/dz) = (0, 1) , z ∈ C(3) (0,∞) ,
which is not connected to any variational problems.
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y = z +
∑
k=1
λkyk (z),
and the split linear system takes the form:
2y′′′1 + zy′′1 = 0, 2y′′′k + zy′′k +
k∑
j=1
y jy′′k− j = 0
Obviously, none of the split system equations depend
on the parameter λ, and each equation is defined as the
necessary condition for some distribution minimum. For
example, the first equation is connected to the necessary
condition for the minimum of a distribution
Z1 :=
∫ ∞
0
((dϕ/dz)2 + 1/4(zϕ)2)dz, φ := y′′1.
To be more precise, the first equation of the split sys-
tem is among the necessary conditions for the Z1 mini-
mum, or the equivalent distribution
Z∗1 :=
∫ ∞
0
(dϕ/dz − zϕ/2)2dz.
4. Summary
The study we conducted resulted in demonstrating
that an approximate estimate of the Blasius constant
a = φ(0) can be obtained using simple integral esti-
mates for the solution of the boundary problem (1). Thecanonical structure of the Crocco equation allows us
to reduce the solution of the boundary problem (1)
to searching for a critical point of a positive func-
tional (distribution). Expanding the solution into a flat
(splitting) series reduces the solution of the boundary
problem (1) to minimizing a sequence of nonnegative
distributions. Formal summation of the splitting series
produces a rational approximation of a = 1/3 for the
Blasius constant.
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