Abstract-This paper presents experimental analysis of Genetic Algorithms (GAs) based Maximum Power Point Tracking (MPPT) for photovoltaic (PV) systems. This method, presented by another paper [1], uses GAs to track the maximum power point (MPP) of PV panels. Comparison with the famous Perturb and Observe (P&O) and Incremental Conductance (Inc-Cond) are given, we tested stability (power oscillation) with real panels (Conergy PowerPlus 214P), to compare response time (rapidity) we used a PV emulator [2] so we can inject the same irradiance profile and see output PV power evolution. The response time, of P&O and Inc-Cond, and the PV power oscillation varies with the duty cycle increment step; with a small step, we get less power oscillation but this needs an important time response, we can improve system rapidity with a bigger duty increment step but important power oscillation will result. With GAs based MPPT we can get more stability with rapid response time. The results obtained show better stability and less oscillation around the MPP with the new method.
INTRODUCTION
The International Energy Agency projects that solar power could provide "a third" of the global final energy demand after 2060 [3] ; but this source of energy has a little power rate and it changes with atmospheric conditions (irradiance and temperature). To improve the rate and optimize this source it is very interesting to make PV systems working with their optimal efficiency so with their maximum power, this is the objective of Maximum Point Tracking MPPT.
There are many methods of MPPT [4] [5] [6] [7] [8] [9] but in this paper we make comparison between AGs method with the two conventional methods Perturb and Observe (P&O) and Incremental Conductance (Inc-Cond) [10] [11] [12] [13] [14] [15] [16] [17] . The two algorithms use the P(V) curve to give the MPPT search direction by incrementing/decrementing the array voltage (or dec/inc duty cycle); they use different techniques observe if the operating point is left or right of the MPP.
These algorithms give good results and are widely used in MPPT, but they present the drawback of oscillating around the MPP and difficulty to adjust the search step. In addition to converge to a local optimum.
By maximizing a fitness function, with GAs based MPPT, we can obtain a solution to the perturbations effect around the MPP. So with the proposed algorithm, the MPP is only moving to get more power, the oscillations problem around the MPP is minimized. This Method gives optimal current (current at maximum power) by measuring the short circuit current and open circuit voltage . The proposed algorithm can efficiently follow the variation of irradiance and temperature (climatic conditions) and not P-V evolution curve.
With GAs, the solution doesn't depend on initial conditions because this method works with a population of individuals randomly generated and chooses the best ones, so searching for the real maximum point and not for the nearest one.
II. MPPT WITH P&O
P&O algorithm [10] [11] [12] [13] [14] operates by periodically perturbing (i.e. incrementing or decrementing) the array terminal voltage and comparing the PV output power and voltage values with the previous perturbation cycle values. If the PV output power is increasing, the perturbation will continue with the same direction in the next cycle, otherwise the perturbation direction will be reversed, we can write:
> 0 → Continues changing with the original direction < 0 → Changes to the opposite direction = 0 → Doesn't change (theoretical case)
The flow chart of P&O algorithm is shown in Fig. 1 .
For comparison with P&O we create a Simulink block for the conventional P&O algorithm [18] with an embedded function P&O algorithms are widely used in MPPT because of their simple structure and the few required measured parameters. Therefore, when the MPP is reached, the P&O algorithm will oscillate around it resulting in a loss of PV power. We can reduce the power loss around the MPP by decreasing the perturbation step, however, the algorithm will be slow in following the MPP when the atmospheric conditions start to vary and more power will be lost.
Also, in rapidly changing atmospheric conditions the P&O algorithm can deviate from the MPP sometimes even taking a wrong direction. We can observe this in Fig. 2 . With P&O, when searching for MPP and we are in point ( ) going right, if atmospheric conditions do not change we will be in ( ) and the output power increases ( > 0) so we are still going right; but if the output power decreases ( < 0 ) by irradiance decreasing, the operating point is located in ( ), the searching direction changes and we go away from the MPP.
III. MPPT WITH INC-COND
The basic idea of this method [12] [13] [14] [15] [16] [17] is that the array terminal voltage is always adjusted according to its value relative to the MPP voltage. This algorithm gives the real search direction of MPP and can follow rapidly the varying atmospheric conditions, but it presents oscillations around the MPP and sensitivity to the perturbations because one can try to obtain / = 0 so a small undesirable perturbation can move away from MPP. On the other hand, incremental conductance method presents difficulties to adjust the step. The size of the step will determine the tracking speed, when the step size is large, the system response is fast, but the solar system may work around the real maximum power point and cause oscillations like P&O method.
We also creat a Matlab embedded function for Inc-Cond algorithm (using the flow chart of Inc-Cond algorithm Fig. 4 ) and inserted it in a similar architecture of the Photovoltaic (PV) system so the three methods can be compared, the next section shows comparison results between them. 
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IV. GAS BASED MPPT
GAs is an optimization stochastic algorithm based on natural genetic selection [19] . Tracking the MPP with GAs is presented by another paper [1] . The algorithm needs Voc and Isc as inputs and it gives the optimal current Imp (current at maximum power) using the cell model, without knowing the irradiance and the cell temperature.
The MPPT algorithm is written as an embedded function in the MPPT_GAs Simulink bloc with the necessary Matlab functions (Fig. 5) , with GAs_parameters and PV_parameters are GAs and PV panel parameters respectively. With a big number of individuals (large population) the maximum power is given in less generations but it needs more execution time, to decrease it we should take a small number of generations (in termination condition). A high S value gives more precision and diversity (power changes) but this needs bigger number of generations (longer individuals help appearance of new ones), it is a good thing but the executing time increases. Therefore, a good choice of AGs parameters can improve the algorithm performances.
In Selection and Insertion operations the population must be evaluated, it is a very important step because it gives the chance of an individual to be selected and inserted into the new population. The evaluation is given by the value of individuals fitness function (it is a positive function and the individual is optimum for maximum value of its fitness function value), in our case the fitness function is simply based on power, so an individual (current) is most important if the corresponding power is bigger.
To evaluate an individual, we use the one-diode cell model shown by the circuit in Fig. 7 [20] [21] [22] ; where and are respectively series and parallel resistances of the cell. D(t-1), I(t-1), V(t-1 Usually the value of is very large, so the equation for the output current can be given by:
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Where:
: Output current (A), : Output Voltage (V), : Current through the intrinsic diode, : Cell photocurrent, : Cell reverse saturation current, : The charge of an electron, : Bolzmann's constant, : The p-n junction ideality factor, : Cell temperature, : Open-circuit voltage, : Short-circuit current, : Series resistances of the cell.
Making the approximation that ≈ , (2) becomes:
The temperature is considered by the following equations [23] : At open circuit ( = 0 and = ) using (3), the cell reverse saturation current can be written:
Equation (3) can give the expression of the cell output voltage, using (6) we can write:
Finally, the power equation (fitness function) can be given:
Using this equation, power (fitness function) is calculated for each individual, this value will be used in genetic operations to create a novel population and this one will be inserted in the population of parents according to their fitness function.
V. EXPERIMENTAL RESULTS
The tests are made in LIAS laboratory (Laboratoire d'Informatique et d'Automatique pour les Systèmes) of Poitiers university (France), Fig. 8 shows the architecture of the experimental PV system. PV panel used is Conergy PowerPlus 214P [25] , two panels are used to measure and (we can use instead a pilot cell), a boost converter DC/DC and resistive load are used.
The algorithms (P&O, Inc-Cond, and AGs) are separately implemented in a dSPACE1005 using Matlab/Simulink® (Fig.9) , all data and results tests are collected from ControlDesk®.
PV Panels are used to compare the stability (oscillation), for rapidity (response time) we used a PV emulator [2] so we can inject the same irradiance profile and observe the power evolution for each algorithm.
A. Testing with PV panels
Both AGs, P&O, and Inc-Cond are implemented with Simulink, a test is made separately for each method (one after another) so a small global power different can be seen due to the changing of irradiance level (measurement not at the same time). Fig.10 shows the PV power with P&O and GAs while Fig.11 shows the power with Inc-Cond and AGs. We can clearly observe less power oscillation with GAs than P&O or Inc-Cond methods, so we get more stability. These results obtained with duty cycle increment ∆ = 0.01; we present by the next figure  (Fig. 12 ) the duty evolution and GAs and Inc-Cond methods, and we can observe that duty cycle with GAs is approximately constant so the power is more stable. 
B. Testing with PV emulator
A PV emulator realized by Kadri et al. [2] in LIAS laboratory allowed us to define an irradiance profile changing (Fig. 17) , so we can test the tracking of the MPP by the three methods. We observe that both P&O, Inc-Cond, and GAs methods track the PV maximum power; With P&O and Inc-Cond we get less power oscillation with ∆ = 0.01 than ∆ = 0.02 but the MPP tracked more slowly, while AGs method tracks rapidly the MPP and solves the problem of power oscillation around it.
VI. CONCLUSION
This paper has proposed experimental tests of GAs-MPPT control method for solar power generator systems. The proposed method can generate more energy than traditional methods because these will lead to power oscillations or approximate MPPT. In addition, the proposed controller has a strict stability, good rapidity and accuracy, which are not provided by conventional techniques such as P&O and Inc-Cond. Also, with the proposed method the problem of oscillations around the MPP is solved as well as the sensitivity to noise because it searches the maximum and not the minimum (like minimum of power derivation) and follows rapidly varying atmospheric conditions. The disadvantage of the algorithm is using the PV panel model, which isn't a perfect image of the panel, thus a small error is added to the result, this can be minimized by parameters identification of the PV panel. 
