Abstract. We apply a Markov chain Monte Carlo method to approximate the integral of a continuous function with respect to the asymmetric Bernoulli convolution and, in particular, with respect to a binomial measure. This method-inspired by a cognitive model of memory decay-is extremely easy to implement, because it samples only Bernoulli random variables and combines them in a simple way so as to obtain a sequence of empirical measures converging almost surely to the Bernoulli convolution. We give explicit bounds for the bias and the standard deviation for this approximation, and present numerical simulations showing that it outperforms a general Monte Carlo method using the same number of Bernoulli random samples.
Introduction
Let (X n : n 0) be an independent and identically distributed (i.i.d.) sequence of Bernoulli-distributed random variables in {−1, +1} with P(X 0 = +1) = α ∈ (0, 1). Given λ ∈ (0, 1), the distribution ν λ,α of the random series n 0 X n λ n is known as the asymmetric Bernoulli convolution. This distribution has been studied for more than 70 years, revealing important connections with several areas of mathematics, such as algebraic number theory, dynamical systems [9] , and multifractal theory, since ν 1/2,α , also known as binomial measure, is considered a paradigmatic example of multifractal measure [8] , [10] . It is a continuous distribution [6] whose support is contained in the interval
In [4], Calabrò and Corbo Esposito have proposed a number of quadrature formulae for binomial measures, although extending their work to general Bernoulli convolutions is not straightforward. Another possible approach to integration with respect to these distributions is given by Monte Carlo procedures. In general, these procedures provide random approximations of an integral H dF , for a given function H and a distribution function F . The most general and conceptually simple method [7] consists in computing a sample U 0 , U 1 , . . . , U n drawn from F and estimating
This approximation is guaranteed to converge almost surely to I = H dF as n grows because of the Law of Large Numbers, but its practical applicability is limited by the difficulty of sampling F . Some authors [11] proposed a way of sampling a piecewise linear approximation to ν λ,α , allowing us to compute in a straightforward manner the Monte Carlo estimate. However, keeping this offline approximation and using it to compute random samples by-for instance-inverse transform sampling may involve important memory and computational demands. Dovgoshey and colleagues [5] obtained a recursive expression for the moments m n = x n dC(x) of the Cantor function. As the Cantor function is a special case of Bernoulli convolution when λ = 1 3 (up to a change of scale in the x-axis), a general integration method with respect to Bernoulli convolutions would provide a way to compute integrals of the kind H(x) dC(x) for some broader class of functions H.
In this note we present a Markov chain Monte Carlo procedure (abbreviated as MCMC, see [1] for an introduction) for integrating with respect to ν λ,α , namely generating a sequence (U k ) of non-independent random variables whose empirical distributions converge almost surely to ν λ,α . This method turns out to have rather low requirements in terms of memory and computational power.
The motivation for developing this method comes from a cognitive model of memory: think of an agent who observes a sequence of i.i.d. random outcomes X 0 , X 1 , . . . , X n , one at a time. It is well known that, in statistical terms, in order to estimate E(X 0 ) the best that this agent can do is to compute the sample mean (n + 1) −1 (X 0 + . . . + X n ). Nonetheless, a more realistic model for a living agent is to take into account the effect of memory decay, so that the most recent outcomes are weighted more than the distant ones. This topic has raised a wide debate in psychological literature, and one of the main ways of incorporating memory strength decay is by what is called exponential de-
