Inverse model based multiobjective evolutionary algorithm aims to sample candidate solutions directly in the objective space, which makes it easier to control the diversity of non-dominated solutions in multiobjective optimization. To facilitate the process of inverse modeling, the objective space is partitioned into several subregions by predefining a set of reference vectors. In the previous work, the reference vectors are uniformly distributed in the objective space. Uniformly distributed reference vectors, however, may not be efficient for problems that have nonuniform or disconnected Pareto fronts. To address this issue, an adaptive reference vector generation strategy is proposed in this work. The basic idea of the proposed strategy is to adaptively adjust the reference vectors according to the distribution of the candidate solutions in the objective space. The proposed strategy consists of two phases in the search procedure. In the first phase, the adaptive strategy promotes the population diversity for better exploration, while in the second phase, the strategy focused on convergence for better exploitation. To assess the performance of the proposed strategy, empirical simulations are carried out on two DTLZ benchmark problems, namely, DTLZ5 and DTLZ7, which have a degenerate and a disconnected Pareto front, respectively. Our results show that the proposed adaptive reference vector strategy is promising in tacking multiobjective optimization problems whose Pareto front is disconnected.
Introduction
A multiobjective optimization problem (MOP) involves several conflicting objectives to be optimized simultaneously. Without loss of generality, an MOP can be formulated as follows: 
where X ⊂ R n is the decision space and x = (x 1 , x 2 , ..., x n ) ∈ X is the decision vector, Y ⊂ R m is the objective space and f ∈ Y is the objective vector, which is composed of m objective functions f 1 (x), f 2 (x),...,f m (x) that map x from X to Y . Due to the conflicting nature of the objectives, it is impossible to optimize all the objectives with one single solution. Consequently, there exists a set of optimal solutions, termed as Pareto optimal solutions, that trade-off between different objectives. The Pareto optimal solutions are often called the Pareto set in the decision space and image formed by the Pareto optimal solutions in the objective is termed Pareto front.
To obtain the Pareto optimal solutions, various multiobjective evolutionary algorithms (MOEAs) have been proposed, e.g. the elitist non-dominated sorting algorithm, known as NSGA-II [5], the decomposition based algorithm, called MOEA/D [14] , among many others [16] . Most traditional MOEAs often require a high degree of diversity in storing the non-dominated solutions found so far in the current population or in an external archive. By contrast, model-based MOEAs [11, 12, 15] can alleviate the requirement on solution diversity by focusing on the construction of a probabilistic model in the decision space during the search. Such model based MOEAs, however, still rely on the use of a solution set, such as an archive, to represent the obtained non-dominated solutions. Another line of research that aims to alleviate the requirement on diversity is to build a regression model to represent the solutions obtained in the final generation by the optimizer [7, 9] , which can be used to generate new solutions after the optimization process is complete, thereby enhancing the diversity of the final solutions. Inspired by the ideas in this line of research, a multiobjective evolutionary algorithm using Gaussian process based inverse modeling (IM-MOEA) has been proposed [2] .
In IM-MOEA, an inverse model that maps candidate solutions in the objective space onto the decision space is built during the optimization. To facilitate the inverse modeling, the objective space is partitioned into several subregions using predefined reference vectors. By associating each candidate solution with a particular reference vector, a number of inverse models are built for each subregion by using the candidate solutions relating to this subregion as training data. In the previous work of IM-MOEA, the reference vectors are uniformly generated by means of the canonical simplex-lattice design method [3] . This method for generating reference vectors works well for MOPs with a continuous and uniform Pareto front. However, for some MOPs with a nonuniform or disconnected Pareto front, the predefined, uniformly distributed reference vectors may result in low efficiency, as some reference vectors may not be associated with any candidate solutions, thus causing a waste of computational resource. To tackle this problem, here we present an adaptive reference vector generation strategy for IM-MOEA. The proposed strategy is able to adapt the distribution of the
