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In Pure Inductive Logic, the principle of Strong Predicate Exchangeability
is a rational principle based on symmetry that sits in between the principles
of Predicate Exchangeability and Atom Exchangeability. We will show a de
Finetti – style representation theorem for probability functions that satisfy
this principle in addition to Unary Language Invariance.
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1 Introduction
A recurring theme in the study of Pure Inductive Logic is symmetry. Amongst such ra-
tional principles based on symmetry are the well-known principles of Atom and Predicate
Exchangeability1, respectively.
The rational principle of Strong Predicate Exchangeability arose from a generalized
version of the up functions (see [6, Chapter 29]) that are the building blocks2 of functions
satisfying the principles of Atom Exchangeability and Unary Language Invariance. In
1In the case of Predicate Exchangeability, we would like to point out that while the principle, in various
formulations, was accepted as a basic condition for probability functions by both Rudolf Carnap
and W.E. Johnson, the principle only recently was studied in more detail, providing representation
theorems.
2By ‘building blocks’ we mean that any function satisfying some rational principle can be represented
as a convex combination of the building block functions.
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fact, these generalized functions turned out to be just too strong to use as building
blocks for Unary Language Invariance.
With this in mind, and especially with the rather artificial motivating example above,
one might think that Strong Predicate Exchangeability is a rather artificial principle and
thus might only be of interest as a technical exercise. There is however an alternative
way of obtaining Strong Predicate Exchangeability via a weak form of Johnson’s Suf-
ficientness Postulate (JSP): just as JSP gives rise to Carnap’s Continuum of Inductive
Methods whose members satisfy Atom Exchangeability, so can we obtain a collection of
functions arising from a weaker form of JSP that are characterized by Strong Predicate
Exchangeability (see [4][Chapter 3.3]). We would then argue that while there may be no
compelling argument for a rational agent to adopt Strong Predicate Exchangeability as
a principle in its own right, it would be a consequence for any agent picking this weaker
form of JSP.
The aim of this paper is to present de Finetti – style representation theorems for prob-
ability functions satisfying Strong Predicate Exchangeability in conjunction with Unary
Language Invariance. We will show that any probabiliy function satisfying Strong Pre-
dicate Exchangeability and Unary Language Invariance can be represented as a convex
combination of functions that in addition also satisfy Weak Irrelevance.
2 Notation and Principles
The context of this paper is unary Pure Inductive Logic. We will be concerned with
first order languages that only contain finitely many predicate symbols Pi and count-
ably many constant symbols a1, a2, . . . , an, . . . which we can think of as exhausting the
universe. For k ∈ N+ = {n ∈ N |n > 0}, let Lk be the language containing only the
predicates P1, P2, . . . , Pk. Unless otherwise stated we will take our default language L
to be the language Lq. Let QFSL denote the set of quantifier-free sentences of L and SL
the set of sentences of L.
Let L = Lq. An atom of L is a formula
α(x) =
q∧
i=1
±Pi(x),
where +Pi(x), −Pi(x) stand for Pi(x), ¬Pi(x), respectively. Note that for L = Lq,
there are 2q atoms, denoted α1, α2, . . . , α2q , which we will assume to be in the usual
lexicographic ordering.3
3In the usual lexicographic ordering, α1 =
∧q
i=1 Pi(x), α2 =
∧q−1
i=1 Pi(x) ∧ ¬Pq(x), α3 =
∧q−2
i=1 Pi(x) ∧
¬Pq−1(x) ∧ Pq(x), etc., up to α2q =
∧q
i=1 ¬Pi(x).
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A state description of L for a1, . . . , an is a sentence
Θ(a1, . . . , an) =
n∧
i=1
αhi(ai),
where αhi is an L-atom for each hi, i.e. hi ∈ {1, . . . , 2
q} for each 1 ≤ i ≤ n.
The following definition will turn out to be very useful in keeping track of the number
of negations occurring in an atom.
Definition 1:
Let L = Lq. Define the function γq on the atoms of L by
γq(α) = k ⇔ α contains k negated predicates.
We shall drop the index q whenever it is understood from the context.
Definition 2:
Let L = Lq and let w : SL → [0, 1]. Then w is a probability function if w satisfies the
following properties.
(i) w(⊤) = 1,
(ii) if ϕ |= ¬ϑ, then w(ϕ ∨ ϑ) = w(ϕ) · w(ϑ),
(iii) w (∃xϕ(x)) = limn→∞w (
∨n
i=1 ϕ(ai)).
Recall that by Gaifman’s Theorem (see [3]) any probability function w : QFSL→ [0, 1]
satisfying (i) and (ii) above can uniquely be extended to a function w on SL satisfying
(i)-(iii). By the Disjunct Normal Form Theorem it will be enough to define a function
w on state descriptions of L.
In the following definitions for rational principles we will assume that L = Lq and w is
a probability function on SL.
Constant Exchangeability (Ex)
w satisfies Constant Exchangeability if for all L-sentences ϕ and all permutations σ of
N
+,
w(ϕ(a1, . . . , an)) = w(ϕ(aσ(1), . . . , aσ(n))).
We will assume that all probability functions satisfy Constant Exchangeability.
Predicate Exchangeability (Px)
w satisfies Px if for all L-sentences ϕ and all permutations σ of the (indices of) predicates
of L,
w(ϕ(P1, . . . , Pm, a1, . . . , an)) = w(ϕ(Pσ(1), . . . , Pσ(m), a1, . . . , an)).
3
Atom Exchangeability (Ax)
w satisfies Atom Exchangeability if for all permutations σ of the (indices of) atoms of
L,
w
(
n∧
i=1
αhi(ai)
)
= w
(
n∧
i=1
ασ(hi)(ai)
)
.
Weak Irrelevance Principle (WIP)
w satisfies Weak Irrelevance if whenever ϑ, ϕ ∈ QFSL have no constants or predicates
in common then
w(ϑ ∧ ϕ) = w(ϑ) · w(ϕ).
Unary Language Invariance (ULi)
Let w be a probability function on L. Then w satisfies Unary Language Invariance if
there is a family of probability functions wL, one for each finite unary language L and
satisfying Px + Ex such that wL = w and whenever L ⊆ L′, then wL
′
↾ SL = wL.
We say that w satisfies ULi with P for a rational principle P, if each wL in the ULi
family also satisfy P.
We will now proceed to define the P -spectrum and in turn the principle of Spectrum
Exchangeability, which is the main focus of this paper.
Definition 3 (P -spectrum):
Let L = Lq and Θ(a1, . . . , an) =
∧n
i=1 αhi(ai) be a state description of L. We can view
Θ as
Θ(a1, . . . , an) =
q∧
i=0
si∧
j=1
αhij (bij),
where each αhij for j ∈ {1, . . . , si} is an atom of L with γq(hij) = i, n =
∑q
i=0 si and
bij = ak for that k with Θ(a1, . . . , an) |= αhij (ak). For each i ∈ {0, . . . , q} let Ei be the
equivalence relation on {1, . . . , si} given by
jEik <=> hij = hik.
For i ∈ {0, . . . , q} let Mi be the multiset of sizes of equivalence classes of Ei. The
P -spectrum of Θ is the vector
〈M0,M1, . . . ,Mq〉.
Definition 4 (Strong Predicate Exchangeability, SPx):
Let L = Lq and w a probability function on L. w satisfies Strong Predicate Exchange-
ability if and only if w(Θ) = w(Φ) whenever Θ and Φ have the same P -spectrum.
SPx is a strong version of Px in the sense that it implies Px, but Px does not imply
SPx.
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Proposition 5. Let w be a probability function on L = Lq satisfying SPx. Then w
satisfies Px.
Proof: Let σ be a permutation of predicates, Θ a state description of L and σΘ the
result of permuting all predicates occuring in Θ according to σ. It is enough to show
that Θ and σΘ have the same P -spectrum.
Suppose Θ =
∧q
i=0
∧si
j=1 αhij(aij) and for some j, k ∈ {1, . . . , n}, we have that hij =
hik, so jEik for some i. Since αhij = αhik implies σαhij = σαhik , σ preserves the Ei-
equivalence of j and k. A similar argument gives that if j, k ∈ {1, . . . , si} are not
Ei-equivalent, then σαhij 6= σαhik must hold. Thus we must have that the P -spectrum
of Θ is the same as the P -spectrum of σΘ. By SPx for w, w(Θ) = w(σΘ). ⊣
The following counter-example will show that Px does not imply SPx.
Example 6 (Px does not imply SPx). Suppose Θ(a1, . . . , a5), Φ(a1, . . . , a5)
are state descriptions of L3 given by
Θ = (P1 ∧ P2 ∧ ¬P3) ∧ (¬P1 ∧ P2 ∧ P3) ∧ (¬P1 ∧ ¬P2 ∧ P3)
∧ (¬P1 ∧ ¬P2 ∧ P3) ∧ (P1 ∧ ¬P2 ∧ ¬P3),
Φ = (P1 ∧ ¬P2 ∧ P3) ∧ (¬P1 ∧ P2 ∧ P3) ∧ (¬P1 ∧ P2 ∧ ¬P3)
∧ (¬P1 ∧ P2 ∧ ¬P3) ∧ (¬P1 ∧ ¬P2 ∧ P3).
With the eight atoms of L3 enumerated in lexicographic order, we obtain
Θ = α2α4α5α
2
7,
Φ = α3α5α
2
6α7.
Note that there are six permutations of the atoms of L3 that are induced by Px, and
that α2, α3, α5 each have one negated predicate, while α4, α6, α7 each have two negated
predicates. Suppose ~b ∈ D8 and let Σ denote the set of all permutations of predicates.
Then one can verify easily that w given by
w =
1
6
∑
σ∈Σ
w
σ~b
satisfies Px. Notice that Φ and Θ have the same P -spectrum. We obtain
w(Θ) =
1
6
(
b2b4b5b
2
7 + b3b4b5b
2
6 + b2b6b3b
2
7 + b5b6b3b
2
4 + b5b7b2b
2
6 + b3b7b2b
2
6
)
,
w(Φ) =
1
6
(
b3b5b7b
2
6 + b2b5b6b
2
7 + b5b3b7b
2
4 + b2b3b4b
2
7 + b3b2b6b
2
4 + b5b2b6b
2
4
)
.
Now letting
~b =
〈
1
19
,
2
19
,
4
19
,
5
19
,
2
19
,
3
19
,
1
19
,
1
19
〉
,
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we clearly have ~b ∈ D8 and we obtain
w(Θ) =
1094
6 · 195
,
w(Φ) =
1224
6 · 195
,
which clearly gives w(Θ) 6= w(Φ) and thus w cannot satisfy SPx.
Similarly we can observe that any function satisfying Ax must also satisfy SPx, as we
can easily see that any permutation σ of atoms such that γq(α) = γq(σα) preserves P -
spectra. Conversely whenever Θ and Φ are state descriptions with the same P -spectrum
then there is a bijection between the atoms of Θ and those of Φ that can be extended to
a permutation of atoms. It is easy to see that there are functions satisfying SPx, but not
Ax as any permutation that permutes atoms with different numbers of negations can be
used to construct a counter-example in just the same fashion as the above example.
3 A representation theorem for ULi with SPx
The first step towards the desired representation theorem is defining the class of functions
vp,τ that we will show to be the basic building blocks for functions satisfying ULi with
SPx. It is apparent from the definition that these functions are generalizations of the
up functions that form the building blocks for Ax + ULi, see e.g. [6]. As was discussed
in [4] the classes of vp,τ and up share a number of properties, of which we will quote
(without proof) the most relevant for our purposes.
Let p, τ be countable sequences p = 〈p0, p1, p2, . . .〉, τ = 〈τ0, τ1, τ2, . . .〉 and let B be the
set
B =
{
〈p, τ〉
∣∣∣ pi ≥ 0 for i ≥ 0, p1 ≥ p2 ≥ p3 ≥ . . . ≥ pn ≥ . . . ,∑
i≥0
pi = 1,
τj ∈ [0, 1] for j ≥ 1 and τ0 a normalized σ-additive measure on [0, 1]
}
.
Definition 7:
Let L = Lq and let 〈p, τ〉 ∈ B and let Θ(~a) = Θ(a1, . . . , am) be a state description of L
with
Θ(a1, . . . , am) =
m∧
i=1
αhi(ai).
6
Define the functions jp,τL , v
p,τ
L as follows: Let ~c be a sequence in N. Then
jp,τL (Θ(~a), 〈c1, . . . , cm〉)
=


jp,τL (Θ
−, 〈c1, . . . , cm−1〉) · pcm · bhm,cm if cm = 0 or cl 6= cm for all l < m,
jp,τL (Θ
−, 〈c1, . . . , cm−1〉) · pcm if cl = cm 6= 0 for some
l < n and hl = hm,
0 otherwise,
with Θ− = Θ−(a1, . . . , am−1) the unique state description such that
Θ(a1, . . . , am) |= Θ
−(a1, . . . , am−1)
and
bhm,cm =
{
τ
γq(hm)
cm (1− τcm)
γq(hm) if cm > 0,∫
[0,1]
xγq(hm)(1− x)q−γq(hm) dτ0(x) if cm = 0.
Define vp,τL on state descriptions of L by
vp,τL (Θ(~a)) =
∑
~c
jp,τL (Θ(~a),~c). (1)
Note that this definition is slightly different than the original definition given in [4]:
in the original definition we allowed even the τi for i > 0 to be normalized σ-additive
measures instead of single point measures.
The following theorem lists some properties of the vp,τ functions. The proof is rather
lengthy and technical, and in the case of Weak Irrelevance even requires a detour via a
different definition for the vp,τ . As we believe the techniques required for the proof do
not provide any benefit for the task at hand, and for the sake of brevity, we would like
to refer the reader to Chapter 3 of [4], where detailed proofs for the claims are given.
Theorem 8. Let 〈p, τ〉 ∈ B. Then vp,τ is a probability function satisfying the principles
Ex, SPx, ULi and WIP. ⊣
We can now state the representation theorem for functions satisfying ULi with SPx. In
the proof we will be using methods from non-standard analysis, and in particular Loeb
measure theory, to obtain the desired results. See e.g. [2] for details.
Theorem 9. Let w be a probability function on Lq. Then w satisfies ULi with SPx if
and only if there exists a normalised σ-additive measure µ on B such that
w =
∫
B
vp,τ dµ(〈p, τ〉). (2)
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Proof: By Theorem 8, it is straightforward to show that any function of the form (2)
satifies ULi with SPx.
For the reverse, let w be a probablity function on Lq satisfying ULi with SPx. Working
in a non-standard universe, let ν ∈ ∗N \ N. Then by ULi there exists an extension wLν
of w to Lν .
We can write wLν as
wLν(Θ(a1, . . . , an)) =
∑
Φ(a1,...,aν)∈SDLν
Φ|=Θ
wLν(Φ(a1, . . . , aν)). (3)
Since wLν satisfies SPx, we can rephrase (3): fix some P -spectrum νˆ of a state description
Υ(a1, . . . , aν) of Lν . Then for each state description Φ(a1, . . . , aν) such that PSpec(Φ) =
PSpec(Υ) = νˆ we have wLν(Φ) = wLν(Υ).
Letting Υ = {Φ(a1, . . . , aν) | PSpec(Φ) = PSpec(Υ)} for a fixed state description Υ, and
partitioning the set of all state descriptions of Lν for constants a1, . . . , aν by a choice of
Υ we obtain
wLν(Θ(a1, . . . , an)) =
∑
Υ
∑
Φ∈Υ
Φ|=Θ
wLν(Φ(a1, . . . , aν))
=
∑
Υ
|{Φ ∈ Υ |Φ |= Θ}| · wLν(Υ(a1, . . . , aν))
=
∑
Υ
|{Φ ∈ Υ |Φ |= Θ}|
|Υ|
· |Υ| · wLν (Υ)
=
∑
Υ
|{Φ ∈ Υ |Φ |= Θ}|
|Υ|
· wLν
(∨
Υ
)
,
where
∨
Υ is the disjunction over all state descriptions in Υ.
We will show that |{Φ∈Υ |Φ|=Θ}|
|Υ|
is a probability function of the form vp,τ for some 〈p, τ〉 ∈
B.
First note that if Φ ∈ Υ then there exists a permutation σ of the atoms of Lν preserving
P -spectra and a permutation ρ of the constants a1, . . . , aν such that Φ(a1, . . . , aν) =
σΥ(aρ(1), . . . , aρ(ν)). We can then view
|{Φ∈Υ |Φ|=Θ}|
|Υ|
as the probability of obtaining some
Φ(a1, . . . , aν) |= Θ(a1, . . . , an) with Φ ∈ Υ by randomly picking permutations σ and ρ
such that Φ(a1, . . . , aν) = σΥ(aρ(1), . . . , aρ(ν)).
Fix some Υ ∈ SDLν with PSpec(Υ) = νˆ = 〈s0, s1,1, . . . , s1,i1, s2,1, . . . , s2,i2, . . . , sν〉, where
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the si,j are the sizes of the equivalence classes in the P -spectrum of Υ.
4 Then the
probability of picking a constant of a particular equivalence class at random is
si,j
ν
,
where si,j is the size of this equivalence class according to PSpec(Υ). Let p1 ≥ p2 ≥
p3 ≥ · · · ≥ pN be the list of these probabilities, in decreasing order, and let s
′
1, . . . , s
′
N
be an enumeration of the equivalence classes such that pi =
s′i
ν
. Here, N is the number
of equivalence classes in νˆ. Note that N may very well be infinite. Then the probability
of randomly picking (with replacement) constants a1, . . . , an from equivalence classes
s′c1, . . . , s
′
cn
, for 1 ≤ c1, . . . , cn ≤ N , is
∏n
i=1 pci.
5
We now need to take care of the specific atom picked for each of the classes s′c1, . . . , s
′
cn
.
Again, as we are going to take standard parts and thus the difference between picking
atoms with and without replacement will disappear, we can treat picking an atom to
represent each class as independent of each other. Note that the only restriction for
picking an atom is that if the original atom in Υ representing this class has j negated
predicates occurring, so must the atom we pick at random have j predicates in order
to preserve the P -spectrum of Υ. The atom we pick does not even have to occur in Υ.
We can view randomly picking an atom in this way just as picking predicates without
replacement from the original atom, determining the atom we want to replace it with in
this way.
Consider the equivalence class s′cm for some m ≤ n. Suppose that the atom of Lν
this equivalence class represents has j negated predicates occurring. Suppose that
Θ(a1, . . . , an) |= αhm(am) with γq(αhm) = r. Then the probability that picking an
atom β of Lν with γν(β) = j and β(x) |= αhm(x) is determined as follows: picking
predicates randomly from β without replacement and if the predicate Pi for 1 ≤ i ≤ q
occurs positively in αhm, we obtain a factor
ν−j−ki
ν−(i−1)
, where ki is the number of predicates
Pt, 1 ≤ t < i that occur positively in αhm . Similarly if Pi occurs negatively we obtain
a factor j−ki
ν−(i−1)
with ki the number of predicates occurring negatively in αhm . Once we
have picked q predicates this way, we are left with an arbitrary choice of predicates to
pick, resulting in a factor of 1 for the choice of Pt, t > q. By commutativity, we obtain
the probability as
r−1∏
i=0
j − i
ν − i
·
q−r−1∏
i=0
ν − j − i
ν − i− r
. (4)
As we will be taking standard parts and i only takes finite values, we may write (4) as
(
j
ν
)r
·
(
ν − j
ν
)q−r
= τ r(1− τ)q−r, (5)
4Note that s0 and sν only have a single index, as there can be only one equivalence class of constants
instantiating an atom with no negations or only negations occurring, respectively.
5Just as in the proof of the representation theorem for ULi (see [5]) it will suffice to consider picking
constants with replacement, as the difference to picking constants without replacement will disappear
once we take standard parts.
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for some τ ∈ ∗[0, 1], as the difference between (4) and (5) will disappear once we have
taken standard parts.
Thus for the probability that a fixed Φ ∈ Υ is such that Φ |=
∧n
i=1 αhi(ai) we obtain
a factor of
∏n
i=1 pci, where s
′
ci
is the equivalence class of ai in the P -spectrum of Φ.
Furthermore we obtain a factor of τ
γq(αhi )
k (1− τk)
q−γq(αhi ) for each k ∈ {c1, . . . , cn}. The
reason we only have one occurrence of this factor is that once we have picked an atom for
one constant instantiating a particular equivalence class of the P -spectrum, each further
constant from the same class must instantiate the same atom. For the same reason, the
probability must be 0 if we have ci = cj for some 1 ≤ i, j ≤ n but αhi and αhj are
two different atoms. In contrast to the Px case we can treat the picking of predicates
described above as independent for each equivalence class of atoms: we are in fact just
picking atoms of Lν with the correct number of negations occurring while ensuring their
restriction to Lq yields the desired atom. As the probability of picking the same atom of
Lν for any two equivalence classes is infinitesimal, we can waive the difference between
picking these atoms with and without replacement, resulting in the probability of each
atom being picked independent of the choice of equivalence classes. Thus we obtain
n∏
i=1
pci ·
∏
k∈{c1,...,cn}
τ
γq(αhi )
k (1− τk)
q−γq(αhi )
as the probability, in case that whenever ci = cj then hi = hj . But this is just a
non-standard version of jp,τ (
∧n
i=1 αhi(ai), 〈c1, . . . , cn〉) for p = 〈0, p1, p2, . . .〉 and τ =
〈τ0, τ1, τ2, . . . , 〉 for an arbitrary measure τ0.
We now obtain
|{Φ ∈ Υ |Φ |= Θ}|
|Υ|
=
∑
〈c1,...,cn〉
ci≥1
∗jp,τ (Θ(a1, . . . , an), 〈c1, . . . , cn〉) =
∗vp,τ (Θ(a1, . . . , an)),
for a fixed Θ such that PSpec(Θ) = nˆ and the ∗ indicating the non-standard versions of
the functions defined in Definition 7.
Define a measure µ on the P -spectra of state descriptions of Lν by µ({νˆ}) = w
Lν
(∨
Υ
)
and we obtain
∑
νˆ
|{Φ ∈ Υ |Φ |= Θ}|
|Υ|
· wLν
(∨
Υ
)
=
∫
νˆ
|{Φ ∈ Υ |Φ |= Θ}|
|Υ|
dµ(νˆ)
=
∫
νˆ
∗vp,τ (nˆ) dµ(νˆ).
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Now taking standard parts we obtain
wLq(Θ(a1, . . . , an)) =
◦( ∫
νˆ
∗vp,τ (Θ(a1, . . . , an)) dµ(νˆ)
)
=
◦( ∫
〈p,τ〉
∗vp,τ (Θ(a1, . . . , an)) dµ(〈p, τ 〉)
)
, (6)
as 〈p, τ〉 represents νˆ.
We can now use Loeb measures to move the operation of taking standard parts inside the
integral and claim that ◦(∗vp,τ (Θ(a1, . . . , an))) = v
p′,τ ′(Θ(a1, . . . , an)) for some standard
versions p′ of p and τ ′ for τ .
It remains to find 〈p′, τ ′〉 ∈ B such that
◦(∗vp,τ (Θ(a1, . . . , an))) = v
p′,τ ′(Θ(a1, . . . , an)) (7)
First notice that ∗jp,τ (Θ(a1, . . . , an),~c) is a finite product for each ~c and so we can move
the standard part operation all the way to the individual factors. This provides us with
an obvious candidate for τ ′: take τ ′i =
◦τi for each i ∈ N, i ≥ 1.
For the pi there are three cases to consider. If there are only finitely many equivalence
classes in νˆ, there exists some n ∈ N such that pi = 0 for each i > n. In this case we
have
∑n
i=1
◦pi = 1 (as
∑
i∈N pi = 1) and we can take p
′
i =
◦pi for each 1 ≤ i ≤ n and let
p′i = 0 otherwise. Then clearly we have
◦(∗jp,τ (Θ(a1, . . . , an),~c)) = j
p′,τ ′(Θ(a1, . . . , an),~c) (8)
and (7) holds for 〈p′, τ ′〉 as there are only finitely many instances of jp
′,τ ′ occurring.
Otherwise we have that pi > 0 for each i ∈ N. Suppose that in this case we have∑
i∈N
◦pi = 1, i.e. there is no weight carried by the pi with non-standard indices i ∈
∗
N \ N. Then we can take p′i =
◦pi for each i ∈ N, i ≥ 1 and p0 = 0 for (8) to hold: we
can interpret vp,τ (Θ(a1, . . . , an),~c) as an instance of integration by a discrete measure:
Let ρ be the product measure giving weight
∏n
i=1 pci to the point ~c ∈
∗
N
n and let f be
the function defined by
f(Θ(a1, . . . , an),~c) =
∏
i∈{c1,...,cn}
τ
γq(hi)
i (1− τi)
q−γq(hi).
Then we can write
∗vp,τ (Θ(a1, . . . , an),~c) =
∑
~c∈∗Nn
jp,τ (Θ(a1, . . . , an),~c) =
∫
∗N
f(Θ(a1, . . . , an),~c) dρ(~c). (9)
Now taking the standard part of the integral in (9) and applying Loeb measure theory in
this situation, we obtain as Loeb measure ρL the measure on Nn giving weight
∏n
i=1 p
′
ci
11
to the point ~c ∈ Nn, observing that whenever ~c ∈ ∗Nn is such that for some j ≤ n,
cj ∈
∗
N \ N, we have
◦
(
∏n
i=1 pci) = 0 and thus (7) holds.
Lastly suppose that
∑
i∈N
◦pi < 1. In this case we immediately have that while
∗vp,τ (⊤) =
1, simply taking standard parts of each pi as above will lead to v
p′,τ ′(⊤) < 1. The obvious
problem now is to attribute the weight ‘lost’ by simply taking standard parts to the p′i
with standard indices. As p0 has not been used yet, we will put all this weight into p
′
0
and it remains to find a measure τ0 such that the equation (7) holds.
In more detail, let p′i =
◦pi for each i ∈ N, i ≥ 1 and let p
′
0 = 1 −
∑
i∈N
◦pi. Fix some ~c
such that there exists j with ◦pcj = 0 and pcj > 0. Let C(~c, j) be the collection
C(~c, j) = {~e | ∀i (i 6= j → ei = ci) ∧ (i = j → pei > 0 ∧
◦pei = 0)},
i.e. the sequences in C(~c, j) only differ in the jth component, and each of the disappearing
pi occurs in one of the sequences.
Then we obtain
◦
 ∑
~e∈C(~c,j)
n∏
i=1
pei ·
∏
k∈{e1,...,en}
τ
γq(hˆk)
k (1− τk)
q−γq(hˆk)

 =
◦
 n∏
i=1
pci ·
∏
k∈{c1,...,cn}\{cj}
τ
γq(hˆk)
k (1− τk)
q−γq(hˆk)

·
◦
 ∑
pj>0
◦pj=0
pj · τ
γq(hj)
j (1− τj)
q−γq(hj)

 ,
where hˆk here is that hs such that k = cs (k = es, respectively).
Let τ0 be a measure on
∗[0, 1] such that τ0 gives weight pj/p
′
0 to the point τj for each j
such that pj > 0 and
◦pj = 0, and weight 0 to all other points. Then we obtain
◦
 ∑
pj>0
◦pj=0
pj · τ
γq(hj)
j (1− τj)
q−γq(hj)

 = p′0 ·
◦( ∫
∗[0,1]
xγq(hj)(1− x)q−γq(hj) dτ0(x)
)
= p′0
∫
[0,1]
xγq(hj)(1− x)q−γq(hj) dτL0 (x), (10)
where τL0 is the corresponding Loeb measure to τ0. We can continue in this way until
all such pi have been collected into a factor of the form (10).
Letting τ ′0 = τ
L
0 a straightforward calculation shows that
◦∗vp,τ(Θ) = vp
′,τ ′(Θ), (11)
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as we can now reduce the left-hand side to the situation given in (9), with p0 = p
′
0, τ0
as defined above, and
∑
i∈N
◦pi = 1 : as the pi > 0 with
◦pi = 0 are now collected into
p0, just let these pi = 0.
Going back to (6), we obtain together with (11)
wLq(Θ(a1, . . . , an)) =
◦( ∫
〈p,τ〉
∗vp,τ (Θ(a1, . . . , an)) dµ(〈p, τ〉)
)
=
∫
〈p′,τ ′〉
vp
′,τ ′(Θ(a1, . . . , an)) dµ
L(〈p′, τ ′〉),
where µL is the Loeb measure corresponding to µ. ⊣
Lemma 10. The vp,τ are the only functions satisfying ULi with SPx + WIP.
Proof: Let w be a probability function satisfying ULi with SPx + WIP and let ϑ ∈
QFSL. Using ULI, extend w to some w′ on a language L′ large enough so that we can
permute the predicates and constants of ϑ to obtain ϑ′ ∈ QFSL′ with no predicates or
constants in common with ϑ. As SPx implies Px, and by ULi we obtain w(ϑ) = w′(ϑ) =
w′(ϑ′). Then we obtain
0 = 2(w′(ϑ ∧ ϑ′)− w′(ϑ) · w′(ϑ′))
=
∫
B
vr,ρL′ (ϑ ∧ ϑ
′) dµ(〈r, ρ〉)− 2
∫
B
vr,ρL′ (ϑ) dµ(〈r, ρ〉) ·
∫
B
vp,τL′ (ϑ
′) dµ(〈p, τ〉)
+
∫
B
vp,τL′ (ϑ ∧ ϑ
′) dµ(〈p, τ〉)
=
∫
B
∫
B
(
vr,ρ(ϑ)2 − 2vr,ρ(ϑ) · vp,τ (ϑ) + vp,τ(ϑ)2
)
dµ(〈r, ρ〉) dµ(〈p, τ〉)
=
∫
B
∫
B
(
vr,ρ(ϑ)− vp,τ (ϑ)
)2
dµ(〈r, ρ〉) dµ(〈p, τ〉),
by the Representation Theorem 9. As the function under the integral is non-negative
we must have a measure 1 subset of B such that vp,τL′ is constant on this set for each
ϑ ∈ QFSL and therefore we must have w′ = vp,τL′ for any 〈p, τ〉 in this set. By ULi we
obtain that w = w′ ↾ SL = vp,τL , as required. ⊣
4 The General Representation Theorem
Just as for the probability functions satisfying Predicate and Atom Exhcangeability6,
respectively, we obtain a similar result for Strong Predicate Exchangeability:
6See e.g. [5] for the result concerning Predicate Exchangeability and [6, Chapter 34] for the result
concerning Atom Exchangeability.
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Theorem 11. Let w be a probability function on L. Then w satisfies SPx if and only
if there are λ ≥ 0 and probability functions w1, w2 satisfying ULi with SPx such that
w = (1 + λ)w1 − λw2.
In the proof, we will use a slightly different formulation7 for the vp,τ functions: Let vp,τn,Lq
be defined by
vp,τn =
∑
e∈Zqn
n∏
r=1
τγq(e(r))r (1− τr)
q−γq(e(r)) · we(p), (12)
where Zqn is the set of all functions e : {1, . . . , n} → {1, . . . , 2
q} and e(p) ∈ D2q is given
by
e(p) = 〈f q(1, 0)Rp,n +
∑
e(i)=1
pi, f
q(2, 0)Rp,n +
∑
e(i)=2
pi, . . . , f
q(2q, 0)Rp,n +
∑
e(i)=2q
pi〉,
with Rp,n = 1−
∑n
i=1 pi and f
q(s, 0) =
∫
[0,1]
xγq(s)(1−x)q−γq(s) dτ0(x). It is easy to verify
that if pi = 0 for i > n, then v
p,τ
n,Lq
= vp,τLq . As usual, we will omit Lq whenever it is
understood from the context.
In the proof we will replicate the methods used for the analogous theorem for probability
functions satisfying Predicate Exchangeability, see e.g. Lemma 13 and Theorem 14 in
[5].
Proof: Suppose that w = (1 + λ)w1 − λw2 for some λ ≥ 0 and w1, w2 probability
functions satisfying ULi with SPx. Then it is straightforward to check that w is a
probability function satisfying SPx, but not necessarily ULi.
So suppose that w is a probability function satisfying SPx. Let ~x ∈ D2q and consider
the function w~x. We can close this function under SPx by letting
z~x =
1
|Σ|
∑
σ∈Σ
wσ(~x), (13)
where Σ is the set of all permutations of {1, . . . , 2q} that preserve P -spectra.
It is then easy to check that we obtain a de Finetti representation of w of the form
w =
∫
D2q
z~x dµ(~x). (14)
So suppose that µ is a measure putting all weight on a singleton {~x}, i.e. w = z~x for
some ~x ∈ D2q .
7In fact, the functions vp,τn,Lq are instrumental to the proof of Theorem 8.
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Pick p such that p0 = 0, pi = xi for i = 1, . . . , 2
q and pi = 0 for i > 2
q. Then for
arbitrary τ , vp,τ2q will have z~x occurring in its representation (12), as clearly e ∈ Z
q
n such
that e(i) = i will result in w~x = we(p) occurring, and for each permutation σ such that
wσ(~x) occurs in z~x the function e
′ = e ◦ σ ∈ Zqn will ensure that wσ(~x) occurs in v
p,τ
2q as
well.
Consider the factor
∏2q
r=1 τ
γq(e(r))
r (1− τr)
q−γq(e(r)) accompanying we(p). If σ is a permuta-
tion of {1, . . . , 2q} that preserves P -spectra, then for e′ = e ◦ σ we can easily check
that
2q∏
r=1
τγq(e(r))r (1− τr)
q−γq(e(r)) =
2q∏
r=1
τγq(e
′(r))
r (1− τr)
q−γq(e′(r)), (15)
as the atoms αe(r), αe′(r) have the same number of negations.
So we have each wσ(~x) occurring in z~x occurring in v
p,τ
2q with the same factor. Similarly,
for each ~x ∈ D2q such that w~x occurs in v
p,τ
2q , all the other w~y occurring in z~x also occur
in vp,τ2q , so we can write
vp,τ2q =
∑
e∈E
ae,τ · Se · ze(p), (16)
where Se is a normalizing factor, ae,τ is the factor
∏2q
r=1 τ
γq(e(r))
r (1 − τr)
q−γq(e(r)) and E
is the collection of representatives of equivalence classes of Zqn under the equivalence
relation ∼Zqn defined by
e ∼Zqn e
′ ⇔ we(p), we′(p) occur in the same z~x.
Note that while vp,τ2q depends on both p and τ , the functions ze(p) only depend on p while
ae,τ only depends on τ .
Fixing an enumeration of E, fix some τ e for each e ∈ E and let A be the E ×E matrix
with entry a〈e,f〉 = af,τe . We then obtain the equation

...
vp,τe2q
...

 = A ·


...
Se · ze(p)
...

 . (17)
We will show that the entries of A, i.e. the τ e, can be picked such that A is regular.
Letting t = |E|, define the matrix A〈i1,...,ij〉 for 1 ≤ i1 < i2 < · · · < ij ≤ t the j × j sub-
matrix of A obtained by taking the i1, . . . , ij ’th rows and columns of A. By induction on
j, we will show that the τs,it can be picked such that A〈i1,...,ij〉 is regular. It will suffice
to obtain for each row products of the form
∏2q
r=1 x
s
ry
q−s
r , not necessarily x+ y = 1, nor
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even x, y < 1, as we can add a factor (xr + yr)
q for each r ∈ {1, . . . , 2q} to the entry in
A to obtain the required form.
For j = 1, this is trivial: just pick each τs to be neither 0 nor 1. So suppose j = k + 1
for some k ≥ 1. The polynomial
∏2q
r=1 x
sr
r y
q−sr
r takes its maximum value on D22q+1
at xr = sr/2
q+1, yr = q − sr/2
q+1, r ∈ {1, . . . , 2q}. Considering the previously fixed
enumeration of E, there exists some e such that
2q∏
r=1
(sr,e2
−q−1)sr,e((q − sr,e)2
−q−1)q−sr,e >
2q∏
r=1
(sr,e2
−q−1)sr,f ((q − sr,e)2
−q−1)q−sr,f
for any f 6= e. For if not, then for some f 6= e we have
2q∏
r=1
(sr,e2
−q−1)sr,e((q − sr,e)2
−q−1)q−sr,e ≤
2q∏
r=1
(sr,e2
−q−1)sr,f ((q − sr,e)2
−q−1)q−sr,f
<
2q∏
r=1
(sr,f2
−q−1)sr,f ((q − sr,f)2
−q−1)q−sr,f
and continuing in this way, we arrive at a contradiction.
By the inductive hypothesis there are choices for the xr,im , yr,im for im ∈ {i1, . . . , ij}\{ie}
such that the sub-matrix A〈i1,...,ie−1,ie+1,...,ij〉 is regular. Treating the xr, yr as unknowns
for the moment we obtain for the determinant of A〈i1,...,ij〉 an expression of the form
det(A〈i1,...,ij〉) =
±
2q∏
r=1
xsr,er y
q−sr,e
r · det(A〈i1,...,ie−1,ie+1,...,ij〉) +
∑
f∈{i1,...,ij}\{ie}
2q∏
r=1
x
sr,f
r y
q−sr,f
r · (± det(Af )),
(18)
for some choices of ±, where the Af are the corresponding sub-matrices of A〈i1,...,ij〉.
Picking xr = (sr,e2
−q−1)g, yr = ((q − sr,e)2
−q−1)g for large enough g > 0 the dominant
term of (18) becomes
2q∏
r=1
xsr,er y
q−sr,e
r · det(A〈i1,...,ie−1,ie+1,...,ij〉),
and as for this choice of xr, yr we clearly have
∏2q
r=1 x
sr,e
r y
q−sr,e
r > 0 and by the inductive
hypothesis det(A〈i1,...,ie−1,ie+1,...,ij〉) 6= 0, we get that det(A〈i1,...,ij〉 6= 0. Now introducing
factors
∏2q
r=1(xr+yr)
q as necessary, we obtain that A is a regular matrix with the entries
having the required form.
As A is (can be picked to be) regular, we obtain from (17)
A−1 ·


...
vp,τe2q
...

 =


...
Se · ze(p)
...

 (19)
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and we can now obtain z~x = ze(p) as a difference of functions v
p,τe
2q : we have
z~x =
1
Se
·
∑
e∈E
be · v
p,τe
2q
and collecting the vp,τe2q with positive coefficients in one term, we obtain
z~x = γ · w1 − λ · w2, (20)
where w1 is a probability function consisting of the v
p,τe
2q with positive coefficients and
w2 a probability function consisting of the v
p,τe
2q with negative coefficients.
Since z~x(⊤) = w1(⊤) = w2(⊤) = 1, we must have γ − λ = 1, and thus we obtain
γ = 1 + λ. As furthermore w1, w2 are convex combinations of probability functions
satisfying ULi with SPx, we have the desired representation for z~x. Note that λ depends
only on 2q and the entries of A−1, which in turn only depend on the τ e. As z~x only
determines p, we obtain a uniform λ for all z~x.
Now returning to the general case of w of the form (14), we obtain
w =
∫
~x
z~x dµ(~x)
=
∫
~x
(1 + λ)w1,~x − λw2,~x dµ(~x)
= (1 + λ)
∫
~x
w1,~x dµ(~x)− λ
∫
~x
w2,~x dµ(~x)
= (1 + λ)w1 − λw2
for some probability functions w1, w2 satisfying ULi with SPx, as they are convex com-
binations of functions satisfying these principles. ⊣
5 Conclusion
In this paper we have introduced the principle of Strong Predicate Exchangeability,
for which we have provided two de Finetti – style representation theorems. While the
principle arose rather by chance, and is more indirectly justified as a rational principle
for rational agents, the representation theorems presented in this paper fit nicely into
the story of Pure Inductive Logic so far.
Comparing the representation theorems provided in this paper with similar results for
Unary Language Invariance it appears there is a recurring theme: Looking at presently
known results the building blocks for representing functions satisfying ULi all share the
property of Weak Irrelevance. At the same time, there exist representation theorems for
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general probability functions satsifying P showing these to be differences of functions
that satisfy ULi with P.
As these principles have so far been based on a symmetry based on the language in-
volved, one might be inclined to expect the same behaviour for other principles based
on symmetry, at least where it concerns purely unary languages. In terms of polyadic
languages, there exists a similar result for Spectrum Exchangeability (generalizing Ax).
As the building blocks for the principle SPx discussed in this paper are quite similar
to the (unary) up functions, whose polyadic versions play a role in the representation
theorem for Spectrum Exchangeability, one might expect a similar result for a polyadic
version of Px, SPx.
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