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a b s t r a c t
We define a natural generalization of the prominent k-server problem, the k-resource
problem. It occurs in a metric space with some integer demands given at its points.
The demands may vary with time, but the total demand may never exceed k. An online
algorithm has k servers at its disposal and its goal is to satisfy demands by moving servers,
while minimizing the cost of their transport. We show asymptotically tight bounds on the
competitive ratio of the k-resource problem in the uniform metric space of n points: we
prove that the optimal competitive ratios are betweenmin{k, n−1} andmin{k, 2(n−1)} for
deterministic algorithms and betweenmin{Hk,Hn−1} andmin{Hk, 2·Hn−1} for randomized
ones. This extends known results for k-server in such spaces to the more general setting of
k-resource.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The k-server problem [16] is defined in a metric space (X, ξ), where ξ is a function measuring the distance between
points of X. While our considerations are restricted to finite metric spaces, the problem definition can be extended in
a straightforward manner to metrics consisting of infinitely many points. An input is a sequence of requests to points from
X. Upon seeing a request to a point x ∈ X, an algorithm has to move its servers, so that at least one server is placed at x.
The costs of these transports are defined by the distance function ξ . The goal of an algorithm solving the k-server problem
is to minimize the total distance traveled by all its servers.
In this paper, we define a natural extension of k-server, the k-resource problem, and present asymptotically optimal
online solutions for uniform metric spaces. In the k-resource problem, the input sequence consists of demand vectors. A
single demand vector defines a demand (arbitrary non-negative integer) at each point ofX. The only restriction imposed on
the demand vector is that the sum of demands at all points is guaranteed to be atmost k.2 After a demand vector is presented
to an algorithm, it has to move its servers, so that for any point x ∈ X the number of servers at x is at least the demand at x.
Note that the k-server problem is a special case of the k-resource problem, where any demand vector is zero everywhere
except one point where it is equal to one. In contrast to the k-server problem, k-resource allows to request more than one
server to a single point of the metric. Furthermore, if the demand at a certain point x ∈ X remains at least c in several
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consecutive demand vectors, then effectively c servers are bound to remain at x at the corresponding times. An application
example for the k-resource problem could be a robotic scenario, where tasks appearing dynamically in a terrain impose
certain demands (for some periods) on the number of robots that have to be sent to handle them.
1.1. Problem definition
More formally, an instance of the problem is (X, ξ , k, X0, (d1, d2, . . . , dm)), where (X, ξ) is a metric space. Throughout
this paper, we assume that this space is finite and denote the number of its points by n. We use graph terminology and call
points ofX nodes; we number them from 1 to n.
By vector we always understand an element of Nn. A is the zero vector if Ai = 0 for all 1 ≤ i ≤ n. For any vector A, let
|A| =ni=1 Ai. We say that a vector A majorizes a vector B (we write A ≥ B) if Ai ≥ Bi for all 1 ≤ i ≤ n. We also define
the entry-wise minimum and maximum of a set of vectors, i.e., we write A = min{A1, A2, . . . , Aℓ} when it holds that
Ai = min{A1i , A2i , . . . , Aℓi } for all 1 ≤ i ≤ n. Vector X0 ∈ Nn describes the initial assignment of servers to nodes, satisfying
|X0| = k (i.e., at the beginning, the number of servers at node j is X0j ). Further, (d1, d2, . . . , dm) is called the demand sequence,
where dj ∈ Nn satisfies |dj| ≤ k and is called the j-th demand vector. The meaning of demand vector dj is straightforward: for
any node i, dji servers are requested at node i.
A solution to this instance is a sequence of vectors X1, X2, . . . , Xm (called configurations), such that |Xℓ| = k and Xℓ ≥ dℓ
for 1 ≤ ℓ ≤ m. The cost of the solution is thenmℓ=1 δ(Xℓ−1, Xℓ), where δ(Xℓ−1, Xℓ) is the minimum cost of changing
configuration Xℓ−1 to Xℓ; such cost can be computed by a minimum cost matching.
1.2. Online analysis
In this paper, we are primarily interested in online algorithms. In the online version of the k-resource problem, demand
vectors arrive one at a time in order, and the algorithm has to choose Xℓ solely on the basis of d1, d2, . . . , dℓ, without the
knowledge of the future demand vectors.
We use competitive analysis [7,18] to analyze the efficiency of our algorithms. On any input sequence, we compare the
cost of our algorithm and the optimal offline schedule. For any algorithm A and any input instance I, we denote the cost of
A by CA(I). We say that a deterministic algorithm A is α-competitive if there exists a constant β , such that for all instances
I, it holds that CA(I) ≤ α · COPT(I) + β , where Opt is the optimal offline algorithm. If A is a randomized algorithm, then
in the definition above we replace CA(I) by its expected value. The competitive ratio of an algorithm is the infimum of all
values of α for which the algorithm is α-competitive. For randomized algorithms, we consider oblivious adversaries [7], the
ones that are not able to see the random choices made by the algorithm.
1.3. Our contribution
In Section 2, we show that the offline solution for the k-resource problem can be computed in polynomial time, by the
reduction to the minimum cost flow problem.
Then, we focus on the online variant of the problem. We present a relation between the k-resource and the k-server
problems (see Section 3) showing that the lower bound of f (k) on the competitive ratio of the k-server problem (for any
function f ) implies the lower bound of f (min{k, n− 1}) on the competitive ratio of the k-resource problem. In the formula
above, n is the number of nodes in the metric space.
In themain part of the paper, we construct and analyze algorithms for the online variant of the problem in uniformmetric
spaces. The reduction mentioned above, along with the results on the k-server problem, immediately implies the lower
bound of min{k, n− 1} for deterministic algorithms and min{Hk,Hn−1} for randomized ones (where Hj = 1+ 1/2+ 1/3+
. . .+ 1/j = Θ(log j) is the j-th harmonic number). We start in Section 4, by giving a k-competitive deterministic algorithm
and a randomized Hk-competitive one. They both follow by a simple reduction to the k-server problem. In Section 5, we add
some structure to the input instances, splitting them into disjoint phases. This partitioning is then used in Sections 6 and
7, where we present, respectively, a deterministic 2(n− 1)-competitive algorithm and a randomized 2 · Hn−1-competitive
one. Thus, our results are asymptotically tight.
1.4. Related work on the k-server problem
The k-server problem, introduced byManasse et al. in [16], has been prominent in the research on online problems since
the advent of competitive analysis. Currently, the best deterministic algorithm for general metrics, WFA [12,14], is (2k−1)-
competitive, which nearly matches the lower bound of k [16]. Algorithms attaining the optimal competitive ratio of kwere
given for the cases where k = 2 or k = n− 1 [16], k = n− 2 [15], for uniformmetric spaces [18], real lines [8] and trees [9].
Although these results give a very important insight into the problem, for large k, the achieved competitive ratio is hardly ac-
ceptable formost applications. Thus,much effort was put in the search for randomized algorithms that could perform better.
There is, however, an exponential gap between known lower and upper bounds for randomized algorithms: whereas
there exists a general lower bound on the competitive ratio of Ω(log k/ log log k) [5,6] (holding for any metric space
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consisting of at least k + 1 nodes), currently it is not known whether randomization helps in general metric spaces, as
the best solution there is again the deterministic (2k− 1)-competitive WFA algorithm. There are, however, several results
for specific metric spaces that are o(k)-competitive. In particular, in uniform metric spaces, the competitive ratio of the
problem is exactly Hk [1,17]. Sublinear bounds are also known for weighted stars [3], binary HSTs [10], and real lines [4].
For a recent, comprehensive overview of the k-server results, we refer the reader to the survey by Koutsoupias [13].
2. The offline solution
We start by showing that computing an optimal offline solution can be performed in time polynomial in n, k, and T
(the length of the demand sequence). For a constant k, the number of possible configurations is polynomial in n, and thus
the optimal solution can be computed in polynomial time by a straightforward dynamic programming. For an arbitrary
k, such approach is inefficient, and thus – similarly to the optimal solution’s construction for the k-server problem by
Chrobak et al. [8] – we reduce the problem to finding a maximum flow of minimum cost in a certain graph. However,
their construction is not directly applicable to our problem.
Theorem 2.1. An optimal solution to the k-resource instance can be found in polynomial time.
Proof. We build a leveled directed acyclic graph G where each demand vector dt is represented by two layers. The former
layer encodes the costs associated with moving the servers, and the latter one enforces the demand. Precisely speaking, the
graph G consists of the following parts.
1. The initial part consists of the source node s and n nodes b0,j where 1 ≤ j ≤ n. For any node b0,j, there is a zero-cost edge
(s, b0,j) of capacity X0j .
2. For each t ∈ {1, . . . , T }, we introduce 2n new nodes: at,j and bt,j where 1 ≤ j ≤ n. We build two bipartite structures
using edges of capacity k each.
(a) There is an edge of cost ξ(i, j) between any pair of nodes bt−1,i and at,j.
(b) For any j ∈ {1, . . . , n}, there is a zero-cost edge (at,j, bt,j). At least dtj units of flow are required on such edge.
3. The final part consists of the sink t and n zero-cost edges (bT ,j, t), each of capacity k.
Now, we consider flows from s to t . We observe that the maximum value of these flows is k as it is not possible to push
more flow through the initial part and the value k is easily achievable in the remaining parts. There exists a natural cost-
preserving bijection between the set of feasible solutions for the k-resource instance and the set of s-t-flows of value k: each
unit flow encodes a path of a single server. Therefore, to find an optimal solution to the k-resource instance, we only have
to find a maximum s-t-flow of minimum cost. The latter can be found in polynomial time [2]. 
3. Lower bounds
As already mentioned in the introduction, a k-server instance is a special case of k-resource instance. Moreover, the
ability to solve the k-resource problem implies the ability to solve the k′-server problem, for k′ ≤ k, as stated in the lemma
below.
Lemma 3.1. Fix any metric space (X, ξ) and integers k′ ≤ k. If there exists an α-competitive (randomized) algorithm A for the
k-resource problem on (X, ξ), then there exists an α-competitive (randomized) algorithm A′ for the k′-server problem on (X, ξ).
Proof. Consider any inputIserv for the k′-server problem;we showhow to construct an inputIres for the k-resource problem.
We choose any node v ∈ X. A request of Iserv at x is converted into a demand vector of Ires that is equal to k − k′ at v, 1
at x and 0 elsewhere. (If x = v, then a demand vector is equal to k − k′ + 1 at v and 0 elsewhere.) The algorithm A′ runs
algorithm A on Ires and returns A’s movements of servers as its own solution.
Note that A has only k′ ‘‘free’’ servers; the remaining ones are bound to v for the whole runtime. Thus, the movements of
these servers correspond to a feasible solution for the k′-server problem.Moreover, the costs of these two solutions coincide:
CA′(Iserv) = CA(Ires)− β ′, where β ′ is the cost of the initial movement of k− k′ servers to v.
Let β be the maximum possible cost of sending k− k′ servers from any nodes ofX to v. Note that β depends only on the
structure of the metric space and not on the input sequence. Therefore, any optimal solution for Iserv yields a solution S for
Ires with the cost at most β greater, i.e., COPT(Ires) ≤ CS(Ires) ≤ COPT(Iserv)+ β .
Since A is α-competitive, there exists a constant ρ, such that CA(Ires) ≤ α · COPT(Ires)+ ρ. Therefore,
CA′(Iserv) ≤ CA(Ires) ≤ α · COPT(Ires)+ ρ ≤ α · COPT(Iserv)+ (α · β + ρ),
which proves that A′ is α-competitive.
The result for the randomized case follows when we replace CA and CA′ with their expected values. 
Theorem 3.2. Fix a metric space of n nodes and an integer K . Assume that there exist a function f and a lower bound f (k) on
the competitive ratio for the k-server problem holding for any k ≤ K. Then, the competitive ratio of the k-resource problem in the
same metric space is at least f (min{k, K}).
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Proof. Fix an integer k and assume the contrary, i.e., that there exists an algorithm for the k-resource problem achieving a
competitive ratio R < f (min{k, K}). Then, by Lemma 3.1, there exists an algorithm for the min{k, K}-server problem with
the competitive ratio at most R < f (min{k, K}), which is a contradiction. 
Bymeans of Theorem 3.2, wemay apply known lower bounds for the k-server problem in uniformmetric spaces, i.e., the
deterministic lower bound of k [16] and the randomized lower bound of Hk [11]. (Both lower bounds hold for k ≤ n− 1.)
Corollary 3.3. Consider the k-resource problem in the uniformmetric space consisting of n nodes. No deterministic algorithm can
achieve a competitive ratio lower than min{k, n − 1} and no randomized algorithm can achieve a competitive ratio lower than
min{Hk,Hn−1}.
4. Server based algorithms
In this section, we present a k-competitive deterministic algorithm and an Hk-competitive randomized algorithm for the
uniform metric space (X, ξ) consisting of n nodes. Both algorithms follow by a reduction to the k-server problem.
In both cases, we create a uniformmetric space (X′, ξ ′)with n ·k nodes, where for each node vi ∈ X there are k copies in
X′, denoted by vi,1, vi,2, . . . , vi,k. The distance between any pair of nodes fromX′ is set to 1. On the basis of an input instance
Ires in (X, ξ) for the k-resource problem, we create an input instance Iserv in (X′, ξ ′) (the construction is slightly different
for a deterministic and a randomized algorithm), run a chosen algorithm for the k-server problem on Iserv and translate its
answers to the solution for Ires.
For both constructions, it is convenient to define a function S that takes an arbitrary vector A (e.g., a demand vector or
a configuration in X) and returns a subset of X′, such that vi,j ∈ S(A) if and only if Ai ≥ j. For example, for n = 8 and a
demand vector d whose non-zero entries are d4 = 3 and d7 = 2, S(d) = {v4,1, v4,2, v4,3, v7,1, v7,2}. Observe that for any
two k-resource configurations X and X ′ (inX), the minimal cost of changing from X to X ′ coincides with the minimal cost
of changing k-server configuration from S(X) to S(X ′). In the following, we say that an algorithm covers a set of nodes if it
has servers at each node from this set.
Theorem 4.1. There exists a k-competitive deterministic algorithm Sb for the k-resource problem in the uniform metric space of
n nodes.
Proof. Let Ires = (X, ξ , k, X0, (d1, d2, . . . , dm)) be the instance for the k-resource problem, where (X, ξ) is the uniform
metric space. Let (X′, ξ ′) be the uniform metric space of n · k nodes defined above.
The deterministic algorithm Sb (Server Based) transforms Ires into an instance Iserv of the k-server problem, by replacing
each demand vector dj by a subsequence of requests to all nodes from S(dj). We denote this subsequence by σ(dj). Clearly,
such transformation can be performed in an onlinemanner. Sb runs the deterministic algorithm Fifo on Iserv. (Fifo keeps all
servers in a queue, and for any request at a node not covered by any server, it moves there the server that is in front of the
queue, and then places it in the back of the queue.) The choices of Fifo in (X′, ξ ′) are converted back to the movements of
servers in (X, ξ): whenever Fifomoves a server from a node va,i to a node vb,j, Sbmoves a server from node va to node vb.
(When a = b, Sb does nothing).
First, we show that Sb creates a valid solution to Ires. By a simple induction, the number of servers at any node va ∈ X
is always equal to the total number of servers at nodes va,1, va,2, . . . , va,k. Furthermore, after processing σ(dj), Fifo covers
S(dj). (The same property holds, e.g., for the algorithm Lru (Least Recently Used), and we may use it in our construction in
place of Fifo.) Sb repeats its choices, and thus ends up in a configuration satisfying demand dj.
The cost analysis is also straightforward. Whenever Sb moves a server, Fifo moves one as well, and hence CSB(Ires) ≤
CFIFO(Iserv). As Fifo is k-competitive in uniform metric spaces [18], CFIFO(Iserv) ≤ k · COPT(Iserv). Finally, the choices of the
optimal solution on Ires can be translated into a valid offline solution Off for Iserv preserving the cost: Upon seeing the
first request of σ(dj), Off changes its configuration to S(Y j), where Y j is the configuration of Opt after serving the demand
vector dj. Note thatOffmay then serve the remaining requests of σ(dj) for free. Thus,COPT(Iserv) ≤ COFF(Iserv) = COPT(Ires).
By putting all relations together, we obtain that
CSB(Ires) ≤ CFIFO(Iserv) ≤ k · COPT(Iserv) ≤ k · COPT(Ires),
which proves that Sb is k-competitive. 
The construction of an Hk-competitive randomized solution is slightly more complicated. Recall that right after serving
σ(dj), Fifo covers S(dj). This property is crucial to guarantee that after converting Fifomovements, the resulting solution is
valid for the k-resource instance. The property does not hold ifwe replace Fifo by a randomizedHk-competitive algorithm for
k-server, though. We may alleviate this issue by repeating subsequence σ(dj)many times till the k-server algorithm finally
covers S(dj). However, it is not obvious that this event occurs at all.Whereas any competitive deterministic k-server algorithm
would have to eventually cover S(dj), it is possible for a competitive randomized algorithm to decrease the probability of not
covering S(dj) but keeping this probability always positive. Luckily, the knownHk-competitive algorithm Equitable [1] does
not fall into this category.
Theorem 4.2. There exists a Hk-competitive randomized algorithm Sbr for the k-resource problem in the uniform metric space
of n nodes.
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Proof. Let Ires = (X, ξ , k, X0, (d1, d2, . . . , dm)) be the instance for the k-resource problem, where (X, ξ) is the uniform
metric space. As already mentioned, the construction of Sbr is very similar to the one of Sb (cf. the proof of Theorem 4.1).
In place of Fifo, Sbr runs the Hk-competitive algorithm Equitable [1]. Concretely, upon seeing a demand vector dj, Sbr
appends subsequence σ(dj) to Iserv, runs Equitable on the newly appended subsequence, and repeats its choices in (X, ξ).
Afterwards, it checkswhether S(dj) is covered by Equitablewith probability 1. If it is not the case, Sbr repeats the appending
process above till the condition holds.
Observe that the relations between costs of particular algorithms hold for the same reasons as in the proof of Theorem4.1,
i.e.,
E[Sbr(Ires)] ≤ E[CEQUITABLE(Iserv)] ≤ Hk · COPT(Iserv) ≤ Hk · COPT(Ires).
Thus, we only have to show that, after a finite number of occurrences of subsequence σ(dj), Equitable covers S(dj).
Assume the contrary, i.e., that Equitablenever covers S(dj).We show that in such case, its expected cost for every occurrence
of σ(dj) is at least some fixed constant. This will contradict the competitiveness of Equitable as its cost would be arbitrarily
high.
In each step, Equitabledefines the probability distribution over possible configurations solely on the basis of the so-called
offset function3 (cf. [1]). The set of all possible offset functions is finite and depends only on the metric space (X′, ξ ′). Hence,
there exists a minimum over all possible positive probabilities that can ever be assigned by Equitable to a configuration. We
denote this minimum by ϵ. If after processing subsequence σ(dj) Equitable does not cover S(dj)with probability 1, then it
is in some configuration not covering S(dj)with a positive probability that is at least ϵ. Hence, its expected cost is at least ϵ
for such occurrence of σ(dj), which leads to contradiction and concludes the proof. 
5. Modifying input instances
Before presenting our remaining solutions, we first show how to modify an arbitrary input instance I˜ = (X, ξ , k, X0,
(d˜1, d˜2, . . . , d˜m˜)) in an online manner. In essence, upon seeing a new demand vector d˜ℓ, an online algorithm will insert
a special sequence of demand vectors before it and will process the newly created subsequence first. The advantage of such
approach is that the resulting input instance will be more structured: in particular, it will change less rapidly.
For any demand vector d˜, we define a sequence of increasing demand vectors S(d˜) = c0, c1, c2, . . . , cr = d˜, such that the
following conditions hold: (i) r = |d˜|, (ii) |c j| = j for any 0 ≤ j ≤ r (in particular, c0 is the zero vector), and (iii) c j−1 ≤ c j for
any 1 ≤ j ≤ r . The choice of sequence S(d˜) is not unique, but we pick an arbitrary one that satisfies these conditions. The
modified input instance is then I = (X, ξ , k, X0, (S(d˜1), S(d˜2), . . . , S(d˜m˜))).
We call an instance I obtained in such way monotonic. Clearly, on the resulting monotonic instance, the cost of any
algorithmmay only be larger (as it eventually has to fulfill the original demand d˜ℓ anyway). On the other hand, the modified
instance is notmore costly for an optimal offline algorithm, as the configuration thatmajorizes d˜ℓ, majorizes also all demand
vectors of S(d˜ℓ). Therefore, without loss of generality, we may assume that all inputs are monotonic, and derive online
algorithms only for them.
Below, we show how we can partition the input sequence and show a lower bound on the optimal offline algorithm.
Afterwards, we modify the input sequence in a similar manner once again, but this time for an online algorithm only. We
conclude the section with a lemma stating properties of the obtained input sequences.
5.1. Phases
We now take any monotonic instance I = (X, ξ , k, X0, (d1, d2, . . . , dm)), and deterministically partition its demand
sequence into phases. Each phase is a contiguous subsequence of demand vectors; the first phase starts with d1. A phase
starting with demand vector dℓ+1 is the maximal subsequence of demand vectors dℓ+1, dℓ+2, . . . , dℓ+τ with the property
|max{dℓ+1, dℓ+2, . . . , dℓ+τ } | ≤ k. This defines the partitioning of the demand vectors’ sequence into phases P1, P2, . . . , Ph;
note that it can be computed by an online algorithm.
For any phase Pq consisting of vectors dℓ+1, dℓ+2, . . . , dℓ+τ , we define Lq = max{dℓ+1, dℓ+2, . . . , dℓ+τ }. For succinctness
of the description, we assume that there exists an artificial empty phase P0 at the beginning of the input with L0 = X0.
(Recall that X0 is the initial configuration.) The definition of a phase immediately implies that |Lq| = k for any phase Pq but
the last one. Finally, for any algorithm A, we denote the cost of A incurred by the requests of phase Pq by CA(Pq).
5.2. Lower bounds on the optimal algorithm in uniform metric spaces
We observe that in the uniformmetric space, the cost of changing configuration A to B is δ(A, B) = 12 ·
n
i=1 |Ai − Bi|. As|A| = |B| = k, it follows that δ(A, B) =i:Ai>Bi(Ai − Bi) =i:Bi>Ai(Bi − Ai).
3 For any configuration X , let w(X) be the optimal cost of serving the sequence up to the current step and ending at configuration X . Then, the offset
function at X is defined asw(X)−minY w(Y ).
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Consider the following strategy Off for an offline algorithm: at the beginning of phase Pq, set the configuration to Lq and
do not change it throughout the whole phase. Of course, such a configuration is valid for all the demands occurring in the
phase, and thus inside a phase Off pays nothing. A drawback of such an approach is that changing state between Lq−1 and
Lq might be expensive. The lemma below states that asymptotically this ‘‘switching’’ cost is unavoidable by any algorithm,
even the optimal offline one.
Lemma 5.1. Fix any instance I = (X, ξ , k, X0, (d1, d2, . . . , dm)) of the k-resource problem in the uniform metric space and its
division into phases P1, P2, . . . , Ph. Then, COPT(I) ≥ 12 ·
h−1
q=1 δ(Lq−1, Lq).
Proof. Fix any phase Pq such that q ∈ {2, . . . , h − 1}. Let g = max{Lq−1, Lq}, i.e., gi is the maximum demand occurring at
node i during the given two phases. Consider the following thought experiment: we have

i gi slots, at most k slots are
occupied by servers at the beginning of Pq−1. We want each slot to be occupied at some point of time, as this is a condition
necessary to have gi servers at node i after seeing some demand vector. To each of (at least)

i gi − k initially empty slots,
we have to move a server, and thus the total amount paid by Opt in phases Pq−1 and Pq is
COPT(Pq−1)+ COPT(Pq) ≥

i
gi − k =

i
max

Lq−1i , L
q
i

−

i
Lq−1i =

i:Lqi >Lq−1i
(Lqi − Lq−1i ) = δ(Lq−1, Lq).
Observe that a very similar reasoning holds for q = 1 (we consider just the cost within P1, as P0 is the empty, artificial phase).
Thus, by summing the relation above over all q ∈ {1, . . . , h− 1}, we obtain that
h−1
q=1
(COPT(Pq−1)+ COPT(Pq)) ≥
h−1
q=1
δ(Lq−1, Lq).
The lemma follows by observing that the cost in any phase occurs at most twice on the left hand side of the inequality
above. 
5.3. Max-demand vectors
In the previous section, we stated the lower bound on the cost of the optimal algorithm; this is the only boundwewill use
for Opt. Now, along the lines of the input transformations described in the previous sections, wemodify the input again, but
this time for an online algorithmonly. Each demand vectorwill be transformed into onemax-demand vector and additionally
we will place an artificial max-demand vector at the beginning of each phase.
To this end, fix any phase Pq consisting of τ demand vectors dℓ+1, dℓ+2, . . . , dℓ+τ . We replace them by a sequence of
τ + 1 max-demand vectors Dt ,Dt+1,Dt+2, . . .Dt+τ , where Dt = min{Lq−1, dℓ+1} and Dt+s = max{dℓ+1, dℓ+2, . . . , dℓ+s} for
1 ≤ s ≤ τ . Precisely, dℓ+1 gets replaced by Dt and Dt+1 = dℓ+1 and the remaining vectors dℓ+s (for 2 ≤ s ≤ τ ) are replaced
by Dt+s. Except for Dt , the max-demand vectors measure the maximum demand that occurred at particular node from the
beginning of the phase. Clearly, serving the sequence of max-demand vectors is at least as costly as serving the sequence of
the original demand vectors.
The first max-demand vector of a phase exists purely for convenience and unification of later proofs. It will be shown
later that processing such vector does not involve any action from the algorithm.
The following lemma states that within a single phase, the sequence of max-demand vectors is non-decreasing, and that
they do not change rapidly, i.e., two consecutive max-demand vectors differ on at most one position.
Lemma 5.2. Fix any monotonic input instance I = (X, ξ , k, X0, (d1, . . . , dm)), its division into phases P1, P2, . . . , Ph. Fix
any phase Pq consisting of demand vectors dℓ+1, dℓ+2, . . . , dℓ+τ , and the corresponding sequence of max-demand vectors
Dt ,Dt+1,Dt+2, . . . ,Dt+τ . The following properties hold:
1. Lq−1 ≥ Dt and Dt+τ = Lq.
2. For any 1 ≤ s ≤ τ , it holds that Dt+s−1 ≤ Dt+s and |Dt+s| ≤ |Dt+s−1| + 1.
Proof. Property 1 follows immediately by the definition of max-demand vectors and the definition of Lq. For showing
Property 2, we fix two consecutive demand vectors Dt+k−1 and Dt+k and consider two cases.
1. s > 1. In this case,
Dt+s−1 = max{dℓ+1, dℓ+2, . . . , dℓ+s−1},
Dt+s = max{dℓ+1, dℓ+2, . . . , dℓ+s−1, dℓ+s}.
This immediately impliesDt+s−1 ≤ Dt+s. For the latter part of Property 2,we distinguish between twopossible situations:
dℓ+s can be a start of the new increasing sequence or belong to the same increasing sequence as dℓ+s−1. In the former
case, dℓ+s = 0 which implies Dt+s = Dt+s−1. In the latter case, |dℓ+s| = |dℓ+s−1| + 1 and hence |Dt+s| ≤ |Dt+s−1| + 1.
48 M. Bienkowski, J. Kutyłowski / Theoretical Computer Science 459 (2012) 42–54
2. s = 1. Then, Dt+s−1 = min{Lq−1, dℓ+1}, Dt+s = dℓ+1, and thus Dt+s−1 ≤ Dt+s. If dℓ+1 is the first demand vector of the first
phase (i.e., ℓ = 0), then the latter part of Property 2 follows as bothDt+s−1 andDt+s are zero vectors. Otherwise,Dt+s−1 =
min{Lq−1, dℓ+1} ≥ min{dℓ, dℓ+1}. Note that dℓ+1 cannot be the beginning of a new increasing sequence (as in this case
dℓ+1 would be a zero vector and the previous phasewould not end at demand vector dℓ). Hence, dℓ and dℓ+1 belong to the
same increasing sequence, and therefore Dt+s−1 ≥ min{dℓ, dℓ+1} = dℓ. Hence, |Dt+s| − |Dt+s−1| ≤ |dℓ+1| − |dℓ| = 1. 
From now on, wewill assume that themax-demand vectors are chosen directly by the adversary in any fashion coherent
with Lemma 5.2. Presenting vector Dt to an online algorithm and choosing a configuration X t ≥ Dt constitutes one step t .
From now on, we will identify phases with subsequences of steps rather than subsequences of demand vectors.
Consider any step t that is not the first step of a phase. By Lemma 5.2, either Dt = Dt−1 (in which case we call step t
inactive) or Dt > Dt−1 (and then we call step t active). By the same lemma, in an active step t there exists exactly one node
j (called active), such that Dtj = Dt−1j + 1 and Dti = Dt−1i for i ≠ j.
For succinctness of the later proofs, we assume that the adversary appends sufficientlymanymax-demand vectors to the
last phase Ph, so that |Lh| = k. Note that these vectors have to be served by an online algorithm only. Besides, such change
does not affect the lower bound on Opt guaranteed by Lemma 5.1 as it was shown for all the phases but the last one.
6. Max-demand based deterministic algorithms
Throughout this whole section (and the next as well), we consider the k-resource problem in the uniformmetric space of
n nodes.Without loss of generality, we assume that the input instance ismonotonic and the adversary dictatesmax-demand
vectors Dt directly. Thus, we denote the input sequence I = (X, ξ , k, X0, (D1,D2, . . . ,Dm)) and we fix its partitioning into
phases P1, P2, . . . , Ph. In this section, we give a 2(n− 1)-competitive deterministic algorithm.
6.1. Max-demand based algorithms
First, we present the framework for our algorithm. In each step t , the algorithm chooses Xt ≥ Dt . We call this property
majorization invariant. If already X t−1 ≥ Dt , then the algorithm does nothing, choosing X t = X t−1. Otherwise, by Property 2
of Lemma 5.2, majorization invariant is violated only at one (active) node j, in which case Dtj = Dt−1j + 1 = X t−1j + 1. As the
algorithm has k servers and |Dt | ≤ k, there exists at least one node i, for which X t−1i > Dti . The algorithm chooses one such
i and moves the server from i to j.
Note that we have not precisely specified the rule of choosing node i, except that it has to fulfill the property X t−1i > D
t
i ,
i.e., it has some free servers that can be sent to node j. Therefore, the description above defines a whole class of algorithms,
calledmax-demand based. The concrete rule of choosing node iwill be called C-rule, andwill differ among various algorithms.
It appears that for a deterministic algorithm, choosing a C-rule is not very relevant from the competitive analysis
perspective, i.e., we show that any C-rule guarantees achieving the asymptotically optimal competitive ratio.
6.2. Simple bounds
By the lower bound on Opt stated in Lemma 5.1, it suffices to bound the cost of an algorithm in a single phase Pq
by (n − 1) · δ(Lq−1, Lq). We make our arguments more general than explicitly needed, to reuse them in the analysis of
a randomized algorithm. We start with the following simple observation.
Observation 6.1. Fix any phase Pq and let t be its last step. For any max-demand based algorithm Alg, it holds that X t = Lq.
Proof. By Property 1 of Lemma 5.2, Dt = Lq, and hence by the majorization invariant X t ≥ Lq. As |Lq| = k, the observation
follows. 
Corollary 6.2. A max-demand based algorithm does not move its servers in the first step of any phase.
Now, fix any phase Pq = {tq, tq + 1, . . . , tq + τq}. By Observation 6.1, we are dealing with the following situation:
X tq−1 = Lq−1 and X tq+τq = Lq. A conjecture that would yield the desired competitive ratio is that at most δ(Lq−1, Lq) servers
are moved within a phase and that each of them is moved at most n − 1 times. Unfortunately, this conjecture is false as
demonstrated by the following example.
Example 6.3. Let k = n−1 and consider the following phase Pq = {tq, tq+1, . . . , tq+n−1}. Let Lq−1 = (0, 1, 1, 1, . . . , 1),
Dtq be the zero vector, and let Dtq+ij be 1 if j ≤ i and 0 otherwise. For such demands, Lq = (1, 1, 1, . . . , 1, 1, 0), and thus
δ(Lq−1, Lq) = 1.
In the example above, it is possible that a max-demand based algorithm just moves a server from node i + 1 to i at
step tq + i, thus moving all servers within Pq, i.e., much more than δ(Lq−1, Lq) servers. (Actually, it is possible to construct
an equivalent example for any deterministic C-rule.) Hence, for bounding the competitive ratio of a max-demand based
algorithm, we take a different approach and introduce the notion of tokens.
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6.3. Tokens and saturation
Onemay think of a token as a kind of currency used to pay for servers sent from remote nodes. At the very beginning of a
phase, all existing tokens (from the previous phase) are removed from the system.Whenever node j sends a server to i, node
i has to pay j by giving j a token in exchange. If i has no tokens, then prior to the exchange it has to produce one. In effect, the
cost paid by the algorithm in one phase is equal to the number of node changes of all the tokens produced in this phase. Let
T t be the vector denoting the number of tokens at step t , after the algorithm chooses a new configuration X t . Note that, by
Corollary 6.2, no tokens are produced at the first step of a phase, tq, and thus T tq is the zero vector.
In the following, at the same time, we show that the number of tokens produced within a phase is exactly δ(Lq−1, Lq)
and that each token changes node at most n − 1 times. This will yield the bound of (n − 1) · δ(Lq−1, Lq) on the cost of any
max-demand based algorithm within phase Pq.
For bounding the number of tokens’ moves, we introduce a definition of saturation. Fix a step t . By the majorization
invariant, X t ≥ Dt . We divide nodes into two classes: if X tj = Dtj , then we call node j saturated; otherwise X tj > Dtj and j is
unsaturated.
The following lemma lists the token properties that are necessary in later proofs and allow us to concentrate on token
manipulations only. Roughly speaking, it states that within a phase: (i) nodes can only change state from unsaturated to
saturated, and (ii) tokens are sent only from nodes that were saturated in the previous step to nodes that were unsaturated
in the previous step.
Lemma 6.4. Fix any phase Pq = {tq, tq + 1, . . . , tq + τq} and a step t ∈ Pq. The following properties hold:
1. At step tq + τq, all nodes are saturated.
2. Each node saturated at step t − 1 is also saturated at step t (for t > tq).
3. If a token is moved from node j to i at step t, then t > tq and at step t − 1 node j was saturated and node i was unsaturated.
4. For any nodew unsaturated at step t, it holds that X tw ≤ Lq−1w .
5. For any nodew, Tw = max{Lq−1w − X tw, 0}.
Proof. Property 1 follows immediately by Observation 6.1.
We show Properties 4 and 5 inductively; the remaining two properties will follow as a byproduct. By Corollary 6.2, there
are no tokens at step tq, X tq = Lq−1, and thus the induction basis for Properties 4 and 5 holds. Assume now that these two
properties hold for a step t − 1 ≥ tq, and we show them for step t .
If X t = X t−1, then no tokens are exchanged or produced at step t . In such case, Property 2 holds as Dt ≥ Dt−1, Property 3
holds vacuously, and Properties 4 and 5 hold trivially by the inductive assumption.
Therefore, we assume that at step t , the algorithm moves a server from a node i to the active node j. By the definition of
a max-demand based algorithm, Dtj = Dt−1j + 1 = X t−1j + 1, Dti = Dt−1i < X t−1i , and X tj = Dtj , i.e., node j remains saturated
and node iwas unsaturated at step t−1. This implies Property 2. Note that in this case a token is shifted from node j to node
i, and thus Property 3 follows. It remains to show that Properties 4 and 5 hold as well; it suffices to show them for nodes i
and j.
1. Recall that X t−1i > D
t
i = Dt−1i . By the inductive assumption, X t−1i ≤ Lq−1i , and hence at step t − 1 node i had T t−1i =
Lq−1i − X t−1i tokens. At step t , the number of tokens at node i increases by 1 and the number of servers decreases by 1. So
X ti < L
q−1
i and the number of tokens at step t is T
t
i = Lq−1i − X ti .
2. As X tj = Dtj , Property 4 holds vacuously for node j andwe have to showProperty 5 only. If X t−1j < Lq−1j , then by the induct-
ive assumption, node j had at least one token at the end of step t − 1. In this case, X tj = X t−1j + 1 ≤ Lq−1j and the number
of tokens at step t at j decreases by one, i.e., T tj = T t−1j − 1 = Lq−1ℓ − X t−1j − 1 = Lq−1ℓ − X tj . If X t−1j ≥ Lq−1j , then by the
inductive assumption, node j had no tokens at the end of step t − 1. In this case, the number of tokens at step t is still
zero and X tj = X t−1j + 1 > Lq−1j . 
Corollary 6.5. The number of tokens produced within any phase Pq is δ(Lq−1, Lq).
Proof. As the number of tokens does not decrease within a phase, we just compute the number of tokens in the last step t of
Pq. By Property 5 of Lemma 6.4, the total number of tokens at step t is |T t | =1≤j≤n max{Lq−1j − X tj , 0}. By Observation 6.1,
X t = Lq, and therefore |T t | =1≤j≤n max{Lq−1j − Lqj , 0} = δ(Lq−1, Lq). 
Corollary 6.6. Each token is moved at most n− 1 times in a phase.
Proof. Fix any token. It is sufficient to show that whenever this token is moved, it is moved to a new node, i.e., a node that
has not been visited by this token in the current phase. Assume that the token is moved at step t to node j. We show that it
was never at j before.
By Corollary 6.2, step t is not the first step of a phase. By Property 3 of Lemma 6.4, node jwas unsaturated at step t−1, and
furthermore by Property 2 of the same lemma, also in all the previous steps of the phase. Again by Property 3 of Lemma 6.4,
node j never sent any tokens at step t − 1 or before. 
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Theorem 6.7. Any max-demand based algorithm Alg is 2 · (n−1)-competitive for the k-resource problem in the uniformmetric
space.
Proof. We fix any input sequence I and its division into phases P1, P2, . . . , Ph. By Corollary 6.5 and Corollary 6.6,CALG(Pq) ≤
(n− 1) · δ(Lq−1, Lq). Thus, CALG(Ph) can be upper-bounded by a constant β independent of I. Then,
CALG(I) = CALG(Ph)+
h−1
q=1
CALG(Pq) ≤ β +
h−1
q=1
(n− 1) · δ(Lq−1, Lq) ≤ 2 · (n− 1) · COPT(I)+ β,
where the last inequality follows by Lemma 5.1. 
7. Max-demand based randomized algorithms
In this section, we show that in the uniformmetric space the competitive ratio can be improved dramatically if we allow
randomization. Our randomized 2 · Hn−1-competitive algorithm will also be max-demand based (see Section 6.1), and we
again assume that the input instance is monotonic and denoted by I = (X, ξ , k, X0, (D1,D2, . . . ,Dm)). Let its partitioning
into phases be P1, P2, . . . , Ph. Before we specify the C-rule of the algorithm, we informally describe its design rationale.
First, we take a short look at the famous 2·Hk-competitive randomizedmarking algorithm [11] for the k-server problem in
the uniformmetric space. One could consider two straightforward adaptations of this algorithm to our max-demand based
framework. The first one is the following C-rule: whenever a server is needed at node j, move there a server that is chosen
uniformly at random among ‘‘free’’ servers (where, at step t , node i has X t−1i − Dti free servers). The second C-rule would be
to choose randomly a node which still has free servers. However, for the reasons discussed below, in our construction we
pursuit a more controlled approach: we want to balance the number of servers that were sent from each node, and we use
randomization only to break ties.
As in the previous section, we aim to bound the (expected) number of token movements. Assume for a while that all
the tokens of the phase have been already generated by the adversary. Then, by Lemma 6.4, two types of events concerning
tokens and saturation are possible: (i) a token is shifted from a node that in the previous step was saturated to a node that
was unsaturated, (ii) an unsaturated nodemay become saturated. Therefore, tomaximize the algorithm’s cost, the adversary
pushes tokens to unsaturated nodes, and then recovers these tokens by saturating the nodes. On the other hand, tominimize
the number of tokens that can be ‘‘reused’’ by the adversary inworst-case scenarios, the algorithm should keep the number of
tokens equal at all unsaturated nodes. Note that in the deterministic case, dividing tokens evenly is not possible. In particular,
in Example 6.3, there is only one token among unsaturated nodes, so the adversary may always saturate the node that has
it. But this is exactly the place where the randomization may help against an oblivious adversary.
As already stated, our randomized algorithm Rand ismax-demand based. Its C-rule is to choose node iwith theminimum
number of tokens. If there is more than one such node, then i is chosen uniformly at random among them.
7.1. Phase division and unsaturated nodes
In the following, we concentrate on a single phase Pq = {tq, tq + 1, . . . , tq + τq}. Recall that, by Lemma 5.1 (the lower
bound on Opt), it is sufficient to show that the expected cost of Rand in phase Pq is at most δ(Lq−1, Lq) · Hn−1.
As Rand is max-demand based, by Observation 6.1, X tq−1 = Lq−1 and X tq+τq = Lq. (We emphasize that the values at
these steps are deterministic.) In the following, we deterministically partition Pq into three disjoint parts. To this end, we
look at the evolution of the max-demand vector within Pq. The steps at the beginning of Pq whose max-demand vectors are
majorized by Lq−1 create a startup part of Pq. This part contains at least one step (as Dtq ≤ Lq−1) and its last step is denoted
by b. Further steps constitute a main part of Pq; it ends with the first step, denoted by f , where the max-demand vector is
equal to Lq. Finally, Pq might contain some inactive steps whose max-demand vector is (still) equal to Lq. These steps are
called a final part of Pq (it is possibly empty).
A max-demand based algorithm does not do anything within the startup part, keeping its configuration equal to Lq−1.
Since steps of the final part are inactive, the algorithm does not do anything there, either. Hence, it is sufficient to analyze
the algorithm Rand on the main part of Pq, i.e., on steps b+ 1, b+ 2, . . . , f . To this end, at each step t of phase Pq, we define
the set of unsaturated nodes Ut = {j : X tj > Dtj }. The following lemma describes the structural properties of such sets.
Lemma 7.1. The sets of unsaturated nodes fulfill the following properties:
1. Utq ⊇ Utq+1 ⊇ · · · ⊇ Utq+τq ;
2. Ub is a deterministic function of the input sequence and |Ub| ≤ n− 1;
3. for any step t of phase Pq, Ut = ∅ if and only if t ≥ f .
Proof. Property 1 follows immediately by Property 2 of Lemma 6.4.
As no server ismoved in the startup part, Xb = Lq, and thusUb is a deterministic function of the input sequence. As a single
server is moved at step b+ 1, a token is moved then as well, and by Property 3 of Lemma 6.4, at least one node is saturated
at the end of step b. Hence, |Ub| ≤ n− 1 and Property 2 follows.
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The emptiness of the sets Uf ,Uf+1, . . . ,Utq+τq follows by the definition of step f . Furthermore, at any step t < f , it holds
that Dt ≠ Lq, which means that |Dt | < k. Hence, at such step there exists an unsaturated node, i.e., Ut ≠ ∅. This proves
Property 3. 
7.2. An essential set
The set Ut is however hard to track as its evolution depends not only on the input sequence, but also on the random
actions of the algorithm. The key to our analysis is therefore an essential set At , which approximates Ut , but whose evolution
within a phase is deterministic. We use the term deterministic evolution to emphasize that some object is a deterministic
function of the input sequence and does not depend on the random choicesmade by Rand. We show some crucial properties
of tokens’ distribution inside the essential set and use it to bound the cost of Rand in a single phase.
To define set At , we first characterize the minimum number of tokens inside set Ut at step t . Let ℓt = minj∈Ut {T tj }; if Ut
is empty (i.e., for t ≥ f ), we leave ℓt undefined. We start with a simple observation.
Observation 7.2. The following properties hold:
1. ℓb = 0;
2. for any step t ∈ {b+ 1, b+ 2, . . . , f − 1}, either ℓt = ℓt−1 or ℓt = ℓt−1 + 1;
3. for any step t ∈ {b, b+ 1, b+ 2, . . . , f − 1}, the number of tokens at any node is at most ℓt + 1;
Proof. Property 1 follows immediately as there are no tokens at step b. This also implies the induction basis for Property 3.
We show Property 3 inductively and Property 2 follows as a byproduct. Consider any step t > b and assume that Property 3
holds for step t − 1; we prove it for step t . By the inductive assumption, at step t − 1 any node contains at most ℓt−1 + 1
tokens. By the definition of Rand, at step t a new token can appear only in set Ut−1 and it can only appear at nodes with
ℓt−1 tokens, so any node has at most ℓt−1 + 1 tokens as well. The set Ut is non-empty by Property 3 of Lemma 7.1 and as
Ut ⊆ Ut−1, all its nodes contain at least ℓt−1 tokens. This implies that ℓt−1 ≤ ℓt ≤ ℓt−1 + 1, i.e., Property 2 holds. As the
number of tokens at any node is at most ℓt−1 + 1 ≤ ℓt + 1, Property 3 follows. 
The essential set at step t is defined as
At := Ut ∪ {j : T tj = ℓt + 1},
if Ut is non-empty. If Ut is empty, we define At to be empty as well. By Observation 7.2, for any step t , the number of tokens
at a node from At is either ℓt or ℓt + 1. We also define rt =j∈At T tj to be the number of tokens in the essential set at step
t . The following lemma allows us to control the number of tokens inside At .
Lemma 7.3. For any node j ∈ At , it holds that X tj = Lq−1j − T tj and Dtj ≤ Lq−1j − ℓt − 1.
Proof. By the definition of At , at least one of these conditions hold: (i) j is unsaturated or (ii) j has positive number (ℓt + 1)
of tokens. In either case, Properties 4 and 5 of Lemma 6.4 imply that X tj = Lq−1j − T tj . To show the bound on Dtj , we consider
two cases. If j is unsaturated, then Dtj < X
t
j ≤ Lq−1j − ℓt . If j has ℓt + 1 tokens, then Dtj ≤ X tj = Lq−1j − ℓt − 1. 
7.3. Sketch of the analysis
The roadmap of our competitiveness analysis is as follows. As stated previously, we concentrate on the main part of
a single phase Pq. As there are no tokens at step b, Ab = Ub. Thus, by Property 2 of Lemma 7.1, Ab is a deterministic function
of the input sequence and |Ab| ≤ n− 1. Furthermore, rb = ℓb = 0. It remains to show that the expected cost of Rand in the
main part of Pq is at most δ(Lq−1, Lq) · H|Ab|.
To this end, we consider each step t of the main part of Pq and we track the changes of tokens and the essential set. There
are two main factors that influence the change of the essential set between steps t − 1 and t . It changes when some nodes
become saturated andwhen ℓt = ℓt−1+1. Therefore, we view the transition from At−1 and rt−1 to At and rt , respectively, as
a two stage process. Namely, we compute intermediate values: A′t = Ut ∪ {j : T tj = ℓt−1 + 1} and r ′t =

j∈A′t T
t
j . Intuitively,
A′t would be the essential set at step t if we neglected the possible increase of the minimum number of tokens inside Ut . For
the analysis purposes, we assume that in the first stage the essential set changes from At−1 to A′t and in the second one from
A′t to At . There are three key ingredients of our proof (cf. Section 7.4).
• We show that for any step t , the values of At , rt , A′t , r ′t , and ℓt are deterministic functions of the input sequence.• We show that all nodes of the essential set are treated identically from the token distribution perspective. Such symmetry
implies that the random variables describing the number of tokens at all nodes of the essential set are identically
distributed.
• We relate the expected cost of Rand in a single step to the changes of the essential set and the number of tokens within
this set.
Finally, using a potential function argument, we show that for any evolution of the essential set within phase Pq, the
corresponding expected cost of Rand is at most δ(Lq−1, Lq) · H|Ab| (cf. Section 7.5).
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7.4. Evolution of the essential set
In this section, we concentrate on describing the evolution of the essential set on the basis of the input sequence and its
relation to the expected cost of Rand. We say that at step t tokens are equally distributed in set of nodes S if for any two nodes
i and j from S, random variables T ti and T
t
j are identically distributed.
Lemma 7.4 (First Stage of a Step). Fix any step t in the main part of phase Pq and assume that at step t − 1 tokens were equally
distributed in set At−1. Depending on At−1, rt−1, ℓt−1, and the max-demand vector Dt , exactly one of the following cases occurs:
1. CRAND(t) = 1, A′t = At−1, and r ′t = rt−1 + 1.
2. CRAND(t) = 0, A′t = At−1, and r ′t = rt−1.
3. E[CRAND(t)] = rt−1/|At−1| − ℓt−1, A′t = At−1 \ {j}, and r ′t = rt−1 − ℓt−1, where j is the active node of step t.
In particular, A′t and r ′t are deterministic functions of At−1, rt−1, ℓt−1 and Dt . Moreover, in all cases, tokens are equally distributed
in set A′t at step t.
Proof. We note that At−1 ⊇ Ut−1 ⊇ Uf−1 and At−1 is therefore non-empty. Before we start an actual analysis, we show the
implications of the equal distributions of tokens inside At−1. By Observation 7.2, the support of each random variable T t−1i
(for i ∈ At−1) is the set {ℓt−1, ℓt−1+ 1}. By the lemma assumption, all such variables are identically distributed; let p denote
the probability that a variable is equal to ℓt−1 + 1. The total number of tokens within set At−1 is fixed and equal to rt−1, and
therefore
rt−1 =

i∈At−1
T t−1i =

i∈At−1
E[T t−1i ] =

i∈At−1
(1− p) · ℓt−1 + p · (ℓt−1 + 1) = |At−1| · (ℓt−1 + p) .
In other words, for a node i ∈ At−1, T t−1i is a random variable equal to ℓt−1 + 1 with probability rt−1/|At−1| − ℓt−1 and ℓt−1
with the remaining probability.
If t is an inactive step, then clearly Case 2 occurs. Hence, in the following, we assume that t is an active step and j is the
active node (i.e., Dtj = Dt−1j + 1). We consider three cases.
1. j /∈ At−1. In this case, j was saturated at step t − 1, and therefore at step t it borrows a server from a node i chosen
uniformly at random among nodes from Ut−1 with ℓt−1 tokens. The cost of such movement is 1. By the definition of set
At−1, this is equivalent to choosing node i uniformly at random among nodes from At−1 with ℓt−1 tokens. In effect, a token
is produced at j (if necessary), and sent it to node i. By symmetry, this preserves equal distribution of tokens in set At−1.
We claim that in such case, the essential set does not change, i.e., A′t = At−1. We only have to check that j remains outside
and i remains inside the essential set. Recall that by Property 3 of Observation 7.2, T t−1j ≤ ℓt−1 + 1. However, as node j
was saturated at step t− 1 and did not belong to the essential set, T t−1j ≤ ℓt−1. Node j remains saturated and its number
of tokens can only decrease, and hence j /∈ A′t . On the other hand, T ti = T t−1i + 1 = ℓt−1 + 1, and therefore i ∈ A′t . As
r ′t = rt + 1, this situation corresponds to Case 1.
2. j ∈ At−1 andDt−1j < Lq−1j −ℓt−1−1.We show that in this case, Rand does notmove servers (nor tokens) and the essential
set does not change, i.e., that this situation corresponds to Case 2. We observe that
Dtj = Dt−1j + 1 ≤ Lq−1j − ℓt−1 − 1 ≤ Lq−1j − T t−1j = X t−1j , (1)
where the last relation follows by Lemma 7.3. Then, Rand chooses X tj = X t−1j , and thus no tokens are shifted. It remains
to show that node j stays in the essential set. It is clearly the case if j is unsaturated at step t . Otherwise Dtj = X tj = X t−1j ,
and hence all the weak inequalities in (1) are in fact equalities. This means that T t−1j = ℓt−1+1. As the number of tokens
at j does not change, j ∈ A′t also in this case.
3. j ∈ At−1 andDt−1j ≥ Lq−1j −ℓt−1−1. By Lemma 7.3,Dt−1j = Lq−1j −ℓt−1−1, and thereforeDtj = Dt−1j +1 = Lq−1j −ℓt−1.We
show that in this case node j alongwith ℓt−1 tokens is removed from the essential set. By Lemma 7.3, X t−1j = Lq−1j −T t−1j .
We consider two sub-cases depending on the number of tokens at node j.
(a) When T t−1j = ℓt−1, then X t−1j = Lq−1j − ℓt−1. Then, no servers nor tokens need to be moved. Note however, that node
j along with its ℓt−1 tokens becomes saturated, and therefore excluded from the essential set. Clearly, tokens are still
equally distributed in set A′t = At−1 \ {j}.
(b) When T t−1j = ℓt−1 + 1, then X t−1j = Lq−1j − ℓt−1 − 1. In this case, node j borrows a server from a node i chosen
uniformly at random among the nodes of Ut−1 with ℓt−1 tokens, and sends node i a token in return. This case is similar
to the first case considered in this proof. Again, the choice of Rand is equivalent to choosing i randomly among nodes
from At−1 with ℓt−1 tokens. By symmetry, tokens are then equally distributed at step t inside set At−1 \ {j}. The only
nodes that can leave the essential set are i and j. Node imay become saturated, but T ti = ℓt−1+1, and hence i remains
in the essential set. On the other hand, node j remains saturated and as its number of tokens decreases to ℓt−1, it is
removed from the essential set. Hence, A′t = At−1 \ {j}. Note that in this case r ′t = rt−1 − ℓt−1 as well.
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Finally, observe that in the second sub-case (occurring with probability rt−1/|At−1| − ℓt−1), Rand pays 1 and in the first
sub-case (occurring with the remaining probability), Rand does not pay anything. Hence, E[CRAND(t)] = rt/|At−1|−ℓt−1,
and thus this situation corresponds to Case 3. 
Lemma 7.5 (Second Stage of a Step). Fix any step t in the main part of phase Pq and assume that at step t tokens are equally
distributed in set A′t . Then, the values of ℓt , At and rt are deterministic functions of A′t , r ′t , and ℓt−1. Furthermore,
1. either At = A′t and rt = r ′t ;
2. or |At | < |A′t |, r ′t = |A′t | · (ℓt−1 + 1), and rt = |At | · (ℓt−1 + 1).
Moreover, in both these cases, tokens are equally distributed in set At at step t.
Proof. First, we consider the case t = f . By the definition, Af = Uf = ∅. Moreover, A′f = Uf ∪ {j : T tj = ℓt−1 + 1} = {j :
T tj = ℓt−1 + 1}. If A′f = ∅, then Case 1 occurs. Otherwise, each node of A′f contains ℓt−1 + 1 tokens, r ′t = |A′t | · (ℓt−1 + 1),
and thus Case 2 occurs.
Now, we concentrate on the case t < f . Then, A′t ⊇ Ut ⊇ Uf−1, and hence A′t is non-empty. Recall that the number of
tokens at any node from A′t is either ℓt−1 or ℓt−1 + 1, and hence ℓt−1 · |A′t | ≤ r ′t ≤ (ℓt−1 + 1) · |A′t |. There are two possible
cases.
1. If r ′t < (ℓt−1 + 1) · |A′t |, then there exists a node from Ut ⊆ A′t containing ℓt−1 tokens, and therefore ℓt = ℓt−1. Then,
At = A′t and rt = r ′t , which corresponds to Case 1.
2. If r ′t = (ℓt−1 + 1) · |A′t |, then each node from A′t contains ℓt−1 + 1 tokens. Recall that Ut ⊆ A′t is non-empty, and thus
each of its nodes also contains ℓt−1 + 1 tokens. Therefore, ℓt = ℓt−1 + 1. As the number of tokens at all nodes from At
is deterministic, Lemma 7.3 implies that the number of servers at these nodes is also deterministic. In such case, the set
Ut ≠ ∅ is a deterministic function of the input sequence. As any node has at most ℓt−1 + 1 = ℓt tokens, At = Ut and
rt = |At | · ℓt . This corresponds to Case 2. 
7.5. The competitive ratio
We are ready now to compute the expected cost of Rand in a single phase Pq.
Lemma 7.6. The expected cost of Rand in any phase Pq is at most δ(Lq−1, Lq) · Hn−1.
Proof. By the definition of the startup and final parts, the cost of any max-demand based algorithm is zero at their steps.
Recall that the values of Ab, rb, ℓb do not depend on random choices of Rand. Lemmas 7.4 and 7.5 applied iteratively for all
steps of themain part of Pq, (i.e., for steps b+1, b+2, . . . , f ), imply that all values of At , rt , A′t , r ′t , ℓt evolve deterministically,
and that the tokens are equally distributed among the nodes of the corresponding essential sets.
We define the following potential functions:
Φt = rt − δ(Lq−1, Lq) · H|At |,
Φ ′t = r ′t − δ(Lq−1, Lq) · H|A′t |.
In the proof, we will use the property that for any step t , the values of rt and r ′t are at most δ(Lq−1, Lq) as δ(Lq−1, Lq) is the
number of tokens ever produced in phase Pq.
We fix any step t and we relate E[CRAND(t)] to Φ ′t − Φt−1 first. By Lemma 7.4, there are three possibilities. In the first
two cases, we immediately obtain E[CRAND(t)] = Φ ′t − Φt−1. In the third case, E[CRAND(t)] = rt−1/|At−1| − ℓt−1 ≤
δ(Lq−1, Lq)/|At−1| − ℓt−1 = δ(Lq−1, Lq)(H|At−1| − H|A′t |)+ r ′t − rt−1 = Φ ′t − Φt−1. Hence, in either case
E[CRAND] ≤ Φ ′t − Φt−1. (2)
Second, we compareΦ ′t toΦt , using Lemma 7.5. If the first case of this lemma occurs, then clearlyΦ ′t = Φt . In the second
case, |A′t | > |At |, r ′t = |A′t | · (ℓt−1 + 1) and rt = |At | · (ℓt−1 + 1). Then,
Φt − Φ ′t = rt − r ′t − δ(Lq−1, Lq) · (H|At | − H|A′t |)
= −(ℓt−1 + 1) · (|A′t | − |At |)+ δ(Lq−1, Lq) ·
|A′t |
j=|At |+1(1/j)
≥ −(ℓt−1 + 1) · (|A′t | − |At |)+ δ(Lq−1, Lq) · (|A′t | − |At |) ·
1
|A′t |
= |A
′
t | − |At |
|A′t |
· δ(Lq−1, Lq)− |A′t | · (ℓt−1 + 1)
≥ 0,
where the last inequality follows as |A′t | · (ℓt−1 + 1) = r ′t ≤ δ(Lq−1, Lq). Thus, in either case
Φt ≥ Φ ′t . (3)
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Eqs. (2) and (3), combined, imply that E[CRAND(t)] ≤ Φt − Φt−1. Recall now that rf = rb = 0, |Ab| ≤ n− 1, and Af = ∅.
Hence, by summing over all steps b+ 1, b+ 2, . . . , f of the main part of Pq, we obtain
E[CRAND(Pq)] ≤ Φf − Φb
= rf − rb + δ(Lq−1, Lq) · (H|Ab| − H|Af |)
≤ δ(Lq−1, Lq) · Hn−1.
This finishes the proof. 
Theorem 7.7. Rand is 2 · Hn−1-competitive for the k-resource problem in the uniform metric space of n nodes.
Proof. The proof is a randomized counterpart of the proof of Theorem 6.7. We fix any input sequence I and its division into
phases P1, P2, . . . , Ph. By Lemma 7.6, E[CRAND(Pq)] ≤ δ(Lq−1, Lq) · Hn−1. Thus, CALG(Ph) can be upper-bounded by a constant
β independent of I. Hence,
CRAND(I) = CRAND(Ph)+
h−1
q=1
CRAND(Pq) ≤ β +
h−1
q=1
Hn−1 · δ(Lq−1, Lq) ≤ 2 · Hn−1 · COPT(I)+ β,
where the last inequality follows by Lemma 5.1. 
Acknowledgments
We would like to thank anonymous referees for several very insightful comments for an earlier version of this paper.
References
[1] D. Achlioptas, M. Chrobak, J. Noga, Competitive analysis of randomized paging algorithms, Theoretical Computer Science 234 (1–2) (2000) 203–218.
[2] R.K. Ahuja, T.L. Magnanti, J.B. Orlin, Network Flows: Theory, Algorithms, and Applications, Prentice Hall, 1993.
[3] N. Bansal, N. Buchbinder, J. Naor, A primal-dual randomized algorithm for weighted paging, in: Proc. of the 48th IEEE Symp. on Foundations of
Computer Science, FOCS, 2007, pp. 507–517.
[4] N. Bansal, N. Buchbinder, J. Naor, Metrical task systems and the k-server problem on hsts, in: Proc. of the 37th Int. Colloq. on Automata, Languages
and Programming, ICALP, 2010, pp. 287–298.
[5] Y. Bartal, B. Bollobás, M. Mendel, A Ramsey-type theorem for metric spaces and its applications for metrical task systems and related problems, in:
Proc. of the 42nd IEEE Symp. on Foundations of Computer Science, FOCS, 2001, pp. 396–405.
[6] Y. Bartal, N. Linial, M. Mendel, A. Naor, On metric Ramsey-type phenomena, in: Proc. of the 35th ACM Symp. on Theory of Computing, STOC, 2003,
pp. 463–472.
[7] A. Borodin, R. El-Yaniv, Online Computation and Competitive Analysis, Cambridge University Press, 1998.
[8] M. Chrobak, H.J. Karloff, T.H. Payne, S. Vishwanathan, New results on server problems, SIAM Journal on Discrete Mathematics 4 (2) (1991) 172–181.
Also appeared in Proc. of the 1st SODA, 1990, pp. 291–300.
[9] M. Chrobak, L.L. Larmore, An optimal on-line algorithm for k-servers on trees, SIAM Journal on Computing 20 (1) (1991) 144–148.
[10] A. Cote, A. Meyerson, L.J. Poplawski, Randomized k-server on hierarchical binary trees, in: Proc. of the 40th ACM Symp. on Theory of Computing, STOC,
2008, pp. 227–234.
[11] A. Fiat, R.M. Karp, M. Luby, L.A. McGeoch, D.D. Sleator, N.E. Young, Competitive paging algorithms, Journal of Algorithms 12 (4) (1991) 685–699.
[12] E. Koutsoupias, Weak adversaries for the k-server problem, in: Proc. of the 40th IEEE Symp. on Foundations of Computer Science, FOCS, 1999,
pp. 444–449.
[13] E. Koutsoupias, The k-server problem, Computer Science Review 3 (2) (2009) 105–118.
[14] E. Koutsoupias, C.H. Papadimitriou, On the k-server conjecture, Journal of the ACM 42 (5) (1995) 971–983. Also appeared in Proc. of the 26th STOC,
1994, pp. 507–511.
[15] E. Koutsoupias, C.H. Papadimitriou, The 2-evader problem, Information Processing Letters 57 (5) (1996) 249–252.
[16] M.S. Manasse, L.A. McGeoch, D.D. Sleator, Competitive algorithms for server problems, Journal of the ACM 11 (2) (1990) 208–230. Also appeared as
Competitive algorithms for on-line problems, in: Proc. of the 20th STOC, 1988, pp. 322–333.
[17] L.A. McGeoch, D.D. Sleator, A strongly competitive randomized paging algorithm, Algorithmica 6 (6) (1991) 816–825.
[18] D.D. Sleator, R.E. Tarjan, Amortized efficiency of list update and paging rules, Communications of the ACM 28 (2) (1985) 202–208.
