Visual tracking is a critical task in many computer vision applications such as surveillance, vehicle tracking, and motion analysis. The challenges in designing a robust visual tracking algorithm are caused by the presence of background clutter, occlusion, and illumination changes. In this paper, we propose a visual tracking algorithm in a particle filter framework to overcome these three challenging issues. Particle filter is an inference technique for estimating the unknown motion state from a noisy collection of observations, so we employ particle filter to learn the trajectory of a target. The proposed algorithm depends on the learned trajectory to predict the position of a target at a new frame, and corrects the predication by a process that can be entitled field transition. At the beginning of the tracking stage, a set of disturbance templates around the target template are accurately selected and defined as particles. During tracking, a position of the tracked target is firstly predicted based on the learned motion state, and then we take the normalized cross-correlation coefficient as a level to select the most suitable field transition parameters of the predicted position from the corresponding parameters of the particles. After judging the target is not occluded, we apply the named field transition with the selected parameters to compensate the predicted position to the accurate location of the target, meanwhile, we make use of the calculated cross-correlation coefficient as a posterior knowledge to update the weights of all the particles for the next prediction. In order to evaluate the performance of the proposed tracking algorithm, we test the approach on challenging sequences involving heavy background clutter, severe occlusions, and drastic illumination changes. Comparative experiments have demonstrated that this method makes a more significant improvement in efficiency and accuracy than two previously proposed algorithms: the mean shift tracking algorithm (MS) and the covariance tracking algorithm (CT).
INTRODUCTION
Image registration [1] is a process that minimizes the difference between a target image and an input image by changing the image shape and location. This method is widely used in many computer vision fields, such as target tracking, motion analysis, stereovision, and image mosaic king; therefore, to develop an effective image registration algorithm is of profound significance.
In 2002, Jurie [2] proposed a hyper plane approximation target tracking algorithm. The algorithm computed the transformation parameters iteratively to gain the accurate target location. Learning a hyper plane matrix off line increased the convergence speed by three or four; however, it delayed the tracking process. Also the assumption that the illumination did not change during tracking caused the tracker not adjusting both the illumination changes and noise. Many methods have been proposed to handle the illumination changes and additive noise. The Normalized Cross-correlation Matching algorithm [3] had good performance in dealing with those problems, but proved to be time consuming and not adaptive to the target rotation, scaling, and shearing. By using 1 l minimization, the articles [4 5] applied Sparse Representation to solve the illumination and noise problems effectively. However, the computation of 1 l minimization was so complicated that the algorithm could not satisfy the tracking timeliness. During tracking, the tracked target may be occluded by some other objects or buildings. The articles [6, 7] , [8] , [5] separately exploited image segmentation, Bayesian network, and particle filter to cope with the occlusion. The particle filter [5] predicted the location of the occluded target by learning the target's motion trace and took 1 l minimization optimum parameters as posteriori knowledge to update the weights of the particles, so the computation complexity was also high. Mainly in view of the state transition of the hyper plane approximation tracking algorithm, the excellent illumination adaptability and anti noise of the normalized cross-correlation matching algorithm, as well as the prediction capability of the particle filter algorithm, this paper presents a field transition particle filter tracking algorithm.
ALGORITHM DESIGN
As Figure 1 shows, the proposed algorithm is based on motion state to predict the position of a target, and rectifies the predicted location of the target. The motion state is learned by employing particle filter algorithm, and the prediction is corrected by the field transition that we name in this paper. Before tracking, we select a set of disturbance templates ( figure 1(a) ) around the target template based on affine transformation. All the disturbance templates are defined as particles. In the tracking stage ( figure 1(b) ), we apply particle filter algorithm to predict the position of the target (white region), and select out the best matched template to the predicted region among the disturbance templates based on the normalized cross-correlation coefficient. With the selected parameters that are corresponding to the best matched template, the predicted position can be corrected to the location of the target by applying the named field transition. 
Particle filter
The particle filter [5] [11] utilizes a limit set of particles ( ) } { , ;
to approximate the two steps, where i t ω is the weight of the i th particle, and L is the number of the particles.
Here, ( ) q 。 is the constructive distribution function. In Bootstrap Filter [12] ( )
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In this paper, we choose the disturbance states Y ( figure 1(a) 
The predicted field transition parameters of the target can be computed by： 1 1 . 
With this parameter, we can predict the position of the target in the next image through the field transition.
Field transition
As Figure 2 (a) shows, select out the target, and let its grey scale row vector be T I . The set of coordinate points is ( )
, where n is the total number of the points in the selected template, and Coordinate of point t i is ( ) 
Flow chart of the algorithm
We should first quantify the disturbance parameters δ μ of the particles in figure 1(a) . Assume that a little difference exists between two adjacent images, based on affine transformation, we evaluate δ μ by scaling XY -axis by Second, before using the field transition, we should determine whether the target is occluded or not. The phenomenon that the surface information changes greatly is taken as the occlusion [10] . Depending on this definition, this paper applies the normalized cross-correlation coefficient to judge the occlusion. If the coefficient is lower than a certain threshold, the target is thought to be occluded, and then the predicted region is taken as the location of the target; otherwise, as a candidate region, and process the field transition to get a more accurate location.
Flow chart of the proposed algorithm
Step 1: Take Out the target template, accurate the affine parameter Step 6: if the tracking is not over, turn to step 2, else finish the mission.
EXPERIMENTS AND ANALYSIS
In order to prove the effectiveness of the proposed algorithm (FTP), we do many comparative experiments with the mean shift tracking algorithm (MS) [12] , and the covariance tracking algorithm (CT) [13] on the analog image data and the real image data. All the algorithms are written in MATLAB langrage.
Experiment one: Background Clutter Adjustment
Because of the different objects on the ground, when a plane is flying in the sky, the background is changing. To handle this thorny problem during deformable target tracking is significant. We conducted experiments on a flying plane, the flight posture of which is always changing, accommodating with scaling, rotating, and shifting. The first to forth row of the Figure 3 show the tracking results of CT, MS and FTP separately and the image numbers are 1,13,50,150,270,370. In view of the presented results, we can find that CT and MS are not adaptable to the background clutter. However FTP has excellent tracking results. Even under the condition that the background is completely changed, FTP still locks the target steadily Experiment two: Anti-Occlusion Experiment
We track a severely occluded target in this comparative experiment where a woman worker walks around from one side of the target to the other, and back to the original; meanwhile the target is unceasingly moving. The first to third row of the Figure 4 shows the tracking results of the CT, MS and FTP separately, and the image numbers are 1,271,452,585,610. We can find that both the CT and MS lose the target, and the last tracked region of MS is the woman worker, while FTP has excellent tracking results, even when the target is severely occluded.
Experiment three: Illumination Adjustment Comparative Experiment
When a mini car passes through a bridge, the illumination is changing severely. The first to third row of the Figure  5 show the tracking results of the CT, MS and FTP separately, and the image numbers are 1, 15,31,66,95. We can find that both the CT and MS lose the target. The experiment result is constant with the theory that FTP is excellent in illumination adjustment
Experiment four: Complex Scene Experiment
The experiment is to track a mini car, running in the night. The low target to background ratio, the lights from the running cars and streetlights, and the reflect lights from the ground and windshields cause the scene to be complex, including illumination changes, noise, and background clutter. The first to third row of the Figure 6 shows the tracking results of the CT, MS and FTP separately, and the image numbers are 1, 20, 50, 200, 300. We can find that both the CT and MS lose the target rapidly, while FTP locks the target completely in the whole tracking stage.
CONCLUSIONS
This paper proposes a field transition particle filter tracking algorithm. Unlike the ergodic algorithm, in the tracking stage, the proposed algorithm just needs taking out a predicted area, and then the area can be rectified to the accurate location of the target by applying the named field transition; therefore, the presented algorithm has a more significant improvement in efficiency and accuracy.
The disadvantage of the proposed algorithm is that we depend on the motion law to predict the location of the target in the next image; therefore, when the target changes its orbit suddenly, and the prediction err is not in the disturbance scope selected in figure 1(a) , the proposed algorithm cannot lock the target any more. 
