where the kernel R(x, y) satisfies the equation QR = P δ(x − y). Here Q and P are formal differential operators of order n and m < n, respectively, n and m are nonnegative even integers, n > 0, m ≥ 0, Qu := q n (x)u (n)
Introduction
In monograph [1] (see also [3] ) estimation theory for random fields and processes is constructed. The estimation problem for a random process is as follows. Let u(x) = s(x) + n(x) be a random process observed on the interval (0, L), s(x) is a useful signal and n(x) is noise. Without loss of generality we assume that s(x) = n(x) = 0, where the overbar stands for the mean value, u * (x)u(y) := R(x, y), R(x, y) = R(y, x), u * (x)s(y) := f (x, y), and the star here stands for complex conjugate. The covariance functions R(x, y) and f (x, y) are assumed known. One wants to estimate s(x) optimally in the sense of minimum of the variance of the estimation error. More precisely, one seeks a linear estimate
h(x, y)u(y) dy, (1.1) such that |(T u)(x) − s(x)| 2 = min. (1.2) This is a filtering problem. Similarly one can formulate the problem of optimal estimation of (As)(x), where A is a known operator acting on s(x). If A = I, where I is the identity operator, then one has the filtering problem, if A is the differentiation operator, then one has the problem of optimal estimation of the derivative of s, if As = s(x + x 0 ), then one has an extrapolation problem, etc. The kernel h(x, y) is, in general, a distribution. As in [1] , one derives a necessary condition for h to satisfy (1.2):
Since z enters as a parameter in (1.3), the basic equation of estimation theory is:
The operator in L 2 (0, L) defined by (1.4) is symmetric. In [1] it is assumed that the kernel
where P (λ) and Q(λ) are positive polynomials, Φ(x, y, λ) and dρ(λ) are spectral kernel and, respectively, spectral measure of a selfadjoint ordinary differential operator in L 2 (R), deg Q(λ) = q, deg P (λ) = p < n, p ≥ 0, ord := σ > 0. Actually in [1] the multidimensional case, when x, y ∈ R r , r > 1, and is a selfadjoint elliptic operator in L 2 (R r ) is also considered. It is proved in [1] that the operator R :
is the space of distributions h which are linear bounded functionals on
is given by the formula
In this paper we generalize the class of kernels R(x, y) defined in (1.5): we do not use the spectral theory, do not assume to be selfadjoint, and do not assume that the operators Q and P commute.
We assume that QR = P δ(x − y), (1.7)
where Q and P are formal differential operators of orders n and m respectively, n > m ≥ 0, n and m are even integers, δ(x) is the delta-function,
where q j and p j are smooth functions defined on R. We also assume that the equation
In particular, this implies that if Qh = 0, h ∈ H α (R), α > 0, then h = 0, and the same conclusion holds for h ∈ H β (R) for any fixed real number β, including negative β, because any solution to the equation Qh = 0 is smooth: it is a linear combination of n linearly independent solution to this equation, each of which is smooth and none belongs to L 2 (R). Let us assume that R(x, y) is a selfadjoint kernel such that
, and we use below the notation
, and the inequality (1.9) holds for such ϕ. By this reason we also use (for example, in the proof of Theorem 1.1 in Section 2) the notation H − for the spaceḢ −α (0, L). Assumption (1.9) holds, for example, if the following inequalities (1.10) and (1.11) hold:
where Q * is a formally adjoint to Q differential expression, and c 5 and c 6 are positive constants independent of ϕ ∈ C ∞ 0 (R). The right inequality (1.11) is obvious because ord P Q * = n + m, and the right inequality (1.10) is obvious because ord Q * = n. Let us formulate basic results of this paper. Theorem 1.1. If (1.9) holds, then the operator R, defined in (1.5), is an isomorphism
, (1.10) and (1.11) hold, then (1.9) holds and R :
Theorem 1.3. If (1.7), (1.10) and (1.11) hold, and f ∈ H n (0, L), then the solution to (1.4) inḢ −α (0, L) does exist, is unique, and can be calculated analytically by the following formula:
where a ± j are some constants and G(x, y) is the unique solution to the problem
The constants a ± j are uniquely determined from the condition h(
is the solution to equation (1.4) of minimal order of singularity (see [1] ). Remark 1.5. If P = 1 in (1.7) then the solution h to (1.4) of minimal order of singularity, h ∈Ḣ − n 2 (0, L), can be calculated by the formula h = QF , where F is given by (2.9) (see below) and u + and u − are the unique solutions of the problems
Proofs
Proof of Theorem 1.
). Using the right inequality (1.9), one gets:
Using the left inequality (1.9), one gets:
Consequently, the range Ran(R) of R is a closed subspace of H + . In fact, Ran(R) = H + . Indeed, if Ran(R) = H + , then there exists a g ∈ H − such that 0 = (Rψ, g) ∀ψ ∈ H − . Taking ψ = g and using the left inequality (1.9) one gets g − = 0, so g = 0. Thus Ran(R) = H + . Theorem 1.1 is proved.
2
Proof of Theorem 1.2. From (1.7) and (1.8) it follows that the kernel R(x, y) defines a pseudodifferential operator of order −2α = m − n. In particular, this implies the right inequality (1.9). In this argument inequalities (1.10) and (1.11) were not used. Let us prove that (1.10) and (1.11) imply the left inequality (1.9). One has
because ord Q * = n. Inequality (1.10) reads:
where c 3 and c 4 are positive constants. If (2.5) holds, then Q * :
Indeed, if the range of Q * is not all of H −α (R), then there exists an w = 0, w ∈ H α (R) such that (Q * ϕ, w) = 0 ∀ϕ ∈ C ∞ 0 (R), so Qw = 0. If Qw = 0 and w ∈ H α (R), then, as was mentioned below formula (1.8), it follows that w = 0. This proves that Ran(Q * ) = H −α (R). Inequality (1.11) is necessary for the left inequality (1.9) to hold. Indeed, let ψ = Q * ϕ, ϕ ∈ C ∞ 0 (R), then (1.9) implies
where c > 0 here (and elsewhere in this paper) stands for various estimation constants.
, inequality (2.6) is the left inequality (1.11). The right inequality (1.11) is obvious because the order of the operator P Q * equals to n + m. Let us prove now that inequalities (1.11) and (1.10) are sufficient for the left inequality (1.9) to hold.
Using the right inequality (1.10) and the left inequality (1.11), one gets:
Let us prove that the set {ψ} = {Q * ϕ} ∀ϕ∈C ∞ 0 (R) is dense inḢ −α (0, L). Assume the contrary. Then there is an h ∈Ḣ −α (0, L), h = 0, such that (Q * ϕ, h) = 0 for all ϕ ∈ C ∞ 0 (R). Thus, (ϕ, Qh) = 0 for all ϕ ∈ C ∞ 0 (R). Therefore Qh = 0, and, by the argument given below formula (1.8), it follows that h = 0. This contradiction proves that the set {Q * ϕ} ∀ϕ∈C ∞ 0 (R) is dense inḢ −α (0, L). Consequently, (2.7) implies the left inequality (1.9). The right inequality (1.9) is an immediate consequence of the observation we made earlier: (1.7) and (1.8) imply that R is a pseudodifferential operator of order −2α = −(n + m).
Theorem 1.2 is proved. 2
Proof of Theorem 1.3. Equations (1.4) and (1.7) imply
where Qu − = 0, x < 0, (2.10)
and u − and u + are chosen so that F ∈ H α (R). This choice is equivalent to the conditions:
, and, by (2.9), one gets:
where a Claim. Such G(x, y) exists and is unique. It solves the following Cauchy problem:
satisfies condition (2.16), and can be written as
where ϕ j (x), 1 ≤ j ≤ m, is a linearly independent system of solutions to the equation:
Proof of the claim. The coefficients c j (y) are defined by conditions (2.17): By the uniqueness of the solution to the Cauchy problem, it follows that G ≡ 0. Note that this conclusion holds in the space of distributions as well, because equation (2.21) has only the classical solutions, as follows from the ellipticity of P . Thus the claim is proved. 2
From (2.8) and (2.14) -(2.16) one gets: G(x, y)Qf dy is well defined as the unique solution to the problem P w = Qf , w = 0 for x < 0.
Let us prove that conditions (2.23) and (2.24) determine the constants a ± j , 0 ≤ j ≤ 
By (2.18), and because the system {ϕ j } 1≤j≤m is linearly independent, equation (2.25) is equivalent to the following set of equations:
Let us check that there are exactly m independent constants a ± j and that all the constants a ± j are uniquely determined by linear system (2.26).
If there are m independent constants a ± j and other constants can be linearly represented through these, then linear algebraic system (2.26) is uniquely solvable for these constants provided that the corresponding homogeneous system has only the trivial solution. If f = 0, then h = 0, as follows from Theorem 1.1, and g = 0 in (2.14). Therefore a ± j = 0 ∀j, and system (2.26) determines the constants a 
Acknowledgement
The author thanks Dr. K.Yagdjian for a discussion.
