We show that the solutions to the damped stochastic wave equation converge pathwise to the solution of a stochastic heat equation. This is called the Smoluchowski-Kramers approximation. Cerrai and Freidlin have previously demonstrated that this result holds in the cases where the system is exposed to additive noise in any spatial dimension or when the system is exposed to multiplicative noise and the spatial dimension is one. The current paper proves that the SmoluchowskiKramers approximation is valid in any spatial dimension when the system is exposed to multiplicative noise.
Introduction
The motion of an elastic material in a region D ⊂ R d exposed to friction as well as deterministic and random forcing can be described by the damped stochastic wave equation
∂t 2 (t, x) = ∆u µ (t, x) − ∂u µ ∂t (t, x) + b(t, x, u µ (t, x)) +g(t, x, u µ (t, x))Q ∂w ∂t (t, x), u µ (t, x) = 0, x ∈ ∂D u µ (0, x) = u 0 (x), ∂u µ ∂t (0, x) = v 0 (x).
(1.1)
In the above equation, µ > 0 is the mass-density of the material. The forcing term ∆u describes the forces neighboring particles exert on each other, −∂u/∂t models a constant friction term, b is a nonlinear forcing term, and gQ∂w/∂t is a space and time dependent stochastic forcing. The noise is driven by w(t), a L 2 (D)-cylindrical Wiener processes [12, Chapter 4.2.1]. The Dirichlet boundary conditions guarantee that the boundary of the elastic material is fixed. Initial conditions are also prescribed.
We study the asymptotics of the solutions to this equation as the mass density µ → 0 and demonstrate that the solutions converge to the solutions of a stochastic heat equation ∂u ∂t (t, x) = ∆u(t, x) + b(t, x, u(t, x)) + g(t, x, u(t, x))Q ∂w ∂t (t, x), u(t, 0) = 0, x ∈ ∂D, u(0, x) = u 0 (x).
(1.
2)
The heat equation can be thought of as (1.1) with µ formally replaced by 0 This limit, the Smoluchowski-Kramers approximation, was first investigated by Smoluchowski [25] and Kramers [21] for finite dimensional diffusions of the form µẌ µ (t) = b(t, X µ (t)) −Ẋ µ (t) + g(t, X µ (t))Ẇ (t) (1.3) where X µ is R d -valued, b : [0, +∞) × R d → R d is a vector field and g : [0, +∞) × R d → R d×k , and W (t) is a k-dimensional Wiener process. As µ → 0 the solutions converge pathwise on finite time intervals to the solution of the first-order equatioṅ
X(t) = b(t, X(t)) + g(t, X(t))Ẇ (t). (1.4)
Furthermore, the first-order equation approximates some longer-time behaviors including invariant measures and exit time problems. Many SmoluchowskiKramers results for finite dimensional systems are summarized in [15] including pathwise convergence, invariant measures, Wong-Zakai approximation, homogenization, and large deviations. Various generalizations including the presence of state-dependent friction have been investigated in the finite dimensional case [1, 5, 6, 11, 16-20, 22, 24] . The Smoluchowski-Kramers approximation for stochastic partial differential equations such as (1.1) were first investigated by Cerrai and Freidlin [3, 4] . In [3] , they considered the additive noise case where g(t, x, u) ≡ 1 and in [4] , they considered the multiplicative noise case when the spatial dimension d = 1. In each case they show that the solutions u µ (t, x) of (1.1) converge to the solutions of (1.2) pathwise in probability, in the sense that for any T > 0 and δ > 0 The Smoluchowski-Kramers approximation in the presence of a magnetic field and Smoluchowski-Kramer's interplay with large deviations in the small noise regime for infinite dimensional systems have also been investigated [7] [8] [9] [10] 23] .
The main results of this paper fill a gap in the literature by demonstrating that the Smoluchowski-Kramers approximation is valid in the case of multiplicative noise in any spatial dimension d ≥ 1 under the assumptions that the noise covariance Q satisfies appropriate assumptions. Furthermore, the methods in this paper allow us to improve from convergence in probability as in (1.5) to L p convergence. In particular the main result of this paper, Theorem 4.2, proves that for any T > 0 and p ≥ 1, 
A consequence is that (1.1) is well-defined when is exposed to white noise (the case where Q = I is the identity) (see [4] ). In dimensions d ≥ 2, the noise must be more regular than white noise in order for (1.1) to be well-defined.
In the additive noise case considered in [3] , the Smoluchowski-Kramers approximation is proved under the assumption that Q is diagonalized by the same basis of eigenfunctions as the Laplacian with eigenvalues Qe k = λ k e k and that
< +∞ for some θ ∈ (0, 1). This is also the minimal condition that guarantees that the solutions to (1.1) and (1.2) are welldefined and function valued.
The minimal conditions on the noise covariance Q that guarantee that the heat equation with multiplicative noise (1.2) is well-defined and function valued are characterized in [2] . In the dimension d = 1 case, (1.2) is welldefined if the eigenvalues of Q are assumed to be uniformly bounded. In dimensions d ≥ 2, (1.2) is well-defined the eigenvalues of Q are assumed to satisfy
In the d = 2 case, this means that 2 < q < +∞.
In this paper, we show that the solutions to (1.1) exist and are function valued under the same conditions on the eigenvalues of Q. This requires a novel proof because the argument of [2] relied on the fact that the heat equation semigroup is analytic, but the wave equation semigroup is not analytic. Furthermore, we show that the Smoluchowski-Kramers approximation is valid in the sense that (1.6) holds under these same minimal assumptions on Q.
The proofs of the well-posedness of (1.1) and the Smoluchowski-Kramers approximation (1.6) are both based on a careful analysis of the wave equation semigroup.
The paper is organized as follows. In Section 2, we describe the assumptions and notations used in the paper. In Section 3, we recall some results about the heat equation. In Section 4, we state the main results of this paper. In Section 5, we carefully analyze the properties of the wave equation semigroup. In Section 6, we analyze the properties of the stochastic convolutions with the wave equation semigroup. In Section 7, we apply the results from Sections 5 and 6 to prove that the stochastic wave equation is well-defined. Finally, in Section 8 we prove that the mild solutions to the stochastic wave equation converge to the mild solution of the stochastic heat equation.
Assumptions and notations
We consider the damped stochastic wave equation (1.1) under the following assumptions. 
and sup x∈D t≥0
Define H = L 2 (D) and let A be the realization of the Laplace operator in H with Dirichlet boundary conditions. There exists a sequence of eigenfunctions of A that form a complete orthonormal basis of H. We list the eigenvalues in increasing order 0 < α 1 ≤ α k ≤ α k+1 so that
Assumption 2.2 holds, for example, when D is a generalized rectangle in
The cylindrical Wiener process w(t) is defined as the formal sum
where {β k (t)} is a sequence of independent one-dimensional Brownian motion on a common probability space. Integration against a cylindrical Wiener process is defined in [12, Chapter 4.2.1].
Assumption 2.3. The operator Q ∈ L + (H) is diagonilized by the same orthonormal basis of H as A. Q has eigenvalues λ j ≥ 0 satisfying
Remark 2.4. The condition that q < For δ ∈ R, define the Hilbert spaces H δ to be the completion of
For δ > 0, these spaces are equivalent to the fractional Sobolev spaces W δ,2 0 (D) [13] .
It is helpful to study the wave equation as a pair in an appropriate phase space,
(2.9) Define the phase spaces H δ := H δ ×H δ−1 . We also use the notation H := H 0 . Define the linear operator
(2.10)
The operator A µ generates a C 0 semigroup S µ (t) :
Define the composition mapping B : [0, +∞) × H → H by, for any t ≥ 0 and u ∈ H B(t, u)(x) = b(t, x, u(x)). 
14)
The equation (2.9) can be rewritten in the abstract formulation where
Definition 2.6. The mild solution to (2.15) is defined to be the solution of the integral equation. 
Let (Ω, F, P) be a probability space. For any Banach space E the space L p (Ω : E) is the set of all E-valued random variables with the property that E|ϕ| p E < +∞. L p (Ω : E) is a Banach space. In this paper we are most interested in the case where
Throughout this paper, the letter C refers to an arbitrary positive constant whose value can change from line to line.
Heat Equation
In this section we recall some of the well-posedness results for the heat equation (1.2) . Using the notation of Section 2, (1.2) can be written in the abstract formulation in H
The mild solution for the heat equation is the solution to the integral equation
where S(t) is the heat equation semigroup, which satisfies S(t)e k = e −α k t e k . All of the results of this section can be found in [2] . Denote the heat equation's stochastic convolution by
where we will set Φ(t) = G(t, ϕ(s)) or Φ(t) = (G(t, ϕ(t)) − G(t, ψ(t))).
By the factorization formula of [12] ,
We collect some results that we will use later in the paper.
For more information about the proof of this Lemma see Lemma 3.3 of [2] .
Then for any fixed α > 0 satisfying the conditions of Lemma 3.2,
Proof. This is an immediate consequence of the dominated convergence theorem.
The following Theorem is presented in [2, Proposition 3.2] and we state it without proof. The proof is based on the well-posedness of the stochastic convolutions and a fixed point argument.
Main results
The first main result of this paper is that the mild solutions z µ solving (2.16) are well defined. 
The proof of Theorem 4.1 is given in Section 7. The proof requires careful analysis of the Fourier decomposition of the wave equation semigroup and the stochastic convolution, which can be found in Sections 5 and 6.
The next main result is that the Smoluchowski-Kramers approximation is valid for these wave equations with multiplicative noise in any spatial dimension. The convergence of u µ to u is in L p (Ω : C([0, T ] : H)), which is an improvement over previous results, which were known to converge in probability. Furthermore, this result is true in any spatial dimension d ≥ 1.
Theorem 4.2 (Smoluchowski-Kramers approximation).
Assume that Assumptions 2.1, 2.2, and 2.3 hold. Let u be the mild solution of (3.2) with initial condition u 0 ∈ H and u µ be the solution of (2.16) with the same initial position u 0 and initial velocity v 0 ∈ H −1 . Under Assumptions 2.1, 2.2, and 2.3, there exists p ≥ 2 such that for any T > 0,
The proof of Theorem 4.2 is presented in Section 8.
Estimates on the wave equation semigroup S µ (t)
In this section we investigate the properties of the semigroup S µ (t). The exact form of the semigroup can be found in [3, Proposition 2.2]. We briefly recall some of the main observations about this semigroup and then we introduce some new analysis. Because A is diagonalized by the orthonormal basis {e k }, for any k ∈ N the operator A µ is invariant on the two dimensional linear span in H of the form
is also invariant on each of these two-dimensional spans. Let u ∈ H and v ∈ H −1 . Set u k = u, e k H , v k = v, e k H , and let
To study the stochastic convolution, we will be particularly interested in the case where u k = 0 and v k = 1. According to [ 
We use the notation that when 1 − 4µα k < 0,
. We see that that the solutions to (5.3) feature different behaviors depending on whether 1 − 4µα k ≥ 0 or 1 − 4µα k < 0. When 1 − 4µα k ≥ 0, the behavior is dominated by the exponential term exp −t
. This exponent is bounded by −α k t because
Consequently, for any fixed µ > 0 there are a finite number of k ∈ N satisfying 1 − 4µα k ≥ 0, and for this finite number of Fourier modes, f µ k (t; 0, 1) can be bounded by terms that behave like µe −α k t .
On the other hand, for the infinite number of modes satisfying 1−4µα
In this regime, the functions no longer behave like their parabolic analogue.
They behave approximately as
as t → +∞. These observations are verified in the next sequence of lemmas.
Remark 5.2. An immediate consequence of (5.9) is that if v = 0 and u ∈ R, then for any k ∈ N, |f
Proof. For the simplicity of notation, we let f (t) = f µ k (t; u, v) and specify k, µ, u, and v throughout the proof. Let γ ≥ 0 and define h(t) = e γt f (t). We will set γ to be either α k or 1 4µ depending on the relationship between α k and µ. h solves the equation
We calculate two energy estimates. First, by multiplying (5.11) by h ′ (t),
Therefore, by integrating the above expression and multiplying by 2,
We derive a second energy estimate based on the fact that
The last equality is a consequence of (5.11). Integrating both sides,
If 1 − 4µα k ≥ 0, we set γ = α k . This choice guarantees that the coefficients in (5.11) are positive. Specifically,
Then according to (5.12) , if u = 0
and by the triangle inequality, (5.13), and the previous display,
Then by (5.14),
We chose h(t) = e −α k t f (t). It follows that |f (t)| ≤ 4µ|v|e −α k t which is (5.5).
In this regime 4µα k ≤ 1 so we can conclude that (5.6) holds. Now we study the case where 1 − 4µα k < 0. In this case we set γ =
and
Therefore by (5.15),
because 4µα k > 1. This proves (5.7) and (5.8).
Finally, (5.9) is a consequence of (5.12) with γ = 0.
Lemma 5.3. For any t ≥ 0 and µ > 0 it holds that
Proof. This is an immediate consequence of (5.5) and (5.7). By (5.1),
The e k are a complete orthonormal basis of H and are eigenfunctions of Π 1 S µ (T )I µ and therefore
and we can conclude that
Lemma 5.4. For any µ > 0 and t ≥ 0,
Proof. This is an immediate consequence of (5.10) because
Proof. By (5.5),
Lemma 5.6. Let N µ = max{k ∈ N : 1 − 4µα k ≥ 0}. Then for any t ≥ 0,
Proof. Because of the presence of the (I − P Nµ ) projection and fact that of
Lemma 5.7. For any µ ∈ (0, 1) and t ≥ 0, it holds that
Proof. Because µ ∈ (0, 1) and the definition of H, for any (u, v) ∈ H and t ≥ 0,
By the Fourier decomposition (5.1), right-hand side of the above expression equals
where u k = u, e k H and v k = v, e k H . It follows from (5.9) that the above expression is bounded by
Because µ ∈ (0, 1), this is bounded by
Therefore, for any (u, v) ∈ H,
proving the result.
Now we study the convegence of the Fourier coefficients f µ k (t; u, v) as µ → 0. . Below we present an alternative proof based on some arguments from [15] . Let f
Integrating both sides,
Integrating once more and changing the order of integration,
If v = 0 and a limit f µ k (t) →f k (t) exists, then the limit must solvē 
If µ > 0 is small enough that 1 − 4µα k > 0, then (5.5) implies that for
Therefore, for any 0 < t 0 < T , andf by v. Finally, we let u = 0 and v ∈ R in (5.24). Then
By (5.5), for µ <
µ ds → 0.
Regularity of the stochastic convolution
Let G be the operator defined in (2.12) and let ϕ(t) and ψ(t) be some Hvalued processes that are adapted to the natural filtration of w(t). In this section we study the stochastic convolution processes
and the differences
In order to study both of these objects at the same time and to simplify our notation, for the rest of this chapter we will let Φ(t) denote either G(ϕ(t)) or G(ϕ(t)) − G(ψ(t)).
Before establishing estimates on the stochastic convolution we discuss the properties of such a Φ. For any t ≥ 0, Φ(t) is a bounded linear operator from L ∞ (D) to H. Φ(t) is also a bounded linear operator from H to L 1 (D).
If ϕ(t) ∈ H, and h ∈ L ∞ (D) then by the linear growth of g in Assumption 2.1,
If ϕ(t) ∈ H and h ∈ H, then
Similarly, if Φ(t) = (G(t, ϕ(t)) − G(t, ψ(t))), and ϕ(t), ψ(t) ∈ H and h
∈ L ∞ (D), |(G(t, ϕ(t)) − G(t, ψ(t)))h| 2 H = D |(g(t, x, ϕ(t, x)) − g(t, x, ψ(t, x)))h(x)| 2 dx ≤ C D |ϕ(t, x) − ψ(t, x)| 2 |h(x)| 2 dx ≤ C|ϕ(t) − ψ(t)| 2 H |h| 2 L ∞ (D) (6.1) and if h ∈ H, then |(G(t, ϕ(t)) − G(t, ψ(t)))h| L 1 (D) ≤ C|ϕ(t) − ψ(t)| H |h| H . Let Φ ⋆ (t) denote the adjoint of Φ(t) in H in the sense that if h 1 ∈ L ∞ (D) and h 2 ∈ H = L 2 (D) or h 1 ∈ H and h 2 ∈ L ∞ (D), Φ(t)h 1 , h 2 H = h 1 , Φ ⋆ (t)h 2 H .
Because we chose Φ(t) = G(t, ϕ(t)) or Φ(t) = (G(t, ϕ(t))−G(t, ψ(t))), Φ(t) = Φ ⋆ (t). Notice that if Φ(t) = G(t, ϕ(t))
, h 1 ∈ L ∞ (D) and h 2 ∈ H,
In this way,
)-valued process that is adapted to the natural filtration of w(t). We define the stochastic convolution
By the stochastic factorization formula [12, Chapter 5.3.1], for 0 < α < 1 to be chosen later,
We begin with estimates on Γ µ α .
Lemma 6.1.
2q . Then for any p ≥ 1 α and T > 0, there exists a constant C = C(α, p, T, Q) independent of µ such that for any t ∈ [0, T ],
Proof. By the Burkholder-Davis-Gundy inequality [12, Theorem 4 .36],
(6.6) where {e j } is the complete orthonormal basis of H that diagonalizes Q and A in Assumptions 2.2 and 2.3.
For the rest of the proof, it is enough to study the quadratic variation.
We expand this expression into a double sum
ds.
Notice that for any k, j ∈ N and t ≥ 0
2) with u k = 0 and v k = 1/µ. Therefore, along with the fact that Qe j = λ j e j , the quadratic variation can be written as
Apply Hölder's inequality with exponents q 2 and−2 to the double sum,
We will denote Q q :=
as in [2] . In Assumption 2.2 we assumed that the e k are uniformly bounded in L ∞ (D). It follows that
by dividing it into two pieces. Let N µ = max{k : 1 − 4µα k ≥ 0}. Then by (5.5) and (5.7) with v = 1/µ
For any x, y ≥ 0 it follows that (x+y) (q−2)/q ≤ x (q−2)/q +y (q−2)/q . Therefore, the above expression is bounded by
The finite sum J 1 behaves like the eigenfunctions of the semigroup in the parabolic case considered in [2] . Because α k ∼ k 2/d , we can choose r > d/2 to be specified later such that ∞ k=1 α −r k < +∞. Additionally, there exists a constant such that for all k ∈ N, e −α k t ≤ C 1 α r k t r . It follows that
We show that the tail sum J 2 is small. By Assumption 2.2, there exists C such that
This means that
Plugging this back into (6.7),
By a change of variables,
From these estimates we see that
We chose r > d/2 and α to satisfy, −2α − r(q − 2)/q > −1. It follows that
≥ 0. Therefore, there exists a constant C > 0 independent of µ ∈ (0, 1) such that
The result follows by the BDG inequality (6.6 ). Now we analyze the second component of Γ µ α (t). This will diverge as µ → 0. It will be convenient to analyze the moments of Γ µ α in two pieces. Let N µ = max{k : 1 − 4µα k ≥ 0} as above. Let P Nµ be the projection onto the span of the modes {e 1 , ..e Nµ }. 
3. For any fixed t ∈ [0, T ] and µ ∈ (0, 1),
Proof. The proofs of this lemma are similar to the proof of Lemma 6.1. Let Λ 1 (t) be the quadratic variation of
The eigenvalues satisfy Qe j = λ j e j and
Therefore,
By the Hölder inequality on the double sum and following the arguments of the proof of Lemma 6.1,
The sum
By the BDG inequality,
and (6.10) follows.
All of the previous calculations allow us to use a dominated convergence theorem to prove (6.11). The upper bound for (6.13) using (5.6) was established above. Specifically, for k ∈ {1, ..., N µ }, j ∈ N, and s, t ∈ [0, T ],
Therefore, by (6.13) and the dominated convergence theorem Λ 1 (t) → 0 with probability 1. Then by using the BDG inequality and one more application of the dominated convergence theorem, (6.11) follows. As for the higher modes, let
Expanding this to a double sum,
otherwise.
.
By (6.8),
Applying the Hölder inequality to Λ 2 (t),
By (6.9),
We chose α so that 2α +
Now we can establish a priori bounds on the supremum norm of the stochastic convolution. Theorem 6.3. Let Γ µ (t) be given by (6.2). For any p ≥ 1 and T ≥ 0, there exists a constant C = C(p, T ) such that for all µ ∈ (0, 1)
Notice that this constant is independent of µ ∈ (0, 1).
Proof. We use the stochastic convolution formula (6.3),
We divide Γ µ α into three different pieces. Recall that Π 1 , Π 2 defined in (2.13) and P Nµ , (I − P Nµ ) defined above Lemma 6.2 are all projections. We can rewrite the stochastic convolution formula (6.3) as
Choose α > 0 satisfying the assumptions of Lemmas 6.1 and 6.2. Let p > 1 α . Applying the Hölder inequality and using (5.17) and (6.5),
The previous line follows because p > 1 α implies (α − 1)p/(p − 1) > −1. By the same argument with (5.18) and (6.10),
By (5.19) and (6.12),
Therefore the result follows.
Theorem 6.4. Let Γ µ (t) be given by (6.2). For any p ≥ 1 and T ≥ 0, there exists a constant C = C(p, T, µ) such that
Proof. The proof is similar to the proof of Theorem 6.3, but it is less complicated because the constant is allowed to depend on µ. The main difference is that we use Lemma 5.7 instead of Lemmas 5.4-5.6 in the stochastic convolution argument. We omit further details.
7 Well-posedness of the stochastic wave equation -Proof of Theorem 4.1
Let µ > 0. We show that for any (u 0 , v 0 ) ∈ H there is a unique solution mild
We prove well-posedness with the contraction mapping principle. Let K µ :
Well-posedness follows from proving that there exists a unique fixed point for
For the stochastic term, Theorem 6.4 and (6.1) guarantee that
It follows from these two estimates that
Therefore, for small enough H) )) let Γ µ and Γ be (6.2) and (3.3) respectively. Then
Theorem 8.1 is really the most technical piece of this paper. We will delay its proof to subsection 8.1. We will need a similar result about the Lebesgue integrals.
The proof is in subsection 8.2. We now prove the main convergence result via Theorems 8.1 and 8.2.
Proof of Theorem 4.2. We decompose the difference between the mild solu-tions (2.16) and (3.2) into the following pieces
The above expression converges to zero by the dominated convergence theorem and (5.21). Similarly, letting v k = v 0 , e k H , and N µ = max{k ∈ N : 1 − 4µα k ≥ 0} it follows from (5.5) and (5.7) that
Applying this bound to the first sum in the above display, it follows that
These calculations show that Proof. Notice that because these operators are diagonalized by the orthonormal basis {e k }, The last inequality is due to the fact that by Lemma 5.3 for any t ≥ 0,
It follows from (8. Finally, we recall that N ∈ N was arbitrary and that the dominated convergence theorem guarantees that the limit of the right-hand side as N → +∞ is 0.
