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Resumen
Uno de los resultados ma´s importantes de la Teorı´a combinatoria de grupos garantiza que dado un conjunto no vacio X, existe un
grupo que es libre en X, a saber el grupo F := F(X) de palabras reducidas en X. Ası´ las cosas, nuestro proposito fundamental en
este trabajo es mostrar como a este grupo se le puede dotar de un buen orden y posteriormente usar este hecho para probar que
todo subgrupo H de F tiene una transversal de Schreier. Finalmente trataremos algunos apartes respecto a la libre presentacio´n de
grupos y al test de sustitucio´n, el cual nos permite encontar presentaciones isomorfas a una presentacio´n dada de un grupo.
Palabras claves: Grupo libre, palabra reducida, transversal de Schreier y presentacio´n de grupos.
Abstract
One of the most important combinatorial group theory guarantees that given a nonempty set X, there is a group who is free on
X, namely the group F := F(X) of reduced words in X. So, our fundamental purpose in this paper is to show how this group can
provide a good order and subsequently use this fact to prove that every subgroup H of F has a Schreier transversal. Finally we
discuss some asides about the free submission of test groups and substitution, which allows us to locate an isomorphic presentations
given to the presentation of a group.
Keywords: Free group, reduced word, Schreier transversal and group presentation.
1. Preliminares
En esta seccio´n definiremos los to´picos necesarios pa-
ra poder abordar con mayor precisio´n los temas que
sera´n tratados a traves de este trabajo.
Definicio´n 1.1. Un grupo F se dice libre en un sub-
conjunto X ⊆ F si para todo grupo G y toda fun-
cio´n θ : X −→ G, existe un u´nico homomorfismo
ϕ : F −→ G que extiende a θ, es decir ϕ |X= θ. Decir
que ϕ extiende θ equivale a que el siguiente diagrama
conmute:








donde i : X → F es la funcio´n inclusio´n. En tal caso
decimos que X genera libremente a F y que X es un
conjunto generador para F o una base para F. Si X
es finito decimos que F es finitamente generado.
La notacio´n F = 〈X| 〉 indica que F es libre con base
X. En particular, si X = {x1, x2, . . . , xn}, escribimos
F = 〈x1, x2, . . . , xn| 〉.
Lema 1.1. Si F es libre en X, entonces F = 〈X〉.
Demostracio´n. Ver [1]
Definicio´n 1.2. Sea X un conjunto. Una palabra
en X es una sucesio´n w = (x1, x2, . . . , xn), donde
xi ∈ (X ∪ {1})± y 1± = 1. Si xi = 1 para todo i, dire-
mos que w es la palabra vacı´a y escribiremos w = 1.
A lo largo de este trabajo, en lugar de w =
(x1, x2, . . . , xn), escribiremos w = x1x2 . . . xn o w =
xε11 x
ε2
2 . . . x
εn
n , donde xi ∈ X ∪ {1} y εi ∈ {−1, 1}.
Definicio´n 1.3. Sea X un conjunto arbitrario y w =
x1x2 . . . xn una palabra en X.
La inversa de w, denotada w−1 se define como
w−1 = x−1n x−1n−1 . . . x
−1
1 .
A una palabra de la forma w′ = xixi+1 . . . x j,
donde 1 ≤ i ≤ j ≤ n, la llamaremos una sub-
palabra de w = x1x2 . . . xn.
Si w′ = x1x2 . . . x j, diremos que w′ es el seg-
mento inicial de w que finaliza en x j.
Diremos que w = xε11 x
ε2
2 . . . x
εn
n con εi ∈ {−1, 1},
es una palabra reducida si no contiene subpa-
labras de la forma xεi x−εi para i ∈ {1, 2, . . . , n}.
Si v = y1y2 . . . ym es otra palabra reducida en
X, definimos el producto de w con v como la
palabra wv = x1x2 . . . xny1y2 . . . ym.
Una transformacio´n elemental sobre w consis-
te en insertar o eliminar palabras de la forma
xεx−ε con ε = ±1. Si al aplicar una transfor-
macio´n elemental a w obtenemos una palabra
w′, decimos que w′ se deriva de w y escribire-
mos w→ w′.
Si denotamos por W al conjunto de todas
las palabras reducidas en X, diremos que
v,w ∈ W son equivalentes si existen palabras
w1,w2, . . . ,wn en W tales que
w → w1 → w2 → · · · → wn = v. En este caso
escribiremos w ∼ v.
Dado un conjunto arbitrario X, denotamos por
F(X) al conjunto de palabras reducidas en X;
es decir, F(X) = {w|w ∈ W}, donde W esta´ de-
finido como arriba.
Teorema 1.1. Dado un conjunto X, existe un grupo
F que es libre en X.
Demostracio´n. Ver [1].
Definicio´n 1.4. Sea F un grupo libre en X, R ⊂ F y
N la clausura normal de R en F (es decir el subgru-
po normal ma´s pequen˜o de F que contiene a R). Si
G es un grupo tal que G  F/N, diremos que G tie-
ne la presentacio´n 〈X|R 〉 y escribiremos G = 〈X|R 〉.
A los elementos de X los llamaremos generadores de
G y los elementos de R, relaciones. Adema´s, si tanto
X como R son finitos, diremos que G es finitamente
presentado.
Observacio´n. Abusando de la notacio´n, supondre-
mos que X ⊂ F es un conjunto generador de G y
los elementos de R son relaciones que equivalen a la
identidad en G; i.e r = e para todo r ∈ R.
Definicio´n 1.5. Sea “< ”un buen orden en X±, y sean
a = x1x2 . . . xl, b = y1y2 . . . ym con a , b, palabras re-
ducidas en F. Escribiremos a < b si se cumple exac-
tamente una de las siguientes condiciones:
i) l < m
ii) l = m y xr < yr en X±, donde r = min{i : xi ,
yi}
Proposicio´n 1.1. Con la relacio´n “< ”definida arri-
ba, F es un conjunto bien ordenado
Demostracio´n.
i) Para todo a = x1x2 . . . xl, palabra reducida en
F, claramente no se cumple que a < a pues
a = a.
ii) Sean a = x1x2 . . . xl, b = y1y2 . . . ym y c =
z1z2 . . . zn palabras reducidas en F tales que
a < b, b < c, l < m y m < n. Entonces l ≤ n y
por tanto a < c.
iii) Paro todo a, b ∈ F, a = x1x2 . . . xl, b =
y1y2 . . . ym, de la definicio´n de ” < ”, es claro
que a < b o a = b o b < a.
iv) Sea F∗ un subconjunto no vacio de F. Como
F es grupo (bajo la operacio´n yuxtaposicio´n de
palabras), F∗ tambie´n es grupo (con la opera-
cio´n de F restringida a F∗ ), luego e (la palabra
vacı´a) esta´ en F∗, au´n mas, e < a = x1x2 . . . xl
para todo a ∈ F∗ con a , e. Por tanto e es el
elemento mı´nimo de F∗.
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2. La transversal de Schreier
Un resultado cla´sico de Dedekind afirma que si G
es un grupo libre, ası´ tambie´n lo es cualquier sub-
grupo de G. Probaremos el ana´logo para el caso no
conmutativo, conocido como el Teorema de Nielsen-
Schreier; sin embargo en el caso no abeliano, el
rango del subgrupo puede exceder al rango del gru-
po. Los dos me´todos de prueba, el dado por Nielsen
(1921) y el de Schreier (1927) son muy diferentes y
proveen los fundamentos para diferentes aspectos de
los desarrollos subsiguientes de esta teorı´a. Por ejem-
plo, el me´todo de Nielsen conduce de manera natural
a la teorı´a de automorfismos de grupos libres, mien-
tras que el me´todo de Schreier es la llave para encon-
trar presentaciones de subgrupos.
Sea H un subgrupo fijo de F y sea w ∈ F. Sabemos
que una clase lateral (derecha) de H es un subconjun-
to de F de la forma Hw := {hw | h ∈ H}; adema´s dos
clases laterales cualesquiera o son iguales o son dis-
juntas esto es, para u, v ∈ F se tiene o que Hu = Hv
o Hu ∩ Hv = ∅. Por tanto las clases laterales de H





Definicio´n 2.1. Una transversal (derecha) U para H
en F es el conjunto formado eligiendo un elemento de
cada clase lateral de H, esto es,
U := {a j | a j ∈ Hw j}.
No´tese que para cada w ∈ F, Hw ∩ U consiste de un
solo elemento, el cual denotaremos por w.
Definicio´n 2.2. Un subconjunto no vacı´o S de F tie-
ne la propiedad de Schreier si contiene todos los seg-
mentos iniciales de cada uno de sus elementos, es de-
cir
∀ w = x1x2 . . . xn ∈ S se tiene que x1x2 . . . xn−1 ∈ S .
Definicio´n 2.3. Una transversal de Schreier para H
en F es una transversal (derecha) para H con la pro-
piedad de Schreier.
Observacion. Cada conjunto S de Schreier y por lo
tanto cada transversal de Schreier contiene la palabra
vacı´a w = 1. En efecto, como S es no vacio entonces
existe w j = x1x2 . . . x j ∈ S tal que l(w j) ≥ 1. Tenemos
los siguientes casos:
i) Si l(w j) = 1, entonces w = x1 y como S tiene
la propiedad de Schreier, el segmento inicial de
w esta´ en S , es decir x1−1 = x0 = 1 ∈ S .
ii) Si l(w j) > 1, entonces w j = x1x2 . . . x j. Co-
mo S tiene la propiedad de Schreier entonces
x1x2 . . . x j−1 ∈ S y nuevamente por la propie-
dad de Schreier, x1x2 . . . x j−2 ∈ S . Continuando
con este proceso de manera reiterada , llegamos
a que x1 ∈ S y por tanto x0 = 1 ∈ S .
Lema 2.1. Sea w = x1x2 . . . xn una palabra reducida
en X± con n > 1 y sea v ∈ F. Entonces
v < x1x2 . . . xn−1 ⇒ vxn < w
Demostracio´n. Consideremos los siguientes casos:
caso i: l(v) < l(x1x2 . . . xn−1) = n − 1. Esto se puede
dar pues x1x2 . . . xn−1 es una palabra reducida
en X±. Tenemos que l(v) < n − 1, luego
l(vxn) ≤ n − 1 < n = l(w).
Ası´ l(vxn) < l(w) y por tanto vxn < w.
caso ii: l(v) = l(x1x2 . . . xn−1) = n − 1 y
v = x1x2 . . . xr−1yryr+1 . . . yn−1 con 1 ≤
r ≤ n − 1 y xr < yr. Luego vxn =
x1x2 . . . xr−1yryr+1 . . . yn−1xn.
Si yn−1 = x−1n , l(vxn) = n − 2 < n = l(w), por
tanto vxn < w.
Si yn−1 , x−1n , l(vxn) = n = l(w) y xr < yr, 1 ≤
r ≤ n − 1 por tanto vxn < w.
Lema 2.2. Cada subgrupo H de F tiene una trans-
versal de Schreier, por ejemplo, la obtenida tomando
el menor elemento de cada clase lateral derecha de
H, con el orden definido en F.
Demostracio´n. Sea H < F. Dado w ∈ F, Hw es un
subconjunto no vacı´o de F y como F tiene la propie-
dad del buen orden, para cada w ∈ F, Hw contiene un
elemento mı´nimo. Sea U = {wi | wi = min(Hwi)}, es
decir U es el subconjunto de F consistente del menor
elemento de cada clase lateral derecha Hw de H en
F. Debemos probar que x1x2 . . . xn−1 ∈ U para todo
w = x1x2 . . . xn ∈ U. En efecto, si x1x2 . . . xn−1 < U
consideremos la clase lateral derecha Hx1x2 . . . xn−1
y sea v ∈ U tal que v es el menor elemento de
Hx1x2 . . . xn−1. Como x1x2 . . . xn−1 ∈ Hx1x2 . . . xn−1,
entonces v < x1x2 . . . xn−1 y como x1x2 . . . xn−1 es una
palabra reducida en X± por el Lema 2.1,
vxn < x1x2 . . . xn−1xn = w;
adema´s, Hv = Hx1x2 . . . xn−1 (esto es pues en ge-
neral: Si G es un grupo, a, b ∈ G y a ∈ Hb ⇒
Ha = Hb). Luego Hvxn = Hx1x2 . . . xn−1xn, es de-
cir Hvxn = Hw, de donde se sigue que vxn ∈ Hw
y vxn < w, por lo que w no es el elemento mı´nimo
de Hw. Por tanto w < U (→←). En consecuencia,
x1x2 . . . xn−1 ∈ U siempre que w = x1x2 . . . xn ∈ U.
Por tanto U es una transversal de Schreier.
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Ejemplo. Sea X = {x, y} y sea F ordenado con
el orden definido anteriormente. Adema´s, sea S =
{x3, y2, x−1y−1xy} ⊂ F y sea




la clausura normal de S en F . Mostraremos que
[F : H] = 6 y encontraremos una transversal de
Schreier para H en F.
Solucio´n. Consideremos el grupo cı´clico de orden
6, Z6 = {e, a2, . . . , a5} donde a6 = e. En realidad,
Z6 = 〈a | a ∈ Z, |a| = 6〉. Como F es libre en
X = {x, y}, para la funcio´n
θ : {x, y} → Z6
x→ a2
y→ a3,
existe un u´nico homorfimso θ
′
: F → Z6 que extiende
a θ, es decir θ


























es sobreyectiva, pues para todo y ∈ Z6 = 〈a〉,









ii) S ⊆ kerθ′ , pues para todo s ∈ S ,
θ
′
(s) = e, (θ
′
(x2) = e, θ
′
(y2) = e, θ
′
(x−1y−1xy) = e
iii) Sabemos que kerθ
′
 F y S ⊆ kerθ′ , por lo que
H = S ≤ kerθ′ , esto pues S es el subgrupo
normal ma´s pequen˜o de F que contiene a S .
iv) Tenemos la cadena de subgrupos
H ≤ kerθ′  F,
por lo que














= Z6, por tanto [F : H] ≥ 6.
De otro lado, dado que F = 〈{x, y}〉 entonces x
y y generan a F/H = {gH : g ∈ F}, es decir





= HyHx = Hyx, pero
x−1y−1xy = (yx)−1xy ∈ S ⊆ S = H
es decir (yx)−1xy ∈ H, lo que equivale a que













)3 = (Hx)3 = HxHxHx = Hx3 =
He = H = eFupslopeH
y como Hx , He,Hx2 , He, (x , e, x2 , e y
las clases son disjuntas), x
′
= Hx tiene orden 3.
Nota: x3 ∈ H ⇒ x3e ∈ H ⇒ Hx3 = He.
Ana´logamente, como y2 ∈ H entonces y2e ∈ H
y Hy2 = He = H = eFupslopeH . Luego (y
′
)2 =
(Hy)2 = HyHy = Hy2 = eFupslopeH y como
Hy , He, necesariamente y
′
= Hy tiene or-
den 2.
De otro lado, como F/H = 〈{x′ , y′ }〉 y O(x′ ) =
3,O(y
′
) = 2, entonces cualquier elemento















es decir cualquier ele-
mento de F/H es igual a una de las seis clases
H,Hx,Hx2,Hy,Hxy,Hx2y, pero como
| F/H |= [F : H] ≥ 6, esas seis clases deben
ser distintas. Por tanto | F/H |≥= [F : H] = 6,
y una transversal para H en F es:
T = {e, x, x2, y, xy, x2y}.
No´tese que T tiene la propiedad de Schreier,
por lo que T es una transversal (derecha) de
Schreier, pero T no coincide con el conjunto
U construido en el lema 2.2. Esto se evidencia
si usamos las siguientes reglas:
Hx2 = Hx−1,Hy−1 = Hy,Hxy = Hyx
vemos que los mı´nimos de las seis clases late-
rales para H son:
U = {e, x, x−1, y, xy, yx−1}.
En efecto:
H = {h, e : h ∈ H, h , e}; min(H) = e.
Hx = {hx : h ∈ H} = {x} ∪ {hx : h ∈ H, h , e};
min(Hx) = x.
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Hx2 = Hx−1 ⇒ Hx2
= {hx−1 : h ∈ H}
= {x−1} ∪ {hx−1 : h ∈ H − {e}},
por lo que min(Hx2) = x−1.
Hy = {hy : h ∈ H}
= {y} ∪ {hy : h ∈ H − {e}},
min(Hy) = y.
Hxy = {h(xy) : h ∈ H}
= {xy} ∪ {h(xy) : h ∈ H − {e}},
por lo que min(Hxy) = xy.
Finalmente,
Hx2y = Hyx2 = HyHx2 = HyHx−1 = Hyx−1
por lo que min(Hx2y) = min(Hyx−1) = yx−1.
2.1. Los gemeradores de Schreier
Dada una transversal de Schreier H de F , podemos
encontrar unos generadores adecuados para H, ha-
ciendo uso de la funcio´n f : F → U definida para
todo w ∈ F por f (w) = w, donde w = Hw ∩ U. f
tiene las siguientes propiedades:
1. Hw = Hw,∀w ∈ F.
2. w = w.
3. w = w sı´ y solo si w ∈ U.
En efecto,
1. Como w = Hw ∩ U entonces w ∈ Hw y esto
ocurre si y solo si w = hw, h ∈ H por lo que
ww−1 ∈ H, lo que equivale a que Hw = Hw.
2. Tenemos que w = Hw ∩ U. Si x ∈ w en-
tonces x ∈ Hw ∩ U = Hw ∩ U = w, lue-
go x ∈ w. Por tanto w ⊂ w. De otra parte,
w = Hw ∩ U = Hw ∩ U = w. Por tanto w = w.
3. Si w = w entonces Hw∩U = {w}. Luego w ∈ U
(pues w ∈ Hw). Si w ∈ U, como w ∈ Hw en-
tonces Hw ∩ U = {w} es decir w = w.
Lema 2.3. Los elementos del conjunto
A := {ux(ux)−1 | u ∈ U; x ∈ X±}
generan a H.
Demostracio´n. Debemos probar que H =< A >. En
efecto, dado que Hux = Hux entonces ux(ux)−1 ∈ H
y por tanto A ⊆ H. Ahora sea h ∈ H, debemos probar
que h se expresa como producto finito de elementos
de A. Sea h = x1x2 . . . xn, xi ∈ X±, 1 ≤ i ≤ n una
palabra reducida en X±, por el Lema 2.2, H tiene una
transversal de Schreier U. Definamos una sucesio´n de
elementos de U inductivamente como sigue:
u1 = e, ui+1 = uixi, 1 ≤ i ≤ n, (e ∈ U)
Sea ai = uixiu−1i+1 = uixi(uixi)
−1 ∈ A, 1 ≤ i ≤ n,
ası´ que:
a1a2 · · · an = u1x1u−12 u2x2u−13 u3x3u−14 · · · unxnu−1n+1
= u1x1x2 . . . xnu−1n+1
= ehu−1n+1
Dado que a1a2 · · · an ∈ A ⊆ H entonces a1a2 · · · an ∈
H, luego un+1 ∈ H, pero un+1 ∈ U, por lo que
un+1 ∈ U ∩ H = {e} y ası´ un+1 = e. Por tanto
h = a1a2 · · · an, es decir h es producto de elementos
de A. En consecuencia H =< A >.
Teorema 2.1. (Nielsen-Schreier) . Sea F un grupo li-
bre y H un subgrupo de F. Entonces Hes libre. Au´n
ma´s, si |F : H| = g y r(F) = r son ambos finitos,
entonces
r(H) = (r − 1)g + 1.
Demostracio´n. Ver ([1], pag. 22).
El siguiente Teorema es considerado como uno de los
resultados ma´s importantes en teorı´a combinatoria de
grupos, garantiza que todo grupo tiene una presenta-
cio´n. Este resultado fue´ un pilar fundamental en la
solucio´n del problema de la palbra de Gauss.
Proposicio´n 2.1. Todo grupo tiene una presentacio´n
y todo grupo finito es finitamente presentado.
Demostracio´n. Sea G un grupo, X ⊂ G un conjunto
generador para G y F el grupo libre en X. Como F es
libre en X, para la funcio´n θ : X → G existe un u´nico
homomorfismo ϕ : F → G tal que ϕ|X = θ. Ahora,
puesto que X genera a G entonces ϕ es sobreyectiva,
es decir Imϕ = G. Por el primer Teorema de isomor-
fismos, F/Kerϕ  Imϕ, es decir F/N  G donde
N = Kerϕ. Por tanto 〈X|N 〉 es una presentacio´n para
G, es decir G = 〈X|N 〉.
Supongamos ahora que G es finito, luego F es li-
bre de rango finito, i.e r(F) = |X| < ∞. Adema´s,
[F : N] = |F/N | = |G| < ∞. Por el Teorema
de Nielsen-Schreier r(N) = (|X| − 1)|G| + 1, es de-
cir N = Kerϕ es libre de rango finito; luego existe
R ⊂ N conjunto finito de generadores para N, es decir
N = 〈R 〉 y como R es el subgrupo normal ma´s pe-
quen˜o de N que contiene a R entonces N = R. Tene-
mos que F/N  G con N = R, por lo que G = 〈X|R 〉
con X y R finitos. Por tanto G es finitamente presen-
tado.
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Ejemplo 2.1. 〈X|{1} 〉 es una presentacio´n del gru-
po libre en X de rango |X|. En efecto, sea F un gru-
po libre en X, R ⊂ F y N = R, la clausura normal
de R en F y ϕ : F → F definida para todo x ∈ F
por ϕ(x) = x. Claramente ϕ es un homomorfismo,
Ker(ϕ) = {x ∈ F | ϕ(x) = 1} = {x ∈ F | x = 1} = {1}
y Im(ϕ) = F. Por el primer teorema de isomorfismos,
F/Ker(ϕ)  Im(ϕ), es decir F  F/{1}. Por tanto
〈X|{1} 〉 es una presentacio´n para el grupo F libre en
X.
Ejemplo 2.2. 〈x, y|x3, y2, x−1y−1xy 〉 es una presenta-
cio´n para Z6 el grupo cı´clico de orden 6. En efecto,
recordemos que Z6 = 〈a〉 = {1, a, a2, a3, a4, a5}, por
lo que |Z6| = 6 y a6 = 1. Sean X = {x, y}, N = R don-
de R = {x3, y2, x−1y−1xy}. Probemos que Z6  F/N
donde F es el grupo libre en X. Sea θ : X → Z6
definida por θ(x) = a2 y θ(y) = a3. Como F es libre
en X, existe un u´nico homomorfismo ϕ : F → Z6 tal
que ϕ|X = θ.
Afirmacio´n 1: ϕ es sobre. Sea a ∈ Z6, como F es libre
en X = {x, y} entonces F = 〈X〉; adema´s z = yx−1 ∈ F
y ϕ(z) = ϕ(yx−1) = ϕ(y)ϕ(x−1) = ϕ(y)(ϕ(x))−1 =
a3a−2 = a. Hemos probado que dado a ∈ Z6, existe
z ∈ F tal que a = ϕ(z), es decir ϕ es sobre. Por tanto
Imϕ = Z6 y por el primer teorema de isomorfismos
F/Kerϕ  Z6.
Afirmacio´n 2: N = R = Kerϕ. Tenemos que R =
{x3, y2, x−1y−1xy}; adema´s, no´tese que:
ϕ(x3) = (ϕ(x))3 = (θ(x))3 = (a2)3 = a6 = 1,






De lo anterior concluimos que R ⊂ Kerϕ. Adema´s,
como Kerϕ C F y R es el subgrupo normal ma´s
pequen˜o de F que contiene R, entonces N = R ⊂
Kerϕ := H. De otra parte, como N < H y H C F,
entonces N < H C F y por una consecuencia de los
teoremas de isomorfismo, tenemos que
[F : N] = [F : H][H : N] ≥ [F : H] =
|F/H| = |Z6| = 6; la penu´ltima igualdad se debe
a que F/H  Z6.
De otra parte, como X = {x, y} genera a F, ne-
cesariamente x = Nx y y = Ny generan a F/N.
Sea S = {1, x, x2, y, xy, x2y}. Veamos que F/N = S ,
en efecto, como x, y generan a F/N, es claro que
S ⊂ F/N. Ahora, para probar que F/N ⊂ S , basta
ver que xS ⊂ S y yS ⊂ S . En realidad,
xS = {x, xx, xx2, xy, xxy, xx2y}
= { x, x2, x3, xy, x2y, x3y}
= { x, x2, 1, xy, x2y, y} = S
Como x3 = 1 en F y R ⊂ N, entonces x3 = 1 en F/N.
yS = {y, yx, yx2, yy, yxy, yx2y} =
{y, xy, x2y, 1, x, x2} = S .
Como x−1y−1xy = 1 y y2 = 1 en F y R ⊂ N, en-
tonces xy = yx y y2 = 1 en F/N. Ası´, F/N ⊂ S y
como S ⊂ F/N entonces F/N = S . En consecuencia
[F : N] = |F/N | = |S | = 6 y como [F : N] = [H :
F][H : N] con [H : F] = 6, entonces [H : N] = 1.
Ası´, como
[H : N] = 1 y N ⊂ H, necesariamente N = H, es de-
cir N = Kerϕ. Por tanto F/N  Z6 y en consecuencia
Z6 = 〈X|R 〉.
3. Homomorfismos Inducidos y el Test de Susti-
tucio´n
El Test de sustitucio´n juega un papel importante al
momento de determinar cuando dado un grupo G con
una presentacio´n G = 〈X | R 〉, un grupo H y una fun-
cio´n θ : X → H, esta extiende a un homomorfismo
α : G → H, es decir para determinar cuando θ indu-
ce un homomorfismo α : G → H. Veremos que tal
extensio´n ocurre si y so´lo si para todo x ∈ X y para
todo r ∈ R, el hecho de sustituir x por θ(x) en r da la
identidad en H.
Lema 3.1. Sean F, G, H grupos y sean ν : F → G,
α : F → H homomorfismos tales que:
i) Imν = G y
ii) Kerν ⊂ Kerα.
Entonces existe un homomorfismo α′ : G → H tal
que α′ ◦ ν = α











Demostracio´n. Como ν : F → G es sobre, dado
g ∈ G existe f ∈ F tal que g = ν( f ). Sea α′ : G → H
definida para todo g ∈ G por α′(g) = α( f ). Respecto
a α′ podemoos afirmar que:
i) α′ esta´ bie´n definida. En efecto, sean g1, g2 ∈ G
tales que g1 = g2. Como g1, g2 ∈ G y ν : F → G
es sobre, existen f1, f2 ∈ F tales que g1 = ν( f1) y
g2 = ν( f2); pero g1 = g2, por lo que ν( f1) = ν( f2).
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Luego,
ν( f1) = ν( f2)⇒ ν( f1)ν( f2)−1 = 1
⇒ ν( f1)ν( f −12 ) = 1
⇒ ν( f1 f −12 ) = 1
⇒ f1 f −12 ∈ Kerν ⊂ Kerα
⇒ α( f1 f −12 ) = 1
⇒ α( f1) = α( f2)
⇒ α′(g1) = α′(g2).
ii) α′ es un homomorfismo. En efecto, sean g1, g2 ∈
G. Como ν : F → G es sobre, existen f1, f2 ∈
F tales que g1 = ν( f1) y g2 = ν( f2). Luego,
g1g2 = ν( f1)ν( f2) = ν( f1 f2) y α′(g1g2) = α( f1 f2) =
α( f1)α( f2) = α′(g1)α′(g2).
iii) α′◦ν = α. En efecto, para toda f ∈ F, (α′◦ν)( f ) =
α′(ν( f )) = α( f ). Por tanto α′ ◦ ν = α.
Proposicio´n 3.1. (Test de Sustitucio´n).
Sean G = 〈X | R 〉, H un grupo y θ : X → H una
funcio´n, entonces θ extiende a un homomorfismo
α : G → H si y so´lo si para todo x ∈ X y para to-
do r ∈ R, el hecho de sustituir x por θ(x) en r da la
identidad en H.
Demostracio´n. Sean η : R → F, ϕ : X → F las
funciones inclusio´n de R en F y de X en F, respecti-
vamente y sea pi : F → G el homomorfismo cano´nico
al cociente, viendo a G como F/N donde N = R.
De otra parte, como F es libre en X, para la funcio´n
θ : X → H existe un u´nico homomorfismo υ : F → H
tal que υ |X= θ.
⇒) Supongamos que existe α : G → H homomorfis-
mo que extiende a θ. Luego, para f ∈ F:
α(pi( f )) = α(pi(x1x2 . . . xn))
= α(x1x2 . . . xn)
= α(x1)α(x2) . . . α(xn)
= θ(x1)θ(x2) . . . θ(xn)
= υ(x1)υ(x2) . . . υ(xn)
= υ(x1x2 . . . xn)
= υ( f ),
donde f = x1x2 . . . xn. Ası´, para probar el resul-
tado, basta ver que R ⊂ Kerυ. En efecto, puesto que
G  F/N, entonces R ⊂ R = N = Kerpi ⊂ Ker(α◦pi) =
Kerυ.
Note que si x ∈ Kerpi, entonces pi(x) = 1G. Lue-
go (α ◦ pi)(x) = α(pi(x)) = α(1G) = 1H , es decir
x ∈ Ker(α ◦ pi) = Kerυ. Por tanto, Kerpi ⊂ Ker(α ◦ pi).
⇐) Supongamos que para todo r ∈ R el hecho de sus-
tituir x por θ(x) en r da la identidad en H, es decir
supongamos que R ⊂ Kerυ. En efecto, como R es el
subgrupo normal ma´s pequen˜o de F que contiene a
R, entonces R ⊂ Kerυ y como R = Kerpi, entonces
Kerpi ⊂ Kerυ. Adema´s, como υ : F → H y pi : F →
G son homomorfismos con Impi = G, por el Lema 3.1
se sigue que existe α : G → H homomorfismo tal que
α ◦ pi = υ. Veamos ahora que α |X= θ. En efecto, para
todo x ∈ X, α(x) = α(pi(x)) = (α◦pi)(x) = υ(x) = θ(x)
(La ultima igualdad se tiene pues υ |X= θ). Por tanto
α |X= θ, es decir α es una extensio´n de θ.
El siguiente resultado nos permite calcular una pre-
sentacio´n del producto directo G × H de dos grupos,
conocidas las presentaciones de cada uno de ellos.
Proposicio´n 3.2. Sean G y H grupos con presenta-
ciones 〈X | R 〉 y 〈Y | S 〉 respectivamente, entonces
su producto directo G×H tiene una presentacio´n da-
da por 〈X,Y | R, S , [X,Y] 〉 donde [X,Y] = {x−1y−1xy |
x ∈ X, y ∈ Y}.
Demostracio´n.
Sean T = R ∪ S ∪ [X,Y] y D = 〈X ∪ Y | T 〉. Por
el Test de Sustitucio´n, las inclusiones ι1 : X → D
y ι2 : Y → D inducen homomorfismos φ : G → D
y ϕ : H → D. Sea α : G × H → D definida por
α(g, h) = φ(g)ϕ(h). Respecto a α podemos afirmar
que:
i) α esta´ bien definida. Esto es claro pues φ y ϕ lo
esta´n.
ii) α es homomorfismo. Sean (g1, h1) y (g2, h2) ele-
mentos de G × H. Como G = 〈X | R 〉 y H = 〈Y | S 〉,
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de xi ∈ X, yi ∈ Y y εi, δi ∈ {1,−1} para 1 ≤ i ≤ n,m.
Luego,










































= α(g1, h1)α(g2, h2)
Por tanto α es homomorfismo.
Por otro lado, sea ν : X ∪ Y → G × H definida por
ν(x) = (x, 1H) y ν(y) = (1G, y) para todo x ∈ X
y todo y ∈ Y . Por el Test de Sustitucio´n, existe
β : D→ G × H homomorfismo que extiende a ν.
Afirmacio´n: β = α−1. En efecto, sea f ∈ D. Como
D = 〈X ∪ Y | T 〉, entonces f = xε11 xε22 . . . xεrr donde
xi ∈ X ∪ Y y εi ∈ {1,−1}. Luego
(α ◦ β)( f ) = α(β(xε11 xε22 . . . xεrr ))
= α(β(x1)ε1β(x2)ε2 . . . β(xr)εr )
= α(β(x1)ε1 )α(β(x2)ε2 ) . . . α(β(xr)εr ), (∗)
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Como xi ∈ X ∪ Y entonces xi ∈ X o´ xi ∈ Y .
Caso i) Si xi ∈ X, entonces β(xi) = ν(xi) = (xi, 1H) y
por tanto
α(β(xi)εi ) = α((x
εi
i , 1H)) = pi(xi)
εiϕ(1H) = x
εi
i 1H = x
εi
i
Caso ii) Si xi ∈ Y , entonces β(xi) = ν(xi) = (1G, xi) y
por tanto
α(β(xi)εi ) = α(1G, x
εi
i ) = φ(1G)ϕ(x
εi





Ası´ en (∗) se tiene que:
(α ◦ β)( f ) = xε11 xε22 . . . xεrr = f = idD.
Sea (g, h) ∈ G × H, entonces g ∈ G = 〈X | R 〉
y h ∈ H = 〈Y | S 〉, entonces g = xε11 xε22 . . . xεnn y
h = yε11 y
ε2
2 . . . y
εm
m con xi ∈ X y yi ∈ Y . Luego,
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Ası´, β ◦ α = idG×H . Por tanto β = α−1
De i), ii) y de la afirmacio´n anterior se sigue que
α : G × H → D es un isomorfismo. Por tanto
G × H  D = 〈X ∪ Y | T 〉; es decir, G × H tiene
la presentacio´n 〈X,Y | R, S , [X,Y] 〉.
Ejemplo 3.1. Dado que Z2 el grupo cı´clico de or-
den 2 tiene la presentacio´n 〈a | a2〉 y que Z3 el grupo
cı´clico de orden 3 tiene la presentacio´n 〈b | b3〉, por el
Teorema anterior se sigue que una presentacio´n para
Z6  Z2 × Z3 esta´ dada por
〈a, b | a2, b3, [a, b] = a−1b−1ab〉,
lo que coincide con lo mostrado en el Ejemplo 2.2,
donde vimos que 〈x, y|x3, y2, x−1y−1xy 〉 es una pre-
sentacio´n para Z6.
4. Conclusiones
1. Dado cualquier grupo F y cualquier subgrupo
H de F, existe una transversal de Schreier para
H.
2. El Teorema de Nielsen-Schreier nos permite
establecer una conexio´n entre la teorı´a com-
biantoria y la teorı´a geome´trica de grupos, pues
a partir de este podemos probar que todo grupo
tiene una presentacio´n.
3. A futuro creemos que se pueden explorar mas
propiedades de la transversal de Schreier, usan-
do los generadores de la transversal en te´rminos
de la libre psentacio´n de grupos.
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