In this paper, we present a large historical database of Chinese family records with the aim to develop robust systems for historical document analysis. In this direction, we propose a Historical Document Reading Challenge on Large Chinese Structured Family Records (ICDAR 2019 HDRC-CHINESE). The objective of the competition is to recognize and analyze the layout, and finally detect and recognize the textlines and characters of the large historical document image dataset containing more than 10 000 pages. Cascade R-CNN, CRNN, and U-Net based architectures were trained to evaluate the performances in these tasks. Error rate of 0.01 has been recorded for textline recognition (Task1) whereas a Jaccard Index of 99.54 % has been recorded for layout analysis (Task2). The graph edit distance based total error ratio of 1.5 % has been recorded for complete integrated textline detection and recognition (Task3).
I. INTRODUCTION
Historical documents are a heritage to the society. They give the view of their time for the topics they were written for. In recent years, there has been an exemplary growth in understanding the cultural heritage by applying Optical Character Recognition (OCR) techniques to historical documents for knowledge preservation through ages [1] . For this, it is important to recognize the text and layout structures present in these documents. Historical documents differ from the ordinary documents due to the presence of different artifacts [2] . Issues such as poor conditions of the documents (see Fig. 1 ), texture, noise and degradation, large variability of page layout, page skew, random alignment, variety of fonts, presence of embellishments, variations in spacing between characters, words, lines, paragraphs and margins, overlapping object boundaries, superimposition of information layers, etc bring complexity issues in analyzing them [2] . Thus, a huge number of documents are required to develop efficient models to recognize the text, and the layout.
Aiming that, we present a large database of historical Chinese family records. The database consists of more than 10 000 document images, collected from various Chinese books, mainly written in traditional Han script.
This database considered to be one of the biggest databases available for Chinese language analysis and recognition. 
II. COMPETITION PROTOCOL AND DATA

A. Dataset
The dataset is provided by FamilySearch 1 and consists of the following collections:
• test set: consists of in total 1 135 images selected from 12 separate books,
• training set: consists of in total 11 715 images selected from another set of 37 separate books.
ICDAR 2019 HDRC-Chincese DB is a collection of Chinese manuscripts that have been chosen regarding the complexity of their layout in semantic structure and font. All manuscripts are annotated using Aletheia [3] , an advanced system for accurate and yet cost-effective ground truthing of large amounts of documents. The annotation of the manuscripts are available in PAGE XML format, a sophisticated XML schema which is component of the PAGE (Page Analysis and Ground truth Elements) Format Framework [4] .
B. Task Description
In this competition, we propose 3 different tasks:
Task 1 Handwritten Character Recognition on Extracted Textlines. The scope of this competition is to recognize (OCR) given extracted textlines and, if possible, to find the segmentation points of the characters. The advantage of the character competition is that we would be able to generate synthetic historical images, once we have the characters segmented and recognized. Training data will be also available in PAGE-XML format. The dataset contains at least 100 different characters to be recognized, having at least 20 samples, each. The distribution of the characters follows a typical distribution, so there are actually some characters having more than one thousand instances and thousands of characters having only a few instances. To tackle this issue, we are mapping less frequent characters (less than 10 instances) to the unknown class.
Task 2 Layout Analysis on structured historical document images. The scope of this task is to segment the page in different classes by assigning a different pixel value for each class: There are 2 different annotated classes: RGB=0b00...1000=0x000008: text (foreground) RGB=0b00...0001=0x000001: non-text (background)
The training data will be available as pixel labeled images.
To avoid unfair penalties for the boundary regions, we add a value for boundary pixels: RGB=0b10...0000=0x800000: boundary pixel (to be combined with one of the classes, expect background) For example, a boundary text is represented as: boundary+text=0x800008
Mislabeling between the foreground and background in the boundary region will not be penalized in the final evaluation (see Section IV).
Task 3 Complete, integrated textline detection and recognition on a large dataset. The scope of this task is to correctly detect and recognize (OCR) a given texline image.
The training data are available in PAGE-XML format. The PAGE-XML file contains the information of the textlines' location and their corresponding text.
III. SYSTEM DESCRIPTION
This section describes the participating research groups. There are in total 6 submissions: 2 submissions for Task-1, 3 submissions for Task-2, and 1 submission for Task-3.
A. SCUT-DLVCLab (South China University of Technology)
Task-1,-2,-3 The proposed method consists of three components, including detection, recognition, and segmentation modules. The detection module is based on the Cascade R-CNN [5] architecture, with resnet-50 as its backbone network. To handle text bounding boxes of variable length, we further incorporate the idea of FPN [6] and redesign the anchor ratio setting. Furthermore, we update the Non-Maximum Suppression method to handle the situation where severe overlapping problem of bounding boxes occur. As for recognition module, we build our text recognition system based on convolutional recurrent neural network (CRNN) [7] . In the training process, we apply various data augmentation strategies, such as rotation, perspective transformation and Gaussian noise, to enrich the original dataset. For the segmentation task, we first obtain the detected text region from the Cascade R-CNN network. After that, a fully convolutional network, in U-Net shape, is applied on the detected regions to find the foreground pixels, with the remaining pixels predicted as background.
B. DIVAmisu (University Of Fribourg, Document Image Voice Analysis Group)
Task-2 Our system is based on a state-of-the-art Fully Convolutional Neural Network (FCN). We prepare our data by selecting the boundaries pixel and setting them to background. The next step is training a one hundred layers deep Tiramisu network [8] with cross-entropy loss. Given the sheer size of the dataset we could only train for 3 epochs, with a learning rate of 0.001 and momentum of 0.9. We ran our experiments with DeepDIVA [9] , [10] such that we can ensure full reproducibility of them. No post-process has been applied to the output of the network.
C. DIVA-LUDD (Luleå tekniska universitet students)
Task-1 Our system is based on a two-steps approach: first we segment the stripes into single characters crops, then we classify them with a state-of-the-art CNN. The first step goes as follows. The stripes grayscale pixel values are normalized to [0,1], then a horizontal projection is obtained. Local maxima are sought in the projection, determining the presence of white space, which are used to determine horizontal separation lines. A median segment height is computed, then blocks that are much larger are split in two, and those that are consecutive and much smaller are merged together. Finally, a vertical projection of these segments provides information on the character is situated, which is used to draw vertical boundaries. The second step is classifying every single crop with a vanilla ResNet-18 network [11] . We pre-trained this network on a synthetic dataset of Chinese characters of our own creation. The dataset contained 100K samples and we trained for 200 epochs, with a learning rate of 0.001 and momentum of 0.9 and cross-entropy loss. We ran our experiments with DeepDIVA [9] , [10] such that we can ensure full reproducibility of them. No post-process has been applied to the output of the network.
D. PARIMAL (Indian Institute of Technology Roorkee)
Task-2 The used method is based on U-net architecture [12] . The contracting path is derived from a standard ResNet-18 model. From contracting path, we have extracted features from three different depths having feature map's size F1 (64 × 128 × 128), F2 128 × 64 × 64, and F3 256×32×32. In expanding path, the stacking of convolution (C(x, y) , with x kernels of size y), ReLU activation (R), softmax (S), upsampling by factor x (Ux), and feature map concatenation ([_, F x], denotes the feature map from previous layer and feature map Fx ) in expanding path are :
This stacking has been done over F3 feature maps of contracting path. For training, we rescaled the image to 512 × 512 by preserving the aspect ratio of the original image. We have considered the ground truth consists of three classes: text, text-boundary, and background. The text boundary is achieved by subtracting the text pixel image from the dilated text image. The dilated text image is obtained by applying the dilation operation on text pixel image with 5 × 5 kernel and 2 iterations. We have used the dice loss [13] , Adam optimizer with an initial learning rate of 10 − 2. The learning rate is decreased by multiplicative factor of 0.1 after every 10 000 iterations. While prediction, we have taken the threshold of 0.7 for text pixels and remaining pixels are assigned as background.
IV. EVALUATION TOOLS AND METRICS
A. Task 1: Handwritten Character Recognition on extracted textlines
The evaluation of Task 1 is based on the edit distance between two text strings, defined as the minimum number of operations (insertion, deletion, and substitution) needed to transform one string to the other.
The evaluation tool for this task is written in Python and takes two input arguments:
• GT-Folder the folder where the ground truth text files are stored.
• Predicted-Folder the folder where the predicted text files are stored.
Usage: python evalTask1.py GT-Folder Predicted-Folder
The tool outputs three values namely the GT-Length, edit distance, and perfect-match per text line. The value of perfectmatch is 1 if both the GT and corresponding predicted text string are exactly same. The edit distance is calculated for each textline and summed up. The main performance metric for Task1 is the edit distance.
B. Task 2: Layout Analysis on structured historical document images
The evaluation of Task 2 is similar to our previous competition and it is freely available as open source on GitHub 2 . More information about this evaluation tool can be found in [14] .
The evaluation of the layout analysis at pixel level is based on the Intersection over Union (IU) as proposed in [15] as ranking metric. The IU, also known as the Jaccard Index, is defined as:
where TP denotes the True Positives, FP the False Positives and FN the False Negatives.
For each page, the IU is computed class-wise (background, text, don't care regions) and then averaged. The final evaluation of a system is then obtained by averaging the IU of all pages of the dataset.
In order to provide the user a more exhaustive evaluation of prediction quality, the tool outputs several other standard metrics, including F1-score, precision, and recall -for each class and averaged over the classes. Additionally, a humanfriendly visualization of the results is provided in form of a output image obtained by overlapping the evaluated prediction with the original image. This is useful to get a quick estimation of the results and to detect the area of improvement for the evaluated method.
C. Task 3: Complete, integrated textline detection and recognition on a large dataset
A graph-based edit distance has been used to evaluate this task. In the graph-based method, each character in the text string represents a graph node and an edge is drawn between adjacent characters in the string (e.g. 'ICDAR' -> 'I-C-D-A-R+'. '-' and '+' are edges where '+' represents an ending edge). Such graph representations are matched between the GT and predicted text strings. The evaluation of Task 3 is based on the following metrics calculated using graph-based edit distance method:
• insertedNodes total nodes inserted to transform the one aligned representation into the other. • deletedNodes total nodes deleted.
• substitutedNodes total nodes substituted.
• insertedEdges total edges inserted.
• deletedEdges total edges deleted.
• totalNodes total number of nodes.
• totalElements total number of elements in aligned GT representation without counting an ending graph edge.
• totalErrors total errors counted.
• errorRatio error ratio.
The main evaluation metric of this task is the totalErrors.
The evaluation tool for this task is written in Python and takes two input arguments (GT-Folder, Predicted-Folder).
Usage: python evalTask3.py GT-Folder Predicted-Folder Important note. The predicted XML files must have exact the same schema/structure as the provided ground truth XML files. Otherwise, if the predicted XML does not match the schema/structure as the provided ground truth XML file, the results of the corresponding XML file shall be disregarded and counted as error. Also the reading order had to be the same as annotated by human experts.
V. RESULTS
A. Task-1 Handwritten Character Recognition on Extracted Textlines
The GT length statistics for Task1 are given in Table I . The minimum text line length is 1 whereas the maximum length is 29 i.e. minimum, and maximum number of characters in a text line are 1, and 29 respectively with an average length of 5.77 characters.
The detailed results of Task1 are given in Table II . SCUT-DLVCLab outperformed DIVA-LUDD in Task1. The former system has total edit distance of 2539 and perfect match of 40.517, which corresponds to an error rate of 0.01 %, and perfect match ratio of 0.95 %. DIVA-LUDD reports total edit distance of 252.516, and perfect match of 10, which leads to an error rate of 1.02 %, and perfect match ratio of 0.02 %. Thus, SCUT-DLVCLab is the winner of Task1. Table IV . It can be noticed that the text classification is lower than the background classification for all performance metrics. In addition, in class-wise manner, SCUT-DLVCLab performs better compared to others. 
C. Task-3 Complete, integrated textline detection and recognition on a large dataset
The detailed results of Task-3 are given in the Table V . There is only one participant appeared in Task-3 i.e. SCUT-DLVCLab. The table shows the graph based edit operations between the GT-XML and the corresponding predicted XML. The main performance metric, TotalErrors has the value of 5557. Thus, SCUT-DLVCLab is the winner of Task-3 as well.
Overall, SCUT-DLVCLab stands 1 st in all tasks.
VI. CONCLUSION
There were three Tasks in the umbrella of ICDAR 2019 HDRC. The first task was to predict the Chinese text written in the textline images. In the second task, the objective was to analyze the layout of a given historical Chinese document image by classifying the pixels to text and background. In the third task, the objective was to develop an end-toend system for detecting/localizing and predict the textlines present in the historical Chinese document image. There were two teams participated in Task-1, and three teams in Task-2 whereas, there was only one team participated in Task-3. The team of SCUT-DLVCLab outperformed all three tasks. They used CRNN for the recognition of the text, and R-CNN & U-Net for detecting the text lines and classifying the pixels into text and background. Task-1,2 can be considered solved as the performance of the winning system (SCUT-DLVCLab) is impressively good, leaving no space for further improvement. However, there maybe the scope of improvement in case of Task-3 as the total error is quite high.
The performance of DIVAmisu and PARIMAL are comparable for Task-2. There was scope of improvement in IU, probably more training iterations were required to achieve better results.
With this competition, we have come up with a challenging database of historical Chinese family records for mentioned tasks. The system SCUT-DLVCLab can be considered as a benchmark in all the tasks. In our ongoing research, we are planning to collect more historical documents of Chinese family records and add more pixel labels other than text and background.
