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Abstract
The work presented in this thesis addresses different aspects of three main physical issue
belonging to the field of nonlinear optics, quantum optics and optical microscopy. We an-
alyze how photorefraction can be used to photoinduced a tapered fiber index of refraction
patterns in the bulk of nano-disordered crystals, and we observe how these patterns are able
to modulate the phase of Gaussian beams converting them to Bessel-Gauss beams, enhancing
their depth of field and their ability to self-heal after an obstacle. These properties suggest
the use of Bessel beam in microscopy. In our investigations we proposed and experimentally
demonstrated, in turbid media, the idea of using the interference between multiple Bessel
beams to generate a light field that is non diffracting, self-healing, but also localized along
the propagation axis. Our study on superimposed Bessel beams reveals how the interference
between their side lobes has the overall effect of reducing the amount of energy possessed by
the beam outer structures, practically enhancing their localization in the radial direction as
well as in the axial. At present we are studying how to implement these findings in a light
sheet microscope to improve optical sectioning. Also described in this thesis are a number of
intriguing experiments carried out on disordered ferroelectrics and their giant response, these
including negative intrinsic mass dynamics, ferroelectric supercrystals, rogue wave dynamics
driven by enhanced disorder and first evidence of spatial optical turbulence. Lastly, relying
on the necessarily reversible nature of the microscopic process, we demonstrate how a single
photon is not able to entangle two distant atoms because of conservation laws, clarifying the
long standing debate on the nature of single-photon nonlocality and introducing fundamen-
tal limitation, in the use of linear optics for quantum technology.
The thesis is organized as follows: in chapter 1 we present the basic mechanism of pho-
torefractive spatial solitons and the phenomena involved in soliton formation, whereas in
chapter 2 we describe the basic concept of optical microscopy. Chapter 3 is dedicated to
the experimental observation of a miniaturized device that can convert a Gaussian beam
into a Bessel beam with low response time and using volume integrable techniques. Chap-
ter 4 reports the experimental investigation of a new non-diffracting light field generated
superposing multiple Bessel Beams, what we term ”light droplet”. Further experiments
demonstrate that the droplets are self-healing in turbid media, a feature that can potentially
allow in vivo imaging of thick specimens in a backscattering microscope configuration. In
Chapter 5 we continue the experiments on ”light droplets” and Bessel beam superposition
by showing how the interference of their side lobe leads to a reduction of the off-axial in-
vi
tensity. In chapter 6 we discuss theoretically the idea of entangling two distant systems by
means of a single particle. Our findings show how , from first principles, quantum mechan-
ics prevents the possibility of entangling the two system in any useful way. In chapter 7
the discovery of a spontaneous polarization super-crystals in a microstructured samples of
potassium-lithium-tantalate-niobate (KLTN) is described. This polarization domain struc-
ture is three dimensional, has a micrometric period and affects the light propagating through
it by spatially separating its polarization components. In chapter 8 we describe experiments,
theory and numerics that show how anti-diffracting nonlinear waves evolving into an optical
potential made by an integrated slab waveguide give rise to the dynamics of a negative-mass
quantum particle. Chapter 9 reports direct evidence of turbulent transitions in optical wave
propagation. The transition occurs as the disordered hosting material passes from being lin-
ear to being extremely nonlinear, a regime that unveils the emergence of concomitant rogue
waves. The control of this extreme events through spatial incoherence is also experimentally
demonstrated.
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Chapter 1
Nonlinear optical beams in
nanodisordered photorefractive
ferroelectrics
In this Chapter nonlinear optical beams are introduced and specialized to spatial solitons
in photorefractive media. In particular, we present the electro-optic effect, ferroelectricity,
relaxor ferroelectrics, the mechanism of photorefraction, and the physics underlying photore-
fractive solitons.
1.1 The Electro-Optic effect
The electro-optic effect refers to a phenomenon in which an external (static or low-frequency)
electric field changes the optical properties of a medium. Several applications can take ad-
vantage of this phenomenon, primarily information technology where electrical signals can
be transformed into either a phase or an intensity change in a light signal with high mod-
ulation speed [10–12]. Other examples are laser Q-switches [13], laser pulse shaping [14],
modulating retroreflectors [15], tunable optical microresonators [16, 17], liquid crystal tech-
nology [18] and Pockels cells. Finally electro-optic detection systems have been successfully
applied to study the time structure of ultrashort electron bunches [19, 20]. In an electro-
optic crystal, the refractive index becomes a function of the external field. At an atomic
level, an electric field applied to certain crystals causes a redistribution of bond charges and
slight deformation of the crystal lattice [21]. In general, these alterations are not isotropic,
that is, the changes vary with direction in the crystal. Therefore, the impermeability tensor
Eq.1.1 changes accordingly. Crystals lacking a center of symmetry are non-centrosymmetric
and exhibit a linear (Pockels) electro-optic effect, the changes in the impermeability tensor
elements are linear in the applied electric field. On the other hand, all crystals exhibit a
quadratic (Kerr) electro-optic effect where the changes in the impermeability tensor elements
are quadratic in the applied field. When the linear effect is present, it generally dominates
over the quadratic effect. In general, the impermeability tensor can be expressed through a
1
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Figure 1.1: Illustration of a cross polarizer set-up (from [23])
power series [22]
∆
(
1
n2
)
ij
=
∑
k
fijkPk +
∑
kl
gijklPkPl =
∑
k
rijkEk +
∑
kl
sijklEkEl, (1.1)
where E is the applied electric field, P is the polarization field vector, the constants rijk and
fijk are the Pokels coefficients and sijkl and gijkl are the Kerr ones defined as
fijk =
1
2
∂
(
1
∆nij
)
∂Ek

E=0
=
rijk
εk − ε0 ,
sijkl =
1
2
∂2
(
1
∆nij
)
∂Ek∂El

E=0
=
gijkl
(εk − ε0)(εl − ε0) . (1.2)
The electro-optic response of crystals can be investigated with the setup in Fig. 1.1 [24],
this is the simplest detection setup, usually referred to as the crossed polarizers. It is alined
so that the two polarizer are oriented in xˆ+ yˆ and xˆ− yˆ direction (assuming light incidence
perpendicular to xy-plane). From the Malus law the output intensity I of a plane wave input
I0 propagating along z is given by
I = I0sin
2
(
∆φ
2
+ φ0
)
, (1.3)
where ∆φ is the relative phase shift between the optical component polarized along xˆ and
yˆ and φ0 is an eventual residual birefringence, which can also be compensated by a quarter-
wave plate between the crystal and the final polarizer. This phase shift is accumulated
during the propagation inside the crystal due to the electro-optically induced birefringence
and is connected to the ∆n through the relation
∆φ = ∆n(2pi/λ)L, (1.4)
with L the length of the crystal along the propagation direction. In most cases the electro-
optic effect is observed in crystals having a dielectric constant  strongly dependent on the
2
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temperature. For this reason, in Eq. 1.1, it is more appropriate to consider the expansion
in terms of polarization. For quadratic electro-optic effect we have
∆
(
1
n2
)
ij
=
∑
kl
gijklPkPl, (1.5)
where gijkl are the elements of the quadratic electro-optical tensor expressed through the P
components which, in distinction to sijkl, are independent from temperature. The response
assumes a scalar form when the optical axes are chosen as reference system, so that gijkl is
diagonal and the index of refraction variation ∆n(E) becomes
∆n(E) = −1
2
n3geff
2
0(r − 1)2E2 (1.6)
This relation can be applied to the setup 1.1 (where the electric field is applied along the
direction yˆ) considering geff = g11− g12. With the cross polarizer set-up is possible to trace
back the value of P as a function of external electric field from the measure of the output
intensity through the Eq. 1.3, 1.4, 1.6.
1.2 Relaxors
Some disordered ferroelectric crystals, especially perovskites, exhibit complex macroscopic
response, with many analogies with dipolar glass physics. These are the so called Relaxor
ferro-electrics and are used in the design of high performance ultrasonic and sonar transducers
[25–27], as energy harvesters [28], and in aerospace industries [29]. In a Relaxor crystal
the electro-optic response can be greatly enhanced, becoming a giant effect near the para
to ferro-electric transition. In addition, the introduction of compositional disorder on the
nanoscale leads to a dispersive dielectric susceptibility that manifests thermal, electric field,
and strain hysteresis along with anomalous relaxation times [30, 31]. The presence of different
compounds introduces, for specific composition concentrations, competing structural phases
that, at the morphotropic phase boundaries [32, 33], such as low-symmetry bridging phases
and ferroelectric-antiferroelectric ordering boundaries [34], leading to unique polarization
properties, examples being anomalously large capacitance, piezoelectric coefficients an order
of magnitude larger than traditional ferroelectric ceramics [35, 36] and have anomalously
material loss [37, 38].
The physical mechanism behind Relaxor behavior has been the subject of extensive re-
search over the last decades, and is at present not fully understood. Several models have
been proposed over the years to explain relaxor behavior [39]. In many respects, the unique
properties of the disordered ferroelectric state can be modelled as arising from a network
of randomly interacting nanoscale polar domains (polar-nanoregions, PNRs) embedded in
a highly polarizable medium [40–44]. The ferroelectric relaxors have two or more cations
occupying equivalent crystallographic sites in the lattice structure. This creates the PNRs,
the size of which varies with temperature, induced by the dopant ions. Random fields theory
[45–50] considers ferroelectric relaxor as an intermediate state between dipole glasses and
3
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normal ferroelectrics. In contrast to dipolar glasses, where elementary dipolar moments exist
on the atomic scale, the relaxor state is characterized by the presence of nanoscale polar clus-
ters of variable sizes. Nanoscale polar clusters are spherical and interact randomly. Although
the microscopic origin of these PNRs and the role played by random fields is still an open
question, it is established that they can lead to dipolar-glasses with non-ergodic properties
when appropriately supercooled [51]. In fact, dipolar dynamics in some relaxor ferroelectric
crystals is characterized by the so-called freezing temperature, a temperature at which the
dielectric relaxation time diverges and polarization fluctuations are quenched [52–55]. Per-
colation of PNRs has been proposed as the physical mechanism underlying the dipolar-glass
state [56, 57]. Moreover, in proximity of the Curie temperature, in the nominally paraelectric
(cubic) phase, PNRs greatly affect optical birifringence [58, 59] and electro-optical response
leading to giant electro-optical coefficients [23, 60] and depolarization effects [61].
1.3 Photorefractive effect
The photorefractive effect is a process by which light generates a space-charge field that
locally modifies the index of refraction. ([62] and [63] for the original observation). The
mechanism can be summarized as follows
1. Light propagating through the medium can be absorbed by impurities, exciting the
transitions of electrons to the conduction band.
2. Free electrons in the conduction band can now diffuse under the effect of the local
electron density gradient (diffusion) or be driven by an external electric field (drift)
3. Spatially redistributed electrons recombine with holes at positions different from their
photo-excitation sites.
In an electro-optic medium 1.1, the space charge field produces a change in the refractive
index able to affect the optical beam which activated the whole process. The result is a
nonlinear optical effect [64].
An important feature of the photorefractive effect effect is that it is cumulative, that is, the
response can build up in time as more and more charges are displaced from the illuminated
regions to the darker one. The result is that even extremely low optical intensities (of
the order of 1W/cm2) can gives rise to a strong optical nonlinearity at the expense of a
proportionally slower response. Photorefraction can support a large class of nonlinear wave
dynamics [62] and different kinds of spatial optical solitons at intensities that are much
smaller than those required to observe other nonlinear phenomena (like the well-known Kerr
Effect whose intensity threshold is of the order of 106W/cm2).
1.3.1 Band transport model
In the simplest possible photorefractive model [66] a single level of trapping sites is introduced
between the valence and the conduction band as shown in Fig. 1.2. Consider a dielectric
4
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Figure 1.2: Band scheme of a single level photorefractive process (from [65])
medium with deep donor impurities density ND and acceptor impurities density NA, with
ND  NA. Light of wavelength λ excites locally free carriers that are subject to drift and
diffusion fields and then recombines with acceptor impurities. The result is a difference
in charge distribution between bright and dark regions in the dielectric, with a dynamic
described by the rate equation
∂N+D (r, t)
∂t
= (β + sI(r, t))[ND −N+D (r, t)]− γN+D (r, t)Ne(r, t), (1.7)
where β is the thermal excitation constant, s the photoexcitation crosssection, γ the donor-
electron recombination factor, I (r, t) the intensity of light and Ne(r, t) the number of elec-
trons excited in conduction band, ND(r, t) and N
+
D (r, t) are the spatial donor impurity den-
sities, respectively total and ionized. The total space charge density is given by
ρ(r, t) = q
[
N+D (r, t)−NA −Ne(r, t)
]
, (1.8)
where q is the electron charge and NA is the spatial acceptor impurity densities. In standard
photorefractives the condition ND  NA is fulfilled (ND ≈ 1018 ÷ 1019cm3 and NA ≈
1016 ÷ 1017cm3) (at room temperature and in the absence of light) a fraction of donor
impurities is ionized since donors provide electrons for the lowest-energy levels associated
with acceptors which, consequently, are wholly ionized. The number of electrons in the
conduction band is negligible because KBT  d where d is the energy-gap between the
donor levels and the bottom of the conduction band. The space-charge field in the crystal
satisfies Maxwell equations
∇ · [E(r, t)] = ρ(r, t), (1.9)
and
∇×E(r, t) = 0, (1.10)
where  is the dielectric constant. The charge migration is described by the current density
J(r, t) = qµNe(r, t)E(r, t) + µKBT∇Ne(r, t), (1.11)
5
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where µ is the electron mobility. The current density takes into account charge drift in an
applied electric field and charge diffusion acting in a non uniform spatial charge density. For
our purposes the photo-voltaic term is negligible. Charge and current density are coupled
by the continuity equation
∇ · J(r, t) = −∂ρ(r, t)
∂t
, (1.12)
The solution for the set of equations from 1.7 to 1.12 gives the field E(r, t) that rules the
nonlinearity acting on the optical beam, the resulting system however is not analytically
solvable [67–69].
1.3.2 Space charge field
To derive the space charge field in the general, non stationary, case we first render explicit
the value of N+D from 1.8 and 1.9
N+D = Ne +NA
[
1 +∇
(
E
qNA
)]
, (1.13)
then we observe that in Eq. 1.7, the differential
∂N+D(r,t)
∂t
reaches its steady state with a
time-scale of the order of 100ns (proportional to 1
β
) whereas the dielectric relaxation time
τD =

qµNe
, the average time needed to screen an arbitrary electric field distribution inside
the material, is typically of the order of seconds. Therefore, it is a good approximation to
consider
∂N+D(r,t)
∂t
≈ 0 even in the non-stationary case. The density of electrons excited in the
conduction band can be evaluated from Eq. 1.7 and 1.13 obtaining
N2e +Ne
[
1 +
s
β
I +NA
[
1 +∇
(
E
qNA
)]
−NA
(
β + sI
γ
)[
ND −NA
NA
−∇
(
E
qNA
)]]
= 0,
(1.14)
the only solution which has physical meaning is the positive one
Ne =
β
2γ
[(
1 +
s
β
I
)
+
γNA
β
(
1 +∇ ·
(
E
qNA
))]
·
·
−1 +
√√√√√√1 + 4NA βγ
(
1 + s
β
I
) [
ND−NA
NA
−∇ ·
(
E
qNA
)]
β2
γ2
[(
1 + s
β
I
)
+ γNA
β
[
1 +∇ ·
(
E
qNA
)]]2
 , (1.15)
from Eq. 1.9, 1.11, 1.12 we easily get:
∇ ·
[

∂E
∂t
+ qµNeE + µKbT∇Ne
]
= 0. (1.16)
Here the dielectric constant  is at zero frequency since Eq. 1.16 holds on the time scales
where the dielectric response is quasi-static.
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These equations 1.15 and 1.16 accurately predict the space-charge electric field E(r, t) pro-
duced by a known optical intensity distribution I(r, t) within the photorefractive bulk. Con-
sidering now the case Ne  NA, ND, (a condition satisfied in most practical cases), in Eq.
1.13 Ne can be neglected with respect to the second term. From the rate equation, the
carriers density in the conduction band reads
Ne =
β + sI
γ
[
ND −N+D
N+D
]
, (1.17)
that, through Eq. 1.13 for N+D , can be finally expressed as
Ne =
β + sI
γ
 ND−NANA −∇
(
E
qNA
)
1 +∇
(
E
qNA
)
 . (1.18)
Substituting 1.18 in 1.16 and introducing the parameter α = ND−NA
NA
(α 1), we obtain the
implicit equation for the space-charge field as a function of the optical intensity
∇ ·
[
γ
qµsα
∂E
∂t
+E(β/s+ I)
[
1− ∇(E)
αqNA
1 + ∇(E)
qNA
]
+
KbT
q
∇ ·
(
(β/s+ I)
[
1− ∇(E)
αqNA
1 + ∇(E)
qNA
])]
= 0,
(1.19)
the term β/s is called dark intensity Id and takes into account the thermal contribution to
the ionization process. Generally, the thermal contribution is included in the background
illumination term Ib. Considering α 1 in the quasi-stationary case
(
∂E
∂t
≈ 0) we have
E(Ib + I)
1
1 + ∇(E)
qNA
+
KbT
q
∇ ·
(
(Ib + I)
1
1 + ∇(E)
qNA
)
= g, (1.20)
with g a constant value determined by the boundary conditions, such as the external voltage
applied to the material in the direction transverse to beam propagation. For instance,
V = 0⇒ g = 0, and the space-charge field reduces to
E = −KbT
q
∇I
Ib + I
. (1.21)
This is the diffusive electric field used in Chapters 8. In cases where V 6= 0, Eq. 1.20 has a
non-trivial structure. We will address here the 1 + 1D problem (for further studies see [68]
and [67]). First we normalize the physical quantities introducing
Y =
E
E0
, Q =
Ib + I
Ib
, ξ =
x
xq
= x
qNA
E0
, (1.22)
where E0 is the intensity-independent electric field and xq is the saturation length. Since
the illuminated region l L, L being the transverse dimension of the medium, the field E0
can be approximated as E0 ' V/L. Through these variables Eq. 1.20 reads [86]
Y Q
1 + Y ′
+ a
[
Q′
1 + Y ′
− Q
(1 + Y ′)2
Y ′′
]
= G, (1.23)
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where we introduce the dimensionless variables a = NAkbT/E
2
0 , G = g/E0Ib and the symbol
′ to indicate d
dξ
.
Eq. 1.23 can be formally rendered explicit, distinguishing so the local (first term) and
non-local contribution (terms with the spatial derivatives) [69]
Y =
G
Q
− aQ
′
Q
+
GY ′
Q
+ a
Y ′′
1 + Y ′
, (1.24)
we note that a nonlinearity similar to that occurring in Kerr media (Kerr-saturated) emerges
when non-local terms are weak. In conditions where l  xq nonlocal effects play a minor
role, the spatial derivatives scale as xq/l and a is of the order of unity, η = xq/l represents
a smallness parameter so that
Y (0) =
G
Q
+ o(η), (1.25)
this solution can be iterated in 1.24 and reads
Y (1) =
G
Q
− aQ
′
Q
− Q
′
Q
(
G
Q
)2
+ o(η), (1.26)
The first term, that is the dominant in biased conditions, gives the Kerr-saturated or
screening nonlinearity at the basis of photorefractive solitons. It implies a decrease of the
effective field E with respect to E0 (G ' 1) as a result of charge rearrangements. The second
term can be identified with the diffusive field, whereas the third emerges from its coupling
with the saturation (screening) field. These fields produce an antisymmetric contribution
to the space-charge field, even for symmetric initial conditions. This fact leads, in long
propagation regimes, to the bent propagation observed in [70].
1.3.3 Electro-Optic Response
The field E we have derived leads to a modulation of the index of refraction through the
electro-optic effect that can be evaluated with the power series expansion in 1.1. However,
in general, the elements of the impermeability tensor are very small, in order to observe
any nonlinear effects a large electro-optic response of the material is required. This can be
achieved in non-centrosymmetric phases, such as in poled ferroelectrics, and in centrosym-
metric paraelectric phases in proximity of the ferroelectric phase transition.
We focus our attention on the case of centrosymmetric media, where the linear response
vanishes due to the system symmetry. The response assumes a scalar form along the optical
axis, so that gijkl is diagonal and the index of refraction variation ∆n(E) becomes
∆n(E) = −1
2
n3geffε
2
0(εr − 1)2E2, (1.27)
using this expression in 1.25 we obtain the canonical Kerr-saturated nonlinearity
∆n(I) = −∆n0 1
(1 + I/Ib)
2 , (1.28)
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with ∆n0 = (1/2)n
3geffε
2
0(εr − 1)2E20 . This nonlinearity, depending on the sign of geff ,
has a focusing or defocusing effect on the propagating beam for ∆n0 > 0 and ∆n0 < 0
respectively. The fact that the intensity appears only through the ratio I/Ib is a consequence
of the cumulative response and is the basis for the low powers needed for nonlinear optics in
photorefractive media.
1.4 Nonlinear optical propagation
To understand nonlinear wave dynamics and soliton formation, we show how an index change
induced by photorefraction (Eq. 1.28) modifies beam propagation. We consider a monochro-
matic electromagnetic wave with frequency ω = 2pic/λ
Eopt(r, t) = Eω(r, t)e
iωt + c.c. (1.29)
From Maxwell’s equations its propagation in a medium that is homogeneous on scales of the
order of λ follows the linear differential equation (Helmholtz equation) [22]
∇2Eω + k20n2Eω = 0, (1.30)
where k0 = ω/c and n is the refractive index tensor, which depends on the spatial coordinates
via the electro-optic effect n = n(r, ω). Assuming that it can be expressed as a small
perturbation to the linear index of refraction, n(r, ω) = n0(ω) + ∆n(r, ω) with n0(ω) 
∆n(r, ω), we have: n2(r, ω) = n20(ω) + 2n0∆n(r, ω).
From the Helmholtz equation under the slow-varying amplitude approximation, that im-
plies ∂zzA(ω),i(x, y, z) ≈ 0, for an electro-optic crystal in a paraelectric m3m phase [21] we
obtain the paraxial wave equation[
∂
∂z
+
i
2k
∇2⊥
]
A(ω)(x, y, z) = − ik
n0
∆¯n : A(ω)(x, y, z), (1.31)
where
∆¯n =
[
n11 n12
n12 n22
]
, (1.32)
n11 = −1
2
n3ε20(εr − 1)2(g11E2x + g12E2y),
n22 = −1
2
n3ε20(εr − 1)2(g12E2x + g11E2y),
n12 = −1
2
n3ε20(εr − 1)2(g44ExEy). (1.33)
In isotropic media and for the one-dimensional case, we have[
∂
∂z
+
i
2k
∂2
∂2x
]
A(ω)(x, z) = − ik
n0
∆nA(ω)(x, z). (1.34)
This equation is formally similar to the Schro¨dinger equation, and is known as generalized
Nonlinear Schro¨dinger Equation (generalized NLSE) and describes paraxial nonlinear wave
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propagation in the spatial domain. The longitudinal length variable z plays the role of time
and the nonlinear term − ik
n0
∆n plays the role of an effective potential for the light beam 1.
An analogous equation also holds for temporal propagation [71]. The term i
2k
∂2
∂2x
represent
light diffraction that can be balanced for specific values of the nonlinearity depending on the
external parameters. This compensation leads to a solution Aω that is spatially-localized
and stationary: a spatial soliton. In particular, with a nonlinearity given by Eq. 1.28 we
obtain photorefractive screening solitons.
1.5 Photorefractive soliton
An optical spatial soliton is a localized light beam that does not suffer distortion due to
diffraction. This confinement can be achieved in materials where the refractive index locally
depends on the optical field. Steady-state photorefractive solitons 2 in the one-dimensional
centrosymmetric case can be identified as non-evolving solution of Eq. 1.31 with Eq. 1.28.
The soliton amplitude depends on the propagation coordinate z only through a phase factor
so that, using a self-consistent method, we look for solutions of the form
A(x, z) = u(x)eiΓz
√
Ib, (1.35)
where Γ is the propagation constant. We renormalize the spatial coordinate x according to
the following definitions
ξ ≡ x
d
, d ≡ (±2kb)1/2, b = k
n
[
1
2
n3geffε
2
0(εr − 1)2
(
V
L
)2]
. (1.36)
The quantity d is the so-called nonlinear length and its sign reflects the focusing (geff > 0)
or defocusing (geff < 0) character of the nonlinearity. From the paraxial equation we obtain
the dimensionless nonlinear wave equation [74]
d2u(ξ)
dξ2
= ±
[
1
1 + u20
− 1
(1 + u(ξ)2)2
]
u(ξ), (1.37)
with the dimensionless intensity u20 = I/Ib ad the ± sign corresponding to that of ∆n(I)
[75, 76]. We consider here the focusing case, which gives bright optical solitons. Since
Eq. 1.37 is non-integrable, its solutions identifying specific soliton waveforms are found
via numerical integration. These solutions represent an attractor for the optical dynamics
and the input beam profile reshapes itself to excite them. In experiments, the accessible
parameters are the nonlinear length b, the beam full-width at-half-maximum (FWHM) ∆x
and the peak intensity u20. The parameter space (u0,∆ξ) is the nonlinear wave phase-
space whose points lead to z-independent solutions define the soliton existence curve. The
attractive nature of the existence points can thus be rephrased affirming that the soliton will
have approximately the same u0 and ∆ξ of the Gaussian input beam.
1the analogy works in the case of linear ∆n, independent on light intensity, for solitons − ik
n0
∆n is not an effective potential
2Two conditions can be identified among photorefractive solitons: steady-state [72] where the localization is stationary or
quasi-steady-state [73] where it is transient.
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Figure 1.3: Photorefractive soliton existence curve. Numerical prediction of Eq. 1.37 (dashed line), ex-
perimental results and analytical asymptotic result of segmented wave harmonic theory (black line). From
[77].
In Fig. 1.3 is reported the theoretical existence curve with experimental data in pho-
torefractive potassium-lithium-tantalate-niobate (KLTN) crystals [78]. For (u0 > 1) the be-
havior can be approximated as ∆ξ = (pi/2)(1 + u20)/u0, whereas in highly-saturated regimes
(u0  1) segmented wave harmonic theory gives the asymptotic linear trait ∆ξ = (pi/2)u0
[77]. This picture can be partially extended to the (2 + 1)D (two-dimensional) case, where
it becomes a three-dimensional nonlinear problem and assumes anisotropy and spatial non-
locality. In this case, non-local contributions in the space-charge field are crucial to soliton
existence, since the circular symmetry is broken by the tensorial nature of electro-optic re-
sponse via the direction of the applied external field. The added spatial dimension implies
a field E with components in both transverse dimensions according with Eq. 1.19, although
the electro-optic index modulation maintains its scalar form.
The treatment can be extended to non-equilibrium conditions where the beam acquires
a temporal dynamic and solitons can also be transient [79, 80]. From a phenomenological
point of view, the initially diffracting light beam undergoes a cycle during which it first
progressively self-focuses and settles into a self-trapped wave; then it undergoes a deceler-
ated evolution during which the actual transverse beam intensity changes slightly, but the
balancing of self-focusing and diffraction is approximately maintained; finally, it decays into
a distorted and once again diffracting beam. To reveal the peculiar properties of the soliton
state we have to reconsider the general case of Eq. 1.19. Introducing the so-called dielectric
relaxation time τd =
εγ
qµsαIb
so that the temporal variable is τ = t/τd, we can write the
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temporal-dependent counterpart of Eq. 1.25 as
∂Y (0)(ξ, τ)
∂τ
+Q(ξ, τ)Y (0)(ξ, τ) = G. (1.38)
Therefore, the dynamic space-charge field satisfies the integral equation
Y (0) = Ge−
∫ τ
0 Qdτ
[
1 +
∫ τ
0
dτ ′e−
∫ τ ′
0 Qdτ
′′
]
. (1.39)
Although the model relies on a specific scale τd related to charge mobility, the dynamics
described by Eq. 1.38 manifest several time scales. In particular, a stretched exponen-
tial behavior characterizes the process leading to both stationary (Steady-state) and non-
stationary solitons (Quasi-steady-state) [81]. Time integration in Eq. 1.39 implies that Y
at τ depends on Q at τ ′ < τ ; the propagation has temporal nonlocality and allows memory
effects. In proximity of the localization condition the normalized beam intensity Q becomes
approximately time independent and, being Q 1, Eq. 1.39 becomes
Y ' eQτ + 1
Q
− 1
Q
eQτ → Y ' eQτ . (1.40)
The index variation associated to this space-charge field for a quadratic electro-optic re-
sponse is the exponential nonlinearity ∆n = ∆n0e
−2Qτ .
The approach of Eq. 1.35 can be generalizing with the spatiotemporal dimensionless
variable w(ξ) =
√
2τu(ξ) and applied to Quasi-steady-state solitons. The soliton profile
equation reads [82].
d2w(ξ)
dx2
= −
[
1− e−w20
w20
− e−w2
]
w(ξ), (1.41)
where w0 = w(ξ = 0) =
√
2τu0. In Fig. 1.4 (a) the generalized existence conditions in the
variable (w0,∆ξ) are reported. This curve is accurate in conditions for which waveforms are
approximately independent of time, or, in other word, in proximity of the minimum at w′0
corresponding to the onset of strong saturation in the nonlinearity, which also indicates a
maximum value of nonlinear self-action. The minimum conditions in Eq. 1.41 gives a soliton
width [82]
∆xmin =
∆ξminλ
2pin2ε
√
geff
E−10 . (1.42)
An interesting case can also be derived. From Eq. 1.39 for an optical beam with random
phase and amplitude variations on a fast spatial or temporal scale. Considering Q = Q¯+∆Q,
with fluctuations ∆Q having typical amplitude Q¯ around zero, we found [68]
Y (0) = GeQ¯τ +
G
Q¯
(1− eQ¯τ ), (1.43)
that, for τ  1/Q¯, reduces to the time-independent case Y (0) = G/Q¯. Therefore, the nonlin-
ear response averages out fast intensity fluctuations leading to the steady state condition as
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Figure 1.4: (a) Existence curve for bright solitons of Eq. 1.41; (b), (c) index patterns and (d), (e) soliton
profiles for the two points A and B, respectively, before and after the onset of strong saturation, highlighting
the reshaping of the beam tails [(d) and (e)]. From [82]
for a coherent beam. This is the basis for incoherent spatial solitons and it can be generalized
to temporally incoherent (white) light [83, 84].
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Chapter 2
Microscopy
In this Chapter we describe the basics and the state of the art of optical microscopy, the
governing equation, the diffraction limit, image formation and the main criteria used for
the analysis of imaging systems. In this framework, we also introduce the main concepts
of super resolution, methods that can overcome the resolution limit using physical or nu-
merical techniques, structured illumination microscopy, in which the sample is illuminated
under different spatially inhomogeneous light fields and fluorescence microscopy, that images
specific chemical components of a sample thanks to a selective staining using fluorophores.
2.1 Basics concepts
A monochromatic field propagating in the increasing z direction in an homogeneous media
can be decomposed as a sum of plane waves [85, Chapter 3.12]
E(r) =
∫
k||∈R2
E(k||)exp(ik · r)dk||, (2.1)
where k|| = kxx + kyy is the projection of k on the transvers (x, y) plane, k is the wave
vector, with the constraint ||k|| = k0 = 2pi/λ and E(k||) verifies ∀k||,E(k||) · k = 0. When
||k|| > k0, kz is a complex number given by kz = i
√||k||2 − k20 and E(k||)exp(ik · r) is an
evanescent plane wave.
This plane wave decomposition is particularly useful for modeling image formation in
optical microscopes. It is indeed natural to apply this decomposition using as z axis, the
axis of symmetry of the imaging system, called the optical axis. The imaging system can
then be modeled as a filter that collects some of these plane waves and transforms them in
other plane waves reaching the image plane.
If the z-axis is oriented along the optical axis (the axis of symmetry of the optical instru-
ment) and if this optical instrument has its aberrations corrected according to the Sine-Abbe
conditions [86], with its object focal plane at z = 0, plane waves such that ||k|||| ≤ k0NA
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Figure 2.1: Examples of Airy disks of 2 point sources in proximity of one another where (left) the sources
are separated by a large distance (center) the Rayleigh limit where they are just resolvable (right) where
they are unresolvable.
are collected by this optical instrument and produce in the image plane the field
E(r) =
∫
k||∈C
√
kz
k0
E(k||)exp(ik′ · r)dk||, (2.2)
where C is the k0NA-radius disk centered in the origin of the (kx, ky) plane. NA is the
numerical aperture, NA = nisin(a) where a is the maximum polar angle of the plane waves
collected by the objective and efficiently transformed by the imaging system. k′, the wave
vector in the image focal domain, in defined by
k′ =
(
kx/MF, ky/MF,
√
k20 − (kx/MF )2 − (ky/MF )2
)
(2.3)
with MF = ni/nd the magnifying factor [[87, Chapter 4]].
This decomposition in plane waves shows that the field frequencies above k0NA are not
collected by the optical system. It is this loss of information which explains the limit of
resolution on the measurement of the field. However, microscopy is not interested in the
field leaving the sample but rather in the sample itself. The main criteria describing the
quality of the image formation process are Resolution, Contrast and Noise.
2.1.1 Resolution and resolution limit
Optical microscopes are ultimately limited by their resolution, the smallest distance at which
two parallel lines can be resolved. According to Abbe, the limiting spot size resolution that
can be achieved by a microscope is given by
r ≥ λ
2NA
. (2.4)
The limit to resolution was redefined several times, primarily by Lord Rayleigh [88] and
by the astronomer George Airy that had derived the Airy disk for high irradiance points
of light [89]. Airy disks formed from the diffraction limited points of light show the best
focused spots under conditions imposed by the optics and the nature of light. The disks
display a central maximum of high irradiance surrounded by the subsequent dark and bright
rings of the diffraction pattern of a point (see Fig. 2.1) whose positions are dependent on
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the wavelength of light and the numerical aperture or aperture size of the lens. The relation
between the Airy disks and the resolving ability of the aperture can be shown with two
sources shown by the Fig. 2.1. Each of these sources have an Airy disk associated with itself
which spread over an angular distance of ∆θ which is dependent on the equation:
∆φmin = ∆θ =
1.22λ
D
(2.5)
where D is the diameter of the aperture (this also relates to the diameter of the acceptance
cone of an objective which is equivalent to twice the numerical aperture). Where two point
sources are a distance apart ∆φ, where ∆φ > ∆θ, the sources are resolvable. As the
separation distance of the two points is reduced the Airy disks begin to overlap, up to a
point where the 2 sources can no longer be resolved as separate entities and thus appear to
be one larger point source.
Resolution can be improved by using a shorter wavelength of light for observations or by
using an objective with a higher NA. Note that NA is related to the refractive index of a
material, resolution can be improved by increasing the refractive index of a lensing material,
this principle exploit in solid and oil immersion lenses.
2.1.2 Contrast
The contrast of an image measures the ability to distinguish the sample from the surrounding
background. Different definitions of this criterion can be found in the literature. The one
proposed by Michelson [90], that is sufficiently general: C = (IM − Im)/(IM + Im), where
IM is the maximum intensity and Im is the minimum. Obviously, a value of C close to 1
describes a highly contrasted image while a value close to 0 measures a weakly contrasted
image, probably useless for interpretation. The contrast mechanisms depends on the inter-
actions between the illumination light and the sample, principally absorption and reflection,
however a large part of the interesting samples are almost transparent. They provide weakly
contrasted images when they are illuminated by light in a classical microscope. To improve
the contrast two main ways have been developed along the years: Phase contrast microscopy
and the use of marker molecules. Phase contrast microscopy consists in modifying the set-up
to get contrast from the refractive index variations [91–93]. It requires the use of interfer-
ence and thus specific set-up for illumination and detection of coherent light). The other way
consists in filling the sample with markers that produces a sufficient contrast in images. One
of the main advantage of marking is the possibility to select markers (with different spectral
behaviour) that target chemically one or more specific components of the sample, allowing
targes to be imaged simultaneously. The most widely used are fluorescent markers. They
have the ability to absorb light at a wavelength and to emit at a different wavelength. By
using spectral filters, it is possible to remove the illumination field, obtaining thus a contrast
equal to 1, whatever the sample.
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2.1.3 Noise
A final important criterion is the noise strength. Noise deteriorates the image and prevents
the observation of the finest details. The criterion ordinarily used to estimate this issue
is the Signal-to-Noise Ratio SNR = 〈I〉 /σb where 〈I〉 is the average signal and σb is the
noise standard deviation. Noise is commonly modeled as a white Gaussian process that
apply independently on each pixel of the camera (since it is the sum of several sources of
noise: thermal signal, electronic amplification, data transmission between the camera and
the computer and more). For low intensity become important the so called shot-noise. It
is due to the statistical nature of light emission by matter. In fact the number of photons
reaching a pixel camera follows in general a Poisson statistics and only when the number of
photons is large enough it can be approximation by a Gaussian statistic. Clearly the SNR
is high for high intensity and low for low intensity. Noise is thus, in most cases, a limiting
factor in fluorescence microscopy that has good contrast but limited brightness.
2.2 Optical Transfer Function
Aside from resolution, contrast and noise, a general and quantitative criterion to evaluate
the quality of a linear optical system is the Optical Transfer Function or equivalently the
Point Spread function. The Optical Transfer Function provides a curve of contrast with
respect to the spatial frequency. It allows, for example, to define the resolution criterion
with respect to noise, a detail becomes detectable when its contrast is greater than the noise
level. The resolution can then be defined as the period for which the contrast is equal to the
inverse of the SNR [94]. In a linear optical system the image M is the convolution of the
function of interest O (sample field) by a certain point-spread-function h
M = O ⊗ h. (2.6)
Basically, h represents the image of a point object which is assumed to be same, whatever
the position of the object. The Transfer Function is the Fourier transform h˜ of this convo-
lution function. The Fourier transform of M and O fullfills M˜ = O˜h˜. h˜ is thus the filter
applied to O˜ during the measurement process.
One of the main characteristics of a Transfer Function h˜ is its support, namely the region
of the Fourier space where it is non-null. This defines the frequencies of O that are accessible
in the measurements. In microscopy, h˜ is usually a low-pass filter and it is zero beyond a
bounded Fourier domain about the 0 frequency. All the object frequency information inside
this Fourier domain is transmitted to the image M. All the frequency information that are
outside this Fourier domain is lost. The radius of the support of the transfer function is
called the frequency cut-off.
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2.3 Super-resolution
A whole range of de-noising and deconvolution algorithms [95, 96], using the experimental
Optical Transfer Function can improve the contrast or the signal to noise ratio of the image.
Yet, the frequency cut-off due to the bounded support of the Transfer Function remains.
To improve the resolution, it is necessary to introduce a priori knowledge on the sample.
To explain the fundamental limit of these numerical super-resolution techniques, the notion
of Degree of Freedom of an image has been derived for coherent absorption microscopy
[97, 98] and then extended to other forms of microscopy [99, 100]. One decomposes the
linear operator that links the object quantity of interest to the recorded images using a
Singular Value Decomposition (SVD). Namely, one builds an orthogonal basis of functions
in the sample domain (sample eigenvectors) whose images through the operator form an
orthogonal basis of the image plane (image eigenvectors). With a correct normalization,
only a few of the image eigenvectors are above the noise level. The number of detectable
sample eigenvectors yields the Degree Of Freedom of the imaging system. Whatever the
numerical treatment applied to the image, only the detectable sample eigenvectors can be
recovered.
A specific attention has now to be drawn to the use of positivity a priori information.
Indeed, the values taken by the object function being often bounded, this a priori information
is used in many deconvolution algorithm. For example, the density of fluorescent markers is
physically positive and the relative permittivity of dielectric media has its real part superior
to 1 and its imaginary part positive. Including this a priori information improves clearly
the visual aspect and the apparent resolution of the reconstructed image, but may lead to
artefacts or disappearance of interesting details. Sementilli et al. [101] proposed a method
to evaluate the frequency radius up to which the Fourier components of the sample are
correctly retrieved using this a priori information. For large field-of-view and common noise
level there is almost no amelioration of the frequency cut-off.
Last, one may consider more stringent a priori information. For example, one can assume
that the sample consists in lines or tubes or presents a high level of sparsity. In its most
extreme version, the sample can be assumed to be constituted of isolated emitters. In this
case, one can localise, detect and separate two of themeven if they are a lot closer than the
resolution limit [102–104]. However, whatever the a priori information information added,
one cannot decompose the sample images on a set of components larger than the Degree of
Freedom [97, 105, 106]. The key point for high-resolution imaging is thus the development
of technical solutions insuring that only few of these components contribute to each of the
measurements. Promising recent super-resolution microscopy approaches (PALM, STORM
in particular) are based on this idea.
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2.4 Structured illumination
An interesting approach to increase the spatial resolution of optical microscopy is to apply
a patterned illumination field to the sample. In this approach, the spatial frequencies of
an inhomogeneous illumination pattern mix with those of the sample features, shifting the
high-frequency features to lower frequencies that are detectable by the microscope. Periodic
illumination patterns can be created through the interference of multiple light sources in
the axial direction [107], the lateral direction [108], or both [109]. By acquiring multiple
images with illumination patterns of different phases and orientations, a high-resolution
image can be reconstructed. Because the illumination pattern itself is also limited by he
diffraction of light, structuredillumination microscopy (SIM) is only capable of doubling the
spatial resolution by combining two diffraction-limited sources of information. A resolution
of ∼ 100nm in the lateral direction and ∼ 300nm in the axial direction has been achieved
[107–110].
Noting P the illumination or probing function, (P depends on the chosen light-matter in-
teraction, it corresponds to the incident field intensity in one-photon fluorescence microscopy
and to the incident field in tomographic diffraction microscopy), and O the sample contrast
distribution (which is either the fluorescence density or the relative permittivity respec-
tively), the radiated signal is often proportional to the product OP . The imaging system
does not act on the sample function O itself, but on this product, so that the recorded image
is given by M = (OP )⊗ h. The convolution theorem states that the Fourier transform of a
product is the convolution of the Fourier transforms,
M˜ = (O˜ ⊗ P˜ )h˜. (2.7)
Using an inhomogeneous probing P , information on some of the high frequencies of O are
moved inside the measurements M . To separate the contributions of O and P in the filtered
product, one takes several measurements with several probing fields: Mn = (OPn)⊗ h. The
sample contrast distribution O is then recovered from the many recorded images using a
numerical treatment.
The oldest method using this structured illumination approach is scanning microscopy.
The inhomogeneous illumination is a light spot obtained by focusing a wave into the smallest
possible volume. This spot is then moved all over the sample. Since P (r0, r) = P (r0r) is the
illumination function produced in r when focusing on r0, the field in the image space is
M(r0, r) = [O(r)P (r0 − r)]⊗ h(r). (2.8)
One can easily show that
M(r0, r0) = O(r0)⊗ [h(r)P (r0)] . (2.9)
Equation 2.9 is the at the basis of confocal microscopy. This microscopy technique pro-
poses to focus a laser beam, thanks to a microscope objective, on a point r0 of the sample, and
to detect through the same objective the light radiated by the same point. This technique
exhibits an effective point-spread-function heff = hP and an effective Transfer Function
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h˜eff = h˜⊗ P˜ . Further improvements can be obtained by collecting the whole light informa-
tion of Eq. 2.8 [111–113] or by diminishing the size of the probing function P , in shaping the
incident beam [114, 115], using non-linear contrast mechanisms [116], or near-field evanescent
waves at the surface of nano-structured substrates [103, 117–120].
A second important implementation of the structured illumination principle is the inho-
mogeneous probing functions. The sample is not scanned by a spot but illuminated succes-
sively under many different illumination patterns Pn. This wide-field approach requires a
numerical treatment of the different images to extract a correct estimation of O. The most
classical illumination pattern is sinusoidal [108, 121]: Pn(r) = 1 + cos(K · r + φn), where K
is the vector of the sinusoidal pattern and φn is a phase that has to be different for each
illumination. This pattern is usually obtained via the interference of two coherent collimated
beams. In this case, the Fourier transform of the images Mn = (OPn)⊗ h fullfills
M˜n(k) =
[
O˜(k)⊗
(
δ(k) +
1
2
exp(iφn)δ(k + K) +
1
2
exp(−iφn)δ(k−K)
)]
h˜(k)
=
(
O˜(k) +
1
2
exp(iφn)O˜(k + K) +
1
2
exp(−iφn)O˜(k−K)
)
h˜(k)
= M˜0n(k) + exp(iφn)M˜
+
n (k) + exp(−iφn)M˜−n (k) (2.10)
It is clear that M˜0n(k) = O˜(k)h˜(k) is the image that would be obtained under an homogeneous
illumination and contains only the low frequencies of the object. On the contrary M˜±n (k) =
O˜(k±K)h˜(k) contains frequencies of O around the ±K frequency. Using three different φn
it is possible to separate these three components and to reconstruct O˜ in a Fourier domain
that is larger than the support of h˜. The resulting Transfer Function depends on h and
on K. The same process can be repeated for different orientations of K in order to get an
isotropic improvement.
2.5 Fluorescence
When specimens absorb and subsequently radiate light, we describe the process as photo-
luminescence. If the light emission persists for up to a few seconds after the excitation,
the phenomenon is known as phosphorescence. Fluorescence, describes an optical process in
which the molecular absorption of a photon leads to the excitation of an electron to a higher
energetic state followed by relaxation to the ground state accompanied by the emission of
another photon with a longer wavelength.
The use of the fluorescence microscope in research and lab based applications has increased
significantly alongside the development of better fluorescent markers and the new techniques
which enable more comprehensive exploitation of light for biologic imaging. These advances
include the wide-spread use of fluorescent proteins [122] and the design of new fluorophores
[123, 124] the development of wide-field fluorescence microscopy (WFFM) Techniques [125],
The laser scanning confocal microscope (LSCM) [126, 127], the two-photon fluorescence
microscopy (TPFM) [128, 129], the stimulated emission depletion fluorescence microscopy
(STED) [130, 131].
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Since excitation and emission occur at different wavelengths, it is possible to filter out the
excitation light which ensures a nearly perfect contrast. Moreover, it is possible to fix these
markers to specific targets and thus to image a specific chemical component of the sample.
When the excitation intensity received by the fluorescent marker is low, the emitted intensity
is proportional to the excitation intensity surrounding it [132]: Iout = σIext, where Iout is
the intensity emitted by the marker and Iext is the intensity of the field at the absorption
wavelength and at the position of the marker. The coefficient σ expresses the efficiency of
the marker. Ordinary fluorescent markers are a lot smaller than the resolution reachable
in optical microscopy. It is generally possible to consider a collection of markers diluted in
a sample as a continuous density. One defines the function ρ of the space position r such
that ρ(r)dr =
∑L
l=1 σl, where L is the number of marker in the small volume dr and σl
is the emission coefficient of the l-th fluorophore. However this modelling neglects three
issues. The first is bleaching that is the coefficient σ actually decreases with time. More
precisely, its decay is proportional to its emitted energy Iout [133]. the second is Blinking,
besides this decay, there is a quick fluctuation of σ versus time. This fluctuation is useful for
techniques like photoactivated localization microscopy (PALM) [134, 135] and and stochastic
optical reconstruction microscopy (STORM) [136] and is at the basis of super-resolution
optical fluctuation imaging (SOFI) [137]. The third issue is the near-field interactions: The
coefficient σ of a fluorophore is actually influenced by its surroundings [138, 139]. For
example, the emission of a single marker close to a mirror depends on its position with
respect to the mirror.
Optimal use of fluorescence microscopy requires a basic understanding of the strengths
and weaknesses of the various techniques as well an understanding of the fundamental trade-
offs of the variables associated with fluorescent light collection [140].
2.6 Turbid media
Imaging an object embedded in turbid media tissue is a fundamental topic for microscopy.
Due to the multiple scattering effect in a turbid medium Fig. 2.2, the standard microscopic
imaging theory, based on diffraction, is not necessarily applicable. Turbid media always
exhibits complex characteristics as it has complex structures and is composed of various
components. Usually, it shows a multiple-layer structure rather than a single-layer structure
and consists of multiple sizes of scatterers rather than a single size. Furthermore, an inhomo-
geneous feature may exist because of the aggregation effect of the scatterers. Such structural,
size, or aggregation features from turbid media will greatly influence images under a micro-
scope. Research work in this field can be classified into two categories: transillumination
imaging, in which case a parallel beam probe is used [141–145] and microscopic imaging,
in which a microscopic objective is used for illumination [146–151]. An object embedded
in a turbid medium is illuminated by an objective lens of a range of the illumination an-
gle. The optical signal in each direction is made of two parts; the light scattered by the
embedded object, the wanted signal, and by the scattering medium surrounding the object,
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Figure 2.2: Examples of microscopic scattering through free space (no scattering medium), a low scattering
medium and a turbid medium
an unwanted noise. Even if statistical analysis of scattered photon distributions shows that
scattered photons still carry information about embedded objects [148, 152], the result of
using an illumination objective (the two parts of the signal superpose each other) degrades
the image quality.
A number of approaches have been proposed to obtain useful images through significant
depths of a turbid medium. The currently available methods to selectively suppress the
scattered photons based on the properties (denominated gating methods) are time-gating
[153], which relies on the utilization of an ultrashort pulsed beam, coherence-gating [154],
which relies on the degree of coherence of photons, polarization-gating [144], which relies
on the polarization-state of photons, and angle-gating [155, 156], which relies on the path
deviation of the scattered photons. Although all of these gating mechanisms can be employed
in any imaging system, the efficiency of these methods depends on a particular imaging
system. Transillumination imaging systems which use a parallel beam probe can give images
of millimeter resolution [157, 157]. To obtain an image of micrometer resolution, a microscope
objective is necessary. In this case, time-gating may become less efficient due to the large
range of illumination angles. However, angle-gating, polarization-gating, coherence gating,
and fluorescence-gating are important in microscopic imaging.
In addition, the use of an objective leads to a focal region of an intensity that is high
enough to produce nonlinear excitation such as two-photon excitation [158]. Because the
strength of the nonlinear signal is mainly determined by the ballistic photons, any nonlinear
excitation process under a microscope can be used to suppress scattered photons, which
results in a unique nonlinear-gating mechanism in microscope imaging through turbid media
[159].
However, using an objective lens in a microscopic imaging system raises the question of
which numerical aperture of an objective is suitable for imaging [148]. According to the
imaging theory based on Born’s approximation, which ignores the multiple scattering in
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Figure 2.3: Schematic diagram of a collimated beam propagating through a turbid medium and spatial filter.
From [160].
a turbid medium, a high numerical aperture objective lens can provide high diffraction-
limited resolution [161–163]. Born’s approximation is applicable to the case in which the
optical thickness n, defined as the thickness of a turbid medium divided by the scattering
mean free path length, is less than one. On the other hand, a low numerical aperture
objective can suppress scattered photons that statistically travel at high angles (see Fig.
2.3). Both arguments are based on the assumption that ballistic light is dominant in forming
an image. When a turbid medium is thick, e.g., when n > 10, the strength of the unscattered
light/photons may be too weak to be detected, particularly in the presence of detector noise.
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Chapter 3
Miniaturized photogenerated
electro-optic axicon lens
Gaussian-to-Bessel beam conversion
In the article ’Miniaturized photogenerated electro-optic axicon lens Gaussian-to-Bessel beam
conversion’ published in Applied Optics 56, 10 (2017), we experimentally demonstrate an
electro-optic Gaussian-to-Bessel beam-converter miniaturized down to a 30× 30µm pixel in
a KLTN paraelectric crystal. The converter is based on the electro-optic activation of a
photoinduced and reconfigurable volume axicon-lens achieved using a pre-written photore-
fractive funnel space-charge distribution. The transmitted light beam has a tunable depth
of field that can be more than twice that of a conventional beam with the added feature of
being self-healing.
3.1 Introduction
A standard pixel in an image is generated by electro-optically or mechanically switching on
and off a micrometric spot of light. This spot will naturally diffract causing a projected
image to lose its resolution already after fractions of a meter for commercial 15× 15 µm sin-
gle element matrices [164]. Although diffractive spreading is minimum for laser light, where
each single pixel can ultimately be made to generate diffraction-limited Gaussian beams, it
simply can never be eliminated as long as spots are used [22, 165].
We here demonstrate a Bessel-pixel (see Fig.3.1(a)), an electrically activated tapered
fiber index of refraction pattern in a paraelectric crystal capable of converting on com-
mand a Gaussian beam into a Bessel beam. The converter is based on miniaturized tunable
axicon-like structures [166–171] that can form a basic building block for a wholly alternative
image projection technology in which each single pixel of an image is carried in space by
non-diffracting Bessel beams [172, 173]. The technique allows a lateral 30×30 µm miniatur-
25
Miniaturized photogenerated electro-optic axicon lens Gaussian-to-Bessel beam conversion
ization with a low-voltage nanosecond response scalable into arrays [174–181]. Bessel beams
also find applications in light sheet microscopy [182], in optical trapping [183] in imaging
in refractive index inhomogeneity [184] and to induce optical lattices in nonlinear media
[185]. They attract growing interest, for example at terahertz [186] and microwave [187]
wavelengths, or in innovative schemes, such as in an achromatic optical regime [188]. They
have been also successfully studied for holographic optical data storage application [189].
3.2 Theory
Gaussian-to-Bessel conversion is achieved using an electro-optic volume index of refraction
pattern ∆n that is photoinduced in a writing stage. In distinction to conventional spatial
soliton studies in photorefractive crystals, where self-focusing compensates diffraction [190],
here we produce a shrinking tapered shape Fig.3.1(b) [168] so as to mimic the phase modula-
tion produced by an axicon lens. The pattern, a biomimetic reproduction of tapered retinal
glial-cells [191], depends on the applied bias field Er through the relationship [166, 192]
∆n(Y ) = ∆n0 · (1/Q+ Y − 1)2 · exp(−2τQ), (3.1)
where Y = Er/EW , EW is the field used to photoinduce the axicon, Er is the field used to ac-
tivate the axicon in the reading stage, Q = 1+IW (x, y, z)/Ib, IW (x, y, z) is the intensity distri-
bution used to photoinduce the pattern, and Ib is the homogeneous background illumination.
The response is fixed by the parameters (∆n0, τ), where ∆n0 = −(1/2)n3b20(r(T )−1)2g11E2W ,
nb is the unmodulated crystal index of refraction, 0 the vacuum permittivity, r(T ) the tem-
perature dependent low-frequency dielectric constant, g11 the appropriate quadratic electro-
optic coefficient, τ = te/td, where te is the duration of photoinduction process and td is the
dielectric relaxation time [193]. In the Fig.3.1(b) we show the results of simulation based on
the theories described above. Particularly the calculated index of refraction pattern ∆n for
the reversed bias Y = −0.6 and its effect on the intensity distribution I of an input Gaussian
laser beam, for conditions that reflect the experiments described below. However, compar-
ison to experimental results can only be performed for the transmitted light distribution
(see below) as the beam inside the volume leads to negligible lateral scattering and is hence
unobservable. The actual properties of the Gaussian to Bessel conversion are hence fixed by
the photoinducing beam, ∆n0, τ, Lz and Y . Limits to the achievable beams are dictated by
anisotropy in the response and charge diffusion that arise to disort the index of refraction
pattern in conditions of strong diffraction for small writing input FWHM [194].
3.3 Experimental
The Bessel pixel is demonstrated with the setup illustrated in Fig.3.1(c). A Gaussian light
beam from a He-Ne laser operating at λ ' 633nm is expanded and appropriately attenuated,
focused (input intensity Full-Width-at-Half-Maximum FWHM = 7.5µm and power Pr =
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Figure 3.1: (a) A schematic of light encoded by the Bessel-pixel. (b) Simulated Bessel-pixel refractive index
pattern ( numerical prediction from Eq. (3.1)) (top panel) and corresponding simulated Gaussian-to conical
beam conversion (bottom panel). Electro-activation causes the funnel waveguide to anti-guide [167] and the
Gaussian beam forms a donut-like diffraction. (c) Sketch of the experimental setup. (d) Comparison of the
theoretical (top) and experimental (bottom) output intensity distribution for Y = 0 (OFF) and Y = −0.6
(ON). Observed diameter of the output donut is 20 µm and ratio between the peak intensity and intensity
of the center for the beam (estimated neglecting the lateral lobe due to the bias electric field [194]) is 3.2.
Note the lateral lobes (not present in the simulation) in the intensity pattern caused by the anisotropy in
the space-charge distribution [194, 195]. Anisotropy can be reduced by reducing the exposure time and/or
increasing the transverse size of the pattern.
800nW ) onto the input facet of a sample of Lx = 1.8mm × Ly = 2.2mm × Lz = 1.7mm
potassium-lithium-tantalate-niobate (KLTN) kept at T = 22◦C (above the sample Curie
temperature TC = 16
◦C). The beam is polarized parallel to the x axis and parallel to
the applied external field E achieved delivering a constant voltage signal onto two silver
electrodes on the x-facets, and pixel operation is monitored using a CCD. A closer view of
the crystal is reported in Fig.3.1(a) for both Bessel Pixel non activated (left) and activated
(right), illustrating the focused laser beam IR (red) and the funnel index pattern ∆n(Y )
inside the sample (green). An imaging lens and a CCD camera is used to collect the beam
intensity profiles, as shown in Fig.3.1(d) for two paradigmatic cases that we term ON (Y =
−0.6, Er = −1.7kV/cm) and OFF (Y = 0, Er=0) states. In our setup, nb = 2.23, g11 =
0.14m2C4, EW = 2.8kV/cm, IW (x, y, z) is the same He-Ne beam with higher intensity
(P = 10µW) and focused onto the output facet of the sample heated to 32◦C (to achieve
the shape of Fig.3.1(b), Ib ' 5 · 103 W/m2 (20 times smaller than the input peak intensity
of IW ), te ' 390 s and td ' 180 s. As reported in the profiles of Fig.3.1(d), the output
intensity distributions for the two field conditions have regions of negligible overlap so that
an appropriate mask can allow the pixel to act at once as a Bessel-beam generator and
intensity modulation (not reported here).
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Figure 3.2: Sequences (a) show the observed intensity distribution for the Bessel beam (corresponding to
the ON state - top) and for the unmodulated Gaussian beam (OFF state - bottom) in different propagation
planes. (b) Bessel beam FWHM (white crosses) compared to the theoretical Gaussian diffraction (orange
line). We note that the use of the FWHM is meaningful only when the beam maintains a bell-like shape
and breaks down for z > 0.5 mm. Also note that Bessel beam is compared to a theoretical Gaussian beam
of 6 µm m because the Bessel beam has a central lobe that is smaller than the unmodulated Gaussian
beam. Intensity profiles of the beam in the ON (white) and OFF (green) condition for (c) the z = 0 and (d)
z = 400µm plane.
Evidence of enhanced depth of field
To evaluate the depth of field, in Fig.3.2(a) we compare the intensity distribution of the
transmitted beams in the ON (top) and OFF (bottom) condition for different planes in
proximity of the back focal plane. In the ON condition (Fig.3.2(a) top), the pixel generates
a central lobe with a FWHM of 6 µm that remains approximately constant even after
2.5 Rayleigh lengths, in sharp contrast to the diffraction of a corresponding 6 µm FWHM
Gaussian solution (see the plot in Fig.3.2(b)). In the OFF condition and without the annular
mask enacting intensity modulation, the pixel generates a wider and diffracting 7.5 µm spot
(Fig.3.2(a) bottom).
Evidence of self-healing
A second useful property of Bessel beams is their ability to recover their original shape and
intensity when propagate through an obstacle [196], a feature commonly called self-healing.
To test the effect we compared beam transmission with and without a dust particle along its
path 6 mm before the focal plane, deposited on an appropriate glass surface (see Fig.3.3).
When the funnel is deactivated so as to generate a standard Gaussian beam (Y = 0, bottom
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Figure 3.3: Self-healing. (a), (b), (c) and (d) show, respectively, the intensity distribution of a Gaussian beam
(Y = 0) for free propagation, for obstructed propagation, and the behavior of a Bessel beam (Y = −0.6)
again for free and obstructed propagation. Distances are referred to the plane of the obstacle along the
optical path. Plots (bottom) show the normalized peak intensity along the propagation (e) for a Gaussian
beam (Y = 0) and (f) for a Bessel beam (Y = −0.6) both in the case of free (red line) and obstructed
propagation (dashed blue line).
OFF condition of Fig.3.2(a)), comparing the solution at the same propagating distance
with (Fig.3.2 row (b)) and without (Fig.3.2 row (a)) the dust particle we can see that the
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obstructing particle distorts the beam, whereas in the case of an activated pixel (Y = −0.6,
top ON condition of Fig.3.2(a)), the Bessel-like pattern is rapidly recovered (see Fig.3.3(c)-
(d)). Self-healing not only affects the shape but also for the intensity of the central lobe,
that in the ON case is recovered (see Fig.3.3(e)-(f)).
3.4 Discussion
Finally, Bessel-Gauss beams are characterized by the maximum propagation distance, which
varies with the focal of the Fourier lens [6]. In our study we found zmax ' 900µm that is
' 3.5 times the Rayleigh length of a Gaussian beam with a FWHM equal to that of the
central lobe, see Fig.3.2(b).
We note that, in distinction to previous studies on self-focusing and self-defocusing in
photorefractive and photogalvanic crystals [197], our approach does not involve self-action
and beam nonlinearity, since when the beam causes the space-charge field the electro-optic
effect is negligible, whereas when the electro-optic effect is made to affect propagation, the
light-induced changes in the space-charge are negligible [168]. In our experiment, we show
that the intensity of the beam is unaffected by the presence of the dust obstacle compared
to the case of a Gaussian beam.
We have demonstrated a method to transform an input Gaussian-like field into a non-
diffracting Bessel-like solution at the pixel level using a reconfigurable photoinduced axicon
that allows a potentially fast and low-voltage volume integration into solid-state arrays. The
effect involves a volume distributed conversion that, compared to conventional axicon-lens
schemes, also avoids the unwanted scattering caused by manufacturing imperfections at the
tip [198]. In our experiments, the beam generated possess all the properties of Bessel-Gauss
beams, we find an increased depth-of-field and a signature self-healing property of the pixel
beam.
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Diffraction-free light droplets for
axially-resolved volume imaging
This chapter discusses the results of the article ’Diffraction-free light droplets for axially-
resolved volume imaging’ published in Scientific Reports 7, 17 (2017). We present non-
diffracting light fields generated by the superposition of multiple Bessel beams, that produce
an interference pattern along the propagation direction. We then focus our attention on
how to use the effective finite depth of focus produced by the interference for fluorescent
microscopy and for imaging in turbid media.
4.1 Introduction and Motivation
Light in inhomogeneous systems is strongly distorted because of the combined action of
diffraction and scattering [199, 200]. The effects of diffraction can be arbitrarily reduced
through nonlinearity [201, 202], to increase spatial resolution [203] and to allow light beams
to penetrate deeper inside a turbid sample, but this at the expense of using specific materials
in specific conditions. Airy beams [204, 205] and Bessel beams [172] are linear solutions of the
Helmholtz Equation that are both non-diffracting and self-healing, features that make them
naturally able to outdo the effects of penetration into a turbid volume. Pure Bessel beams
result from the interference of a set of plane waves whose wave vectors form a cone [172],
and their experimental realization, in the form of Bessel-Gauss beams [173] has been studied
for material processing [206, 207], and optical tweezing [208, 209]. Their use in imaging was
explored for light sheet microscopy [210], light field microscopy [211], for imaging in turbid
systems [212], to enable imaging of live-cell dynamics [182], zebrafish embryos [213], and
neuronal activity [214]. Ironically, it is this very non-diffracting nature with its enhanced
penetration that makes them unsuitable for imaging in basic schemes, where their elongated
dept of focus naturally washes out axial resolution along the propagation axis.
We demonstrate diffraction-free self-healing three-dimensional monochromatic light spots,
what we term ’light droplet’. The droplets are able to penetrate deep into the volume of
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a sample, resist the effects of turbidity, and offer axial resolution comparable to that of
Gaussian beams. The fields, formed from coherent mixtures of Bessel beams, have a dis-
crete distribution of phase-velocities along the propagation axis. We show that light droplets
manifest a more than ten-fold increase in their undistorted penetration, even in turbid milk
solutions, compared to diffraction-limited beams. In a scanning fluorescence imaging scheme,
we find a ten-fold increase in image contrast compared to diffraction-limited illuminations,
and a constant axial resolution even after four Rayleigh lengths. Results pave the way to new
opportunities in three-dimensional microscopy, where fast volume imaging can be achieved
without the need of optical sectioning.
4.2 Experimental methods
In our experiments, we achieve non-diffracting light fields with an effective finite depth of
focus, comparable to that of a Gaussian beam. The apparently counterintuitive property
emerges in the form of a non-diffracting spatial sequence of three-dimensional spots of light,
that we term light droplets.
To describe the basic idea behind the droplets (more theoretical details in 4.3), we recall
that a zeroth-order Bessel beam is formed by the monochromatic superposition of plane
waves that propagate at a fixed angle θ with respect to a given axis zˆ. Since the waves share
the same wavevector component k‖ = k · cos θ, where k =
√
k2‖ + k
2
⊥ = 2pi/λ and λ is the
wavelength, there are no phase shifts along the axis between the interfering plane waves.
This gives the beams a z-invariant filed distribution
E(ρ, z) = J0(k⊥ρ) exp(jk‖z), (4.1)
where J0 is the zeroth-order Bessel function and ρ =
√
x2 + y2 is the distance from the beam
axis in the transverse x, y plane. To introduce z-dependence but preserve the diffraction-free
and self-healing properties, we superimpose n coaxial Bessel beams, each with a distinct
value of θi (i = 1, ..., n). The result is the interference light-droplet structure
I(ρ, z)n = J0(k⊥ρ)2
∣∣∣∣∣
n∑
i=1
exp (jk cos θi · z)
∣∣∣∣∣
2
. (4.2)
Figure 4.1 shows a schematic of the principle behind our light droplets (Fig. 4.1a) and a
diagram of the optical setup for a droplet structure with n = 2 (Fig. 4.1b). The laser beam
(150 mW, 532 nm) was expanded at a magnification of 40x to illuminate a transmissive SLM
(Holoeye, LC2012), which had a pixel pitch of 35 µm and a fill factor of 56%. To set the
SLM in amplitude mode, the polarization of the incident laser was set at 45◦ to the yˆ axis
by a λ/2 wave-plate, and a crossed analyzer was placed after the SLM. A spherical lens of
f = 200 mm focal length was placed next to the analyzer to perform a Fourier transform of
the amplitude beam distribution. With a Gaussian beam illumination, this gave a minimum
32
4.2. Experimental methods
obstacles
Zmax
Figure 4.1: Schematic of a light droplet illumination in contrast with a standard Gaussian configuration
(a). A Gaussian beam can illuminate a single voxel at different depths in a sample volume through lenses of
different focal lengths. In turn, light droplets are periodic structures which enable a localised illumination
along the whole optical axis. Optical setup diagram (b). A binary mask (c) displaying two concentric annuli
of different diameters is generated on the SLM. This operates in amplitude mode through a λ/2 plate and
a crossed analyser (A). The resulting field distribution gives rise to two co-propagating Bessel beams of
different k-vectors (d). The beams are recorded through a 20x objective lens and a CCD camera. Transverse
intensity distributions at three different positions along a period of Λz = 4 mm (e).
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beam waist of w0 = 24.2µm and a Rayleigh length of zR = 3.5 mm. To obtain a single
Bessel beam, a single ring of r1 = 1.7 mm diameter and 150 µm width was displayed on the
SLM, whereas for two Bessel beams a second ring of r2 = 5.7 mm diameter was added to
the mask, as shown in Fig. 4.1c, these determining the corresponding θi and the associated
k-vectors (Fig. 4.1d). The optimal beating between three Bessel beams was obtained by
adding a third ring of r3 = 8.1 mm diameter to the SLM mask. The droplet field is now
generated using a spherical lens that performs a Fourier transform of the field distribution
at the pupil plane where two co-propagating Bessel beams with θ1 6= θ2 beat along the zˆ
axis.
All beams were imaged by a 20x objective lens (Olympus, UplanS) and a CCD camera
(Thorlabs, DCC1545M) translating both along the zˆ direction to maintain a constant magni-
fication of the beam profile, with an equal data acquisition time in each set of measurements.
Three dimensional profile reconstruction was performed by translating the imaging system
constituted of both objective lens and CCD camera by a mechanical stage with step size of
200 µm.
Three planes are reported in Fig. 4.1e showing how the central light spot turns dark and
bright along the zˆ axis as a result of the destructive and constructive interference between
the two beams (the sequence of droplets). The annulus radii r1 and r2 of the mask and the
numerical aperture (NA) of the Fourier lens ultimately dictate the propagation angles θ1
and θ2 of the interfering wavefronts, which in turn sets the dimension and the period length
of the light droplets in the zˆ direction to Λz = 2λ/[cos(θ2)− cos(θ1)].
4.3 Propagation in free space
Here we investigate the properties of our three-dimensional drops of light by comparing them
experimentally with Gaussian and Bessel beams. Results clearly show the non-diffracting
property of light droplets and their effective finite depth of focus, comparable to that of a
Gaussian beam.
Fig. 4.2 reports the beam intensity profiles along the zˆ axis for a Gaussian beam and differ-
ent light-droplet realizations. Distances are normalised to the Rayleigh length zR = pinw
2
0/λ,
with n being the refractive index and w0 being the minimum beam waist of the Gaussian
beam at the focal plane. In Fig. 4.2a the beams were obtained using a Gaussian mask, a
single annulus (n = 1), two annuli (n = 2), and three concentric annuli (n = 3). Unlike
the diffracting Gaussian beam, which diverges after the focal plane of the Fourier lens, the
Bessel beam propagates along the optical axis with a constant width of the central peak.
Diffraction-free light droplets arise from the interferometric beating of co-propagating Bessel
beams for n > 1. Fig. 4.2b reports the x-y integrated intensity distribution of the beams
along the zˆ axis. Light droplets in the n = 3 case show a more localized profile in zˆ compared
to the n = 2 case, as expected from the three wave interference. For a fixed sample thickness
and experimental scenario, a sufficiently high value of n will, in principle, give rise to a single
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Figure 4.2: Top view (a) and axial intensity profile (b) of Gaussian, Bessel beams (n = 1) and light droplets
obtained with a double (n = 2) and a triple annular (n = 3) mask respectively. Whereas the Gaussian beam
diverges after the lens focus, both Bessel beam and light droplets are shown to be non-diffracting.
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Figure 4.3: Experimental data of the normalised beam intensity and their theoretical prediction (full curves)
in the case of a simple Bessel-Gauss beam (n = 1) (blue circles), two Bessel-Gauss beams (n = 2) (red
circles) and three Bessel-Gauss beams (n = 3) (green circles).
diffraction-free light droplet.
Fig. 4.3 illustrates the normalised peak intensity of a Gauss-Bessel beam and light droplets
(n = 2, 3) measured along the zˆ direction. The data shows good agreement with our theo-
retical predictions. In particular
Ei(ρ, z) = A
w0
w(z)
exp
{
i
[(
k − k
2
⊥
2k
)
z − Φ(z)
]}
×J0
[
ρ k⊥
i z
zR
+ 1
]
exp
[(
i k
2R(z)
− 1
w2(z)
)(
ρ2 +
k2⊥z
2
k2
)]
(4.3)
is the field distribution of a Bessel-Gauss beam [173], with A being an amplitude factor,
w(z) = w0
√
1 + (z/zR)2 the beam waist along the propagation, R(z) the radius of curvature
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of the beam wavefronts and Φ = tan−1(z/zR) the Gouy phase shift. Equation 4.3 generalizes
both Gaussian and Bessel field solutions, where E1(r, z) reduces to a Gaussian field for θ = 0,
and to a Bessel field for w0 = 0.
Experimental data in Fig. 4.3 was fitted using the intensity distribution given by I(r, z) =
|∑ni=1Ei(r, z)|2, where n = 1 reduces to the standard case of a Bessel-Gauss beam, and
n = 2, 3 gives solutions for the light droplets.
4.4 Droplet in fluorescence microscopy and turbid media
Most of today’s imaging technologies rely on the use of fluorophore molecules to have high
specificity and high contrast of the specimens against the background. In this section we
experimentally demonstrate how droplet illumination can be used in combination of fluo-
rophores and their ability to penetrate in the volume of biological specimens. Thus fulfilling
basic requirement to generate three-dimensional images.
In Fig. 4.4a,b we demonstrate the use of light droplets to excite and detect fluorescent
molecules typical of most imaging schemes. We measured the fluorescent emission given by
the Rhod-2 fluorescent dye labelling a thin glass layer. In Fig. 4.4a we report the resulting
fluorescent signal given by both Bessel beam and light droplet illuminations along the optical
axis. The labeled glass layer was first imaged at the CCD plane and then translated along
the zˆ direction together with both objective lens and CCD camera to maintain a constant
magnification during the scan. A long pass filter was placed at the detector plane to reject all
the incident light transmitted by the glass and to detect only the fluorescent signal emitted,
which had a central wavelength at approximately 581 nm.
In Fig. 4.4c,d we demonstrate droplet self-healing in strongly scattering liquid volumes.
We report the intensity distribution of light droplets compared to simple Bessel beams in
water-milk solution at concentrations that simulate real biological tissues (water-milk scat-
tering is similar to that of intralipid solutions in the range of 1% and 10%)[215]. All beam
profiles were taken along the propagation in a glass cuvette of 10 mm length filled with the
scattering liquid. Despite an increasing noise level due to the dynamics of lipid droplets close
the object plane, both Bessel beams and light droplets maintain equal shape and size as the
milk concentration increases.
Droplet for imaging system
In this last experiment we use light droplets in a standard confocal imaging system (Fig.
4.5). We report a set of images acquired in transmission mode with both Gaussian and
droplet illuminations. In particular, a customized fluorescent sample was scanned in the xˆ
and yˆ directions across the three different z-planes illustrated in Fig. 4.5a. As expected,
both Gaussian and droplet images show equal contrast at the focal plane of the illumination
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Figure 4.4: Top view (a) and axial intensity profile (b) of the fluorescent signal given by the light droplet
illumination. A thin glass layer labeled with Rhod-2 fluorescent molecules was used as a sample. To
maintain a constant magnification, the glass layer was translated along the zˆ direction together with the
imaging system. As expected, the fluorescent signal reproduces the illumination profile. Top view (c) and
axial intensity profile (d) of light droplets in water-milk solutions at different concentrations. The beams are
shown to be immune to scattering as result of their self-reconstruction property.
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Figure 4.5: Top view of the droplet intensity distribution and contour (red dashed) lines of a focused Gaussian
beam (a). A set of images were acquired at three different z-positions along the illumination axis (b). Images
acquired at the focal plane (z = z1) with both Gauss and droplet illuminations exhibited equal contrast.
However, as the sample was axially displaced from the focal plane, the contrast given by the Gaussian
illumination rapidly dropped to zero, whereas the droplet illumination gave a decrease (z = z2) followed by
a 10x-increase (z = z3) in the image contrast, the manifestation of the droplet axial-localization.
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lens (z = z1), as shown in Fig. 4.5b. Images obtained with the Gaussian beam illumination
exhibit the natural sharp diffraction-induced decrease in the imaging contrast as the sample
is axially displaced from the illumination focal plane. In turn, the images acquired with
the droplet illumination exhibited a significantly reduced contrast nearby the local droplet
minimum (z = z2) followed by a sharp increase at z = z3, where the signal-to-noise-ratio
was measured to be more than 10-fold higher than that given by the Gaussian illumination.
Unlike Bessel beams, the finite depth of field of the droplets provides a high z-localization
in deep regions of a sample.
4.5 Conclusion
Our results demonstrate that light droplets allow selective multi-point 3D localized illumina-
tion inside turbid volumes. Ideally, mixing more Bessel beams (n > 3) can lead to stronger
axial localization, this at the expense of a more complex mask. Axial localization is a key
factor in 3D fluorescence microscopy, where it provides higher imaging contrast given by a
more efficient photon balance along the optical axis and minimizes background noise outside
the excitation region, which in turn limits the photobleaching of the fluorescent molecules
at a minimal level. Furthermore, results demonstrate that the droplets are self-healing in
turbid liquids, a feature that can partially overcome diffusive scattering typical of biological
tissues, potentially allowing in vivo imaging of thicker, more densely populated fluorescent
specimens in a backscattering configuration. A ten-fold increase in the imaging contrast and
a higher axial localisation were demonstrated in a fluorescence imaging scheme.
Since the amplitude distribution in the Fourier space ultimately sets the location of the
droplets, motionless scanning data acquisition of three dimensional images can be achieved
streaming sequential annular patterns on a fast SLM. Droplet scanning could, for exam-
ple, be implemented when the activity of a complex three-dimensional neuronal network is
investigated, where single neurones could be selectively activated without the need of me-
chanical movements. Furthermore, temporal switching between single light droplets could
be obtained from the beating of multiple Bessel beams generated by light sources of slightly
different wavelengths.
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Chapter 5
Self-suppression of Bessel beam side
lobes for high-contrast light sheet
microscopy
An ideal illumination for light sheet fluorescence microscopy entails both a localized and
a propagation invariant optical field. Both Bessel beams and Airy beams satisfy these
conditions, but their non-diffracting feature comes at the cost of the presence of high-energy
side lobes that notably degrade the imaging contrast and induce photobleaching. This
chapter discusses the results of the article Self-suppression of Bessel beam side lobes for
high-contrast light sheet microscopy. We demonstrate the use of a light droplet illumination
whose side lobes are self-suppressed by interfering Bessel beams of specific k-vectors. Our
droplet illumination (see previous chapter 4) readily achieves a 50% extinction of the out-of-
focus light, providing a more efficient energy localization and an increased imaging contrast
obtained in a standard light sheet microscope. This work is currently under revision in
Optica (OSA).
5.1 Introduction
One of the main challenges in optical imaging is enabling a high spatiotemporal resolution
while providing an efficient light distribution across the samples. Whereas the finite numeri-
cal aperture (NA) of lenses imposes a limit on the achievable spatial resolution, the geometry
that is used to illuminate and collect light from a sample balances the light distribution effi-
ciency. Standard wide-field microscopes, for example, employ a collimated beam of light to
illuminate a sample in either reflection (epi) or transmission mode. This results in a poor
contrast due to the amount of out-of-focus light distributed across a sample and collected by
the system. In scanning confocal microscopy, this problem has been overcome by the optical
sectioning capability enabled by the use of spatial filters that match the size of the system
point spread function (PSF) placed at the object conjugate plane [216]. Nevertheless, besides
a relatively low temporal resolution, confocal schemes involve extended out-of-focus volumes
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Figure 5.1: a) Schematic of the experimental setup. An expanded laser beam was modulated by an SLM
and focused by an objective lens (Oill) of NA= 0.25. Fluorescence light was collected by a second orthogonal
objective (Ocol) of NA= 0.35 and a tube lens L3, and detected by a CCD camera. Li lenses; λ/2 half-wave
plate; P linear polarizer; F bandpass filter. b-c) A set of amplitude binary masks composed of two concentric
rings of inner and outer radii, r2 and r1 respectively, and thickness dr displayed by the SLM.
within the sample to be fully illuminated, in turn potentially inducing sample photodamage
[217].
An efficient method to enable rapid, high-contrast, volumetric imaging with minimal
sample exposure is given by light sheet microscopy [218, 219]. This method involves two or-
thogonal objective lenses that separately perform the excitation and the detection of sample
fluorescence. In particular, the sample is illuminated with a thin sheet of light and the emis-
sion is collected along the axis perpendicular to the plane of illumination, thus providing a
transverse and axial resolution imposed by the the product of the illumination and collection
PSFs [220–223]. Light-sheet microscopy [224–226] is particularly suited for imaging deep in
transparent tissues or in whole organisms [227] at high acquisition rates and can reach a spa-
tial resolution up to 150 nm using structured illumination [228]. Given the high collection
efficiency and the improved photon balance within the samples, specimen photobleaching
and phototoxicity are minimized compared to wide-field or confocal microscopy.
A major limitation in light sheet microscopy is given by the rapid divergence of the
light sheets involved when focusing conventional Gaussian beams, which in turn limits the
achievable field of view and leads to image artefacts across the edges. To overcome this limit,
diffraction-free beams, such as Bessel beams [182] and Airy beams [229], have seen extensive
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use in light sheet microscopy because they exhibit a theoretically infinite depth of focus. As
such, these beams can generate a non-diverging sheet of light, but this comes at the cost of a
considerable amount of background light that spreads out of the object plane. Bessel beams
are indeed characterized by an intensity distribution described by a Bessel function of the
zero-th order, which is composed of a central peak of high intensity followed by high-energy
side lobes, which significantly affect the imaging contrast and increase sample phototoxicity
[222, 228].
Here we demonstrate the application in light sheet microscopy of a diffraction-free light
droplet illumination [6] (chapter 4) that manifests a self-suppression of the high energy side
lobes. Light droplets are recently demonstrated non-diffracting beams of light of finite depth
of focus that are obtained interfering multiple co-axial Bessel beams. Similarly to previous
approaches proposed for material processing [230, 231], our method exploits interference of
a set of plane waves whose k-vectors lie on two different co-axial cones. In particular, to
theoretically study the phenomenon, we perform the Fourier transform of two concentric
annular sources whose aspect ratio provides the maximum confinement of light along the
main peak and cancel the unwanted side lobes through a selective destructive interference.
Our droplet illumination is demonstrated to significantly reduce the undesired out-of-focus
light contribution with respect to that given by standard Bessel and Airy beams, resulting
in an enhanced imaging contrast.
5.2 Experimental methods
Fig. 5.1a shows a schematic of the optical setup. The wavefront of an expanded collimated
laser beam (λ = 532 nm) was modulated by a spatial light modulator (SLM, Holoeye LC2012)
that operated in amplitude mode by an appropriate rotation of the input linear polarization,
which was set at 45◦ with respect to the yˆ axis using the λ/2 waveplate. A linear polarizer
was placed next to the SLM with the axis parallel to the y direction. The amplitude masks
displayed by the SLM (Fig. 5.1b-c) consisted of concentric annular distributions of fixed
outer radius (r1) of thickness dr and varying inner radius (r2). An objective lens (Olympus
Plan N 10X) of NA= 0.25 was used to perform a Fourier transform of the modulated annular
fields and to generate the light droplet illumination. The fluorescent signal from the sample
was collected by a second objective lens (Zeiss LD A-Plan 20x Ph1 M27) of NA= 0.35 and
a tube lens (Thorlabs TTL200). A bandpass filter (Thorlabs FELH0550) was used to select
only the fluorescent signal, which was detected by a CCD camera (Photometrics CoolSNAP
HQ2).
To find the aspect ratio r2/r1 that provides the maximal energy confinement, we consid-
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ered the generic electric field describing a zero-order Bessel-Gauss beam [172, 173, 232]
E(r′, z, θ) = E0
w0
w(z)
exp
[
i
((
k − kr(θ)
2
2k
)
z − Φ(z)
)]
×J0
[
r′kr(θ)
iz
zR
+ 1
]
exp
[(
ik
2R(z)
− 1
w2(z)
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r′2 +
kr(θ)
2z2
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(5.1)
where J0 is a Bessel function of the first kind and zero order, r
′ =
√
x2 + y2 is the radial
coordinate, kr(θ) = k sin(θ) and kz(θ) = k cos(θ) are the radial and longitudinal wavevectors
respectively (being k = |k| = √kr(θ)2 + kz(θ)2 = 2pi/λ and θ = atan(r/f) the angle between
the wavevector and the propagation axis), zr = pinw
2
0/λ is the Rayleigh length, w0 is a
measure of the width of the Gaussian term, w(z) = w0
√
1 + (z/zr)2, R(z) = z/(1 + z
2
r ) is
the radius of curvature of the beam’s wavefronts and Φ(z) = tan−1(z/zr) is the Gouy phase
shift. Thus, the total optical power distributed along the droplet side lobes for given values
of θ1 and θ2 is given by
P =
∫ ∞
r′min
2pir′|E1(r′, z, θ1) + E2(r′, z, θ2)|2dr′, (5.2)
where r′min is the radial distance associated to the first minimum of the intensity pattern.
Fig. 5.2a shows a plot of the theoretical and measured droplet side lobes power (P )
with respect to the Bessel beam power (PB) as a function of the ratio r2/r1. Experimental
data was obtained varying the radius r2 of the inner annulus on the SLM and detecting the
resulting field distribution after Fourier transform. For r2/r1 close to 1, the droplet beam
profile is similar to a standard Bessel beam and the power ratio approaches to 1. On the other
hand, when r2/r1 → 0 this ratio diverges because it corresponds to the superimposition of
a Bessel beam with a plane wave. Interestingly, in the region where r2/r1 is between 0.4
and 0.8, the power in the side lobes is significantly reduced with respect to that of a Bessel
beam. The minimum was found to be at r2/r1 = 0.57, which corresponds to a theoretical
62% reduction of the off-axis light distribution with respect to the Bessel beam. It is also
notable that the amount of side lobe light within the range r2/r1 → (0.4 − 0.8) is below
∼ 50% compared to the standard Bessel beam, allowing flexibility in the choice of the optimal
aspect ratio for light sheet illumination.
Fig. 5.2b compares the theoretical 2D intensity distribution (xz plane) given by a standard
Gaussian beam and a Bessel beam with the droplet field obtained with the optimal aspect
ratio (r2/r1 = 0.57). Unlike the diverging Gaussian beam, the Bessel beam manifests an
invariant transverse profile along the propagation axis zˆ. Nevertheless, half of its total
energy is distributed along the side lobes. By contrast, our droplet illumination maintains
an extended depth of focus, ∼ 2.6 times greater than the one given by the Gaussian beam,
but provides a significantly enhanced energy confinement across the central peak without
loss in transverse resolution.
Fig. 5.3a) shows the measured intensity profiles for both a standard Bessel (top) and
a droplet beam (bottom). While the Bessel beam was obtained by Fourier transform of a
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Figure 5.2: a) Plot of the ratio between optical power of the droplet side lobes with respect to the Bessel lobe
power as a function of the ratio r2/r1. Solid line is the theoretical prediction while red dots are experimental
data. b) Top-view (xz plane) intensity profiles of a Gaussian, a Bessel and a Droplet beam as a function of
the number of Rayleigh lenghts.
single annular aperture (r1 = 1.7 mm diameter and 150µm width) displayed on the SLM,
the illustrated droplet beam resulted from the Fourier transform of two annuli in the case of
r2/r1 = 0.57, where r1 was maintained equal and the amplitude normalized to that of the
reference Bessel beam. The associated normalized radial intensity profiles for both beams
are illustrated in Fig. 5.3b). Both profiles show a central peak of comparable width. Never-
theless, the droplet beam manifests significantly lower side lobes as a result of the selective
destructive interference of two fields of slightly different k-vectors. Integrating the inten-
sity along the radial distribution of the normalized Bessel and droplet beams, we found an
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Figure 5.3: a) Representative Bessel beam obtained with a single ring of radius r1 (top) and droplet beam
with ratios r2/r1 = 0.57 (bottom). b) Measured radial intensity profile of the beams along the dashed line
together with the theoretical prediction (green line).
overall 57.9% reduction in the side lobes intensity, whilst the intensity of the first side lobes
decreased by 88%.
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Figure 5.4: Images a) and b) were obtained by a light sheet microscope using a Bessel beam and a droplet
beam illumination respectively. c) Intensity profiles along the dashed lines from a) and b). Scale bar is
20µm. Image d) maps the intensity ratio between the images obtained with Bessel and droplet illumination.
The enhanced imaging capability offered by the droplet illumination was demonstrated in
a standard light sheet microscope on a fluorescent specimen (Fig. 5.1a). This was composed
of fluorescent spheres with diameters ranging between 5 and 50µm embedded in a fixed gel
mounted on a glass cuvette. Figure 5.4 shows the images (in a log scale) obtained with a
standard Bessel beam (Fig. 5.4a) and the droplet illumination (Fig. 5.4b). The images were
acquired by scanning the sample along the yˆ direction and integrating the emitted fluorescent
signal acquired by the CCD camera. The image obtained using a conventional Bessel beam
appears with a significant background across the field of view as a consequence of the out-
of-focus-light given by the side lobes that is collected by the system. In turn, the associated
image obtained using the droplet illumination has a significantly reduced background, the
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result of the side lobes self-suppression capability of these beams. Figure 5.4c) illustrates
a line profile along a sphere captured across the image field of view, which emphasize the
enhanced contrast given by the droplet illumination. To give a measure of the background
reduction, Fig. 5.4d) illustrates the ratio between the frames obtained with the Bessel and
the droplet illuminations. This ratio is close to 1 near the fluorescent spheres and grows
elsewhere, indicating an averaged two-fold reduction of the background illumination.
5.3 Conclusion
In summary, we demonstrated that the unwanted high-energy side lobes present in common
diffractionless optical beams can be effectively suppressed by more than 50% superimposing
two co-axial Bessel beams of slightly different k-vectors. The resulting light droplet illumi-
nation provides an improved and more efficient energy distribution along the central main
peak. In light sheet fluorescence microscopy, this results in a considerably increased imaging
contrast without affecting the spatiotemporal resolution offered by a standard Bessel beam
illumination. Given the improved energy confinement, the droplet illumination can further
limit both photobleaching and phototoxicity of the fluorescent molecules that induce a sam-
ple degradation. As such, our findings pave the way to rapid, high-contrast volume imaging
of cells and tissues, heralding novel in-vivo biomedical applications.
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Chapter 6
Microscopic reversibility, nonlinearity,
and the conditional nature of single
particle entanglement
In 1935 Erwin Schro¨dinger [233] motivated by the famous paper [234] from Einstein, Podolsky
and Rosen (EPR) comment that ”Maximal knowledge of a total system does not necessarily
include total knowledge of all its parts, not even when these are fully separated from each
other and at the moment are not influencing each other at all.” and he coined the term
”entanglement of our knowledge” to describe the inconsistency between the local realism
and a quantum mechanical explanation of realty, what Einstein instead terms ”quantum-
nonlocality”. In 1964 John Bell [235] quantitatively express this violation of local realism
obtaining certain bounds (Bell inequalities) for the correlations of measurements on a two-
particle systems, that can be directly measured. During the past few decades, there has been
attempt to find circumstances in which a single particle is able to show quantum non-locality.
In this chapter we discuss the problems connected to the idea of entangling two distant
system by a single particle in various quantitative ways. We found the goal to be incompatible
with microscopic reversibility principle and we also show through detailed calculation of the
final state, how the two distant system are not entangled in such a way as to be useful
for quantum information technology (see appendix A). We also show how entanglement
requires a simultaneous local interaction between all input and output particles, so that,
on consequence of microscopic reversibility, entanglement is associated to the spontaneous
increase in the number of particles in an isolated system. Our result unveils a fundamental
limit in schemes suggesting one particle entanglement, confirms that there is no means for
a single particle to entangle two distant systems with anything close to certainty, even in
the most ideal of cases and clarifies the long standing debate on the limits of using single
photons and linear optics in implementing quantum technology.
The work is, at the present time, unpublished and it is currently under revision in Physical
Review Letters.
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6.1 Introduction
Quantum mechanics implies physical systems that manifest nonlocality, i.e., that violate lo-
cal realism [236–240]. Such systems must by definition support at least two interactions with
macroscopic measuring devices at a distance. The set of predictable results for the joint mea-
surements of two observables X1 and X2, based on local hidden-variable theories, translates
into appropriate Bell-inequalities that can be experimentally tested [241]. When these are vi-
olated, the state is said to be entangled, because in terms of the eigenstates of the two distant
measuring apparatus the wavefunction cannot be factored out, i.e., |ψ〉 6= |ψ1(X1)〉|ψ2(X2)〉.
As a consequence, since macroscopic phenomena obey local realism, entangled states allow
an extension of technology into what is termed quantum technology, simply because they
manifest effects that are impossible in the macroscopic domain. Examples of quantum tech-
nology are dense coding, teleportation, and quantum computing [242]. A fundamental issue
that has a key practical consequence consists in the possibility of generating entanglement
by means of a single particle, for example, a single photon split by a beam-splitter. If this
were possible, the important result would be that quantum technology could be designed
without the involvement of rare multi-particle interaction processes, i.e., in optics, without
non-linear optics for ultra-weak beams [243, 244].
Understandably, the issue has a long trail of arguments that dates back to the Bohr-
Einstein debate 1. Einstein was unable to put nonlocality on physical footing using a single-
photon gedanken experiment, a difficulty later corroborated by the apparent validity of
single-particle hidden-variable theories [245]. The nonlocal features of quantum theory were
introduced using a second auxiliary particle, so that nonlocality arises as a property of a
combination of two particles that suffered a previous interaction (the Einstein-Podolski-
Rosen - EPR effect) [234]. Examples are the decay of a positronium atom into two photons
[246–248] and the spontaneous down-conversion of an UV photon into two infrared photons
in a crystal [249, 250]. A basic step forward, compared to the original Bohr-Einstein debate,
is represented by attempts to investigate single-particle nonlocality and entanglement using
photon-homodyne-detection [251–257]. The key to these attempts, compared to the original
Bohr-Einstein debate, is the use of homodyne detection [253, 254, 256], as suggested by
[251] and [252]. Unfortunately, as discussed by D. M. Greenberger, M. A. Horne, and A.
Zeilinger in Ref.[258], all schemes using homodyne detection are based on the measurement
of phase through interference with a reference oscillator, so that the original photon and the
reference photons are indistinguishable, the number of photons is itself indeterminate, and
hence entanglement based on these schemes does not demonstrate nonlocality for a single
photon. Moreover, the use of a single phase-reference as local oscillator on both distant
systems means that these have a level of superposition, so that the two local states are not
in fact describable as different parts [245]. The question therefore lies open if two distant
systems can be entangled by a single particle.
1A complete description of the conceptual development of the notion of nonlocality can be found in [236]
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6.1.1 Particle state
We address single-particle splitting using the separability criterion, the most widely accepted
definition of entanglement for bipartite states [238]: the state of a system composed by two
separate subsystems A and B is entangled only if it is not separable, i.e., only if its density
matrix cannot be expressed in the form
ρAB =
∑
i
piρ
i
A ⊗ ρiB, (6.1)
where the pi’s are probability coefficients, and the ρ
i
A’s and ρ
i
B’s are density matrices referring
to the two subsystems A and B. This definition is general, in the sense that it holds both
for mixed states and for pure states, in which case one of the pi’s is 1, all the others vanish,
and the surviving ρA and ρB refer to pure states of A and B, i.e.,
ρAB = |ψA〉〈ψA| ⊗ |ψB〉〈ψB|. (6.2)
This separability criterion is directly linked to the development of quantum information
technology. This is because the key ingredients that allow non-classical tasks are quantum
phase factors, and these are completely absent in the case represented by Eq.(6.1) [238]. Put
differently, it is the violation of Eq.(6.1) that allows us to construct the exclusively quantum
superposition of states that grows more than linearly with the number of subsystems A, B,
C ... .
In physical terms, a density matrix of the kind given in Eq.(6.1) is consistent with the
existence of a hidden variable characterized by the probability coefficients pi, so that no Bell’s
inequality violation is present: the information content of any quantum state represented by
Eq.(6.1) is completely classical, so that no quantum algorithms can be implemented. As well
known the converse is false, in that not all states not satisfying Eq.(6.1) can be exploited for
quantum technology [259].
6.2 Thought experiment
Coming now back to our system, the paradigm for the supposed entanglement of two distant
bodies is a single photon entangling two distant two-level atoms A and B. The reasoning
runs as follows (see, for example, [260]): Let a photon impinge on a beam-splitter (BS), so
that its state |φ〉 after the BS can be written as
|φ〉 = 1√
2
[|11〉|02〉+ |01〉|12〉] , (6.3)
or, equivalently,
|φ〉 = 1√
2
[|1〉+ i|2〉] . (6.4)
In Eq.(6.3) the subscripts 1 and 2 label forward and downward modes and the digits in the
kets are the corresponding occupation numbers, while, in Eq.(6.4), |1〉 and |2〉 are forward
and downward modes (Fig.1). The two modes are not entangled ”per se”, as made clear by
the two following statements: [260]
51
Microscopic reversibility, nonlinearity, and the conditional nature of single particle entanglement
Figure 6.1: General set-up: a photon split into two modes 1 and 2 supposedly entangling two distant atoms
A and B.
I) While Eq.(6.3) appears to represent |φ〉 as a nonproduct state, this representation
can be reduced to Eq.(6.4), i.e., to the superposition of two eigenstates, which is not
entangled;
II) The presence of a single photon intrinsically rules out the possibility of carrying out
two (or more) measurements at space-like distances, this being the basic requirement
for any observation of nonlocality or Bell-inequality violation.
To overcome these obstacles, the two modes can be coupled with ideal efficiency to two
distant equal two-level subsystems A (atom 1) and B (atom 2) (Fig.6.1) with resonant ground
|g〉 and excited |e〉 levels, both initially in |g〉. The final state is apparently given by
|ψ〉 = 1√
2
[|e〉1|g〉2 + |g〉1|e〉2] , (6.5)
which cannot be reduced into any other representation [260] and appears to be entangled.
The issue has been discussed by several authors (see, for example, [261, 262]). In particular,
in [262] the author casts some doubt on the conclusions of [260], that is, that the state of
Eq.(6.5) is entangled, claiming that, if we project Eq.(6.5) on the position state of one of
the two atoms, the state of the system A, B is not entangled. In [263], Van Enk replies that
no projection operation, i.e., no position measurement, is present in his scheme.
We here observe that Eq.(6.5) is somewhat misleading. In fact, a correct description of a
quantum system requires to explicitly consider a complete set of observables. In other words,
the complete representation must obey microscopic reversibility, which amounts, in our case,
to the conservation of total energy, momentum, and angular momentum of our system. In
this frame, we note that the role of atom recoil in limiting entanglement fidelity has been
previously considered in the conceptually reversed situation in which light is emitted from
distant atoms (see, e.g.,[264, 265]).
To provide a complete representation of the state of A and B, we suppose, without
loss of generality, that a photon circularly polarized in the forward z-direction impinges on
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a hydrogen atom 1. If excitation takes place, the atomic state is correctly expressed as
|2, 1,+1, ϕ1,e〉, where 2, 1, +1 respectively refers to the ordinary quantum numbers n, l, m
and ϕ1,e is the wavefunction of the center of mass of atom 1, after absorbing the photon
momentum. If atom 1 does not interact with the photon, its state is given by |1, 0, 0, ϕ1,g〉,
where ϕ1,g is the wavefunction of the center of mass of atom 1 not interacting with the
photon. The same holds for atom 2. Thus, the complete representation of the atomic state
is not given by Eq.(6.5), but reads
|Ψ〉 = 1√
2
[|2, 1,+1, ϕ1,e〉|1, 0, 0, ϕ2,g〉+ |1, 0, 0, ϕ1,g〉|2, 1,+1, ϕ2,e〉]. (6.6)
In turn, Eq.(6.6) implies that the average value of any observable Ô reads
〈Ψ|Ô|Ψ〉 = 1
2
{[〈2, 1,+1, ϕ1,e|〈1, 0, 0, ϕ2,g|] Ô [|2, 1,+1, ϕ1,e〉|1, 0, 0, ϕ2,g〉] +
[〈2, 1,+1, ϕ1,e|〈1, 0, 0, ϕ2,g|] Ô [|1, 0, 0, ϕ1,g〉|2, 1,+1, ϕ2,e〉] +
[〈1, 0, 0, ϕ1,g|〈2, 1,+1, ϕ2,e|] Ô [|2, 1,+1, ϕ1,e〉|1, 0, 0, ϕ2,g〉] +
[〈1, 0, 0, ϕ1,g|〈2, 1,+1, ϕ2,e|] Ô [|1, 0, 0, ϕ1,g〉|2, 1,+1, ϕ2,e〉]}.
(6.7)
Consider now any experiment aimed at revealing a supposed Bell-inequality violation deal-
ing with observables Ôi related to angular momenta. In this case the second and third terms
in Eq.(6.7) vanish, because bras and kets with different internal energies remain orthogonal
when Ôi is applied. Therefore, we have
〈Ψ|Ôi|Ψ〉 = 1
2
{[〈2, 1,+1, ϕ1,e|〈1, 0, 0, ϕ2,g|] Ôi [|2, 1,+1, ϕ1,e〉|1, 0, 0, ϕ2,g〉] +
[〈1, 0, 0, ϕ1,g|〈2, 1,+1, ϕ2,e|] Ôi [|1, 0, 0, ϕ1,g〉|2, 1,+1, ϕ2,e〉]}.
(6.8)
As a consequence,
〈Ψ|Ôi|Ψ〉 = Tr
[
ρ̂ Ôi
]
, (6.9)
with
ρ̂ =
1
2
{[|2, 1,+1, ϕ1,e〉|1, 0, 0, ϕ2,g〉] [〈2, 1,+1, ϕ1,e|〈1, 0, 0, ϕ2,g|] +
[|1, 0, 0, ϕ1,g〉|2, 1,+1, ϕ2,e〉][〈1, 0, 0, ϕ1,g|〈2, 1,+1, ϕ2,e|]}.
(6.10)
The density matrix given by Eq.(6.10) corresponds to a separable mixed state of the kind
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of Eq.(6.1) with
p1 = p2 =
1
2
,
ρ1A = |2, 1,+1, ϕ1,e〉〈2, 1,+1, ϕ1,e|,
ρ1B = |1, 0, 0, ϕ2,g〉〈1, 0, 0, ϕ2,g|,
ρ2A = |1, 0, 0, ϕ1,g〉〈1, 0, 0, ϕ1,g|,
ρ2B = |2, 1,+1, ϕ2,e〉〈2, 1,+1, ϕ2,e|.
(6.11)
More precisely, all experiments that involve correlations between the internal atomic
degrees of freedom of the atoms are described by tracing over the internal energy, leading to
the disentangled mixed state of Eq.(6.10).
6.3 Discussion
Our result agrees with the statement that there are only two ways to entangle A and B:
I) We let A and B interact with one another and then we separate them [238, 242].
II) We transfer the entanglement previously present in another two-particle system on the
already remote A and B (see, e.g.,[264, 265]). In this case, no tracing process leading
to disentanglement takes place.
To enforce the latter statement, we refer to a parametric-fluorescence process by which
two photons a, b, entangled through their total vanishing spin and with common angular
frequency ω, are emitted in opposite directions. The two photons a, b are respectively coupled
with ideal efficiency to two equal two-level atoms A (atom 1) and B (atom 2) resonant at ω,
so that the final (entangled) state |Ψf〉 reads
|Ψf〉 = 1√
2
[|2, 1,+1, ϕ1,e〉|2, 1,−1, ϕ2,e〉+ |2, 1,−1, ϕ1,e〉|2, 1,+1, ϕ2,e〉]. (6.12)
The main difference between the state |Ψ〉 of Eq.(6.6) and the state |Ψf〉 of Eq.(6.12) is
that the latter cannot be disentangled by tracing over the internal energy. In other words,
referring to quantum algorithms, a split photon does not entangle two distant atoms A, B,
while two initially entangled photons can integrally transfer their entanglement to A and B.
We underline how Eq.(6.10) does not rely on any ad hoc assumption, but directly follows
from first principles of quantum mechanics: the absence of entanglement between the internal
degrees of freedom of two distant and initially uncorrelated atoms persists, after interaction
with a single split photon, as a consequence of the mere existence of two different internal
energy levels, even if these are not observed. Furthermore, our result is not specific to photons
and atoms. It holds equally well for other single particles and pairs of distant microscopic
bodies. For example, an electron split along two paths using an appropriate Stern-Gerlach-
type experiment and sent to two distant bodies will not entangle their internal degrees of
freedom.
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We note that useful entanglement is only remotely connected to the mere existence of
correlations. For example, if we know classically that only one object is either sent to
output A or B, its detection at A tells us that it is not present at B, and viceversa, but
this correlation has simply nothing to do with entanglement. However, the criterion based
on entanglement potential is not directly related to quantum technology applications. In
fact, as we have shown, although a single photon possesses a finite degree of entanglement
potential, it cannot be exploited for quantum technology even after letting it interact with
two distant atoms after being split.
Interestingly, the fact that single photons cannot entangle distinct microscopic bodies
also means that they cannot enact useful quantum computing. To see this, consider a basic
two-port input two-port output gate, where input and output ports are labelled 1i, 2i and 1o,
2o respectively. Assume that |0〉1i|0〉2i → |0〉1o|f(0)〉2o, and |1〉1i|0〉2i → |1〉1o|f(1)〉2o where
f is the desired function carried out on the target system 2 on the basis of the data input 1,
and the data qubit is preserved to allow reversibility. It must be that (α|0〉1i+β|1〉1i)|0〉2i →
(α|0〉1o|f(0)〉2o+β|1〉1o|f(1)〉2o) and not (α|0〉1i+β|1〉1i)|0〉2i → (α|0〉1o+β|1〉1o)(α|f(0)〉2o+
β|f(1)〉2o), as this latter outcome would allow the cloning of an unknown input state [266].
Thus, since the ports 1 and 2 are distinguishable, the outcome of a quantum gate manifests
entanglement, a property that cannot be supported by a single photon. It follows that
quantum computing based on photons must necessarily involve rare multi-particle interaction
processes, such as nonlinear optical phenomena at ultra-weak intensities [243, 244].
Analogously, single photons cannot be used to achieve total teleportation, where entan-
glement is also necessary, using linear processes [267, 268]. In agreement with our result,
in [267] the authors obtain total teleportation of a known state [269], and in [268], where
teleportation truly refers to an unknown state, it is obtained with a success rate of 50%.
As for quantum computing, also total teleportation of an unknown state requires nonlinear
schemes [270, 271]. Therefore, both quantum computing and teleportation corroborate our
finding: the information content of a single particle, whatever its quantum state, is com-
pletely classical in nature. We underline that the validity of this statement is limited to
particles involved in linear processes. In fact, a photon of frequency ω can excite two distant
two-level atoms resonating at ω/2, thus entangling them through a nonlinear process [272].
We note that our analysis refers to the state of a final system composed of two distant
initially uncorrelated atoms after they have interacted with a single split photon. Although
we have demonstrated that this final state is separable, and hence not useful for quantum
algorithms, the original split photon in fact possesses a finite degree of entanglement po-
tential, a quantification of nonseparability that only holds for single-mode photons based
on the amount of correlations present between the two outputs A and B arising from the
beam-splitter [273].
In this context, there is an alternative definition of entanglement relative to photons
for a single-mode state σ (entanglement potential) based on the amount of correlations
present between the two outputs A and B arising from a beam-splitter invested by σ [273].
Accordingly, it can be shown that only coherent states and their mixtures do not have
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entanglement potential. This is appealing, since coherent states are selected as completely
classical; obviously classical fields do not exhibit correlations between A and B. The two
criteria are equivalent, in that a single-mode photonic state σ entangled according to one
of the two criterion is as well entangled for the other one: more precisely, entanglement
potential can be viewed as a quantitative measurement of the amount of separability absence.
However, separability is more general, since it can be applied to bipartite systems not related
to photons.
6.4 Conclusion
Our discussion on entanglement and the number of particles clears the way to a more pro-
found understanding of the phenomenon. We see that the key is not a single particle nonlo-
cality, nor is it some hidden property of two or more particles. It is the consequence of the
microscopic effect of a nonlinearity that changes the original number of particles.
So the basic question we should focus on is not the number of particles involved, but
what changes as the number of particles changes or in a more general way, the number of
(distinguishable) particles indicates the number of different space-like experiments that can
be carried out. The result is that the number of particles flags an extended susceptibil-
ity to independent experiments. However, since our knowledge of the system is maximally
described by the original wavefunction, although more particles make more independent ex-
periments possible, their possible outcomes must not provide extra information, and hence
the results must be correlated. In turn the wavefunction, which must be written so as to
describe the attainable results with the given extended experimental apparatus, in terms of
the new Fock-space, must be entangled. However, when the number of particles does not
increase, there is no possibility of carrying out independent measurements at space-like dis-
tances, and the wavefunction need not take the form of excluding possible outcomes, these
not being in any case possible. In other words, for a single photon, the increase of Fock-space
or of available paths does not increase the possibility of attaining information on the photon.
To conclude entanglement is a product of the principles of quantum mechanics applied to
a system whose number of particles changes. In its simplest form, entanglement has to do
with the nonlinear process by which a single particle leads to two distinct particles.
Total entanglement can only be achieved at the expense of having the two systems in-
teract simultaneously and directly with the entangling particle, so they cannot be already
distant. The requirement of direct interaction between the two systems and the particle is
corroborated by the constraints of microscopic reversibility, leading to the conclusion that
what is entangled is an isolated system whose number of distinguishable particles sponta-
neously changes A.1.3. In this frame, the origin of non-locality follows from the microscopic
reversibility applied to systems whose number of particles susceptible to space-like measure-
ments increases.
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Chapter 7
Super-crystals in composite
ferroelectrics
In this Chapter, in section 7.1, we report the discovery of spontaneous polarization ”Super-
crystals” in microstructured disordered ferroelectric samples, published in the article ’Super-
crystals in composite ferroelectrics’, Nature Communications 7, 10674 (2016).
This phenomenon is observed during a paraelectric-ferroelectric phase transition of specif-
ically grown potassium-lithium-tantalate-niobate (KLTN) crystals [274]. In contrast with
a generic phase-transition that leads to a disordered mosaic of polar domains, we found
a coherent three-dimensional domain structure of polarization that permeates the whole
sample. Visible light propagation reveals a polarization ”super-crystal” with a micrometric
lattice constant, a phase that mimics standard solid-state structures but on scales that are
thousands of times larger.
In section 7.2 we investigate the evolution of the state of polarization of light propagat-
ing through this three-dimensional domain structure. In distinction to standard depoled
ferroelectrics, where random birefringence causes depolarization and scattering, light is ob-
served to suffer varying degrees of depolarization and remains fully polarized when linearly
polarized along the crystal principal axes. The effect is found to be supported by the for-
mation of polarized speckles organized into a spatial lattice and occurs as the ferroelectric
settles into the spontaneous ”super-crystal”. The polarization lattices gradually disappear
as the ferroelectric state reduces to a disordered distribution of polar-nano regions above the
critical point. This second phenomenon has been published in ’Observation of polarization-
maintaining light propagation in depoled compositionally disordered ferroelectrics’, Optics
Letters 42, 3856 (2017).
7.1 Super-crystals in composite ferroelectrics
As atoms and molecules condense to form solids, a crystalline state can emerge with its
highly ordered geometry and subnanometric lattice constant. In some physical systems, such
as ferroelectric perovskites, a perfect crystalline structure forms even when the condensing
substances are non-stoichiometric. The resulting solids have compositional disorder and
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complex macroscopic properties, such as giant susceptibilities and non-ergodicity. Here we
observe the spontaneous formation of a cubic structure in composite ferroelectric potassium-
lithium-tantalate-niobate with micrometric lattice constant, 104 times larger than that of
the underlying perovskite lattice. The 3D effect is observed in specifically designed samples
in which the substitutional mixture varies periodically along one specific crystal axis. Laser
propagation indicates a coherent polarization super-crystal that produces an optical x-ray
diffractometry, an ordered mesoscopic state of matter with important implications for critical
phenomena and applications in miniaturized three-dimensional optical technologies.
Textbook models of global symmetry breaking include a low-symmetry low-temperature
state with a fixed infinitely extended coherence. In contrast, the spontaneous polarization
observed as spatial inversion symmetry is broken during a paraelectric-ferroelectric phase-
transition generally leads to a disordered mosaic of polar domains that permeate the finite
samples [275]. Coherent and ordered ferroelectric states with remarkable properties of both
fundamental and technological interest [276–279] can emerge when ferroelectricity is influ-
enced by external factors, such as system dimensionality [280], strain gradients [281–283],
electrostatic coupling [284, 285] and magnetic interaction [286, 287]. We report the sponta-
neous formation of an extended coherent three-dimensional (3D) superlattice in the nominal
ferroelectric phase of specifically grown potassium-lithium-tantalate-niobate (KLTN) crys-
tals [201, 202, 288, 289]. Visible light propagation reveals a polarization super-crystal with a
micrometric lattice constant, a counterintuitive mesoscopic phase that naturally mimics stan-
dard solid-state structures but on scales that are thousands of times larger. The phenomenon
is achieved using compositionally disordered ferroelectrics [23, 30, 35, 41, 47, 49, 50, 290–
292]. At one given temperature, these have the interesting property of a manifesting a single
perovskite phase whose dielectric properties depend on the specific composition [293–295].
For example, a compositional gradient along the pull axis leads to a position-dependent Curie
point TC(r), so that for a given value of crystal temperature T a phase separation occurs,
with the regions where T > TC being paraelectric and those with T < TC developing a spon-
taneous polarization [296]. Specifically tailored growth schemes are even able to achieve an
oscillating TC along a given direction, say the x-axis [297, 298]. In these conditions, we can
expect that at a given T in proximity of the average (macroscopic) TC, the sample will be in
a hybrid state with alternating regions with and without spontaneous polarization. Crossing
the Curie point, in conditions in which perovskite polar-domains pervade the volume forming
90 °configurations to minimize the free-energy associated to polarization charge [299], this
oscillation can form a full three-dimensional periodic structure.
7.1.1 Experiments
Observation of a compositionally-induced super-crystal.
To investigate the matter we make use of top-seeded ferroelectric crystals with an oscillating
composition along the growth axis achieved using an off-center growth technique in the fur-
nace [298, 300]. We obtain a zero-cut 2.4mm by 2.0mm by 1.7mm, along x,y,z directions re-
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Figure 7.1: Super-crystal in the ferroelectric phase. (a) Sketch of visible-light diffraction from micrometric
structures through a transparent crystal and (b-d) 3D superlattice probed at T = TC−2K along the principal
symmetry direction of the crystal, respectively with the incident wavevector k parallel to (b) z-direction, (c)
y-direction and (d) x-direction. Crystallographic analysis reveals the elementary cubic structure of lattice
constant Λ shown in (e). Scale bar corresponds to 1.2cm.
spectively, optical quality KLTN sample with a periodically oscillating niobium composition
of period Λ = 5.5µm along the x-axis, with an average composition K1−αLiαTa1−βNbβO3
with α = 0.04 and β = 0.38 (see Methods). When the crystal is allowed to relax at
T = TC − 2K, i.e., in proximity of the spatially averaged room-temperature Curie point
TC = 294K, laser light propagating through the sample suffers relevant scattering with
strongly anisotropic features (see Fig.7.1 (a-d)). Typical results are reported in Fig. 7.1
(b-d), and appear as an optical analogue of x-ray diffraction in low-temperature solids. This
optical diffractometry provides basic evidence of a 3D superlattice at micrometric scales.
Probing the principal crystal directions reveals several diffraction orders that map the entire
reciprocal space. The large-scale super-crystal, that permeates the whole sample, overlaps -
along the x-direction - with the built-in compositional oscillating seed (see Methods). The
superlattice extends in full three-dimensions, with the same periodicity Λ = 5.5µm of the x-
oriented compositional oscillation, also along the orthogonal y and z-directions. In particular,
Fig. 7.1 (d) indicates that in the plane perpendicular to the built-in dielectric microstruc-
ture Γ vector, i.e., where spatial symmetry should be unaffected by the microstructure in
composition, the ferroelectric phase-transition leads to a spontaneous pattern of transverse
scale Λ. The corresponding elementary structure on micrometric spatial scales is reported in
Fig. 7.1 (e); it can be represented as an fcc-cubic structure in which the occupation of one
of the three faces (z − y face) is missing [301]. The structure, which is, to our knowledge,
not observed at atomic scales, can be reduced to an simple cubic structure with a three-fold
basis and lattice parameter a = Λ.
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Figure 7.2: Light diffraction in microstructured KLTN above and below the Curie point: observations in
Fourier and real space. (a) Reciprocal space probed at T = TC + 2K (hot paraelectric phase), showing the
first diffraction orders due to the one-dimensional sinusoidal compositional modulation. Cooling below the
critical point results at T = TC − 2K (super-crystal ferroelectric phase) in (b) a supercooled (metastable)
1D superlattice with the same diffraction orders that relaxes at steady-state into (c) the cold (stable) super-
crystals. Both in (b) and (c) the direction of incident light is othogonal to Γ, as in (a). (d-h) Corresponding
transmission microscopy images revealing (d) unscattered optical propagation, (e-f) scattering at the phase
transition, (g) unscattered optical propagation in the metastable superlattice and (h) periodic intensity
distribution underlining the 3D superlattice. Metastable and stable (equilibrium) phases are inspected
respectively at times t ≈ 1min and t ≈ 1hr after the structural transition at T = TC. Bottom profiles in
(a-c) are extracted along the red dotted line. Scale bars correspond to (a-c) 1.2cm, (d-f) 100µm and (g-h)
10µm.
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Figure 7.3: Diffractive behaviour of the 1D supercooled superlattice. (a) Sketch of the experimental geom-
etry and (b) detected diffraction efficiency (dots) as a function of temperature in proximity of ferroelectric
transition for different wave polarizations. An anomaly appears crossing TC for H-polarized light signal-
ing the emergence of the super-crystal. Lines are interpolations serving as guidelines. (c) Scheme of the
periodically-ordered ferroelectric state along the x-direction undelying the super-crystal phase for T < TC
and giving the spontaneous polarization PS(x) sketched in panel (d).
As the crystal is brought below the average Curie point, it manifests a metastable (su-
percooled) and a stable (cold) phase, as analyzed in Fig. 7.2 both in the reciprocal (Fourier)
and direct (real) space. In the nominal paraelectric phase, at T = TC + 2K (Fig. 7.2 (a)),
we observe the first Bragg diffraction orders (±1) consistent with the presence of the seed
microstructure, a one-dimensional transverse sinusoidal modulation acting as a diffraction
grating; the distance from the central 0-order fulfills the Bragg condition,that is, scattered
light forms an angle θB = λ/2n0Λ ' 7◦ with the incident wavevector k. Crossing the ferro-
electric phase-transition temperature TC (see Methods) we detect a supercooled metastable
state that has an apparently analoguous diffraction effect (Fig. 7.2 (b)) that is dynami-
cally superseded by the stable and coherent cold superlattice phase (Fig. 7.2 (c)), in which
spatial correlations are extended to the whole crystal volume. In real space, transmission
microscopy (see Methods) shows unscattered optical propagation through the paraelectric
sample at T = TC + 2K (Fig. 7.2 (d)), that turns into critical opalescence and scattering
from obliques random domains at the structural phase transition (Fig. 7.2 (e-f)), and in
unscattered transmission in the metastable ferroelectric phase at T = TC − 2K (Fig. 7.2
(g)). After dipolar relaxation has taken place, the cold super-crystal appears in this case as
a periodic intensity distribution on micrometric scales, as shown in Fig. 7.2 (h).
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Spontaneous polarization underlying the ferroelectric superlattice.
To further analyze these supercooled and cold phases, we inspect the supercooled one-
dimensional phase (Fig. 7.2 (b)) that is accessible through linear (unbiased) and electro-optic
(biased) polarization-resolved Bragg diffraction measurements. In particular, referring to the
setup illustrated in Fig. 7.3 (a), we measure the diffraction efficiency η = PB/(PB + P0),
where PB and P0 are respectively the diffracted and non-diffracted power, in the first Bragg
resonance condition, i.e., with the incident wavevector k forming the angle θB respect to the
z-axis. The diffraction efficiency η is reported in Fig. 7.3 (b) for different input light polar-
ization and temperature across the average Curie point. Diffraction strongly depends both
on the nominal crystal phase and on the polarization of the incident wave: a large increase in
η is found for light polarized in the x,z plane (H-polarized). For T > TC the dependence on
light-polarization is consistent with what expected in standard periodically index-modulated
media (wave-coupled theory), that is, a weak temperature dependence and a maximum η
for light polarized normal to the grating vector (V-polarized). In this case, the difference
in ηH (4) and ηV () can be related to the different Fresnel coefficient governing interlayer
reflections and is congruently ηV > ηH by an amount that decreases for larger θB [302, 303].
Consistently, the (H+V)-polarized curve (◦), that is when the input linear polarization is
at 45 °with respect to the H and V polarizations, falls between these two curves. Standard
behavior is violated for T < TC, where a large enhancement in ηH rapidly leads to a regime
with ηV < ηH.
The physical underpinnings of the super-crystal can be grasped considering the simple
model illustrated in Fig. 7.3 (c). Here we consider the metastable 1D superlattice (Fig.
7.2 (b)) before tensorial effects cause the full 3D superlattice relaxation (Fig. 7.2 (c)).
Specifically, for a given T , regions with a local value of TC such that T < TC (dark shading)
will manifest a finite spontaneous polarization PS 6= 0, whereas region with T > TC (light
shading) will have a PS ' 0. Optical measurements are sensitive to the square of the crystal
polarization 〈P ·P〉 ' P 2S through the resulting index pattern modulated via the quadratic
elecro-optic response δn(P ) = −(1/2)n3gP 2, where n is the unperturbed refraction index
and g is the proper perovskite elecro-optic coefficient [290, 304]. Enhanced Bragg-scattering
of light polarized parallel to the seed direction Γ (H in Fig. 7.3 (b) - super-crystal) indicates
that PS(x) is parallel to the seed direction (x-axis), where the elecro-optic coefficient g have
its maximum value g = 0.16m4/C2. The resonant response at θB and the absence of higher
harmonics (Fig. 7.2 (b)) indicates that this PS(x)
2 distribution is sinusoidal with wavevector
Γ. Hence, although in general it may be that macroscopically 〈P〉 ' 0, it turns out that
〈P2〉 ' P 2S 6= 〈P〉2 6= 0 on the micrometric scales, in analogy with optical response in crystals
affected by polar-nanoregions [61, 290, 292]. Optical diffraction efficiency reported in Fig.
7.3 (b) then occurs considering η = sin2
(
pid(δn)
λ cos θB
)
, with resonant enhanced diffraction for
T < TC caused by δn = δn0 + δn(P ), where δn0 ∼ 10−4 is the polarization independent
index change due to the periodic composition variation (Sellmeier’s index change).
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Figure 7.4: Electro-optic Bragg diffraction in the critical region. (a) Diffraction efficiency as a function of
the external applied field for different light polarization at T = TC + 2K; (b) hysteresis loop at the same
temperature and (c) at T = TC − 2K for H-polarization. (d) Expected [297] weak-histeretic paraelectric
(parabolic) behaviour at T = TC + 5K. In (b-d) black dots and red dots indicates data obtained respectively
increasing and decreasing the bias fiels. Lines are interpolations serving as guidelines. Error bars are given
by the statistics on five experimental realizations.
Electro-optical diffraction analysis.
To validate this picture we perform electro-optic diffractometry experiments, in which a
macroscopic polarization activating the nonlinear periodic response is induced via an external
static field E applied along x. Results are reported in Fig. 7.4; in particular, in Fig. 7.4
(a) the polarization and field dependence of η is shown at T = TC + 2K. We observe a
nearly field-independent behavior for V-polarized light, that arises from its low electro-optic
coupling (bias field and light polarization are orthogonal, g = −0.02m4/C2); differently,
ηH increases with the field showing a ”discontinuity” at the critical field EC =(1.4 ± 0.1)
kV/cm. The strong similarity between this enhancement and those observed in unbiased
conditions at TC (Fig. 7.3 (b)) indicates that EC coincides with the coercive field and the
discontinuity corresponds to the field-induced phase-transition [288, 291, 300]. In fact, in
Fig. 7.4 (b) we repeat this experiment enhancing the experimental field-sensitivity and
acquiring data also for decreasing field amplitudes. The result is a partial-hysteretic loop for
the diffraction efficiency that demontrates the field-induced transition and underlines that,
both in the linear and nonlinear (electro-optic) case, the effect of the seeded ferroelectric
ordering is to provide a periodic spontaneous polarization along x. We also note a slight
asymmetry with respect to positive/negative fields; this is associated to a residual fixed
space-charge field that may play an important role in the sponatenous polarization alignment
process and hence in leading to a residual 〈P〉 6= 0. The existence of a periodic spontaneous
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Figure 7.5: Polar-domain configuration underlying the 3D superlattice. (a) Typical 180°and 90°domain
configurations in perovskites ferroelectrics. (b) Planar domain arrangement scheme in the stable super-
crystal phase obtained with elementary blocks of 90°configurations (green cell). In this periodically-ordered
ferroelectric state the compositional modulation (as for Fig. 7.3 (c)), other domain walls ruling optical
diffractometry (black lines), and periods along x,y and xy-axis (white bars) are highlighted. Vertical polar-
izations have a lighter color to stress their weak optical response in our KLTN sample. (c) Extension of the
single unit-cell (green cell in (b)) in three dimensions.
polarization distribution in the superlattice (Fig. 7.3 (c)) is confirmed in Fig. 7.4 (c),
where electro-optic Bragg diffraction below TC is reported. An oscillating full-hysteretic
behavior is observed as a function of the external field, consistently with the prediction
η(E) = sin2
(
pid(δn(E))
λ cos θB
)
with δn(E) = δn0+(1/2)n
3g(P 2S +2ε0χ〈PS〉E+ε20χ2E2). The increase
in η due to the superlattice polarization allows us to explore its full sinusoidal behavior, that
usually requires extremely large fields in the paraelectric phase and reduces to a parabolic
behaviour (Fig. 7.4 (d)) [305]. From this parabolic behaviour detected at T = TC + 5K
we estimate that the resulting ampitude in the point-dependent Curie temperature due to
the compositional modulation is ∆TC ' 2K [297]. Agreement with the periodic polarization
model is further stressed by deviations emerging in η(E) especially for low and negative
increasing fields, where the dependence on 〈PS〉 make observations weakly dependent on the
specific experimental realization.
7.1.2 Discussion
An interesting point arising from the experimental results and analysis is how the periodically-
ordered polarization state along the x-direction leads to the super-crystal. Since we pass
spontaneously from a metastable to a stable mesoscopic phase, polar-domain dynamics in
presence of the fixed spatial scale Λ play a key role. In fact, we note that the 1D superlattice
sketched in Fig. 7.3 (c) involves the appearence of charge-density and associated strains
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between polar planes, so that the ferroelectric crystal naturally tends to relax into a more
stable configuration. In standard perovskites, equilibrium configurations are mainly those
involving a 180°and 90°orientation between adjacent polar domains, as schematically shown
in Fig. 7.5 (a). To explain the 3D polar-state and its periodical features underlying the
super-crystal, we consider the 90°configuration, which is characterized by 45°domain walls
that we observe in a disordered configuration during the ferroelectric phase transition at TC
(Fig. 7.2 (f)). Due to the periodic constraint along the x-axis, this arrangement has the
unique property of reproducing our observations, minimizing energy associated to internal
charge-density, and transferring the built-in 1D order to the whole volume with the same
spatial scale Λ. We illustrate the domain pattern in Fig. 7.5 (b) for the x−y plane, whereas
in Fig. 7.5 (c) the elementary cell is shown in the three-dimensional case, where it maintains
its stability features in terms of charge-density energy. In particular, in Fig. 7.5 (b), domain
walls resulting in the diffraction orders of Fig. 7.1 (b) are marked, as well as the 45°correlation
period, that agree with optical observations of the reciprocal space. We further stress that
vertical domains (light blue in Fig. 7.5 (b)) are optically analoguous to paraelectric regions;
moreover, 180°rotations in the polarization direction in each polar region has no effect on
the optical response. In view of the symmetry of this arrangement, the observed diffraction
anisotropy (Fig. 7.1 (d)) is then associated to the absence of grating-planes in the y−z face.
Further insight on the 3D domain structure requires numerical simulations based on Monte
Carlo methods [306, 307] and phase-field models [308–311]; they may confirm our picture
and reveal new aspects for ferroelectricity, such as polar dynamics, spontaneous long-range
ordering and the role of polar strains in composite ferroelectrics with built-in compositional
microstructures. In fact, the effect of the composition profile is here crucial in triggering the
spontaneous formation of the macroscopic coherent structure, as it sets the typical domain
size along the x-direction and so rules the whole dynamic towards the equilibrium state. We
expect that a different amplitude and period of the modulation may affect the formation,
stability, time- and temperature-dynamics of the super-crystal; indeed, these parameters of
the compositional gradient may be important in determining the interaction between polar-
regions. Advanced growth techniques [297] can open future perpectives in this direction, as
well as towards composite ferroelectrics with different compositional shapes of fundamental
and applicative interest.
To conclude, we have reported the formation of a mesoscopic polarization super-crystal in a
nanodisordered sample of KLTN. The large-scale coherent state is triggered by a periodically-
modulated change in composition. Our results show how ferroelectricity can be arranged
into new phases, so that in proximity of an average critical temperature, a structural order
can emerge with a micrometric lattice constant so as to cause light to suffer diffraction as
occurs for x-rays in standard crystals. The effect not only opens new avenues in the opti-
cal exploration of critical properties and large scale structures in disordered systems, but
also suggests methods to predict and engineer new states of matter. It can also impact
the development of innovative technologies, such as nonvolatile electronic and optical struc-
tured memories [276–278], microstructured piezo-devices and spatially-resolved miniaturized
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electro-optic devices [292, 305, 312].
7.1.3 Methods
Growth and properties of the microstructured KLTN sample.
We consider a compositionally disordered perovskite of KLTN, K1−αLiαTa1−βNbβO3 with
α = 0.04 and β = 0.38, grown through the top-seeded solution method by extracting a zero-
cut 2.4mm by 2.0mm by 1.7mm, along x,y,z directions respectively, optical quality specimen.
It shows, through low-frequency dielectric spectroscopy measurements, the spatial-averaged
Curie point, which signals the transition from the high-temperature symmetric paraelectric
phase to the low-temperature ferroelectric phase, at the room-temperature TC = 294K. A
one-dimensional seed microstructure is embedded into the sample as it is grown through the
off-center growth technique so as manifest a sinusoidal variation in the low-frequency dielec-
tric constant, and thus in the critical temperature TC, along the growth-axis (x-direction)
[298, 300]. This dielectric volume microstructure causes an index of refraction oscillation
of period Λ = 5.5µm, that is able to diffract light linearly and electro-optically [313]. De-
tails on the technique employed in the sample growth can be found in Ref.[298]. We note
here that the composition amplitude of the periodic microstructure can be estimated from
∆β/∆T , where ∆β is the amplitude variation in niobium composition and ∆T is the change
in the growth temperature incurred by the off-center rotation. At the growth temperature
of approximatively 1470K, the ratio ∆β/∆T ≈ 0.35 ·mol/K has been extracted from the
phase diagram of KTN. The temperature variation incurred by the off-center rotation was
measured to be 3K, from which we obtain ∆β ≈ 1.05 ·mol.
Optical-diffraction experiments.
The macroscopic linear and electro-optic diffractive properties of the crystal have been in-
vestigated launching low-power (mW) plane waves at λ = 532nm that propagate normal
and parallel to the grating vector Γ (Γ = 2pi/Λ), that is along the x-direction (Fig. 7.3 (a)).
Light diffracted by the medium is detected using a broad-area charge-coupled-device (CCD)
camera placed at d = 0.2m from the crystal output facet or collected into Si power-meters.
In real-space measurements (Fig. 7.2 (d-h)) the output crystal facet is imaged on the CCD
camera and a cross-polarizers setup [290, 292] has been used to highlight contrast due to po-
larization inhomogeneities. The time needed to obtain a fully-correlated state corresponding
to the 3D super-crystal depends on the cooling rate τ and on the details of the thermal envi-
roment. Considering, for instance, as a thermal protocol a cooling rate τ = 0.05K/s and an
enviroment at T = TC +1K (weak thermal gradients), we have found that the metastable 1D
lattice state at T = TC−2K (Fig. 7.2 (b)), in which correlations involve mainly the direction
including the Γ vector, lasts approximatively 1 hr. In this stage, although no macroscopic
order occurs in the other directions [314], we observe optimal optical transmission of the
sample (Fig. 7.2 (g)); output light is not affected by scattering related to the existence of
random domains and this undelines the presence of a mesoscopic ordering process in which
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the typical domain size is set. As regards the inspected temperature range, we have found
that the super-crystal forms for temperatures till to T = 288K, although correlations are
weaker at the lower temperatures. This is consistent with the fact that at these temperatures
also the regions with a lower local TC are well below the transition point.
7.2 Observation of polarization-maintaining light propagation in
depoled compositionally disordered ferroelectrics
x
y
ferroelectric super-crystal(b)
zx
y
z
disordered ferroelectric(a)
Figure 7.6: Schematic of different spontaneous ferroelectric states. (a) Three-dimensional disordered distri-
bution of polar domains. (b) Example of a volume polar structure underlying a ferroelectric super-crystal.
The polarization of light is strongly affected by anisotropy, the paradigm being the bire-
fringence observed in non-centrosymmetric crystals, such as ferroelectrics [275], where the
index of refraction depends on the polarization and propagation direction. In a full three-
dimensional scenario, birefringence can also affect wave propagation, not only introducing
coherent scattering [304], but even engendering localized guided modes. More exotic polariza-
tion phenomena can be observed in systems where the anisotropy emerges on periodic struc-
tures, as occurs in metamaterials [315–318], in periodically-poled multiferroic media [319]
and in organic ferroelectrics [320]. Elaborate anisotropic states are also found in nanodis-
ordered ferroelectrics in proximity of the Curie point signaling the paraelectric-ferroelectric
phase transition, where so-called polar-nanoregions (PNRs) emerge [33, 40, 42, 56, 57, 321].
These are known to form the basis for remarkable optical responses of both fundamental and
technological interest, such as randomly-matched second harmonic generation [322–324],
the giant photorefractive nonlinearities [2, 3, 201, 202, 288, 325], giant quadratic electro-
optic coefficients [23, 61, 290, 326, 327], strong electromechanical coupling [328] and the
anomalous electro-optic effect [290, 292, 329]. Polar-nanoregions generally form a disor-
dered three-dimensional mosaic for which optical birefringence experiments indicate average
local symmetry breaking, providing a tool for the study of possible non-ergodic behavior
and dipolar-glass dielectric relaxation [59, 330–332]. In turn, the presence of large polar
domains below the Curie point or in the paraelectric phase under high electric field [61],
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causes complete depolarization of propagating optical fields, a result of multiple interfer-
ence of random scattered waves. This complicates the use of giant ferroelectric response
in photonic applications, whether these be based on quasi-phase-matching and nonlinear
electronic susceptibility or simply the electro-optic response [296, 312, 333–335]. In recent
studies, conditions have been found in which the polar-nanoregion mosaic spontaneously
settles into a three-dimensional coherent and periodic structure, a ferroelectric super-crystal
with intriguing optical diffraction properties [9]. In this case, interesting effects are expected
to emerge in light-polarization dynamics from the interplay of mesoscopic domain ordering
and anisotropy, all this in a volume scenario.
We investigate the evolution of the optical polarization state in a super-crystal supported
by nanodisordered KNTN and KLTN ferroelectrics. Here, spontaneous polarization leads
to a periodic three-dimensional polar lattice with strong inhomogeneity and anisotropy at
the micrometer scale. Polarimetric experiments indicate that, in distinction to pure depoled
ferroelectrics, light propagates fully polarized for a linear polarization along the super-crystal
principal axes. Analyzing the wave spatial distribution, we found the effect to be associated
with the formation of speckle distributions of alternating orthogonally polarized states that
spatially separate the input polarization into its linear polarization components parallel to
the principal super-crystal axes. Precursors of the phenomenon are observed also above
the Curie point, where the ferroelectric super-crystal vanishes, thus indicating preferred
orientations of polar-nanoregions.
7.2.1 Experiments
To grasp the physics underlying the polarization dynamics reported, we note that a three-
dimensional disordered mosaic of anisotropic domains, as schematically shown in Fig. 7.6
(a), dephases the components of an incident optical field according to the local random
optical axis, so as to scatter and depolarize the transmitted light irrespective of its input
polarization state. In turn, an ordered volume pattern of polar domains, such as the one
encountered in a ferroelectric super-crystal and illustrated in Fig. 7.6 (b), where each lattice
cell may host a so-called Kittel-like vortex [9], leads to a qualitatively different polarization
evolution. In fact, in this case ferroelectric anisotropy is inhomogeneous but the local optical
axis is on average aligned along the super-crystal structure.
In our experiments we used super-crystals formed in two different composite ferroelectrics
to demonstrate the generality of the polarization-maintaining scenario. The KNTN super-
crystal was obtained allowing a KαNa1−αTaβNb1−βO3 (α = 0.85, β = 0.63) solid-solution
crystal to equilibrate for approximately 30 minutes below its ferroelectric-paraelectric Curie
point T = Tc−3K, with Tc = 293.5K. The crystal is grown through the top-seeded solution
method by extracting a zero-cut optical-quality 2.1 mm by 2.5 mm by 2.6 mm specimen
(along the x,y,z axes). The KLTN super-crystal emerged from the equilibration of a 2.4
mm by 2.0 mm by 1.58 mm KαLi1−αTaβNb1−βO3 (α = 0.96, β = 0.62) with Tc = 294K.
Dielectric response for both samples is detailed in Refs. [336, 337] and the super-crystal
formation process is reported in Ref. [9]. In Fig. 7.7 we show the optical diffraction pattern
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Figure 7.7: Sketch of the experimental setup: linear polarizer (LP), quarter-wave plate (QWP), half-wave
plate (HWP), power meter (PM) and imaging camera (CCD). The inset shows the optical diffraction pattern
of the ferroelectric super-crystal embedded in the KNTN sample. Scale bar is 5mm.
observed for the KNTN super-crystal: discrete spots fill the Fourier space and signal a
periodic micrometric order on large scales (≈ 25µm) in the sample volume.
Polarization states measurements.
Polarization evolution in ferroelectric super-crystals is investigated through conventional
Stokes parameter measurements [21, 338], performed using the setup shown in Fig. 7.7. A
beam from a Nd:Yag laser (λ = 532nm, 150mW) is expanded so as to form a plane wave
propagating along the z direction and whose input polarization state is fixed using a linear
polarizer and a half-wave plate. The output polarization state is analyzed using a half-wave
plate, quarter-wave plate, and a linear polarizer placed after the sample. This allows the
decomposition of the field into its Stokes components, i.e., horizontal (parallel to the x axis)
SH , 45 degrees S45 and right-circular SR from the optical intensity detected throung a power
meter and a CCD camera.
Results for the KNTN super-crystal are reported in Fig. 7.8 varying the input polarization
state along different trajectories on the Poincare´ sphere. In Fig. 7.8 (a) is shown the
behavior of a linear polarization; the degree of polarization ν =
√
S2H + S
2
45 + S
2
R is observed
to strongly depend on the polarization direction θ of the field. In particular, light remains
fully polarized and ν is maximum for a field parallel to the x or y axis (θ ' 0, 180◦), whereas
complete depolarization occurs in the conjugate points (θ ' 90, 270◦). For intermediate
values of θ, evolution of the horizontal component is well fitted by SH(θ) = cos θ (blue
line in Fig. 7.8 (a-b)). Moreover, the transmitted light maintains a polarized fraction that
almost coincides with SH , that is, ν(θ) = | cos θ| (green line in Fig. 7.8 (a-b)). An analogous
evolution is observed for an elliptical input state oriented along the x axis (Fig. 7.8 (b)). In
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Figure 7.8: Light-polarization dynamics in the KNTN super-crystal. (a-c) Stokes parameters measured
varying the input polarization state along equators of the Poincare´ sphere through the angular coordinate θ.
Blue squares indicate the horizontal component of the polarization, red circles the 45◦ one, orange and green
triangles are, respectively, the right-handed part and the degree of polarization ν. Solid lines are fitting
functions (see main text) and dashed lines serves as guides. Insets show the corresponding input (red cubes)
and output (blue spheres) states in the Poincare´ space.
this case, the circular components completely depolarize whereas the linear horizontal and
vertical ones propagate unaffected in the spatially inhomogeneous ferroelectric structure.
Moreover, the output field is always depolarized (ν ' 0) along a trajectory on the Poincare´
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(a) (b)
(c)
Figure 7.9: Evidence of a locally-polarized speckle lattice. Stokes parameter maps showing the transmitted
(a) SH (b) S45 and (c) SR local components for a linear input polarization with θ = 90
◦. Scale bar is 20µm.
sphere orthogonal to the H axis (Fig. 7.8 (c)). The whole picture is observed in both
super-crystals, is found to be independent of the laser wavelength (532-633nm) and crystal
orientation, and occurs equally for light propagating along the x and y directions of the
sample. This suggest a strong connection between the observed depolarization and the one
reported in electro-optic experiments in similar crystals in proximity of Tc under large electric
field [23, 61, 290, 325], an effect that has been only partially understood.
Analysis in near-field.
To pinpoint the underlying mechanism we perform spatially-resolved Stokes parameter maps
of the transmitted light. In Fig. 7.9 (a) we report the detected SH for the significant case
of a linearly polarized (θ = 90◦ in Fig. 7.8 (a)) input wave from a He-Ne laser (λ = 633nm,
15mW) propagating along the z direction of the KLTN super-crystal. We observe a speckle-
like distribution arising from scattering during propagation. However, in contrast to what
is expected for depolarized light from scattering, speckles distribute on a periodic lattice
with approximately 6µm lattice constant that coincides with the super-crystal structure.
A similar speckle lattice is found for the S45 and SR map, Fig. 7.9 (b) and Fig. 7.9 (c),
respectively. Interestingly, while the global degree of polarization is ν ' 0, the degree of
polarization measured averaging on each spatial point is ν ' 0.7. Therefore, the output po-
larization state consists of a mixture of spatially-separated polarized states. This indicates
how inhomogeneity of the medium introduces a local phase difference between orthogonal
polarization components that strongly varies in space. A macroscopic Stokes measure (Fig.
7.7) averages out these local phases so that the field appears as depolarized although hori-
zontal and vertical components are maintained during propagation. The optical polarization
lattice closely follows the super-crystal, and this demonstrate a principal role played by the
underlying ferroelectric state (see Fig. 7.6(b)).
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The role of phase transition.
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Figure 7.10: Partial depolarization from polar-nanoregions. (a) Stokes parameters measured in the nominal
paraelectric phase (T = Tc + 6K) for propagation along the x direction of the KNTN crystal. Inputs are
linearly polarized, that is, θ varies along the equator of the sphere in Fig. 7.8 (a). (b) Minimum degree of
polarization νmin for measurements as in (a) versus T − Tc.
To further test the role of ferroelectric domains, we perform polarimetric transmission
experiments varying the crystal temperature, so as to introduce strong fluctuations in super-
crystal order, ultimately crossing the Curie temperature to restore global inversion symmetry
in the paraelectric phase. As reported in Fig. 7.10 (a) for the dynamics of a linearly polarized
input state in KNTN (see Fig. 7.8 (a) for a comparison), the average depolarization of the
input wave appears less pronounced at T = Tc + 6K. Although ν still depends on θ, its
minimum at θ ≈ 90◦ no longer vanishes. Although the main Stokes component remains
SH , other components become significant. Polarization evolution now is found to depend
on the length of the sample along the propagation axis and on λ, suggesting a macroscopic
birefringence of the hosting paraelectric medium. This is consistent with the fact that
above the Curie point the super-crystal is superseded by a disordered distribution of PNRs
[290, 292, 327–329] that acts as a precursor of the macroscopic phase transition, so that no
macroscopic index of refraction periodic lattice emerges. As reported in Fig. 7.10 (b), the
corresponding minimum degree of polarization (νmin) increases as temperature moves away
from the critical point, an order parameter further underlining the role of the ferroelectric
inhomogeneous structure. At T = Tc + 20K, where the crystal appears no longer affected
by polar-nanoregions (proper paraelectric phase), ν = 1 for all input polarizations.
7.2.2 Conclusion
To conclude, we have experimentally investigated optical polarization dynamics in the fer-
roelectric phase of compositionally-substituted perovskite ferroelectrics, in conditions for
which an ordered three-dimensional polar-lattice is embedded in the material. The interplay
between ferroelectric anisotropy and inhomogeneity leads to a new scenario in which the
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propagating wave can maintain its degree of polarization. Specifically, the field is separated
into its linearly polarized components parallel to the super-crystal principal axes in the form
of two spatially distinct periodic speckle patterns. Experiments above the Curie temperature
suggest that polar nanoregions have preferred orientations along the crystal axes, a fact that
may play a crucial role in phenomena involving the giant electro-optic and giant piezoelec-
tric effect. Our results demonstrate how ordered polar domains can coherently modify the
polarization of light, possibly enabling the use of the unconventional ferroelectric properties
in photonic applications based on polarization control.
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Chapter 8
Intrinsic negative-mass from
nonlinearity
Scale-free-optics, or diffraction-cancellation is a propagation regime (discovered by DelRe
et. al. in [201], but first observation can be traced back to [339]) in which the electromag-
netic fields is no longer governed by the Helmholtz equation but by a Klein-Gordon-type
equation. This is achieved in a disordered out of equilibrium para-electric crystal near the
phase transition. In this condition beam propagation is affected by a giant and purely dif-
fusive nonlinearity which has profound implications for wave dynamics. In particular in
this regime optical propagation occurs without any limit associated to the optical wave-
length [340] (scale-free-optics), where the diffraction is absent, not simply compensated by
nonlinear index change or the presence of waveguide (both conditions in which the spatial
dimensions scale with λ). The phenomenon appears also to be intensity and size independent
[289], but it is nonetheless nonlinear. Experiments that highlight the nonlinear nature of
diffraction cancellation are beam-beam interaction phenomena, which involve beam attrac-
tion, crossing, and beam spiraling, three interaction phenomena that are similar to those
normally associated to solitons [341]. The unique features of the system allow us to observe
anti-diffraction of light and light beams that can be focused to dimensions smaller than the
diffraction limit [202, 342].
In this chapter we propose and provide experimental evidence of a mechanism able to
support negative intrinsic effective mass. The idea is to use anti-diffraction to change the
sign of the mass in the leading linear propagation equation. Intrinsic negative mass dy-
namics is reported for light beams in a ferroelectric crystal substrate, where the diffusive
photorefractive nonlinearity leads to a negative-mass Schroedinger Equation. The signature
of inverted dynamics is the observation of beams repelled from strongly guiding integrated
waveguides irrespective of wavelength and intensity and suggests shape-sensitive nonlinearity
as a basic mechanism leading to intrinsic negative mass. This work has been published in
the article published in ’Intrinsic negative mass from nonlinearity’ Physical Review Letters
116, 153902 (2016).
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8.1 Introduction
A negative energy density is thought to play a key role in cosmological conjectures, such
as in stabilizing space-time wormholes and in explaining the supposed acceleration of the
expanding universe. At present, there is no proposed mechanism to support negative mass
as a local space-time property. We here describe a mechanism able to support intrinsic
negative mass through nonlinearity and provide experimental evidence of inverted dynamics
for a light beam in a nanodisordered lithium-enriched potassium-tantalate-niobate (KTN:Li)
crystal waveguide. The effect does not involve periodicity and, being intrinsic to the beam,
is not limited to specific directions or energies.
Negative mass particles should be repelled from attractive potentials and attracted from re-
pelling ones, an unfathomed physics that could revolutionize our picture of nature, rendering
abstract conjectures, such as space-time wormholes, at least in principle stable [343, 344].
With a mass m < 0, the particle subject to a potential U suffers a force F = −∇U but
manifests the inverted acceleration a = ∇U/|m| (Fig. 8.1). Although all known particles
have a positive or zero mass, conditions can be found in which the interaction of a particle
with its environment leads to an effective mass m∗ 6= m that can, in precise conditions, also
be negative. To date, m∗ < 0 has been demonstrated in periodic systems [345–349], where
the periodicity in the (k) band structure causes there to be a finite region of wave-vectors
for which the Bloch-modes have a constant negative d2/dk2 < 0 and with it, a behavior
described by a negative effective mass m∗ = ~2(d2/dk2)−1 < 0 [350]. Intuitively, internal
components move out-of-phase with respect to the global resonance of the system and lead
to a negative momentum response for a positive-momentum excitation [351]. Negative mass
in these periodic systems is not intrinsic to the particle or wave, but only occurs for precise
wavevectors at the edge of the Brillouin zone. At present, no mechanism has been proposed
and demonstrated able to support negative mass as a property of a localized wave with
inverted dynamics irrespective of particle energy or wave-vector.
8.2 Negative mass from theory
Consider the Schroedinger Equation (SE)
(i∂t + (~/2m)∇2)ψ = (V/~)ψ, (8.1)
where m > 0. As an axiom, the SE is linear, but assume that there is some mechanism that
violates this linearity so that, in general, the potential has two components, V +Vnl, with V
just a standard potential and Vnl a specific form of self-action. Indeed, although nonlinearity
is absent in quantum mechanics, it is naturally built into the Einstein equations for which
negative mass may have some important role. If Vnl is a small local perturbation associated
to |ψ|2, such as a Kerr effect with Vnl ∝ |ψ|2, the SE turns into a Nonlinear-Schroedinger
Equation that supports solitons and rogue waves, but for which no negative mass dynamics
emerges. Nonlinearity, in turn, can take many forms and also be nonlocal, involving integrals
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Figure 8.1: (Color online) Intrinsic inverted dynamics and a negative-mass Schroedinger Equation (SE).
(Left) In constrast to a positive mass particle (lightly-shaded sphere), a negative mass particle (dark sphere)
will be attracted by a repelling potential and repelled by a binding one. (Right) A propagating light beam
described by a positive-mass SE (lightly-shaded beam) will be guided by an integrated waveguide whereas a
negative-mass light beam (dark beam) will be repelled by it and scattered into the bulk of the substrate.
and derivatives of |ψ|2. If self-action is approximated by Vnlψ ' (~/2m′)∇2ψ, then this will
radically transform Eq.(8.1) into
(i∂t + (~/2m∗)∇2)ψ = (V/~)ψ (8.2)
that, when m′ < m, corresponds to a negative mass SE with m∗ = mm′/(m′ −m) < 0.
In our experiments we observe inverted dynamics in the propagation of light in a nanodis-
ordered ferroelectric with the combined effect of an integrated slab waveguide and diffusive
photorefractive nonlinearity [201, 352, 353]. Paraxial propagation along the z axis is gov-
erned by the parabolic equation
(i∂z + (1/2k)∇2⊥)A = −(k∆n/n0)A, (8.3)
where k = k0n0, k0 = 2pi/λ, λ is the optical wavelength (ω = 2pic/λ), n0 is the unperturbed
material index of refraction, A is the slowly varying optical field, and the local index of re-
fraction is n = n0 +∆n. Equation (8.3) maps into the 2+1D version of the SE of Eq.(8.2) for
t ≡ z/c, ψ ≡ A, m∗ ≡ ~k/c, and V ≡ −~c(k∆n/n0). Hence, the causal relationship between
the index of refraction pattern and the paraxial propagation of a light beam is equivalent to
that of a particle with finite energy in an appropriate potential. In other words, although
photons have no mass, the description of a light field inside an inhomogeneous transparent
material naturally leads to the introduction of m∗ 6= 0.
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In our case, the index modulation has two distinct components, ∆n = δnnl + δn, where
δnnl is the diffusive nonlinear response caused by the propagating light, and δn(r) is the
index modulation of the fabricated slab waveguide. The diffusive nonlinearity is associated
to the electro-optic response δnnl = −(n30/2)g20χ2PNR|Edc|2 to the optically induced space-
charge field Edc, where g is the quadratic electro-optic coefficient, ε0 is the vacuum dielectric
permittivity, and χPNR is the low-frequency susceptibility of the polar-nanoregions (PNRs)
[31, 61]. With no external bias, photoexcited charge diffusion causes Edc = −(kBT/q)∇I/I
, where kB is the Boltzmann constant, T the crystal temperature, q the elementary charge,
and I = |A|2 is the intensity of the optical field A. The propagation equation now reads
[201, 353] (
i∂z +
1
2k
∇2⊥
)
A = −kδn
n0
A+
1
2k
L2
4λ2
(∇⊥I
I
)2
A, (8.4)
the Helmholtz Equation ∇2E + k20n20E + 2k20n0δnE + 2k20n0∆nnlE = 0 reads
∇2E + k20n20E + 2k20n0δnE −
L2
4λ2
(∇I
I
)2
E = 0, (8.5)
where L = 4pin200
√
gχPNR(kBT/q), that, for Gaussian-like beams, is well approximated by
the linear wave equation
(i∂z + (1/2k)(1− L2/λ2)∇2⊥)A = −(kδn/n0)A. (8.6)
This propagation equation, rewritten as
(i∂z − (1/2k˜)∇2⊥)A = −(k/n0)δnA, (8.7)
with
k˜ =
k
L2
λ2
− 1 , (8.8)
for L > λ Eq.(8.6) maps to the 2+1D version of the SE of Eq.(8.2) with
(i∂t + (~/2m)∇2⊥)ψ = (V/~)ψ, (8.9)
for t ≡ z/c, ψ ≡ A, m ≡ −~k˜/c < 0, V (x, y) ≡ −δn(x, y)k~c/n0, and
m∗ = −~k
c
1
L2
λ2
− 1 < 0. (8.10)
The m∗ < 0 regime is here a product of nonlinearity, is localized around the beam, and is
not limited to specific wavelengths, directions, or resonances of the system. We note that
the passage from the nonlinear Eq.(8.4) to the linear Eq.(8.6) is rigorously valid only for
Gaussian beams for which the peak intensity factors out of the term (∇⊥I/I). Consistently,
even though beams may be spreading or becoming tighter during propagation, they will
have only one specific value of m∗ (as per Eq.(8.10)). Since the passage to Eq.(8.6) is valid
for Gaussian beam shapes, it follows that the effective negative mass will arise only if the
δn is comparable or larger to the Gaussian beam itself. Fabricated waveguides considerably
smaller than the beam waist will correspond to a potential well as in Fig. 8.1 that is smaller
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than the size of the particle itself and not necessarily lead to inverted dynamics. A flag to
this spatial requirement is that Eq.(8.4) is spatially nonlocal whereas Eq.(8.6) is not.
8.3 Experiments: negative mass in slab waveguide
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Figure 8.2: (Color online) Experimental setup, materials and protocol. (a) A laser beam is launched into
the KTN:Li waveguide and imaged on a CCD using lenses L1-L4 (L4 has NA' 0.35). (b) Waveguide index
profile (for 532 nm). (c) Typical graded waveguide output intensity distribution for an expanded plane-wave
input. (d-g) Input and diffraction intensity distribution pattern in the bulk crystal and in the waveguide
(L/λ ' 0). At a constant TA = 303K, the 100 µW input beam (waist w0x ∼w0y = 8 µm) (d) diffracts to
22µm (e) after propagating a distance of Lz ' 2.4mm through the bulk crystal. In the waveguide, the input
beam (f) diffracts to w0x =9.8 and w0y=31.7 µm (g). (h) Supercooling protocol T (t) to achieve L/λ > 1.
We carry out experiments with the setup illustrated in Fig. 8.2 a). An x-polarized
TEM00 beam from a He-Ne laser with (λ1 = 633nm) or from a doubled Nd:YAG laser
(λ2 = 532nm) is first expanded and subsequently focused down onto the input facet of a
sample of potassium-lithium-tantalate-niobate doped with copper (KLTN:Cu) crystal with
a layer of He+ ions implanted beneath its surface. The crystal is grown by the top seeding
solution growth method [354]. Its composition is determined by electron micro-probe analysis
and is found to be K0.985Li0.015Ta0.63Nb0.37O3. The copper concentration is determined by
Inductively Coupled Plasma (ICP) mass spectrometry and is found to be 68 ppm (in weight).
A sample of 3.9(x) × 0.9(y) × 2.4(z) mm3 in size is cut along the [001] crystallographic axis.
The ferroelectric phase transition of the sample is derived from dielectric measurements,
and is found to be at Tc = 285 K. At the operating temperature range of 286K-305K
the sample maintains high optical quality with refractive index of n0 = 2.3, and quadratic
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electrooptic coefficient of 0.14m4C−2. The He+ ions are implanted at 2.3 MeV with fluence of
0.8 ·1016 ions/cm2 which yields a partially amorphous layer with refractive index distribution
as presented in Fig. 8.2 b) [355, 356]. This forms a slab waveguide between the surface of
the sample and the implanted layer that acts as the cladding [355]. The transverse intensity
distribution of the beam is imaged using a CCD camera through the imaging lens. The
diffraction pattern at the output facet of the crystal L/λ ' 0, in the bulk and in the slab
waveguide respectively, is shown in Fig. 8.2 d)-g). In Fig. 8.2 h) we report the thermal shock
protocol T (t) near the peak in the dielectric response at Tm = 287.5K [23, 60, 289, 357] that
allows a transient L/λ > 1. In practice, the crystal is first cleaned of photorefractive space-
charge by illuminating it with a microscope illuminator. Using a temperature controller that
drives the current of a Peltier junction placed directly below the crystal in the y direction,
we bring the sample to thermalize at TA = 303K. The sample is then cooled at the rate of
0.06 K/s to a temperature TD = 287K , where it is kept for 60 s. It is then reheated at a
rate of 0.1 K/s to the operating temperature (> TD) TB = 290K. The Peltier junction is
placed below the sample so that during the process the crystal, exposed to ambient air (at
∼ 290K), experiences a transient temperature gradient along the y axis. Once TB is reached
and the temperature cycle T (t) is complete, we switch on the laser beam, recording front
view images of the intensity distribution.
In Fig. 8.3 a) we report the basic signature of intrinsic negative mass SE dynamics: a
beam expelled from the fabricated waveguide and scattered into the substrate. The beam
is launched into the waveguide at t = 0 after the sample has undergone supercooling (the
T (t) in Fig. 8.2 h)). It is first observed to focus down, anti-diffract, and then suffer a strong
repulsion, when it is scattered into the metastable bulk. Ultimately, the beam is observed
to relax back into a linear diffraction, diffracting in the x direction and guided in the y.
The sequence of events is further detailed in Fig. 8.3 b), where the beam peak intensity
is plotted versus time. For comparison, we include the same curve when the same beam is
launched into the bulk of the substrate. In the slab the beam suffers a transient scattering,
whereas in the bulk it suffers anti-diffraction dynamics [202, 342]. The connection between
this transient repulsion from the waveguide and the change in sign of the beam mass in the
equivalent SE is investigated in Fig. 8.3 c). Using the bulk anti-diffraction and the analytical
anti-diffraction theory, L/λ as a function of time is evaluated. As expected, the instants of
time during which the dipolar relaxation leads to L/λ > 1 coincide with the repulsive regime.
In other words, the behavior of the light beam is drastically different between the guided
and bulk conditions, as shown in Fig. 8.3 b), in one case leading to a strong repulsion and
scattering, in the other to strong spatial localization. The intensity distribution of input
and anti-diffracting light corresponding to the L/λ > 1 stage before light is repelled by the
waveguide is reported in Fig. 8.3 d)-e).
To validate the negative mass SE model of Eq.(8.6) we reapeated experiments for different
intensities. The strong transient response reported in Figs. 8.3 and 8.4 has a characteristic
response time of tens of seconds. Experiments using beams with different powers (10,20,40,
80, 100 µW) lead to similar results and time scales. This approximate intensity-independent
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Figure 8.3: (Color online) A fabricated waveguide repels light as it acquires an intrinsic negative mass. (a)
Time sequence of the output intensity distributions for λ1= 633 nm. (b) Comparison between the maximum
peak intensity of the beam in the waveguide and in the bulk during the transient. (c) Time dependence of
the L/λ in bulk. (d-e) Transient anti-diffraction in the waveguide: the input beam (waist w0x =9.9, w0y =
9.3 µm) (d) and the output beam (minimum w0x =6.8 ,w0y= 7.1 µm, L/λ ' 1.05) during the after-shock
(e).
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Figure 8.4: (Color online) Intrinsic negative mass dynamics in the waveguide for λ2= 532 nm. (a) Time
sequence of the output intensity distribution. (b) Maximum beam peak intensity in the waveguide during
the transient. (c-d) Anti-diffraction in the waveguide: (c) the input beam (waist w0x =6.8 µm ,w0y =
9.9 µm) and (d) the output beam during the after-shock (minimum beam width w0x =7.1 ,w0y = 5.6 µm,
L/λ ' 1.04). (e) Maximum beam peak intensity of the output beam during the transient (see text).
nature of the phenomenon is compatible with the overall linear nature of the effect as de-
scribed in Eq.(8.2). Weak dependence of time scales on peak intensity indicates that time
dynamics are principally associated to the relaxation of the metastable PNR state, while the
photorefractive build-up is relatively faster and the space-charge field can be considered at
all times at steady state, corroborating the validity of the diffusive nonlinearity model. The
value of the L parameter is estimated by measuring the output and input waist ratio.
To prove the effect is not limited to a specific region of wavevectors, in Fig. 8.4 we report
beam repulsion for λ=532 nm. The effect is analogous to the previous one, even though the
details of the time evolution vary for each thermal shock, and only an average relaxation
has a precise dynamical meaning. Specifically, the estimated value of L/λ in the two cases
of Fig. 8.3 and Fig. 8.4 is comparable even though the thermal shock is the same and
the wavelengths are different. Fluctuations are further exhalted during the transition from
the diffractive positive mass SE to the anti-diffractive negative mass SE, as the waveguide
goes from being guiding to anti-guiding and allows light to explore its surroundings. An
interesting difference in the dynamics of Fig. 8.3 and Fig. 8.4 is that the shorter wavelength
case manifests a second focused stage reported in Fig. 8.4 e), displaced outside the original
waveguide, where no second peak is found (Fig. 8.4 b)). Precisely, the second peak is
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displaced approximately 4 µm in the y direction, inside the amorphous region (see Fig. 8.2
b)). This indicates that the antiguiding amorphous layer becomes guiding in the negative
effective mass regime. Unfortunately, the amorphous layer is only ' 1µm wide and its effect
on the beam cannot be fully described by the passage from Eq.(8.4) to Eq.(8.6). Congruently,
for the longer wavelength cases of Fig. 8.3, no analogous effect is observed.
Numerical simulations of the stationary full-nonlinear Eq.(8.4) are performed with a split-
step Fourier method and with parameters matching our experimental conditions and slab-
waveguide profile; results agree well with our observations and are reported in Fig. 8.5.
They allow us to inspect the details of the propagation during evolution (Fig. 8.5 a)-d))
that cannot be directly detected optically and the resilience of the effect on distortions in
the input Gaussian beam shape (Fig. 8.5 e)). In particular, the transition from positive to
negative-mass dynamics is well reproduced as a function of (L/λ), with the expulsion of the
beam from the waveguide to the substrate for (L/λ) > 1. We note that this expulsion is
fundamentally different respect to the phenomenon of soliton ejection and tunneling from a
potential where the refractive-index well is modified by the nonlinear dynamics [358–360].
In our present phenomenon, no available nonlinearity could even marginally modify the
huge fabricated index modulation (index modulations up to δn ' 0.15), and expulsion is a
consequence of a change in the sign of the effective-mass of the light beam.
8.4 Conclusion
We have discussed how a shape-sensitive nonlinearity can lead to an intrinsic negative mass
localized around a wave without the constraints associated to a periodic system or a reso-
nance. We have shown an instance in which light-matter interaction, instead of modifying the
nature of the propagation equation introducing nonlinear terms that alter wave-propagation
and lead to solitons, shock-waves and rogue-waves[288, 313, 361–363], causes light to obey a
modified linear propagation equation of the type (i∂z − (1/2k˜)∇2⊥)A = 0, with k˜ > 0. The
effect hinges on a transient anti-diffraction that is a product of nonlinearity and requires no
underlying periodic pattern, in distinction to linear anti-diffraction [364–367]. In these con-
ditions, beam propagation naturally maps the dynamics of a negative mass particle described
by the Schroedinger Equation with m∗ = −~k˜/c < 0, so that a fabricated waveguide with
a strong guiding index modulation δn/n ∼ 10%, amounting to a strong binding potential,
repels light instead of attracting it. In distinction to previous studies into negative mass,
that focus on effective dynamics in periodic potentials, our study here demonstrates a local
mechanism that provides negative mass compatible with basic negative mass conjectures,
such as those required to stabilize space-time wormholes.
8.5 Supplementary Information
We here report supporting experiments on the role of the fabricated waveguide in the repul-
sion and scattering of the anti-diffracting light beam.
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Figure 8.5: Numerical simulation of Eq.(8.4). Dynamics of the beam along z (Lx = 80µm, Lz =2.4 mm,
λ = 633 nm) (a) for (L/λ)2 = 0.85 and (b) (L/λ)2 = 1.05. (c) Output intensity distribution in the
negative effective mass case. (d) Ratio of total power scattered into the bulk PBulk to that retained by
the slab PSlab versus (L/λ)
2. An effective positive mass is compatible with PBulk/PSlab < 1, whereas a
negative mass is compatible with inverted dynamics and PBulk/PSlab > 1. (e) Dependence of inverted
dynamics on beam shape: the PBulk/PSlab ratio for ever more distorted and squared-off Gaussian inputs
(exp [−(x2 + y2)/w20)− a(x4 + y4)/w40], w0 is the input beam width).
Anti-diffraction of y-polarized beams
In Fig. 8.6 we report the output intensity distribution in the same experimental conditions
of Fig. 8.3, with now a y polarized beam. The guiding properties of the fabricated waveguide
are weaker and congruently no negative-mass regime with a strong repulsion of light into
the substrate is observed following the anti-diffraction stage.
Anti-diffraction in bulk
In Fig. 8.7 we report the same experiment reported in Fig. 8.3 repeated in the bulk of the
substrate (50 µm below the top surface of the sample). As expected, the sequence in time
of the dipolar relaxation does not contain the signature scattering away from the original
propagation axis. Inverted dynamics are only observed with an external potential in the
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Figure 8.6: Output intensity distribution for a y-polarized beams gives rise to anti-diffraction without the
negative-mass stage with the signature strong scattering into the substrate. False colors are used to highlight
less intense regions of the beam.
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Figure 8.7: Output intensity distribution indicates an absence of negative-mass dynamics in the bulk of the
substrate. False colors are used to highlight less intense regions of the beam.
form of the fabricated pattern.
Critical scattering during the phase-transition
In order to compare results reported in the main text with standard scattering off clusters
during the ferroelectric-paraelectric phase-transition, we report in Fig. 8.8 transmission
images when the crystal is brought to T = Tm. Dipolar metastability introduces strong
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50 µm 
Figure 8.8: Critical scattering of light during the phase-transition. Light launched at the input inside the
waveguide is strongly scattered during propagation when the sample forms ferroelectric clusters at the critical
point T = Tm, so that the output intensity distribution leads to a speckle-like disordered pattern.
scattering and noise in light propagation associated to local fluctuations of the index of
refraction.
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Chapter 9
Rogue waves: transition to turbulence
and control through spatial
incoherence
Rogue waves are anomalously large amplitude phenomena developing suddenly out of normal
waves, living for a short time and appearing with a probability much larger than expected
from ordinary wave-amplitude statistics. These extreme events have been originally ob-
served in ocean surfaces [368] and, later on, were observed in other physical contexts, like
acoustic [369] and optical dynamics [370]. They also attract interest because of their ”long-
tail” statistics that allow to observe events with giant amplitudes that would otherwise be
truly rare and unobservable in systems that follow standard distributions. Several physi-
cal ingredients underlying the occurrence of long-tail statistics have been identified, such as
interacting coherent structures emerging form stochastic instabilities [371–376], interference
for quasi-random wave fields [377–379], wave-turbulence in incoherent nonlinear propaga-
tion [369, 380–384] and spatiotemporal chaos in dissipative and cavity dynamics [385–390].
Extreme amplitude events in hydrodynamic, acoustic and optical wave dynamics, have been
shown to present common features also when different physical mechanisms are involved in
their generation [391]. In nonlinear beam propagation, abnormal waves have been recently
shown to emerge [288] due to the combination of disorder and giant electro-optic response
typical of disordered photorefractive crystals in proximity of ferroelectric transition. How-
ever, fundamental issues such as the role of wave disorder and input field incoherence, remain
open.
The contents of this chapter are published in ’Turbulent Transitions in Optical Wave
Propagation’ Physical Review Letters 117, 183902 (2016) and ’Enhancing optical extreme
events through input wave disorder’ Physical Review A 94, 063833 (2016).
In the section 9.1 we report the direct observation of the onset of turbulence in propagating
one-dimensional optical waves. The transition occurs as the disordered hosting material
passes from being linear to one with extreme nonlinearity. As response grows, increased wave
interaction causes a modulational unstable quasi-homogeneous flow to be superseded by a
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chaotic and spatially incoherent one. Statistical analysis of high-resolution wave behavior
in the turbulent regime unveils the emergence of concomitant rogue waves. The transition,
observed in a photorefractive ferroelectric crystal, introduces a new and rich experimental
setting for the study of optical wave turbulence and information transport in conditions
dominated by large fluctuations and extreme nonlinearity. In the section 9.2 we investigate
the role of the spatial coherence scale on the emergence of extreme events in spatially-
extended photorefractive propagation tailoring the spatial autocorrelation of a partially-
incoherent input field. In particular, we report a scale-dependent behavior of the long-
tail statistics, which are greatly enhanced for a specific scale of the spatial incoherence.
Remarkably, high-resolution measurements of the rogue waveforms reveal that these form
with a characteristic intensity-independent size that coincides with the enhancing spatial
incoherence scale. Using a photorefractive soliton-based model, this suggests a principal role
played by saturation.
9.1 Turbulent transitions in optical wave propagation
Turbulence is a universal phenomenon in which a system is characterized by many out-of-
equilibrium degrees of freedom [392]. Turbulent transitions attract great interest because the
onset of spatio-temporal disorder profoundly changes the physical features of a system, the
paradigm being the transport and drag properties of a fluid in a pipe and channel flow [393–
395]. Manifestations of turbulence can also occur in waves, these including acoustic [369],
spin [396] and optical waves [397]. In fact, when nonlinear interaction involves the excitation
of a large number of waves, phase and amplitude fluctuations may lead to a stochastic field
described statistically using wave turbulence theory [398]. Wave turbulence usually refers to
weakly nonlinear wave systems in which the linear evolution scale can be separated from the
nonlinear one. Generally these systems are dominantly influenced by some external noise
and have negligible intrinsic (internal) disorder. On the other hand, as linear and nonlinear
scales are comparable, strongly nonlinear coherent structures may emerge and interplay with
the incoherent wave field (strong wave turbulence). In optics the onset of strong turbulence
greatly alters coherence and statistics of light, as observed for pulse trains in a ring resonator
[399], semiconductor lasers with feedback [400], and, recently, in tailored Raman fiber lasers
[401–404]. However, experimental studies of wave turbulent behavior in the spatial domain,
where light is not trapped and actually propagates in space, are especially challenging [405–
408]. In particular, direct evidence of a fully-developed turbulent transition for propagating
waves has remained elusive.
Here we observe the onset of turbulence for nonlinear beam propagation in photorefractive
ferroelectric crystals. In our experiments, for strong nonlinearity, one-dimensional wave
dynamics sharply pass from a coherent and homogeneous state to a fully-incoherent and
disordered one. The transition involves the coupling of two stochastic effects: external noise
associated to the initial condition and internal fluctuations of the nonlinear response. For
coherent and quasi-homogeneous initial states optical turbulence set in via modulational
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instability, with the appearance of stochastic features and shot-to-shot fluctuations. In the
turbulent regime, where a large number of spatial spectral modes are found to compete
and interplay, we also identified the emergence of transient optical rogue events may be
supported by different mechanisms [372, 373, 376, 385, 386, 409], optical turbulence among
these [380–383]. In this respect, our results provide clear evidence of the specific role of
both noise-seeded instability and wave-turbulent dynamics in generating rogue waves for
spatially-extended nonlinear beam propagation.
9.1.1 Characterization of transverse breaking
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Figure 9.1: Nonlinear wave propagation in unstable photorefractive ferroelectric crystals. a) Sketch of the
setup geometry adopted. Scale bars for input and output intensity distributions correspond to 20µm. b)
Characterization of transverse breaking: intensity dependence of the process, with the minimum required
voltage and the average time scale τ providing the formation of periodic structures. Lines are linear fits.
Observation of the turbulent transition in one-dimensional beam dynamics. c) Detected output spatial in-
tensity distributions as a function of the nonlinearity expressed through the continuous dimensionless control
parameter t/τ . d) Corresponding width of the spatial Fourier spectrum and mean intensity autocorrelation
increasing the nonlinearity. Red line serves as guide at the sharp transition signaling the onset of optical
turbulence.
To reveal transitions to turbulence in the spatial domain we make use of an experimen-
tal setup Fig. 9.1 a) based on the unique out-of equilibrium photorefractive and electro-
optic properties of nanodisordered ferroelectric crystals in proximity of the structural phase
transition [1, 410], which has been shown to support a very rich nonlinear light dynamics
[2, 201, 202]. A line (one-dimensional) gaussian beam (wavelength λ = 532nm) of waist
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ω0 = 7µm along the x-direction and quasi-homogeneous along the y-direction is launched
in a photorefractive ferroelectric crystal of potassium-lithium-tantalate-niobate (KLTN),
K1−αLiαTa1−βNbβO3, with α = 0.04 and β = 0.38. The sample is a zero-cut optical quality
specimen with size 2.4(x)x2.0(y)x1.7(z)mm (lx x ly x lz) and with the structural transition
occurring at the Curie temperature TC = 294K; large dielectric fluctuations generally persist
also above this point so that nonlinear light dynamics is studied systematically with high
accuracy at T = TC + 2K. The input wave copropagates along the z-axis of the crystal with
an uniform background intensity and nonlinearity sets in when an external bias field is ap-
plied parallel to the polarization of the propagating wave (maximum electro-optic coupling).
The spatial intensity distribution is measured at the input and then at the output of the
crystal along the initially quasi-homogeneous y-direction in different nonlinear conditions by
means of an high-resolution imaging system composed by an objective lens (NA = 0.5) and
a CCD camera at 15Hz.
As a physical parameter to study the transition to turbulence we consider the physical
time ruling light dynamics at the crystal output. In fact, the photorefractive nonlinearity has
the peculiar property of being noninstantaneous and accumulates in time, since it involves
a build-up of a photogenerated space-charge field [68]. In this way, observations at different
times correspond to beam propagation for increasing nonlinearity up to saturation [411]. A
typical time scale τ for beam dynamics is fixed through its symmetry-breaking into periodic
coherent structures Fig.9.1 a), a process that inhibits stable spatial (1+1)D soliton formation.
In fact, this stage can be accurately identified experimentally and we first characterize it
varying the accessible experimental parameters. In particular, changing the input power,
we measure the threshold voltage to observe transverse break-up and filaments formation.
Results are reported in Fig. 9.1 b) and show how, increasing the input power, an almost
linear scaling is found. Moreover, fixing the bias field to V=500V and varying the input
power, we measure the averaged time τ , that is the effective nonlinearity at which the
periodic break-up is observed. τ is found to decrease also linearly with the input power
Fig. 9.1b), in agreement with the fact that the photorefractive nonlinearity build up rate is
inversely related to the peak intensity [68]. The dimensionless continuous control parameter
of the nonlinearity is thus t/τ , where t is the evolving time. Hereafter we consider a laser
power P = 0.5µW , with τ ≈ 8 s Fig. 9.1 b). We estimate local variations of the refractive
index up to 10−3 at t/τ ' 1 and up to 10−2 for t/τ ' 2.
9.1.2 Evidence of turbulent transitions
Direct evidence of the onset of turbulence as the nonlinearity increases is reported in Fig. 9.1
c)-d). Once that the quasi-homogeneous input line beam has experienced symmetry-breaking
via modulational instability, a sharp transition into a chaotic state with pseudo-recurrent
patterns occurs for t/τ & 1 Fig. 9.1 c). Some of these filaments can have an extremely large
intensity, as we discuss hereafter. This transition corresponds to the loss of spatial coherence
that persists only on small scales. Measuring the width of the spatial Fourier spectrum, we
found a sharp increase of almost one order of magnitude Fig. 9.1 d). Correspondingly,
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Figure 9.2: Onset of optical turbulence for spatially-modulated input waves and spectral properties of the
optical state before and after the turbulent transition. a) Output intensity distribution increasing the
nonlinearity t/τ . b) Input power spectrum for spatially-modulated beams (blue line) in comparison with
the quasi-homogeneous case of Fig. 9.1 (red line). c)-d) Intensity and spectral sample distributions of
single-shot measurements at moderate nonlinearity (t/τ ≈ 1) showing the excitation of the spatial frequency
k¯y = 0.05µm
−1 (blue line), spectrally-broad noise amplification (red line) and simultaneous development of
well-defined low and high frequency modes (magenta line). e) Single-shot disordered intensity distributions
detected in the turbulent regime at t/τ ' 2.5. f) Ensemble spectrum of modulational instability before the
transition (t/τ ≈ 1). g) Measured wave-turbulent power spectrum (red line) fitted on large spatial scales
with the scaling behavior ∝ k−γy , γ = 0.15± 0.01 (black line).
the long-range autocorrelation of the intensity light distribution I(y) abruptly decreases, as
shown in Fig. 9.1 d), where we have averaged over large r distances the absolute value of the
quantity (autocorrelation function) g(r) = 〈[I(y)−〈I〉]×[(I(y+r)−〈I〉]〉 normalized to g(0).
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We stress that detecting the onset of turbulence as a sharp transition signalling departure
from coherence is a method that goes beyond the stability properties of the input flux. In
fact, an analogous transition has been reported in conditions where the homogeneous state
of the dynamics is stable [401] and unstable [404] with respect to perturbations.
We note that a behavior similar to Fig. 9.1 has been numerically observed studying
the nonlinear stage of modulation intability in the framework of the nonlinear Schroedinger
Equation [412]. Here, the incoherent state generated during wave evolution is referred as
integrable turbulence [412]. However, our results depart from this scenario since the pres-
ence of a saturable nonlinearity makes wave dynamics non-integrable. This means that the
observed turbulent transition weakly depends on the input wave and can occur also without
the modulational instability process. We demonstrate this repeating the experiments with
an inhomogeneous coherent input wave; using a spatial light modulator (SLM) the input
field is modulated along the y-direction with a periodic component. As shown in Fig. 9.2 a)
a transition to turbulence is observed at t/τ ≈ 1. In this case, beam breaking is dominated
by the input spatial frequency ky = 0.02µm
−1 and modulation instability is only weakly
involved, as noise experiences small amplification on this scale. In Fig. 9.2 b) the input
power spectrum is shown in comparison with the quasi-homogeneous case. The picture can
be easily extended to generically modulated input waves.
9.1.3 Statistical properties of optical events
In order to study statistical and stochastic properties of the optical state before and after
the transition to turbulence, we consider the quasi-homogeneous input case and we collect
data for approximately two hundred uncorrelated experiments in the same conditions used
in Fig. 9.1. Each realization naturally presents a different noise configuration, which is
caused by fluctuations of the input wave arising from the experimental setup Fig. 9.2 b) and
by local variations of the electro-optic response. These two stochastic effects are coupled,
since local intensity fluctuations are amplified by the giant response of the material and
inhomogeneity in the nonlinearity strongly affects light dynamics. We underline that fast
material fluctuations are crucial in observing the onset of turbulence; the transition is found
to disappear as the crystal is heated to a few degrees above the operational temperature.
Morover, since disorder in the material is not fixed on the time-scale of the experiment
and it is furthermore modified by the wave, Anderson localization effects cannot occur in
our case [413, 414]. An ensemble spectral analysis at moderate nonlinearity preceding the
transition reveals the modulational unstable regime. The well-defined peak in Fig. 9.2 f)
shows that the typical spatial frequency experiencing maximum gain is k¯y = 0.05µm
−1.
However, during the single-shot dynamics, higher/lower frequencies can also emerge easily
and compete with the characteristic one. In fact, modulational instabilities are generally
known to posses a strong dependence on the specific noise-realization, with properties varying
from shot-to-shot [415]. In Fig. 9.2 c)-d) we show single-shot measurements, each as an
example characterizing a particular type of fluctuation. We note that as the frequency k¯y
is mainly excited, localized structures have a weakly-varying peak intensity and there is
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equipartition of power across the generated mode (see also inset in Fig.9.1 a)). On the other
hand, broad and double-frequency amplification results into a coherent pattern presenting
large intensity fluctuations. Completely different is the scenario in the turbulent regime.
Intensity distributions vary stochastically from shot-to-shot, as shown in Fig. 9.2 e) for
several indipendent realizations acquired at t/τ ' 2.5, where we expect the nonlinearity
to be fully saturated. Waves are characterized by random phases in analogy with optical
realizations of wave turbulence theory [406], although from the statistics discussed hereafter
we realize that some correlations between modes actually exist. In Fig. 9.2 g) we report
the ensemble power spectrum; it is extremely broad and without specific resonances, with
the peak associated to the amplification of k¯y before the transition that results fully relaxed
towards lower spatial frequencies. The spectrum results well-fitted at low frequencies by
a power law behavior ∝ k−γy , with the scaling exponent γ = 0.15 ± 0.01. Therefore, we
observe evidence of an inverse cascade as the nonlinearity increases, since the majority of
the wave action is now located at low transverse wavenumbers. However, this flux of wave
action towards large scales should be distinguished from the one occurring in wave turbulence
theory. In weak turbulence, an inverse cascade occurs for random waves at weak nonlinearity
under forcing at intermediate scales [406, 407]; here, it occurs in highly nonlinear conditions
and after the modulational instability stage.
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Figure 9.3: Spatial rogue wave generation in the turbulent regime. a) Peak-intensity PDF of localized
structures emerging from instability at t/τ ≈ 1, experimental counts (blue bars) and gaussian trend of the
distribution tails (red line). b) Measured long-tail statistics in optical turbulence at t/τ ≈ 2.5 (blue line)
and consistent gaussian exponential scaling for comparison.
In the disordered regime, part of which is shown in Fig. 9.2 e), we also note the appearence
of several bright localized spots. Statistical analysis shows that they are rogue waves. We
first consider the probability distribution function (PDF) of peak-intensity values of localized
structures emerging from instabilities before the turbulent transition. We analyze more than
103 events, so as to populate the histogram reported in Fig. 9.3 a). This PDF contains a
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high-intensity peak embedded into a broad distribution. The peak, at I/ < I >' 1.2,
is deterministic and closely related to the peak in the gain spectrum of Fig. 9.2 f), as it
arises from structures belonging to the maximally amplified frequency k¯y (see Fig. 9.2 c)).
Random fluctuations in this stage populate the rest of the distribution, with tails compatible
with a gaussian decay, implying that extreme events occur here with low probability. This
allows us to conclude that in our system giant perturbations not arise in coherent structures
generated by stochastic fluctuations in instability. On the contrary, as reported in Fig.
9.3 b), the PDF measured deep into the turbulent regime at t/τ ' 2.5 presents the long-
tail anomalous behavior defining rogue wave phenomena. In fact, for large intensities it
deviates from the gaussian distribution expected for incoherent fields, that implies a decay
according to P (I) = exp(−I/〈I〉)/〈I〉 [416]. We note that our setup is able to detect with
high-resolution the formation dynamics of each rogue wave. We found that extreme events
suddenly disappear as t/τ furher varies, so that no traces are found after their passing.
Moreover, from our data, inelastic interactions between less intense structures in the wake
of extreme events are not so evident. This fact may involve the presence of a different
saturation-dependent process in rogue wave appearence.
9.2 Enhancing optical extreme events through input wave disor-
der
Here we investigate how the emergence of extreme events strongly depends on the correlation
length of the input field distribution. We observe the behavior of optical waves in turbu-
lent photorefractive propagation with partially-incoherent excitations, we find that rogue
waves are strongly enhanced for a characteristic input correlation scale. Waveform analysis
identifies this scale with a characteristic peak-intensity-independent wave size, suggesting a
general role played by saturation in the nonlinear response in rogue phenomena.
In our experiments we make use of partially-incoherent beams propagating in photorefrac-
tive ferroelectrics, where rogue events have been observed through coherent one-dimensional
input excitations [288]. Setup and methods are shown schematically in Fig. 9.4 a). They are
based on the peculiar electro-optic features of disordered ferroelectric crystals in proximity
of their structural phase transition [1–3, 202, 290] and on the photorefractive propagation of
partially-incoherent beams [417, 418]. Specifically, light at a wavelength λ = 532nm from a
150mW continuous-wave laser is expanded and focused on a glass diffuser plate, where trans-
mitted radiation is collected producing a collimated speckle field. A long-working-distance
objective (NA = 0.55) launches this field at the input facet of a photorefractive ferroelec-
tric crystal of potassium-lithium-tantalate-niobate (KLTN), K1−αLiαTa1−βNbβO3 (α = 0.04,
β = 0.38 ). The partially-incoherent beam, linearly polarized in the experimental plane, co-
propagates with a background intensity along the z-axis of the crystal and is detected at the
output facet through a high-resolution imaging system (NA = 0.50) and a CCD camera.
The sample is a zero-cut optical quality specimen with size 2.4(x)x2.0(y)x1.7(z)mm (lx x ly
x lz) and with the ferroelectric transition occurring at the Curie temperature TC = 294K.
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Figure 9.4: Partially-incoherent beams in photorefractive ferroelectric crystals. a) Sketch of the experimental
setup with lenses (f1 = f2 = 50mm), adjustable glass diffuser D (average particle size of 2µm), long-
working-distance objective OBJ (NA = 0.55) and KLTN sample. b)-c) Input and output intensities with the
corresponding spatial autocorrelation function g(∆r) for two different positions of the scatterer. σ indicates
the output autocorrelation length and S is the corresponding input source size. Scale bars correspond to
30µm. d)-e) Scale-dependent behavior of the intensity statistics. d) PDF measured in linear conditions
(E = 0, P = 400µW ) for beams with different coherent length expressed through the input parameter S.
e) Corresponding distributions for nonlinear propagation (E = 2kV/cm, P = 400µW ), showing a long-tail
behavior depending on the specific correlation length, with a large enhancement in rogue waves appearance
for S = 220µm. Suppression of the tail occur for highly-incoherent fields (S = 500µm).
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Spatiotemporal fluctuations of the media response persist also slightly above this point so
that disorder-affected light dynamics can be studied and controlled with high reproducibility
at T = TC + 2K. Here, an external bias field is applied transversely to the propagation axis
to tune the strength of the Kerr-saturated nonlinearity [68]. The incoherence properties of
the input beam are achieved placing the diffuser inbetween two confocal lenses (f1 and f2)
and varied changing its position along the propagation axis, whereas small tilts and rotations
on it generate different disordered realizations of the optical field. Examples of partially-
incoherent beams at the crystal input and output are reported in Fig. 9.4 b)-c) for two
positions of the scatterer along the propagation axis. For the output intensity distribution
we consider the spatial autocorrelation function
g(∆r) =
〈∫ d2rI(r)I(r + ∆r)〉∫
d2r〈I(r)〉〈I(r + ∆r)〉 , (9.1)
whose width defines the spatial correlation length σ, i.e. the average speckle size. Since σ
varies as nonlinear effects are involved in wave dynamics [419], we use the input source size
S as a parameter characterizing the spatial incoherence of the input beam. We have S '
2λlz/g(0)σ, which generalizes to nonlinear conditions optical speckle propagation [419, 420].
In Fig. 9.4 the detected probability distribution function (PDF) of the output intensity is
reported varying the beam incoherence both in the linear and nonlinear case. In linear
conditions, where no external field is applied, in Fig. 9.4 d) we observe no significant
deviations from the gaussian statistics as expected for completely-random interfering waves
[416]. The exponential scaling PDF = exp(−I/〈I〉)/〈I〉 is well verified in particular for
beams presenting spatial coherence only on small scales (S ≈ 500µm, S ≈ 300µm). For more
correlated beams (S ≈ 220µm, S ≈ 150µm), the PDF slightly deviates at large intensities,
consistently with the presence of weak inhomogeneities in the phases of the elementary
interfering waves [377, 379]. Rogue waves occur as the nonlinearity is activated by means of
the external field E = 2kV/cm. In the nonlinear case, the incoherent field experiences strong
self-interaction and spatiotemporal fluctuations so that we observe the speckle intensity
dynamically varying in a turbulent fashion [3]. To study the statistics in this stage, we
acquire more than two hundred independent spatial distributions for a fixed 400µW input
power and sample conditions. Results as a function of the coherence length are shown in
Fig.9.4 e) and demonstrate how extreme events strongly depend from this parameter. We
found the long-tail statistics defining rogue waves and a peculiar scale-dependent behavior.
Specifically, the spatial correlation scale of the optical field strongly affects its PDF, with
a large enhancement in extreme event appearance that occurs for incoherent beams of size
S ≈ 220µm and their complete suppression at S ≈ 500µm. We note that the effect is
approximately independent of the input power and of the value of the applied field, provided
that both are above a certain threshold ensuring the highly-nonliner dynamics. Therefore,
we observe that small-scale random intensity fluctuations inhibit rogue wave generation,
whereas a peculiar increase in their probability is triggered by a specific input disorder scale.
We note that a similar inhibition for highly-incoherent waves has been also reported in the
temporal turbulent dynamics of passive optical fiber ring cavity [383].
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Figure 9.5: Unveiling optical rogue waveforms. a) Detected transverse width ∆X and peak intensity IP
of extreme events for data at different applied fields. b) High-resolution spatial intensity distributions
containing localized abnormal waveforms. Red curves are x-profiles along the dotted lines. c) Evidence of a
typical scale in rogue waveforms. Measured extreme events widths at different coherence length σ (dashed
lines). The two scales are resonant for S = 220µm, where a large increase results in the probability of rogue
wave appearance see Fig. 9.4 e). The diagram on the right illustrates how results imply the presence of a
typical spatial scale for rogue events.
To investigate the mechanism underlying the correlation between abnormal wave statistics
and incoherence scale, we use our ability to resolve the spatial waveform of each event
with 0.3µm resolution (for typical wave features of 10 µm). We first consider the data
set with incoherence corresponding to the maximum statistical-tail enhancement and, in
particular, we analyze the rogue wave peak intensity IP and its full-width-at-half-maximum
∆X. Examples of spatially-resolved rogue waveforms emerging from partially-incoherent
intensity distributions are shown in Fig. 9.5 b) as giant pulses. In Fig. 9.5 a) we report an
interesting behavior that is found for the two analyzed parameters: even though the abnormal
waves span different peak intensities, their width is almost constant. Localized events appear
with the same transverse size irrespective of the fact that they populate the gaussian portion
of the PDF or the extreme one of its abnormal tail. This feature persist also at different bias
fields and, as further shown in the following, it amounts to a general property of rogue waves
in the saturable nonlinearity. Therefore, we extend our analysis taking into account the
width of the extreme events as a function of the degree of incoherence of the corresponding
optical field. Specifically, we compare their typical scale ∆X with the correlation scale
σ of its entire intensity distribution, obtained in the nonlinear regime according to Eq.
(9.1). This allows us to inspect whether the rogue wave has a size determined by the mean
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autocorrelation length of the speckle beam or an intrinsic properties is involved. The whole
picture is presented in Fig. 9.5 c). Extreme events are found to emerge on a typical scale
that is significantly lower or higher than the coherence one, respectively, for beams of size
S = 150µm and S = 300µm see Fig. 9.4 e). Moreover, matching between these two scales
is evident at S = 220µm, that is exactly the case in which the large enhancement in the
long-tail statistics is detected. The findings prove that the key feature providing the optimal
input disorder conditions for the emergence of non-Gaussian statistics is the existence of an
intrinsic scale for rogue waves. We estimate it to approximately ∆X = 4.5µm. In fact, as
schematically illustrated in Fig. 9.5 c), the coherence length distribution of the input beam
acts as a probe for the probability P (∆X) of finding extreme events with a certain width
∆X. Their overlap, in terms of sizes, sets the amount of emerging extreme events, so that
the enhancement at S = 220µm appears as a resonant interaction.
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Figure 9.6: Possible mechanism underlying the appearance of extreme intensity fluctuations. Existence curve
of non-equilibrium solitons in saturable nonlinearities (red line) on which the waveform w(ξ) is schematically
shown. Arrows indicate the magnitude of width and amplitude fluctuations in the gray region, that is in
proximity of the localized, self-trapped, wave solution. For comparison with Fig. 9.5 c) and Fig. 9.4, input
correlation lengths used in experiments are also reported.
The existence of a preferential size for extreme waves provides a key information to under-
stand statistically their appearance. Moreover, once the nonlinear propagation conditions
are fixed, the spatial correlation of the optical field can be tuned to arbitrarily modify the
intensity distribution tail. The generality of this mechanism relies on the physical basis that
leads to a typical size for rogue events. We address the fundamental question on its origin
starting from the consideration that the main properties of the photorefractive nonlinearity
underlying our optical dynamics is its saturable character. Since saturation turns out in the
response of any real system for large excitations, the finding may represent a universal trait
in abnormal wave events, at least in this limit condition. For our system, we here provide
a physical picture that not only explains the presence of a peculiar spatial scale, but also
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the observed insensibility to wave intensity. The framework is based on spatial solitons in
saturbale nonlinearities, whose structural and interaction properties have been suggested to
play a key role for rogue waves in these media [288]. We consider their non-equilibrium
counterpart, i.e., transient self-trapping waves in non-stationary conditions [79]. As detailed
in Ref. [82], in the present case, transverse localization occurs on a size
∆x ' 3λ
2pin2aeo
E−2, (9.2)
where n is the linear index of refraction and aeo a parameter quantifying the electro-
optical response of the media. For our experimental realization, we have ∆x = 5 ± 1µm,
where the uncertainty is related to the uncertainty in aeo in proximity of the ferroelectric
phase transition for biased condition [290]. This value of ∆x is consistent with the typical
scale of rogue waveforms ∆X we have found. Moreover, Eq. (9.2) possess the fundamental
property of being independent on the wave intensity, in agreement with our observations
of extreme events Fig. 9.5 a). Dependence on the external electric field E is predicted as
very weak at high values and the result in Fig. 9.5 a) with different bias fields verifies also
this feature. Therefore, observations strongly suggest that the scale dependence of long-
tail statistics with spatial incoherence can be explained with the mechanism illustrated in
Fig. 9.6, where the phase-space of the nonlinear waves in terms of normalized amplitude
w0 and width ∆ξ is recalled. Non-equilibrium self-trapped waves form across the minimum
of the existence curve according to Eq. (9.2) [82]. Here, a small variation in ∆ξ can lead
to large fluctuations of the wave amplitude, with peak intensities reaching the giant values
that populate the extreme regions of the total PDF. Extreme events are enhanced when the
input coherence scale falls in this region, whereas their excitations and suppression implies,
respectively, that matching with the input autocorrelation is partial or does not occur at all.
9.3 Final Remarks
Summarizing in 9.1, we have observed the onset of turbulence in light flow through a non-
linear medium. The transition in one-dimensional beam dynamics occurs through nonlinear
wave interaction and leads from a modulational unstable to a chaotic state where optical
coherence is lost and several spatial modes are simultaneously excited. We have found that
the stochastic nature of the process manifests itself in a different intensity distribution func-
tion before and after the turbulent transition, where concomitant rogue events have also
been detected. These observations demonstrate how optical beam propagation in stochastic
and nonlinear conditions can form a tool to generate and investigate wave turbulent phe-
nomena. In 9.2, we have experimentally investigated the role of input wave disorder in the
formation of optical extreme events. Exploiting highly-nonlinear propagation of partially-
incoherent beams in photorefractive ferroelectric crystals, we reveal how the occurring of
abnormal events strongly depends on the coherence length of the optical field. Tuning the
input spatial autocorrelation we are able to modify the long-tail statistics of the output
intensity distribution from inhibition to large enhancement. In the specific case, we are able
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to attribute this scale-dependent property to the onset of saturation in the nonlinearity.
Our results may open important routes to control and exploit disordered light transport in
extreme nonlinear conditions and pave the way to the development of optical devices that
exploit the huge sensitivity of chaotic states. At the same time, they represent an important
step in the understanding of anomalous wave events in spatially-extended and non-integrable
systems.
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Conclusions
The work presented reports various new findings and applications. We have demon-
strated the first miniaturized modulator able to transform an input Gaussian beam into
a non-diffracting Bessel-like beam using a photoinduced index of refraction pattern. This
approach allows the modulator to be fast and to use low voltage, and permits in principle
the integration into solid-state arrays. The observation that our modulator does not involve
self-action effects is the natural starting point for studying the propagation of non-diffracting
beams in the presence of non-linearity (Flammini et. al. to be submitted).
On the other hand, the study of Bessel beams in microscopy has led to the discovery
of non diffracting field that possesses an effective localization degree (what we term ”light
droplet” field) solving the main difficulties of implementing Bessel beams in basic imaging
schemes. Further results shows how our droplets can penetrate deep into biological tissues
thanks to the self-healing property passed down from Bessel beams and how their use in
a confocal microscope provides the z-localization. The study of the droplet field and its
axial localization guide us to discover their increased radial localization. In our work, we
show how the intensity of the outer ring structure of a Droplet field can be suppressed up
to 1/2 with respect to the intensity of a comparable Bessel beam. At present we are testing
these findings in a light-sheet microscope set-up (Di Domenico et. al. to be submetted) to
demonstrate how the droplet illumination can be used to improve the field of view while
keeping good sectioning of the sample.
These findings have been accompanied by experiments carried out on disordered ferro-
electrics, we demonstrate how a giant diffusive photorefractive nonlinearity is able to support
negative intrinsic effective mass, how the input wave disorder is involved in the formation
of optical extreme events and how, in strong non-linear condition, wave dynamics sharply
pass from a coherent and homogeneous state to a fully-incoherent one. We also report the
observation of a new ordered ferroelectric phase characterized by the spontaneous formation
of a macroscopic crystalline structure of polar domains.
In the end, from a theoretical point of view we have found an answer to the question
of if and how it is possible to entangle two distant system by means of one particle. We
found entanglement to be the product of the microscopic reversibility applied to a system
whose number of particles increase. More particles means more independent experiments
but does not mean extra information, since processes in which information is produced
are forbidden by the principles of quantum mechanics. Total entanglement can only be
achieved at the expense of having the two systems interact. The requirement of direct
interaction between the two systems prevent the possibility of entangling them when they
are already distant. The natural outcome of these arguments and, also what we are now
attempting to do, is to show that single particle entanglement cannot be the basis for useful
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quantum technology, demonstrating so the central role of nonlinearity in the scheme for
reliable quantum computing or quantum cryptography, similarly to what happens in total
quantum teleportation.
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Appendix A
The conditional nature of single
particle entanglement
In this appendix, we show how the uncertainty principle limits the ability of a single particle
to entangle two distant systems. Entanglement is shown to occur with less than 1/2 proba-
bility of success, and this only after post-selection. We also apply our analysis to a specific
example generally considered capable of entangling two atoms using one photon.
A.1 General scenario
In the general situation one particle is used to entangle two distant systems Fig. A.1 a), the
state of the particle p is appropriately delocalized onto two paths A and B, i.e.,
|p〉 = (1/
√
2) (|1A, 0B〉+ |0A, 1B〉) . (A.1)
Although this state is formally entangled, it can readily be cast into a disentangled form,
for example recombining the two particle paths and forming a balanced interferometer. It
is congruently not capable of supporting itself two separate space-like measurements, as
required for establishing nonlocality. Assume that these two paths host two separate systems,
say A and B, two two-level systems (with ground state g and excited stated e) initially in
their ground state |gA, gB〉, and that particle p is able to excite each of them separately. It
would hence appear that after the interaction the initial disentangled state
|ψD〉 = (1/
√
2)(|1A, 0B〉+ |0A, 1B〉)|gA, gB〉 (A.2)
becomes the entangled state
|ψE〉 = (1/
√
2)|0A, 0B〉(|gA, eB〉+ |eA, gB〉). (A.3)
This conclusion is, however, not precise. In fact, the property of A and B to be entangled is
meaningful for a time interval ∆t  1/∆ω, where ∆ω is the linewidth of the excited level
in each system Fig. A.1 b). For longer time intervals, the excited states will begin to decay.
On the other hand, in order for p to excite A or B, its energy uncertainty ∆ωp must be such
that ∆ωp < ∆ω. This implies that the time uncertainty in the arrival (or more generally,
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interaction) of particle p is ∆tp > 1/∆ω. Hence, any given experiment able to test and
eventually detect an entanglement betweenA andB requires a resolution in time less than the
time uncertainty of particle p, so that the actual state is wholly uncertain between the particle
p not being absorbed by system A or B or being absorbed, i.e., |ψ〉 = (1/√2)(|ψD〉+ |ψE〉),
the first corresponding to the disentangled state of A and B both in the fundamental state,
the second to the entangled condition. Thus, at its best, there is a maximum 1/2 probability
of finding the two systems entangled.
Figure A.1: a) General set-up: a single particle p is split onto two paths and made to interact with two
distant systems A and B. b) Energy level scheme for each particle-system interaction.
A.1.1 Specific Example
As an example, we consider the interesting case in which p is a single photon and A and B
are two two-level atoms, as described in Ref. [260]. Each atom, of transition frequency ωa, is
within a cavity able to contain photons of angular frequency ωc such that |ωa−ωc|  ωa+ωc.
The usual Jaynes-Cummings Hamiltonian [421] describing each single system atom-plus-
photon reads
Hˆ = ~ωcaˆ+aˆ+ ~ωa
σˆz
2
+
~Ω
2
(aˆσˆ+ + aˆ+σˆ−), (A.4)
where aˆ+ and aˆ are the photon creation and annihilation operators and ~Ω denotes the
amplitude of the atom-photon interaction. The characteristic angular frequency Ω can be
evaluated through the relation [421]
Ω2 =
4d2ωa
~V 0
, (A.5)
where V is the cavity volume and d labels the transition dipole moment, i.e.,
d2 = e2|〈ψ1|~r|ψ0〉|2, (A.6)
|ψ0〉, |ψ1〉 being the fundamental and excited atomic states. For future use, we evaluate
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Eq.(A.5) for hydrogen atoms, for which
|ψ0〉 = |ψn=1,l=0,m=0〉 = e
− r
a0√
pia30
, (A.7)
|ψ1〉 = |ψn=2,l=1,m=0〉 =
r
a0
e
− r
2a0
4
√
2pia30
, (A.8)
where a0 ' 0.52
◦
A is Bohr radius. The angular frequency ωa =
E1−E0
~ (E0, E1 are the
energies of |ψ0〉, |ψ1〉) is determined through the relation E1 −E0 ' 10.2eV and Eq.(A.6) is
easily evaluated with the help of Eqs.(A.7), (A.8), thus obtaining
d2 =
215
310
(ea0)
2. (A.9)
The above results and Eq.(A.5) give
Ω(s−1) ' 50
V
1
2
(V → m3). (A.10)
Returning to the general case, the atom is conveniently described through the spin 1/2
formalism where the standard ladder operators σˆ+ = |e〉〈g| and σˆ− = |g〉〈e| are defined
in terms of the ground and excited atomic states |g〉 and |e〉. The Hamiltonian Hˆ can be
rewritten in the form
Hˆ = HˆI + HˆII , (A.11)
where
HˆI = ~ωc(aˆ+aˆ+
σˆz
2
), (A.12)
HˆII = ~
δσˆz
2
+ ~
Ω
2
(aˆσˆ+ + aˆ+σˆ−), (A.13)
with δ = ωa − ωc, are easily seen to commute. In turn, the eigenstates of HˆI with a given
number n of radiation quanta are given by |n〉|g〉, |n〉|e〉 and the states |ψ1n〉 ≡ |n〉|e〉,
|ψ2n〉 ≡ |n + 1〉|g〉 are degenerate with respect to HˆI . The matrix elements of the total
Hamiltonian Hˆ in the subspaces {|ψ1n〉, |ψ2n〉} read
H(n) = ~
(
nωc +
ωa
2
Ω
2
√
n+ 1
Ω
2
√
n+ 1 (n+ 1)ωc − ωa2
)
. (A.14)
Hereafter, we are interested in the case in which no more than one photon is present, i.e.,
we consider only H(0) whose eigenvalues turn out to be
E± =
~ωc
2
± ~Ω0(δ)
2
, (A.15)
(Ω0(δ) =
√
δ2 + Ω2). The corresponding eigenstates are
|+〉 = cos (α/2)|ψ1n〉+ sin (α/2)|ψ2n〉, (A.16)
|−〉 = − sin (α/2)|ψ1n〉+ cos (α/2)|ψ2n〉, (A.17)
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with α = arctan (Ω/δ). We now consider the situation in which, at time t = 0, the atom is
in the ground state in the presence of one photon. Therefore, since |+〉, |−〉 are stationary
states with respective energies E+ and E−, we have
|ψ(t)〉 =
cos (α/2) [cos (α/2)|1〉|g〉 − sin (α/2)|0〉|e〉] e−iE−t/~
+ sin (α/2) [cos (α/2)|0〉|e〉+ sin (α/2)|1〉|g〉] e−iE+t/~,
(A.18)
where |ψ(t)〉 is the state of the system atom-plus-photon satisfying the required initial con-
ditions.
We now consider a photon with angular frequency ωc sent on a beam splitter, after which
it can reach at time t = 0 either a cavity A or a cavity B, tuned to ωc. In both cavities
there is an atom with transition frequency ωa. Initially, both atoms A and B are in the
ground state, and the two cavities are far enough that no direct atomic interaction takes
place. Thus, the initial state |ψT (0)〉 of the total system atom A + atom B + photon reads
|ψT (0)〉 =
( |1A, 0B〉+ |0A, 1B〉√
2
)
|gA, gB〉, (A.19)
with self-explanatory symbols. As a consequence, we readily obtain, with the help of
Eq.(A.19),
|ψT (t)〉 =
= [
1√
2
cos2 (α/2)|1A, 0B〉|gA, gB〉 − 1√
2
cos (α/2) sin (α/2)|0A, 0B〉|eA, gB〉]e−iE−t/~
+[
1√
2
sin (α/2) cos (α/2)|0A, 0B〉|eA, gB〉+ 1√
2
sin2 (α/2)|1A, 0B〉|gA, gB〉]e−iE+t/~
+[
1√
2
cos2 (α/2)|1B, 0A〉|gB, gA〉 − 1√
2
cos (α/2) sin (α/2)|0B, 0A〉|eB, gA〉]e−iE−t/~
+[
1√
2
sin (α/2) cos (α/2)|0B, 0A〉|eB, gA〉+ 1√
2
sin2 (α/2)|1B, 0A〉|gB, gA〉]e−iE+t/~
= [cos2 (α/2)e−iE−t/~ + sin2 (α/2)e−iE+t/~]
( |1A, 0B〉+ |0A, 1B〉√
2
)
|gA, gB〉
+ sin (α/2) cos (α/2)
(
e−iE+t/~ − e−iE−t/~) |0A, 0B〉( |eA, gB〉+ |gA, gB〉√
2
)
≡ |ψD(t)〉+ |ψE(t)〉, (A.20)
where |ψD(t)〉 (both atoms in the ground state → |gA, gB〉) forbids entanglement between
the atoms A and B, while |ψE(t)〉 (photon disappeared → |0A, 0B〉) admits entanglement.
On the other hand we have, with the help of Eq.(A.15),
〈ψD(t)|ψD(t)〉 = cos4
(α
2
)
+ sin4
(α
2
)
+ 2 sin2
(α
2
)
cos2
(α
2
)
cos (Ω0t) , (A.21)
〈ψE(t)|ψE(t)〉 = 2 cos2
(α
2
)
sin2
(α
2
)
[1− cos(Ω0t)] . (A.22)
106
A.1. General scenario
Thus, total entanglement requires α = arctan (Ω/δ) ' pi/2, for which
〈ψD(t)|ψD(t)〉 = 1
2
[1 + cos (Ωt)] , (A.23)
〈ψE(t)|ψE(t)〉 = 1
2
[1− cos(Ωt)] . (A.24)
The condition 〈ψE(t)|ψE(t)〉 = 1 and 〈ψD(t)|ψD(t)〉 = 0 emerges for times tn given by
tn =
(2n+ 1)pi
Ω0
. (A.25)
Moreover, the condition α ' pi/2 implies that δ/Ω0  1. However, δ cannot be less than
the intrinsic uncertainty ∆ω of the photon frequency, so that the photon must have an un-
certainty in time ∆t > 2pi/∆ω ≥ 2pi/δ. On the other hand, to use Eq.(A.22) we need a
resolution in time ∆t such that ∆t < 2pi/Ω0, so that, since Ω0 = (δ
2 + Ω2)1/2, ∆t  2pi/δ,
which does not agree with the minimum uncertainty ∆t, i.e., ∆t ≥ 2pi/δ. Specifically, the
condition on the required time resolution contradicts the uncertainty in the arrival times of
the photon on the two atoms. On the physically available time resolution ∆t experiments
yield the time averages, i.e., in Eqs. (A.23) and (A.24), the time t possesses an indetermi-
nation ∆t. Since this limit is a consequence of the uncertainty principle, it implies that our
formulation of Eq.(A.20) as parametrized in time when α ' pi/2 is incorrect, and the true
wavefunction that describes our system must not contain t, i.e., be
|ψT 〉 = 1√
2
[|ψD〉+ |ψE〉] , (A.26)
where
|ψD〉 = 1√
2
[|1A, 0B〉+ |0A, 1B〉] |gA, gB〉, (A.27)
|ψE〉 = 1√
2
|0A, 0B〉 [|eA, gB〉+ |gA, eB〉] . (A.28)
Formally, our attempt to entangle one particle using two distant systems is achieved
through an appropriate interaction such that the prepared input state |1〉p|α〉A|β〉B evolves
to the final state |0〉p|γ〉AB, with the constraint that |γ〉AB is entangled. The limits asso-
ciated to the use of one particle to entangle two distant systems can, in this vein, also be
analyzed considering the details of the interaction Hamiltonian that represents the evolution
|0〉p|γ〉AB = aˆPˆ |1〉p|α〉A|β〉B, where aˆ is the annihilation operator for p, and Pˆ is the operator
that describes the evolution for the systems. Assume now that no interaction term involves
the entangling particle and the two systems together. This means that, using for example
the standard spinorial notation for two two-level systems A and B, Pˆ = Pˆ (σˆz,A, σˆz,B) is
a linear combination of σˆz,A, σˆz,B. Now, the maximally entangled Bell-basis are the eigen-
states of nonlinear operators in the spin of the two systems, such as σˆ2z = (σˆz,A + σˆz,B)
2
and σˆ2x = (σˆx,A + σˆx,B)
2, and the latter does not commute with σˆz,A, σˆz,B, and hence with
Pˆ [270]. Specific combinations of σˆx,A and σˆx,B can share eigenstates with the disentangled
basis, and a maximum overlap of half the Hilbert space occurs when the interaction involves
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the total spin operators of A and B. This is the case of the previously discussed Jaynes-
Cummings interaction, where the Hamiltonian has terms with σˆi = σˆi,A + σˆi,B, (i = x, y, z).
The requirement that the particle system interaction involves nonlinear operators, such as
σˆ−σˆ++σˆ+σˆ−, where σˆ± = σˆ±A+σˆ
±
B , and σˆ
±
A/B = σˆx,A/B±iσˆy,A/B, implies that a three-particle
interaction term must be involved, that is, that the two systems must locally interact and
separate subsequently (i.e., they cannot be prepared as ”distant”), as is well known to occur
for standard entanglement sources.
A.1.2 Remarks on the conditional nature
These results indicate that one can achieve conditional maximum 50% entanglement between
two distant systems using a single particle 1. Conditional means that of all the results on
(σˆi,A, σˆi,B) non-local correlations can only be detected in post-selected ensembles. This may
be misinterpreted as being a practical limitation, and hence that total entanglement can
actually be distilled from this conditional ensemble before measurements are carried out. In
order to sift an entangled state from |ψT 〉, we can enclose the outer surface of each of the
two cavities A and B with two ideal photon detectors DA, DB (Fig A.2), and simultaneously
open A and B at a given instant of time (t = 0). If either DA or DB clicks (at t = 0), |ψT 〉
is projected (at t = 0) onto |ψD〉, whose atomic component
|φD(t = 0)〉 = |gA, gB〉 (A.29)
is disentangled, while, if neither DA nor DB clicks, the mixed state is projected onto the
state |ψE〉, whose atomic component
|φE(t = 0)〉 = 1√
2
[|eA, gB〉+ |gA, eB〉] (A.30)
is entangled. We note that this result is obviously valid whenever the typical time TC
necessary to cross the cavity is much smaller than the oscillation time 2pi/Ω. This is the case
for the example referring to hydrogen atoms in a cavity of about V = 10−9m3, for which,
with the help of Eq.(A.10), 2pi/Ω = 4 · 10−6s, while TC ' V 1/3c ' 10
−11
3
s. In fact, the validity
of Eq.(A.30) hides a more subtle but profound assumption. We have an entangled pair of
systems only once we have certainty that both detectors DA and DB have not fired. This
shared knowledge at A and B can be readily achieved assuming that the time it takes a
classical signal to reach from A to B would be smaller than the characteristic time 2pi/Ω
in which the system oscillates. This apparently trivial condition means that for any given
systems A and B, there is a distance beyond which the entangling scheme breaks down. The
existence of this distance means that the two systems A and B obey Einstein locality [234].
A.1.3 Remarks on reversibility
The entire matter as to if and how a specific process can or cannot lead to entanglement can
be analyzed in terms of microscopic reversibility. Specifically, consider a process in which an
1The same factor of 50% has been obtained in the field of linear teleportation [268, 269, 422].
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Figure A.2: Entangling system.
isolated system with N independent input particles leads to N output particles at space-like
distances. Should the final wavefunction be entangled, the outcomes of the N independent
experiments that can be carried out on the N output particles would be correlated, so
that the phase-space of the outcoming state would be smaller than that of the incoming
state, thus violating microscopic reversibility. Congruently, the Jaynes-Cummings model
associated with the split photon interacting with the two single atoms described by Eq.(A.4)
contains terms like aˆσˆ+A/B, so that the number of particles is constant. Thus, entanglement
can only occur if the number of particles from input to output changes. More precisely, if
each particle has the same number of internal states both at input and output, the number
of output particles susceptible to space-like experiments must increase, as this is the only
way to preserve the phase-space of the system and introduce correlations.
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