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a b s t r a c t
Physical problems involving heat exchange between the ends of a rod and the surrounding
environment can be formulated as a set of equations representing the heat equation and
boundary conditions relating the heat fluxes to the difference between the boundary
temperatures and the temperature of the surrounding fluid through a function f . When the
heat transfer is purely convective, or solely radiative, then one assumes that f is a linear
functional (Newton’s law of cooling), or obeys a fourth-order power law (Stefan’s law),
respectively. However, there are many practical heat transfer situations in which either
the governing equation does not take a simple form or the actual method of heat transfer is
unknown. In such cases the heat transfer coefficient depends on the boundary temperature
and the dependence has a complicated or unknown structure. In this study, we investigate
a one-dimensional inverse heat conduction problem with unknown nonlinear boundary
conditions. We develop the boundary element method to construct and solve numerically
the missing terms involving the boundary temperature, the heat flux and the function f .
To stabilise the solution we employ an engineering approach based on approximating the
function f by a polynomial function of temperature. Numerical results are presented and
discussed.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
An interesting,mathematically challenging andwell-investigated problem is the identification of coefficients that appear
in partial differential equations, e.g. [1,2]. In contrast, the identification of the nonlinear boundary conditions is less
developed. In one-dimensional transient heat conduction these boundary conditions relate the heat flux at the ends of a
rod to the boundary temperature through some unknown function f . For example, if the heat exchange between the ends of
the rod and its environmental surroundings is solely by convection, then one commonly assumes that f is a linear function of
the difference in temperature between the ends of the rod and that of the surrounding fluid with the slope given by the heat
transfer coefficient (Newton’s law of cooling). Identification of a time, space or both space–time dependent heat transfer
coefficient in this case has been investigated in, for example [3–5]. For the case of purely radiative transfer of energy, a
fourth-order power law of the temperature for the function f is usually employed, (Stefan’s law), [6].
However, there are many practical heat transfer situations at high temperatures, or in hostile environments,
e.g. combustion chambers, cooling steel processes, gas turbines, etc. in which either the actual method of heat transfer
is not known, or it cannot be assumed that the governing boundary laws have such a simple form. For example, in the
cooling of hot steel or glass in fluids or gases, the heat transfer coefficient depends on the boundary temperature and this
dependence has a complicated and unknown structure, [7,8]. From a technical point of view, fast cooling and processes with
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limited opportunities to accuratelymeasure surface temperatures and/or heat fluxes are of much interest. In such situations
one can set up an inverse experiment that would allow the reconstruction (recovery) of the exact form of the function f .
It is well-known that the identification of nonlinear boundary conditions is an ill-posed problem, [9]. It has been shown
elsewhere, [10], that by monitoring (recording, measuring) the transient temperature at one end of the rod then one can
recover uniquely the unknown function f . However, even if a solution exists and is unique, it will not depend continuously
on the input data. Therefore, in order to stabilise the solution one can employ the Tikhonov regularization method, [11], or
adopt an engineering approach in which the unknown function f is approximated by a polynomial function with unknown
coefficients to be determined.
In this paper we investigate the application of the boundary element method (BEM) for solving numerically the inverse
problem of boundary condition law identification in heat conduction.
In what follows, we denote by Cm+α ([a, b]) the space of functions of a single variable whose mth-order derivative is
Hölder continuous of exponent α ∈ (0, 1] on the interval [a, b]. Note that C0+1 ([a, b]) represents the space of Lipschitz
continuous functions on [a, b].
2. Mathematical formulation of the inverse problem
We consider the initial boundary value problem
∂T
∂t
(x, t) = ∂
2T
∂x2
(x, t), (x, t) ∈ (0, 1)× (0, tf ], (2.1)
T (x, 0) = g(x) x ∈ [0, 1], (2.2)
∂T
∂n
(0, t) = −∂T
∂x
(0, t) = f (T (0, t)), t ∈ [0, tf ], (2.3)
∂T
∂n
(1, t) = ∂T
∂x
(1, t) = f (T (1, t)), t ∈ [0, tf ], (2.4)
T (0, t) = h(t), t ∈ [0, tf ], (2.5)
where T represents the unknown temperature of the one-dimensional rod (0, 1), the function f represents the unknown
law for the boundary conditions, tf > 0 is an arbitrary final time of interest, n is the outward unit normal, i.e. n(0) = −1,
n(1) = 1, g is the given initial temperature, h is the given additionalmeasured boundary temperature, and, for simplicity, we
have assumed that there are no heat sources. The thermal diffusivity has been taken equal to unity for simplicity. For certain
conditions on f , the direct problem (2.1)–(2.4) is well-posed, [12]. Moreover, the Fréchet differentiability of the solution T
of the direct problem (2.1)–(2.4) with respect to f has been established in [13]. The compatibility conditions associated with
(2.2)–(2.5) require that−g ′(0) = f (g(0)), g ′(1) = f (g(1)) and g(0) = h(0).
For the inverse problem (2.1)–(2.5) we assume that:
(i) g ∈ C2+1/2 ([0, 1]) ,
(ii) h ∈ C1+1/2 ([0, tf ]) is strictly monotone and h(0) = g(0),
(iii) T (1, t; f ) ∈ [h(0), h(t)] for all t ∈ [0, tf ] ,
where T (x, t; f ) is the solution of the direct mixed problem (2.1), (2.2), (2.4) and (2.5) when f is known. Solvability results
for this latter direct problem are given in [14]. At this stage, it is worth mentioning that a related inverse problem replaces
the boundary conditions (2.3) and (2.4) by
∂T
∂n
(x, t) = f (T (x, t)) = α(T (x, t)) (Tf − T (x, t)) , x ∈ {0, 1} , (2.6)
where Tf is the constant temperature of the surrounding fluid medium, and the heat exchange function α(T ) is an unknown
nonlinear function, which has to be identified by means of measurements of the temperature T . The measurements can
be available in the whole time interval (0, tf ] and the whole domain (0, 1), or on a subdomain (a, b) ⊂ (0, 1), [9,15], or
on the boundary {0, 1}, [16]. In these papers stability estimates of the inverse problem are given. It should be noted that
boundary conditions of the type (2.6) occur in many physical situations, e.g. in the cooling of hot steel in water, [11], in
the concentration of gaseous diffusion with chemical reaction at the surface, or in the population density with a specific
migration law at the boundary.
It is worth noting that for condition (iii), one cannot guarantee that the range of temperatures on the boundary x = 1 is
contained in the range of temperature measured data (2.5) by giving conditions on the data g and h alone, since condition
(iii) depends on the unknown function f . However, from the maximum principle for the heat equation, [17], there are easily
obtainable conditions under which condition (iii) can be made to hold. For example, if it is known a priori that f ≤ 0, and if
g(0) = g(1), then it is easy to give conditions under which hwill be a decreasing function and
h(t) = T (0, t) ≤ T (1, t) ≤ T (1, 0) = g(1) = g(0) = h(0), t ∈ [0, tf ]. (2.7)
Under the assumptions (i)–(iii) we have the following local solvability result, [10].
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Theorem 2.1. Under the assumptions (i)–(iii), there exists a unique solution (T , f ) ∈ C2,1((0, 1)×[0, t∗])×C1/2([h(0), h(t∗)])
of the inverse problem (2.1)–(2.5) for some t∗ ∈ (0, tf ].
Several factors may allow us to extend this theorem to global solvability. For example, if the admissible (allowable) class
of functions f is restricted to uniformly Lipschitz functions C0+1, this will be the case, [10]. Other solvability results are given
in [18].
At this stage, it is probably difficult to say definitely how ill-posed (unstable) is the inverse problem (2.1)–(2.5), but it
may be worth mentioning, [11], that part of the ill-posedness comes from the fact that calculating the normal derivative ∂T
∂n
from the boundary Dirichlet noisy data is a typical linear ill-posed problem, [19,20].
2.1. Related problems
Several other inverse problems can be formulated. For example, the boundary conditions (2.3) and (2.4) can take the
more general form
∂T
∂n
(0, t) = −∂T
∂x
(0, t) = α0(t)f (T (0, t))+ β0(t), t ∈ [0, tf ], (2.8)
∂T
∂n
(1, t) = ∂T
∂x
(1, t) = α1(t)f (T (1, t))+ β1(t), t ∈ [0, tf ], (2.9)
where α0, α0, β0 and β1 are known functions of time, t .
We can also consider cases when T , or ∂T
∂n , is prescribed at x = 1, e.g.
∂T
∂n
(1, t) = ∂T
∂x
(1, t) = q(1, t), t ∈ [0, tf ], (2.10)
instead of employing condition (2.4). In this case, the solution of the problem (2.1)–(2.3), (2.5) and (2.10) can be determined
immediately. To see this, note that there exists a unique solution T of the problem (2.1), (2.2), (2.5) and (2.10), and (2.3)
yields
− ∂T
∂x
(0, t) = f (h(t)), t ∈ [0, tf ]. (2.11)
Then, if h is strictly monotone, from (2.11) we obtain
f (ξ) = −∂T
∂x
(0, h−1(ξ)), ξ ∈ [h(0), h(tf )]. (2.12)
If instead of (2.3) we prescribe
∂T
∂n
(0, t) = −∂T
∂x
(0, t) = q(0, t), t ∈ [0, tf ], (2.13)
then the Cauchy problem (2.1), (2.2), (2.5) and (2.13) will admit at most one solution pair (T , f ), but existence can only be
guaranteed by making extremely restrictive (and difficult to determine) conditions on the data. Even if this can be done,
continuous dependence of the solution on the data cannot be expected in any reasonable norm, [21].
3. The Boundary Element Method (BEM)
Using the BEM, and applying the initial and boundary conditions (2.2)–(2.4), we obtain the integral representation,
e.g. [22],
η(x)T (x, t) =
∫ t
0
[
G(x, t; ξ, τ )f (T (ξ , τ ))− T (ξ , τ ) ∂G
∂n(ξ)
(x, t; ξ, τ )
]
ξ∈{0,1}
dτ
+
∫ 1
0
g(y)G(x, t; y, 0)dy, (x, t) ∈ [0, 1] × (0, tf ], (3.1)
where η(0) = η(1) = 0.5, η(x) = 1 for x ∈ (0, 1) and
G(x, t; ξ, τ ) = H(t − τ)
2
√
pi(t − τ)exp
[
− (x− ξ)
2
4(t − τ)
]
, (3.2)
where H is the Heaviside function.
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Applying (3.1) at the boundaries x = 0 and x = 1 and using (2.5) we obtain two nonlinear boundary integral equations
in the unknowns f and T (1, t), namely
1
2
h(t) =
∫ t
0
[
G(0, t; 0, τ )f (h(τ ))+ G(0, t; 1, τ )f (T (1, τ ))− h(τ ) ∂G
∂n(0)
(0, t; 0, τ )
− T (1, τ ) ∂G
∂n(1)
(0, t; 1, τ )
]
dτ +
∫ 1
0
g(y)G(0, t; y, 0)dy, t ∈ (0, tf ], (3.3)
1
2
T (1, t) =
∫ t
0
[
G(1, t; 0, τ )f (h(τ ))+ G(1, t; 1, τ )f (T (1, τ ))− h(τ ) ∂G
∂n(0)
(1, t; 0, τ )
− T (1, τ ) ∂G
∂n(1)
(1, t; 1, τ )
]
dτ +
∫ 1
0
g(y)G(1, t; y, 0)dy, t ∈ (0, tf ] (3.4)
where
∂G
∂n(ξ)
(x, t; ξ, τ ) = (x− ξ)n(ξ)H(t − τ)
4
√
pi(t − τ)3 exp
[
− (x− ξ)
2
4(t − τ)
]
. (3.5)
3.1. Numerical discretization
We discretise the time interval (0, tf ] into a series of N boundary elements, namely
(0, tf ] =
N∪
j=1
(
tj−1, tj
]
,
and assume that the boundary temperature is constant over each boundary element (tj−1, tj] and takes its value at the mid-
point t˜j = (tj−1 + tj)/2, i.e.
T (0, t) = h(t˜j) = hj, T (1, t) = T (1, t˜j) = T1j, for t ∈ (tj−1, tj]. (3.6)
We also discretise the space interval [0, 1] into a series of N0 cells, namely
[0, 1] = N0∪
k=1
[xk−1, xk] ,
and assume that the initial temperature is constant over each space cell [xk−1, xk] and takes its value at the mid-point
x˜k = (xk−1 + kk)/2, i.e.
T (x, 0) = g(x˜k) = gk, for x ∈ (xk−1, xk]. (3.7)
On discretising the boundary integral equations (3.3) and (3.4), and using the piecewise constant boundary element
approximations (3.6) and (3.7), all the BEM integrals that result can be evaluated analytically, [23], and the inverse problem
(2.1)–(2.5) recasts as a nonlinear system of 2N equations which, in a generic form, can be written as
Af (T1) = b, (3.8)
where T1 = (T1j)j=1,N , b contains expressions of the known data g and h, and Af is a nonlinear operator associated to the
unknown function f .
4. Numerical examples, results and discussion
4.1. Direct problems
First we investigate the BEM for solving direct heat conduction problems (DHCP) given by Eqs. (2.1)–(2.4), when f is a
given function of T . Applying (3.1) at the boundaries x = 0 and x = 1, we obtain two nonlinear boundary integral equations
in the unknowns T (0, t) and T (1, t), namely
1
2
T (x, t) =
∫ t
0
[G(x, t; 0, τ )f (T (0, τ ))+ G(x, t; 1, τ )f (T (1, τ ))] dτ
−
∫ t
0
[
T (0, τ )
∂G
∂n(0)
(x, t; 0, τ )+ T (1, τ ) ∂G
∂n(1)
(x, t; 1, τ )
]
dτ
+
∫ 1
0
g(y)G(x, t; y, 0)dy, t ∈ (0, tf ], x ∈ {0, 1}. (4.1)
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On discretising equation (4.1) and using the piecewise constant BEM approximations
T (0, t) = T (0, t˜j) = T0j, T (1, t) = T (1, t˜j) = T1j, for t ∈ (tj−1, tj], (4.2)
results in a nonlinear system of 2N equations which, in generic form, can be written as
A(T0, T1) = b, (4.3)
where T0 = (T0j)j=1,N . We solved this system of nonlinear equations using the NAG routine C05NCF. The initial guess was
taken to be (T0, T1) = (0, 0). Preliminary investigations produced convergent and accurate numerical approximations
for nonlinear DHCPs which agreed well with the corresponding analytical solutions over a wide range of benchmark test
examples, and therefore are not presented.
4.2. Inverse problems
In a first attempt to solve the inverse problem of determining the pair solution (T , f ), we suppose that f belongs to a
specific known class of functions, such as the class of polynomials of degree≤ K , namely
PK =
{
K∑
i=0
aiT i|ai ∈ R, i = 0, K
}
. (4.4)
This engineering approach, which reduces the function estimation (infinite dimensional) to a parameter estimation
(finite dimensional), also aims to improve the stability of the numerical approximate solution [24]. It is also physical,
for example [25] employed a tenth-order power law to model the experimental data of [26]. Piecewise polynomial
approximations can also be adopted in a future work. Based on (4.4), Eq. (3.8) recasts as a nonlinear optimization problem
consisting of minimizing the nonlinear least-squares functional
S(a, T1) = ‖Af (T1)− b‖2, (4.5)
where a = (ai)i=0,K and f (T ) =
∑K
i=0 aiT i. Alternatively, in a sequential approach, one can first identify a linear boundary
condition with a least-squares method at a given time step and then calculate the original nonlinear function at the next
time step, [27]. Also, if T is given everywhere in (0, 1) × (0, tf ] then one can determine the unknown law directly as an
optimal control problem, where the nonlinear part plays the part of the control, [16].
The minimization of (4.5) is performed using the NAG routine E04FCF. The initial guess is taken as (a, T1) = (0, 0). The
unknown boundary condition law is sought as a function
f (T ) =
K∑
k=0
akT k. (4.6)
The boundary temperature measurement (2.5) is contaminated with additive Gaussian random noise as
h(t) = h(t)+  (4.7)
with mean zero and standard deviation σ = ρ‖h‖∞ generated using the NAG routine G05DDF, where 100ρ represents the
percentage of noise. The number of boundary elements and space cells is increased from (N,N0) = (10, 10) to (80, 80).
Example 1. In many physical situations, at both ends of a rod, linear relations between heat fluxes and temperatures occur,
e.g. in heat transfer models purely obeying Newton’s law of cooling. In some cases, this relation is not known in advance
and it has to be verified using an inverse analysis. We therefore solve, for T and f , the inverse problem in the domain
(0, 1)× (0, tf = 1] given by the heat equation (2.1) subject to the initial condition (2.2) given by
T (x, 0) = g(x) = sin
(
pi
4
(
x− 1
2
))
, x ∈ [0, 1], (4.8)
the boundary conditions (2.8) and (2.9), with β0 = β1 = 0, α0 = α1 = pi4 cot(pi/8), given by
∂T
∂n
(0, t) = pi
4
cot(pi/8) [f (T (0, t))] , t ∈ [0, 1], (4.9)
∂T
∂n
(1, t) = pi
4
cot(pi/8) [f (T (1, t))] , t ∈ [0, 1], (4.10)
and the additional measurement (2.5) given by
T (0, t) = h(t) = −sin(pi/8)exp
(
−pi
2
16
t
)
, t ∈ [0, 1]. (4.11)
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Table 1
The coefficients ak of the function f (T ) =∑Kk=0 akT k and the objective function S, for various (a) (N,N0), when K = 1, no noise, (b) K = {1, . . . , 4}, when
(N,N0) = (40, 40), no noise, and (c) ρ = {0.00, . . . , 0.05}, when (N,N0) = (40, 40) and K = 1, for the IHCP given by Example 1
(a)
(N0,N) 10, 10 20, 20 40, 40 80, 80
106a0 18.3919 6.5265 2.0360 0.6029
a1 1.0049 1.0015 1.0005 1.0002
S 4.6× 10−5 7.7× 10−6 1.3× 10−6 2.3×10−7
(b)
K 1 2 3 4
a0 0.0000 0.0087 0.0079 −0.0009
a1 1.0005 0.9972 0.9978 1.0021
a2 – −0.0729 −0.0680 0.0755
a3 – – 0.0063 −0.0258
a4 – – – −0.5523
S 1.3× 10−8 2.5× 10−7 9.9× 10−9 9.7×10−9
(c)
ρ 0.00 0.01 0.03 0.05
106a0 2.0369 12.5205 33.5043 54.5045
a1 1.0005 1.0010 1.0020 1.0030
S 1.0× 10−6 6.8× 10−4 6.2× 10−3 1.7×10−2
Then the analytical solution of the inverse heat conduction problem (IHCP) (2.1) and (4.8)–(4.11) is given by
f (T ) = T , T (x, t) = sin
(
pi
4
(
x− 1
2
))
exp
(
−pi
2
16
t
)
. (4.12)
When the degree K of the function f (T ) in (4.6) is 1, and there is no noise in the data (4.7), i.e. ρ = 0, as the number
of discretisations increases from (N,N0) = (10, 10) to (80, 80), we find that the BEM provides accurate approximations
of the boundary temperature and the heat fluxes, see Fig. 1. Further, the coefficients a0 ≈ 0 and a1 ≈ 1 of the function
f (T ) = a0 + a1T produce small values of the objective function S, see Table 1(a).
Since the function f (T ) is analytically linear, K = 1 gives a fair and accurate approximation, as is evident when the
degree K of the function f (T ) increases gradually from 1 to 4, see Table 1(b), when (N,N0) = (40, 40) and there is no noise
in the measurement (4.11). Further, the numerical results for the boundary temperature and heat fluxes in Fig. 2 and the
coefficients ak of the function f (T ) in Table 1(b), show a similar pattern or trend. Also, good approximations are obtained if
we take K to be 2, 3 and 4, but the accuracy increases in the order K = 1, 4, 3 and then 2. Clearly, it is expected that a linear
function is best approximated by a linear functional. This is partly because an increase in the order of the approximating
functional increases the number of parameters, a fact that unnecessarily introduces instability into the problem.
When K = 1, (N,N0) = (40, 40) and noise is introduced in the measurement (4.11), as in (4.7), from ρ = 0.00–0.05,
see Fig. 3(a), the numerical results obtained for the coefficients ak tabulated in Table 1(c), the boundary temperature T (1, t),
see Fig. 3(b), and the heat fluxes, see Fig. 4(a) and (b), where (a) and (b) are on the boundaries x = 0 and x = 1, respectively,
undergo an accuracy proportional to the amount of noiseρ introduced. This indicates thatwehave obtained stable numerical
solutions.
Finally, in the plot of the analytical and numerical results of the approximations of the function f (T ) against T for various
degrees K = {1, 2, 3}when (N,N0) = (40, 40) andρ = 0.00 and 0.01, see Fig. 5, we observe accurate approximationswhen
K = 1 in comparison to K = 2 and 3. This further confirms that the linear function best approximates a linear functional.
Example 2. In Example 1,we examined retrieving a linear convective boundary law, and in Example 2weextend this inverse
analysis to identifying a nonlinear boundary condition law. We solve the nonlinear IHCP in the domain (0, 1)× (0, tf = 1]
given by the heat equation (2.1) subject to the initial condition (2.2) given by
T (x, 0) = g(x) = x3 − 3x2 + 2x+ 1, x ∈ [0, 1] (4.13)
and the nonlinear boundary conditions (2.8) and (2.9) with α0 = −2, α1 = −1, β0 = β1 = 0, given by
∂T
∂n
(0, t) = −2f (T (0, t)) , ∂T
∂n
(1, t) = −f (T (1, t)) , t ∈ [0, 1]. (4.14)
Solving this IHCP requires an extra condition and, as in Example 1, we specify the temperature on the boundary x = 0, i.e.
T (0, t) = h(t), see Fig. 6, obtained from the DHCP given by Eqs. (2.1), (4.13) and the boundary conditions
∂T
∂n
(0, t) = −2T 2(0, t), ∂T
∂n
(1, t) = −T 2(1, t), t ∈ [0, 1], (4.15)
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Fig. 1. The analytical and numerical (a) boundary temperature T (1, t), and heat fluxes (b) q(0, t), and (c) q(1, t), as functions of time t , for the IHCP given
by Example 1, for various (N,N0), K = 1 and no noise.
to which additive noise is introduced as in (4.7). Thus the unknown function f is analytically given by f (T ) = T 2, and the
only non-zero coefficient in (4.6) is a2 = 1. It should be noted that this problem does not have an analytical solution for
T (x, t).
When there is no noise, the degree of the function f in (4.6) is taken to be K = 2, and the number of discretisations is
increased from (N,N0) = (10, 10) to (80, 80), the BEM accurately determines convergent approximations for the boundary
temperature and the heat fluxes, see Fig. 7. Also convergent and accurate approximations of the coefficients a0, a1 and a2 of
the function f (T ) = a0 + a1T + a2T 2 and a small value of the objective function S are obtained, see Table 2(a).
Since the function f (T ) is analytically quadratic, we expect K = 2 to give an accurate approximation, a fact that is evident
when the degree K of the function f (T ) is increased gradually from 1 to 4, see Table 2(b), when (N,N0) = (40, 40) and there
is no noise. The results obtained for the approximations of the boundary temperature and the heat fluxes, see Fig. 8, and
the coefficients ak of the function f (T ), given in Table 2(b) when K = 2, best matches the analytical values. Although the
values of the approximations of ak, when K = 3 and 4 deviate significantly from their analytical values, we still obtain good
approximations for the boundary temperature and fluxes. This can be explained by the fact that a higher-order function
with a variety of coefficients can still be used to approximate with a reasonable accuracy a quadratic function. However,
as expected, the approximations when K = 1 are poor because a linear function cannot well approximate a quadratic
function.
When K = 2, (N,N0) = (40, 40) and noise is introduced in (4.7) with ρ = 0.00–0.05, see Fig. 6, the numerical results
for the coefficients ak tabulated in Table 2(c) and the numerical results shown in Fig. 9 undergo an accuracy proportional to
the amount of noise ρ introduced. This indicates that we have obtained stable numerical solutions.
Finally, we obtain accurate plots of the approximation results of the function f (T ) against T , when (N,N0) = (40, 40),
K = {1, 2, 3} and ρ = 0.00, see Fig. 10(a), exceptwhen K = 1, confirming that when K = 2 any other higher-order function
can be used to obtain a best match between the analytical and numerical results for the quadratic function. Furthermore,
stable approximations of the function f (T ) are obtained in Fig. 10(b) when noise ρ = 0.01 is introduced in (4.7).
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Fig. 2. The analytical and numerical (a) boundary temperature T (1, t), and heat fluxes (b) q(0, t), and (c) q(1, t), as functions of time t , for the IHCP given
by Example 1, for various K = {1, . . . , 4}, (N,N0) = (40, 40) and no noise.
Fig. 3. The (—) analytical and numerical boundary temperatures (a) T (0, t) (measured) and, (b) T (1, t), as functions of time t , for various amounts of noise
(•)ρ = 0.00, (+)ρ = 0.01, (H)ρ = 0.03 and (4)ρ = 0.05, for the IHCP given by Example 1, for (N,N0) = (40, 40) and K = 1. Note that in Fig. 3(a) the
dots (•) are not shown since when there is no noise, i.e. ρ = 0.00, they overlap the analytical curve T (0, t).
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Fig. 4. The (—) analytical andnumerical heat fluxes (a) q(0, t), and (b) q(1, t), as functions of time t , for various amounts of noise (•)ρ = 0.00, (+)ρ = 0.01,
(H)ρ = 0.03 and (4)ρ = 0.05, for the IHCP given by Example 1, for (N,N0) = (40, 40) and K = 1.
Fig. 5. The analytical and numerical approximations of the function f (T ), as functions of temperature T , for various K = {1, 2, 3}, for (a) ρ = 0.00 and
(b) ρ = 0.01, for the IHCP given by Example 1, for (N,N0) = (40, 40). Analytical solution f (T ) = T is also included.
Fig. 6. The measured boundary temperature T (0, t), as function of time t , for various amounts of noise (—) ρ = 0.00, (+)ρ = 0.01, (◦)ρ = 0.03,
(4)ρ = 0.05, for the IHCP given by Example 2, for (N,N0) = (40, 40) and K = 2.
Example 3. It is well known that, in general, the heat flux on a surface is the sum of two terms corresponding to convection
and surface radiation, [6]. We therefore examine an interesting and important example of a nonlinear IHCP in which the
relation between the heat flux and temperature at the boundaries, from a physical point of view, is a fourth-order power in
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Fig. 7. The numerical (a) boundary temperature T (1, t), and heat fluxes (b) q(0, t), and (c) q(1, t), as functions of time t , for the IHCP given by Example 2,
for various (N,N0), K = 2 and no noise.
Table 2
The coefficients ak of the function f (T ) =∑Kk=0 akT k and the objective function S, for various (a) (N,N0), when K = 2, no noise, (b) K = {1, . . . , 4}, when
(N,N0) = (40, 40), no noise, and (c) ρ = {0.00, . . . , 0.05}, when (N,N0) = (40, 40) and K = 2, for the IHCP given by Example 2
(a)
(N,N0) 10, 10 20, 20 40, 40 80, 80
a0 0.1866 0.0157 0.0142 0.0141
a1 −10.6097 −0.0557 −0.0609 −0.0614
a2 34.2754 1.0480 1.0503 1.0519
S 4.1× 10−1 2.6× 10−1 8.3× 10−1 2.0×10−1
(b)
K 1 2 3 4
a0 −0.2883 0.0142 0.0336 −0.3776
a1 1.1287 −0.0609 −0.1778 3.0502
a2 – 1.0503 1.2703 −7.7825
a3 – – −0.1317 10.6225
a4 – – – −4.5680
S 5.0× 10−3 8.0× 10−5 8.1× 10−5 1.5×10−5
(c)
ρ 0.00 0.01 0.03 0.05
a0 0.0142 −0.0240 −0.0908 −0.1489
a1 −0.0609 0.1143 0.4261 0.7039
a2 1.0503 0.8870 0.5678 0.2911
S 8.0× 10−5 3.0× 10−3 2.6× 10−2 7.2×10−2
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Fig. 8. The numerical (a) boundary temperature T (1, t), and heat fluxes (b) q(0, t), and (c) q(1, t), as functions of time t , for the IHCP given by Example 2,
for various K = {1, . . . , 4}, (N,N0) = (40, 40) and no noise.
Table 3
The coefficients ak of the function f (T ) =∑Kk=0 akT k and the objective function S, for various (a) (N,N0), when K = 4, no noise, (b) K = {1, . . . , 5}, when
(N,N0) = (40, 40), no noise, and (c) ρ = {0.00, . . . , 0.05}, when (N,N0) = (40, 40) and K = 4, for the IHCP given by Example 3
(a)
(N,N0) 10, 10 20, 20 40, 40 80, 80
a0 0.0501 −0.0001 −0.0001 −0.0001
a1 −1.1061 0.0061 0.0033 0.0024
a2 2.8380 0.0098 −0.0090 −0.0069
a3 −2.5262 −0.0833 0.0076 −0.0060
a4 1.6949 0.9975 0.9980 0.9984
(b)
K 1 2 3 4 5
a0 −5.8570 −0.3129 −0.0768 −0.0001 −0.0003
a1 9.2134 −3.8734 0.9719 0.0077 0.0070
a2 – 5.1103 −3.1142 −0.0091 0.0237
a3 – – 3.2386 0.0033 −0.0301
a4 – – – 0.9980 0.9837
a5 – – – – 0.0032
S 2.3× 100 2.0× 10−1 3.2× 10−3 2.7× 10−8 2.2× 10−8
(c)
ρ 0.00 0.01 0.03 0.05
a0 −0.0001 −0.0371 −0.1648 −0.0274
a1 0.0033 −0.0300 −0.0765 −2.9659
a2 −0.0090 −1.2438 1.4890 9.2772
a3 0.0076 −1.7689 −1.3859 −8.1742
a4 0.9980 1.5338 1.1496 2.9736
S 2.7× 10−8 1.7× 10−2 2.1× 10−1 4.8× 10−1
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Fig. 9. The numerical (a) boundary temperature T (1, t), and heat fluxes (a) q(0, t), and (b) q(1, t), as functions of time t , for various amounts of noise (—)
ρ = 0.00, (+)ρ = 0.01, (◦)ρ = 0.03, (4)ρ = 0.05, for the IHCP given by Example 2, for (N,N0) = (40, 40) and K = 2.
Fig. 10. The numerical approximations of the function f (T ), as functions of temperature T , for various K = {1, 2, 3}, for (a) ρ = 0.00 and (b) ρ = 0.01,
for the IHCP given by Example 2, for (N,N0) = (40, 40). Analytical solution f (T ) = T 2 is also included.
the temperature representing radiative boundary conditions.Mathematically, we investigate a nonlinear IHCP in the domain
(0, 1)× (0, tf = 1] for the heat equation (2.1) subject to the initial condition (2.2) given by
T (x, 0) = g(x) = x2, x ∈ [0, 1], (4.16)
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Fig. 11. The measured boundary temperature T (0, t), as function of time t , for various amounts of noise (•)ρ = 0.00, (4)ρ = 0.01, (+)ρ = 0.03 and
(H)ρ = 0.05, for the IHCP given by Example 3, for (N,N0) = (40, 40).
Fig. 12. The analytical and numerical (a) boundary temperature T (1, t), and heat fluxes (b) q(0, t), and (c) q(1, t), as functions of time t , for the IHCP given
by Example 3, for various (N,N0), K = 4 and no noise.
the boundary conditions (2.8) and (2.9) with α0 = α1 = −1, β0(t) = 16t4, β1(t) = 2+ (1+ 2t)4 given by
∂T
∂n
(0, t) = 16t4 − f (T (0, t)) , t ∈ [0, 1], (4.17)
∂T
∂n
(1, t) = 2+ (1+ 2t)4 − f (T (1, t)) , t ∈ [0, 1], (4.18)
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Fig. 13. The analytical and numerical (a) boundary temperature T (1, t), and heat fluxes (b) q(0, t), and (c) q(1, t), as functions of time t , for the IHCP given
by Example 3, for various K = {1, . . . , 5}, (N,N0) = (40, 40) and no noise.
and the extra condition T (0, t) = h(t) = 2t is obtained from the analytical solution T (x, t) = x2 + 2t , to which the noise
(4.7) is added, see Fig. 11. We then seek to retrieve the radiative fourth-order power law f (T ) = T 4.
When there is no noise, K = 4 and the number of discretisations is increased from (N,N0) = (10, 10) to
(80, 80), using the BEM generates accurate and rapidly converging results for the approximations of the boundary
temperature and heat fluxes, see Fig. 12, and the coefficients ak of the function f (T ), see Table 3(a). Results which
compare well with the analytical values, indicating that the BEM can also be used to solve radiative problems with
high accuracy.
Increasing the degree K of the function f (T ) from 1 to 5, when the number of discretisations is maintained at
(N,N0) = (40, 40) and there is no noise, results in approximations of the boundary temperature and heat fluxes,
see Fig. 13, and the coefficients ak of the function f (T ) tabulated in Table 3(b), undergo a gradual improvement in
accuracy. The best results of the approximations which match with the analytical values are obtained when K = 4.
Similar findings are also evident in the approximations of the function f (T ) shown in Fig. 15(a) for the various degrees
K = {3, 4, 5}. This confirms that the BEM is a reliable method for solving the IHCP with radiative boundary
conditions.
Finally, when K = 4, (N,N0) = (40, 40) and noise is introduced into (4.7) with ρ = 0.01–0.05, see Fig. 11, there are
minimal deviations in the approximations of the boundary temperature and heat fluxes, see Fig. 14, from the corresponding
analytical solutions. The results tabulated in Table 3(c) show that the coefficients ak, becomemore inaccurate as the amount
of noise ρ increases. Note that, at this stage, we have not added regularization to the minimization of S in (4.5), apart
from the finiteness of the trial function space (4.4), [24]. Fig. 15(b) is a plot of the analytical and numerical results of the
approximations of the function f (T ) against T for various degrees K = {3, 4, 5} and the amount of noise is ρ = 0.01. From
this figure it can be seen that the numerically obtained solutions are stable, but care should be taken when K increases since
the number of parameters incorporated, if too large, can render the solution unstable and then, regularization techniques
should be employed. Another example in which f to be retrieved is not a polynomial, such as f (T ) = e−T , has been
successfully inverted elsewhere, [28].
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Fig. 14. The (—) analytical and the numerical (a) boundary temperature T (1, t), and heat fluxes (b) q(0, t), and (c) q(1, t), as functions of time t , for various
amounts of noise (•)ρ = 0.00, (+)ρ = 0.01, (◦)ρ = 0.03, (H)ρ = 0.05, for the IHCP given by Example 3, for (N,N0) = (40, 40) and K = 3.
Fig. 15. The analytical and numerical approximations of the function f (T ), as functions of temperature T , for various K = {3, 4, 5}, for (a) ρ = 0.00 and
(b) ρ = 0.01, for the IHCP given by Example 3, for (N,N0) = (40, 40). Analytical solution f (T ) = T 4 is also included.
5. Conclusions
In this paper, we have investigated IHCPs with unknown nonlinear boundary conditions. We have used the BEM
to construct and solve numerically the missing terms involving the boundary temperature, heat flux, and coefficients
of the polynomial function approximating the function f relating the boundary temperature and heat flux in one-
dimensional transient heat conduction. From the examples considered,wehave found thatwhen the order of the polynomial
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approximating functional is equal to, or greater than, that of the actual solution, the numerical results are accurate and
convergent with respect to increasing the BEM discretisation (N,N0), when no noise is in the input measured boundary
temperature data (2.5). Further they are stable when noise is introduced in this measured data if the degree K is relatively
low, usually≤ 5. For larger values of K , regularization should be employed to ensure the stability of the numerical solution.
In conclusion, we can say that the BEM provides a very good and reliable method for determining the boundary condition
laws in one-dimensional inverse heat conduction problems. Future work will concern an extension to higher dimensions.
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