In this work, we try to perform Named Entity Recognition (NER) with external knowledge. We formulate the NER task as a multi-answer question answering (MAQA) task, and provide different knowledge contexts, such as, entity types, questions, definitions and definitions with examples. Moreover, the formulation of the task as a MAQA task, helps reducing other errors. This formulation (a) enables systems to jointly learn from varied NER datasets, enabling systems to learn more NER specific features, (b) can use knowledge-text attention to identify words having higher similarity to entity type mentioned in the knowledge, improving performance, (c) reduces confusion in systems by reducing the classes to be predicted to be limited to only three (B,I,O), (d) Makes detection of Nested Entities easier. We perform extensive experiments of this Knowledge Guided NER (KGNER) formulation on 15 Biomedical NER datasets, and through these experiments we see external knowledge helps. We will release the code for dataset conversion and our trained models for replicating experiments.
Introduction
There are several tasks in Natural Language Processing and Understanding which require extensive external knowledge for systems to perform reasonably well.
The external knowledge can be about entities and their relations, such as in Named Entity Recognition (CoNLL-2003 (Sang and De Meulder, 2003) , OntoNotes (Weischedel et al., 2011), etc) and Relation Extraction (SEMEval-2010 (Hendrickx et al., 2010 , TACRED (Zhang et al., 2017), etc) . External knowledge can also be about commonsense or science, such as in Question Answering tasks (RACE (Lai et al., 2017) , OpenBookQA (Mihaylov et al., 2018) , SocialIQA (Sap et al., 2019) ) etc.
Text: Mice lacking the myotonic dystrophy protein kinase develop a late onset progressive myopathy. Entity : Disease Question : What are the diseases mentioned in the text? Definition : In medicine, a health problem with certain characteristics or symptoms Examples : Diabetes, Malaria, Measles. Entities : myotonic dystrophy, myopathy Entity Span : (3, 4), (12, 12) Table 1 : An example of different kind of knowledge for a given entity type.
In this work, we focus on Named Entity Recognition (NER) for biomedical texts. NER is one of the core Natural language processing tasks, in which given a text, systems identify entities such as Person, Organization, Location, etc. In biomedical domain, we need to identify different entities, such as Disease, Treatment, Test, Chemical, Gene, etc. In biomedical domain, the entities sometimes differ subtly, and hence require even more precise knowledge. We incorporate such required knowledge through sentences or words as shown in Table 1 .
Most of the NER systems, formulate the problem as a classification task. Given the token T i , it is classified to be one of the three tags B-E k , I-E k , O in the BIO-Tagging scheme (Begin-Intermediate-Other), where k = 1..K, K is the number of entities and E is the type of entity. The performance of the problem formulated in this way degrades due to multiple challenges: (a) Labelling error, when a token is classified as B-E k or I-E k but the token is actually a B-E j or I-E j where (j! = k), means even though a system was able to identify the location of an entity, it fails to identify the type of the entity, (b) inability to leverage more information regarding a particular entity type, since their task formulation only allows them to predict all entity types jointly, (c) lack of labelled data for each entity type, especially in the biomedical domain. Challenge (a) and (b) are even more profound in the presence of Nested named entities. Challenge (c) affects low resource languages and other low resource scientific domains.
We try to address these challenges through our following contributions:
• We address challenge (a) and (c) by modelling the task as a multi-answer question answering task, where we predict only one type of entity, given a context. This formulation allows us to avert the issue of Nested named entities, as we predict only one type of entities at a time. This generic format, allows us to jointly learn from multiple different datasets.
• We address challenge (b) by providing various types of external knowledge, and do an empirical study of which knowledge types are better.
2 Related Work
External Knowledge
In the past, there have been several attempts to incorporate external knowledge through feature engineering and lexicons (Liu et al., 2019; Borthwick et al., 1998; Ciaramita and Altun, 2005; Kazama and Torisawa, 2007) , or incorporating knowledge in the feature extraction stage (Crichton et al., 2017; Yadav and Bethard, 2018) , or using document context (Devlin et al., 2018) . There have been some attempts to use simple textual knowledge sentences for solving question answering tasks, like OpenBookQA (Mihaylov et al., 2018) and SocialIQA (Sap et al., 2019) in works like . In our work, we incorporate simple textual knowledge sentences, similar to the attempts done for incorporating knowledge in question-answering tasks.
Multi-Task Learning
There have been multiple attempts to use multitask learning to tackle the labelling problem of NER. For example, multi-task learning with simple word embedding and CNN (Crichton et al., 2017) , cross-type NER with Bi-LSTM and CRF (Wang et al., 2018) , MTL with private and shared Bi-LSTM-CRF using character and word2Vec word embeddings . In our work, we do multi-task learning by reducing all different NER tasks to the same generic format.
Language Models and Transfer Learning
There have been other attempts to reduce the labelling confusion by using a single model to predict each entity-type (Lee et al., 2019) and also using transfer-learning (Lee et al., 2019) , (Beltagy et al., 2019) , (Si et al., 2019) . Our work is similar to these works, which also use pre-trained language models (BERT), and/or predicts different types of entities separately, but differs in task formulation and use of explicit external knowledge.
NER as a Question Answering Task
In general domain, researchers have formulated multiple NLP tasks as question-answering format in DecaNLP (McCann et al., 2018) , semantic-role labelling as in QASRL (He et al., 2015) and others have argued that question-answering is a format not a task (Gardner et al., 2019) . We also use question-answering format as a part of our task, to address the aforementioned challenges.
Our Approach
In our approach, we try to tackle each of the aforementioned challenges by formulating the NER task in the following way. Given a text T i and entity type E k we create contexts C j . We then use C j to find the entities and their entity types. We use four types of context. (a) entity types or E k (b) separate question created using each entity type or Q (c) definition of each entity type or D (d) definition with example or D ∪ Eg. For the example mentioned in 
Dataset Preparation
We created the dataset using 15 publicly available biomedical datasets as mentioned in the Table 2 . The types of entities can be seen in Table 2 . A sample of data in this dataset can be seen in Table 1. Given a text T i and its entities along with entity types E k provided as labels, we create four contexts. Context 1 is the entity type itself. We create Context 2 that is the question, using simple rules, like What are the [E k ] mentioned in the text ? We add the definition of the entity type from UMLS (Bodenreider, 2004) and Wikipedia to create Context 3 .
The distribution of each of the entities across each of the datasets for Train, Dev and Test sets can be found in the Table 2 . The counts of positive and negative samples created from the original datasets can also be found from the distribution table. The entity mentions represents the total number of each entities present for the datasets including train, dev and test samples. Since each sample data can have multiple entities , the number is higher than the total samples for the dataset.
Model Description
We use different pre-trained language models on biomedical texts, BioBERT (Lee et al., 2019) and MimicBERT (Si et al., 2019) , both of which are the current state of the art models for NER on multiple different datasets. We use these different variants of BERT, for the token classification task. We choose the BERT base cased version of the models. We define the input to the BERT model as follows, the knowledge Context tokens C j is prepended to the text tokens, T i . The sequence of tokens, {[CLS], C j , [SEP ], T i , [SEP ]} is given as input to the BERT model, and for each token we predict using a simple feed-forward layer. Figure 1 represents our model for multi-answer knowledge guided NER (KGNER).
Experiments
The training and validation dataset comprises of all the 18 datasets. The total train samples are around, 430K and validation samples are 120K. We use a batch size of 32 and a learning rate of 3e-5. The maximum sequence length of 128/256 Figure 1 : BERT for Multi-Answer KGNER depends on the 99th percentile of the input token lengths. We train using 4 NVIDIA V100 16GB GPUs, with a patience of 5 epochs. The training usually lasts for 14-15 epochs. Table 3 are our Test set results for the different datasets.
Error Analysis and Discussion
Our preliminary results are present in Table 3 . The scores shown are entity exact match F1 scores. These show that our approach produces significant improvements. Even a simple external knowledge of entity name provides significant improvements to baselines. Moreover the ability to use such a large and varied corpus leads to further improvements. The F1-Measure drops for definitions considerably for few datasets, showing the performance is tightly coupled with the preciseness of the knowledge provided. For example, for AnatEM dataset, the knowledge definition is vague, leading to a large drop in performance. The SOTA for Linnaeus and AnatEM datasets uses dictionaries developed without a clear train/test split, hence our scores are not directly comparable.
Conclusion and Future Work
We reformulated the NER task as a knowledge guided, context driven NER task and showed it has considerable promise. We have tried to solve the major challenges faced by current NER systems. Our approach has achieved above state of the art F1 measures for some of the Biomedical NER datasets.
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