In this paper, we benchmark the (1+1) Evolution Strategy (ES) with one-fifth success rule which is one of the first and simplest adaptive search algorithms proposed for optimization. The benchmarking is conducted on the noise-free BBOB-2009 testbed. We implement a restart version of the algorithm and conduct for each run 10 6 times the dimension of the search space function evaluations.
INTRODUCTION
Soon after the introduction of the pure random search as a stochastic optimization algorithm [2] , it was recognized that adaptive algorithms where the sampling distribution is adapted (as opposed to pure random search) during the course of the optimization are necessary for efficient optimization. One of the oldest adaptive search algorithms adapts the step-length (or step-size) using the following idea: the step-size is increased after a successful step and decreased after a failure so as to maintain a success probability of approximately 1/5, increase the step-size if the success probability is larger than 1/5 and decrease it otherwise. The discovery of this idea, known in the field of evolutionary algorithms as the one-fifth success rule, dates back to 1968, introduced by Schumer and Steiglitz in [10] and discovered independently by others [9, 3] .
In this paper, the (1+1) Evolution Strategy (ES) with onefifth success rule and restart mechanism is benchmarked on the BBOB-2009 function testbed.
THE (1+1)-ES WITH INDEPENDENT RESTARTS
In this section we describe the (1+1)-ES with one-fifth success rule and independent restarts. We start by describing the (1+1)-ES with one-fifth success rule.
The (1+1)-ES with 1/5 success rule
The (1+1)-ES with one-fifth success rule implements the idea that the step-size should increase if "too many" steps are successful, indicating that the search is too local and should decrease if "too few" steps are successful, indicating that the step-length used for sampling solutions is "too large". Optimally, the probability to sample successful steps should be close to one-fifth [10, 9] .
The algorithm tested here and presented in Table 1 is the version of the one-fifth success rule presented in [8] . We consider a scalar objective function f : R D → R, x → f (x) to be minimized and denote Xn ∈ R D the estimate of the solution (also called parent) at iteration n, and σn ∈ R+ the step-size. A new solution (or offspring) f Xn is sampled by adding to Xn a spherical multivariate normal distribution centered at zero and scaled by the step-size σn (Table 1, line 3), i.e., f Xn = X n + σnN (0, I) , where N (0, I) denotes a multivariate normal distribution with mean vector 0 and identity covariance matrix 1 . The objective function value of f Xn is computed and Xn+1 equals f Xn if f ( f Xn) ≤ f (Xn) 2 or Xn otherwise, i.e., the best among offspring and parent is becoming the parent for the next iteration 3 . 
Step-size is increased 7. else If offspring strictly worse 8.
X n+1= X n New parent = old parent
Step-size is decreased 10. until stopping criteria is met
The step-size is increased by a factor 1.5 if the offspring is successful, i.e., if its objective function value is smaller or equal than the one of its parent (Table 1 , line 6) and is decreased by a factor 1.5 −1/4 otherwise ( Table 1 , line 9). We now sketch why such a choice for the increasing and decreasing factors implements the idea of the one-fifth success rule. If the probability to sample a successful offspring from a given parent with step-size σn is 1/5, then the probability to sample an unsuccessful offspring equals 4/5 and on average
Since the term " (1.5)
Furthermore, if the probability of sampling successful offspring, that we denote ps is larger than 1/5, on average the step-size will satisfy
and thus the step-size will increase on average since the term
ps is strictly larger 1. The same reasoning holds if ps is smaller than 1/5 implying that the step-size will decrease on average. We have tested two other variants that are given in Table 2 and Table 3 . In Variant 1, in case of equality between the objective function values of the offspring and parent the step-size stays constant and the current estimate of the solution Xn stays constant as well. In the second variant (Table 3) , in case of equality between the objective function values of the offspring and parent, the step-size stays constant but the Xn+1 takes the value of the offspring f Xn.
The independent-restart (1+1)-ES
We have implemented an independent-restart version of the (1+1)-ES: for each start the initial solution X0 is sampled uniformly in [−4, 4] D and the step-size σ0 is initialized at 2. After reaching a stopping criteria (described in the next section) the algorithm is (re-)initialized and restarted. 
X n+1= X n 9. σn+1 = σn 10. else 11.
X n+1= X n 12. σn+1 = 1.5 −1/4 σn 13. until stopping criteria is met 
X n+1= X n 12. σn+1 = 1.5 −1/4 σn 13. until stopping criteria is met This process is iterated. Whenever the overall number of function evaluations reaches 10 6 D or an objective function value below the target function value is reached, the algorithm is stopped.
Stopping criteria for single runs
A single run of the (1+1)-ES is terminated when one of the following condition is satisfied:
ln (10) ln (1.5) : stop if there was no improvements during MaxNoImp successive iterations (i.e.lower value found)of the objective function
PARAMETER TUNING
No specific parameter tuning has been done, several trials on the whole testbed have been done to determine the value for TolSigma since some previous values set by the author turned out to be too large (typically 10 −8 is too large) and did not allow to observe convergence on the Attractive Sector function. The same settings have been used for all functions such that the crafting effort [5] computes to CrE = 0.
CPU TIMING EXPERIMENT
For the timing experiment the (1+1)-ES with independent restarts was run with a maximum of 10 5 D function evaluations and restarted until 30 seconds has passed (according to Figure 2 in [5] ). The experiments have been conducted with an Intel Pentium 4 CPU 3.80 GHz under Linux using a C-implementation. The time per function evaluation was 7.5; 9.9; 15; 27; 51; 97 times 10 −7 seconds in dimensions 2; 3; 5; 10; 20; 40 respectively.
RESULTS
Results from experiments according to [5] on the benchmark functions given in [4, 6] Besides, though theoretically, the (1+1)-ES should also solve the Ellipsoid function if the maximum number of evaluations would be large enough, we have observed that due to numerical precisions, the (1+1)-ES cannot solve it even after increasing the maximum number of evaluations. The bad results on ill-conditioned problems are of course not surprising because the method has no mechanism to deform the sampling distribution, as opposed to the famous Covariance Matrix Algorithm [7] .
Furthermore, we can observe a consequence of the invariance of the algorithm with respect to the coordinate system: the performances are invariant on the original / rotated Ellipsoid, Rosenbrock, Rastrigin functions.
The performance is poor on multi-modal functions, however the Gallagher multimodal functions are solved.
The Variant 1 and 2 gave slightly worse results. In particular on the step-ellipsoid where increasing the step-size is beneficial for facing the plateaus.
DISCUSSION
The simple (1+1)-ES with one-fifth success rule with a restart mechanism is able to solve 13 (resp. 9) functions in 5-D (resp. 20-D) but performs poorly on ill-conditioned problems. This is to be expected from the lack of adaptation mechanism for the covariance matrix and can be improved by introducing such a mechanism [1] . The performance is poor on multi-modal functions. The results are foreseen to generalize well due to two invariance properties of the algorithm: invariance to order-preserving transformations of the function value and rotational invariance. Table 4 : Shown are, for a given target difference to the optimal function value ∆f : the number of successful trials (#); the expected running time to surpass fopt + ∆f (ERT, see Figure 1) ; the 10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of function evaluations in successful trials or, if none was successful, as last entry the median number of function evaluations to reach the best function value (RTsucc). If fopt + ∆f was never reached, figures in italics denote the best achieved ∆f -value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials, and mFE denotes the maximum of number of function evaluations executed in one trial. See Figure 1 for the names of functions. all results from all functions; second row: separable functions; third row: misc. moderate functions; fourth row: ill-conditioned functions; fifth row: multi-modal functions with adequate structure; last row: multi-modal functions with weak structure. The legends indicate the number of functions that were solved in at least one trial. FEvals denotes number of function evaluations, D and DIM denote search space dimension, and ∆f and Df denote the difference to the optimal function value.
