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The goal of this paper is to study the eet of entanglement on the running time of a quantum
omputation. Adiabati quantum omputation is suited to this kind of study, sine it allows us
to expliitly alulate the time evolution of the entanglement throughout the alulation. On the
other hand however, the adiabati formalism makes it impossible to study the roles of entanglement
and delity separately, whih means that results have to be interpreted arefully. We study two
algorithms: the searh algorithm and the Deutsh-Jozsa algorithm. We nd some evidene that
entanglement an be onsidered a resoure in quantum omputation.
PACS numbers: 03.67.Mn, 03.67,Lx
I. INTRODUCTION
In the past few years, it has beome inreasingly lear that entanglement is an important resoure in quantum
information siene. It is ruial for quantum teleportation [1℄, and has been proven to be neessary for an exponential
speed-up of quantum omputation over lassial omputation [2, 3, 4℄. However, there is some unertainty over the
preise role that entanglement plays in general. It seems not to be neessary for improvements less dramati than
exponential. Lloyd [5℄ has shown that quadrati speed-up an be ahieved with no entanglement whatsoever, using
single partile states, albeit at the very signiant ost of an exponential inrease in what he alled overhead, eg.
the number of partile detetors required. A reent implementation of Grover's searh algorithm using only lassial
waves [6℄ suggests that in this ase interferene is the relevant fator. Finally, it has been shown by Biham et al [7℄
using spei examples that quantum omputers without entanglement an still provide improvements that annot,
even in priniple, be lassially ahievable .
One of the ompliations in analyzing the role of entanglement, as Lloyd's analysis, for example, indiates, is that
there are many other fators whih aet the speed of a quantum omputation. Examples are the Hilbert-spae
dimension (e.g. in [8℄), and even the measurement proess itself [9℄. In the ase of adiabati quantum omputation,
it was shown [23℄ that a temporary, large input of energy into the system ould also inrease the omputation speed.
This is similar to the results of Lloyd [5℄ ited above, with reoverable energy playing the role of overhead. Finally, we
mention the onnetion highlighted by Wei et al [10℄ between the minimal running time of an adiabati omputation
and the delity (distane) between the initial and nal state in the adiabati algorithm.
In light of all these results, it is of great interest to analyse as fully as possible the preise role that entanglement
plays in ahieving speed-up of quantum algorithms. In the following we will fous on the dynamial role of entangle-
ment in adiabati quantum omputing. Adiabati quantum omputation provides an alternative model for quantum
omputation whih onsiders a system evolving under a time-dependent Hamiltonian instead of through a sequene of
gates. It has reently been shown to be equivalent to standard quantum omputation with respet to omputational
power [11℄, and may be more promising when it omes to robustness against deoherene or other types of errors (e.g.
[12℄). For our purposes it is an ideal theoretial framework in whih to study the role of entanglement and delity,
sine one an trak the atual evolution of these quantities as a ontinuous funtion of time.
Whereas some work has been done studying the entanglement dynamis for naturally ourring many-body
systems, e.g. a Heisenberg hain [13℄, two spins in a magneti eld [14℄, or two qubits in a thermal bath [15℄, the
behaviour of entanglement in systems while a quantum algorithm is running has only been investigated for a few
speial ases: Orus and Latorre [16℄ alulated the time dependene of entanglement for two adiabati quantum
algorithms (NP-exat over problem and Grover's searh problem). In the former, whih runs in polynomial time,
they found indiations that the entanglement grows linearly with the number n of qubits. In the latter ase, whih
ahieves only a quadrati speed-up, they showed analytially that the maximum entanglement is bounded in the limit
of large n. Finally, Roland and Cerf [17℄ have studied the delity as a funtion of time in the loally adiabati searh
algorithm. They showed that for the optimized algorithm, whih ahieves a
√
N speed-up, the delity is linear in the
optimized time variable, in keeping with the fat that the standard quantum searh algorithm hanges the delity in
equal inrements.
In addition to shedding light on the spei role of entanglement in the eieny of quantum algorithms, a systemati
investigation of the time evolution of entanglement during adiabati quantum omputation may also provide other
2benets. Firstly, to ahieve a better understanding of the engineering of quantum information proesses, it is neessary
to understand the dynamis of the entangled states whih are used for the quantum omputation. On a more
fundamental level, new insight from quantum information theory may lead to a better understanding of interating
many-body systems, and phenomena like quantum phase transitions and ritial behaviour (see, e.g., [18℄).
We must, at this stage, emphasize an inherent limitation assoiated with the study of the time evolution of entan-
glement during an adiabati quantum omputation. We generally start from a set of initial states that have zero initial
entanglement but dierent initial delity relative to the desired nal state. We expet that the initial delity (whih
measures the separation of the initial state from the nal state) and the amount of entangement that is produed
during the evolution, will both aet the running time of the algorithm. Beause the Hamiltonian, and therefore
the algorithm, depends expliitly on the hoie of initial state, it is not possible to study the role of eah variable
separately. Consequently, it is diult to determine to what extent eah is inuening the other.
We study two dierent algorithms, adiabati quantum searh and the adiabati Deutsh-Jozsa algorithm [19℄. We
also disuss a variation of the Deutsh-Jozsa algorithm proposed in [20℄ whih we will refer to as the onstant-time-
Deutsh-Jozsa algorithm. To study the possible dependene of our results on the denition of entanglement, we also
introdue a new funtion to desribe the physial property of entanglement and ompare the results with those for
the entropy of entanglement. Similarly, we ompare the results for the delity with those for a dierent funtion
haraterizing the distane between states. We also alulate the time evolution of these quantities as a funtion of
an optimized time variable, whih orresponds to applying the adiabati approximation in a maximally eient way
[17℄.
For the searh algorithm, using the unoptimized time variable, we nd that the region where the magnitude of the
rate of hange of the delity (as dened in (48)) is greatest orresponds to the region of greatest entropy prodution.
Using the optimized time variable, the n = 2 initial states that produe more entanglement have longer running
times. For n = 3 this orrelation only holds when we use the new funtion introdued in this paper to measure
entanglement. For Deutsh's algorithm, using the optimized time variable, we nd that states that generate entropy
more quikly have a shorter running time. The onstant-time-Deutsh-Jozsa algorithm behaves like the searh
algorithm for n = 2: an inreased prodution of entropy is orrelated with a longer running time. An earlier form of
some of these results was desribed in [21℄.
Our paper is organized as follows: In setion (II) we review adiabati quantum omputation and the algorithms
that we will study. In setion (III) we review the entropy of entanglement and the delity, and introdue two related,
but new, denitions of funtions to desribe the same physial properties. The results are presented in setion (IV)
and we present our onlusions in setion (V). Appendix (A) ontains some notational denitions. In Appendix (B)
we derive expressions for the redued density matries. In Appendies (C),(D) and (E) we present some details of the
alulations related to a new denition of entanglement.
II. ADIABATIC QUANTUM COMPUTATION
Standard quantum omputation uses quantum iruits, in whih a sequene of unitary transformations ats on a
set of qubits. The time evolution takes plae in disrete steps. The building bloks of an adiabati quantum omputer
are qubits, too, but the time evolution of the system is desribed by a time-dependent Hamiltonian, and is therefore
muh loser to the way a physiist desribes interating (many-body) systems.
Calulations for a system with a time dependent Hamiltonian are muh more involved than for a time-independent
one, but fortunately several approximation methods exist for dierent limiting ases. The adiabati approximation
applies to systems in whih the Hamiltonian varies suiently slowly in time. Roughly speaking, this approximation
says that if a system is in an instantaneous eigenstate and its Hamiltonian evolves slowly enough in time, the system
will remain in this instantaneous eigenstate. The eigenstate and its energy eigenvalue evolve ontinuously, but there
is no transition to a dierent state. (We have restrited our onsiderations here to the most simple ase, assuming
that the spetrum of H(t) is entirely disrete and nondegenerate. In the ase of a degenerate spetrum, the adiabati
approximation generalizes to the statement that eah degenerate eigenspae, instead of the individual eigenvetors,
evolves independently [22℄). This situation is intuitively plausible, sine we know that for a time-independent Hamil-
tonian, the system would stay in a given eigenstate for all times. The approximation is made quantitative by the
adiabati theorem, whih we briey sketh below, following the exellent presentation in [22℄.
3A. Adiabati Theorem
Consider a system obeying a time-dependent Shrödinger equation
i
d|Ψ(t)〉
dt
= H(t)|Ψ(t)〉, (1)
where here and in the following we set ~ = 1. The time-dependent Hamiltonian has instantaneous eigenstates |En(t)〉
whih satisfy
H(t)|En(t)〉 = En(t)|En(t)〉. (2)
Note that both the energies and the state vetors are funtions of time. To simplify the notation we will suppress the
`t' and denote the ground state and its energy by {|E−〉 , E−}, the rst exited state and its energy by {|E+〉 , E+},
and higher states and energies by {|En〉 , En}. Using these states as a basis, we an express a general solution of (1)
as
|Ψ(t)〉 =
∑
n
an(t)e
iαn(t)|En(t)〉, (3)
where
αn(t) = −
∫ t
0
En(t
′)dt′ (4)
is the dynamial phase. After some algebrai manipulations, we obtain the following expression for the time evolution
of the oeients:
a˙k = −ak〈Ek|E˙k〉 −
∑
n6=k
an
〈Ek|H˙|En〉
En(t)− Ek(t)e
i(αn−αk). (5)
The ondition for adiabati evolution is that the oeients ak(t) evolve independently from eah other, i.e. that
their dynamial equations do not ouple. This is ensured if the following ondition is satised:
max
0≤t≤T
∣∣∣∣∣ 〈Ek|H˙ |En〉En − Ek
∣∣∣∣∣≪ min0≤t≤T |En − Ek| (6)
where T is the total evolution time. Physially, this means that if the time evolution of the Hamiltonian (in units of
the energy gap between the levels under onsideration) is slow ompared to this energy gap, for all pairs of energy
levels, the ondition for adiabatiity is fullled.
If we onsider speially the adiabati evolution of an initial state whih is an eigenvetor,
|Ψ(0)〉 = |Em(0)〉, (7)
then am(0) = 1 and an(0) = 0 ∀n 6= m, and the evolution equation (5) redues to
a˙m = −am〈Em|E˙m〉. (8)
The adiabati evolution of the state is
|Ψ(t)〉 = ei(αm(t)+γm(t))|Em(t)〉, (9)
where the geometrial phase (or Berry phase) γm(t) is given by
γm(t) = i
∫ t
0
dt′〈Em(t′)|E˙m(t′)〉. (10)
This phase depends on the path in parameter spae that is traversed by the time-dependent parameters in H . Eqs.
(7) and (9) state the ontent of the adiabati theorem: An instantaneous eigenstate |Em(0)〉 evolves ontinuously to
the orresponding eigenstate |Em(t)〉 at a later time, without any transition to other energy levels.
When the time dependene of the Hamiltonian is not small enough to fulll the ondition for adiabatiity, transitions
to other eigenstates beome allowed. Equivalently, the dynamial equations (5) will ouple distint eigenvetors, and
the eigenvetors will not evolve ompletely independently. The time evolution of suh a system ould be obtained by
solving the system of oupled dierential equations (5).
4B. The Hamiltonian for adiabati quantum omputation
Adiabati quantum omputation takes the system from an initial state |ψ0〉 to a nal state |ψ1〉, whih are eigenstates
of the Hamiltonians H0 and H1, respetively. The initial state is assumed to be easy to onstrut, for pratial
purposes, and the nal state enodes the solution to the omputational problem, whih is unknown. The time
dependent Hamiltonian is onstruted so that it will drive the system from the initial to the nal state, moving
slowly enough to ensure adiabati evolution, so that it will end up in the desired state with large probability. This
Hamiltonian is usually onstruted as a linear ombination of the initial and nal Hamiltonians,
H(t) = f(t)H0 + g(t)H1. (11)
The funtions f(t) and g(t) are arbitrary funtions of time, usually hosen to be monotoni, whih are subjet to the
boundary onditions
f(0) = 1 ; g(0) = 0 (12)
f(T ) = 0 ; g(T ) = 1 (13)
where T represents the total omputation time. For example, the simplest hoie of these funtions is
f(t) = 1− s(t) ; g(t) = s(t) ; s(t) = t/T (14)
where we have introdued the dimensionless time variable s(t). The initial and nal Hamiltonians are onstruted
from the initial and nal states as
H0 = I − |ψ0〉〈ψ0| (15)
H1 = I − |ψ1〉〈ψ1|
so that the ground state of H0 is the state |ψ0〉 and the ground state of H1 is the state |ψ1〉.
C. Running time of the algorithm
We dene a small dimensionless parameter orresponding to (6):
ǫ = max
0≤t≤T
∣∣∣∣∣ 〈E−|H˙ |E+〉(E+ − E−)2
∣∣∣∣∣ . (16)
For ǫ ≪ 1, the adiabati approximation is satised. Rewriting (16) in terms of the dimensionless variable s = t/T
and assuming that the bound is saturated we obtain:
T = max
0≤s≤1
∣∣〈E−|dHds |E+〉∣∣
ǫ(E+ − E−)2 . (17)
We obtain the running time by hoosing a partiular value for ǫ, whih represents the auray of the alulation.
Physially, for times greater than T the system an be assumed to be in the nal state |ψ1〉 (see Eq. (15)), up to
errors of order ǫ2.
The minimal running time an be obtained by optimizing the adiabati approximation [17℄. Eetively, we apply
the adiabati ondition (16) to eah innitesimal time step dt throughout the evolution, instead of globally to the
entire time interval T . We replae the funtion s(t) = t/T with a non-linear funtion whose slope is large in regions
where the energy gap is large, and small when the energy gap is small. The funtion s(t) is obtained by solving the
dierential equation:
dt = ds
∣∣∣∣∣ ǫ(E+ − E−)
2
〈E−|dHds |E+〉
∣∣∣∣∣ (18)
We hoose ǫ = 0.01 and obtain the optimized running time as:
Top = (0.01) ·
∫ 1
0
ds
∣∣∣∣∣ (E+ − E−)
2
〈E−|dHds |E+〉
∣∣∣∣∣ (19)
5D. Adiabati Quantum Searh Algorithm
The goal of the searh algorithm is to nd a marked item, the needle, in a large unsorted database, the haystak,
in as few steps as possible. Classially, O(N) steps are needed for a database of size N , sine all the objets have to
be examined, one after another. For a quantum searh, the items are represented by the omputational basis states,
one of them being the marked state |m〉. The unsorted database is represented by an equally weighted superposition
of these states:
|ψ0〉 = 1√
N
N−1∑
i=0
|i〉 (20)
whih is motivated by the idea that if a measurement were made on the initial state, the probability of seleting
any item would be the same. The state |ψ0〉 is taken as the initial state for the alulation, and the nal state is
|ψ1〉 = |m〉, the marked state that we are searhing for. Without loss of generality, we hoose |m〉 = |0〉. In addition
to using the onventional haystak initial state, we perform the numerial alulation using several other hoies.
Speially, we vary the initial state in order to study the orrelation between running time, entanglement and delity.
For the adiabati quantum searh, the Hamiltonian is onstruted from the initial and nal state as in Eqs.(11)
and (15) (see [23℄ or [24℄). Its matrix elements are
H11 = f(1− 1
N
) (21)
Hii = f(1− 1
N
) + g for i 6= 1
Hij = − f
N
for i 6= j
The lowest two eigenvalues are
E±(t) =
1
2
(
(f + g)±
√
(f − g)2 + 4
N
f g
)
, (22)
and the only higher energy eigenvalue En = f + g is (N − 2)-fold degenerate [23℄. To alulate the running time, we
only need to determine expliitly the lowest eigenvetor. Within the adiabati approximation, this lowest eigenvetor
gives the instantaneous state of the system and is used in the determination of the entanglement and delity as
funtions of time.
E. Deutsh-Jozsa Algorithm
The Deutsh-Jozsa problem [25℄ is to determine whether a Boolean funtion
F : {0, 1}n → {0, 1} (23)
is onstant (i.e. all outputs are idential) or balaned (i.e. it has an equal number of zeroes and ones as output).
Classially this requires ∼ O(2n/2) evaluations of the funtion. Quantum mehanially one an start with an equal
superposition of all values of the input variable and determine the solution using a single appliation of the orale
operator Uf that is the quantum analogue of the lassial funtion evaluation. Although this is a somewhat artiial
example, it provides an exellent illustration of how quantum superpositions allow maximal use of the information
ontent of the full Hilbert spae. What is less lear is whether entanglement plays any role in this ase.
For the simplest ase of n = 1, the funtion would be onstant if F (0) = F (1), and balaned if F (0) 6= F (1). The
four possible outomes in this ase are
F (0) = F (1) = 0 (constant) (24)
F (0) = F (1) = 1 (constant)
F (0) = 0; F (1) = 1 (balanced)
F (0) = 1; F (1) = 0 (balanced)
Classially one has to determine both F (0) and F (1) to infer the nature of the funtion, sine the knowledge of one
does not shed any light on the value of the other. Using the quantum version, Deutsh's algorithm [26℄, the nature of
the funtion an be determined by making one measurement.
6An adiabati realization of the Deutsh-Jozsa algorithm has been introdued in [19℄. The initial state is the same
as in the searh algorithm, Eq. (20). Unlike the ase of the searh algorithm, there is no natural physial motivation
for this initial state in Deutsh's algorithm, but it has been shown in [19℄ that this hoie is optimal in the sense
that the time evolution is independent of the values of α and β (dened below), and thus independent of the result
of the algorithm. For n qubits, the running time for this algorithm sales as
√
N = 2n/2. One again, we perform
the numerial alulation using several other hoies for the initial state, in order to study the orrelation between
running time, and entanglement and delity.
The nal state is given by
|ψ1〉 = α|0〉+ β√
N − 1
N−1∑
k=1
|k〉, (25)
where
α =
1
N
∣∣∣∣∣∣
∑
x∈{0,1}n
(−1)F (x)
∣∣∣∣∣∣ (26)
β = 1− α.
If F is onstant, α = 1 and β = 0, and if F is balaned, α = 0 and β = 1. This means that if the measurement of the
nal state after the required running time yields |0〉, the funtion is onstant, otherwise it is balaned.
The Hamiltonian is given by:
H11 =
f(N − 1)
N
+ g(1− α) (27)
Hii =
f(N − 1)
N
+ g(1− β
N − 1) for i 6= 1
H1i = Hi1 = − f
N
for i 6= 1
Hij = − f
N
− gβ
(N − 1) for i 6= j, i 6= 1, j 6= 1
The two lowest energy eigenvalues are
E±(s) =
1
2
(
(f + g)±
√
(f − (α− β)g)2 + 4
N
(α− β)fg
)
, (28)
and the higher eigenvalue En = f + g is (N − 2)-fold degenerate [19℄. Note that the minimum energy gap between
the lowest two states is:
gmin ≡ |E+ − E−|min ∼ O(1/
√
N) (29)
whih goes to zero for large N , and explains heuristially the saling of the running time.
F. Constant-Time-Deutsh-Jozsa Algorithm
Sine the standard Deutsh-Jozsa algorithm requires only one all of the orale operator, it is natural to ask whether
one an do better than a
√
N improvement over the lassial ase. This question has been answered in the armative
in [20℄ where the authors were able to onstrut an algorithm that solved the problem in onstant time, independent
of N . In order to ahieve this, they start with the same initial state, but hoose the nal state to have the form
|ψ1〉 = α√
N/2
N/2−1∑
i=0
|2i〉+ β√
N/2
N/2−1∑
i=0
|2i+ 1〉 (30)
This version of Deutsh's algorithm is optimized in the sense that the running time an be shown to be independent
of N . The Hamiltonian is given by:
(H0)mn = δmn − 1
N
N−1∑
{j,k}=0
δmjδnk (31)
7(H1)mn = δmn − 2α
N
N/2−1∑
{j,k}=0
δm(2j)δn(2k) −
2β
N
N/2−1∑
{j,k}=0
δm(2j+1)δn(2k+1)
In this ase, a straightfoward alulation reveals the two lowest energy eigenvalues to be:
E± =
1
2
± 1
2
√
1− 2s(1− s) (32)
This yields a minimum energy gap that is independent of N whih at a heuristi level aounts for the fat that the
running time is independent of N .
III. QUANTIFYING THE POSSIBLE RESOURCES: ENTANGLEMENT AND FIDELITY
A. Entropy of entanglement
There is no generally aepted measure for the entanglement of an arbitrary state. The exeption is the ase of a
bipartite system in a pure state.
For a bipartite system, omposed of subsystems A and B, the Hilbert spae is given by a tensor produt HA⊗HB.
The state of the omposite system is a produt state if it an be written as a produt of pure states of subsystems,
|ΨAB〉 = |ΨA〉 ⊗ |ΨB〉. (33)
If the state of the system annot be written as a produt state, it is entangled. An example of an entangled state for
the simplest bipartite system, a system of two qubits, is the singlet Bell state
|Ψ〉0Bell =
1√
2
(
|0〉A ⊗ |1〉B − |1〉A ⊗ |0〉B
)
. (34)
The von Neumann entropy as a measure of entanglement makes use of the fat that for an entangled pure state,
the state of the omposite system is known ompletely, but the states of the subsystems are not (they are not in pure
states). It measures the amount of information about one subsystem that an be obtained by making a measurement
on the other subsystem. It is alulated from the redued density matrix of either of the subsystems:
SvN (ρred) = −Tr (ρred log2 ρred) (35)
= −
∑
n
µn log2 µn,
where the µn are the eigenvalues of the redued density matrix. If the omposite state is a produt state, it has zero
entanglement and the redued density matrix will have eigenvalues zero and one. From Eq. (35) the von Neumann
entropy will be zero. If the omposite system is not in a produt state, the von Neumann entropy will be non-zero.
Its maximum value for a bipartite system is 1.
If the system is in a pure state, but is multipartite, then it is not lear how it should be partitioned. In other
words, the von Neumann entropy an depend on whih qubits are traed out. It is unlear what physial signiane
to attah to an entanglement measure that depends on the spei partitioning of the system. For a multipartite
system, or for mixed states, several other, inequivalent measures of entanglement have been suggested. Although there
are general onditions that need to be satised by any viable measure (see, e.g., [27℄ for a disussion), no generally
aepted unique denition exists as yet. Several authors have onsidered many-partile systems, e.g. spin-systems, as
bipartite by simply splitting them in the middle [16℄. Another possibility is to onsider one qubit in the mean eld
generated by the other qubits, as it is done, for example, in [28℄.
In this paper we study systems with n = 2 and n = 3 qubits. We give expliit expressions for the eigenvalues of the
redued density matrix for n = 2 qubits and n = 3 qubits in the Appendix B.
B. Measuring entanglement geometrially
In this setion we suggest a dierent funtion to measure the entanglement of a state. This denition essentially
measures the distane between the omposite state under onsideration and the produt state that is losest, in a
spae parametrized by the oeients of this produt state. We note that this is a physially motivated approah,
8dierent from the mathematial or axiomati [27℄, or the operational approah (as suggested in [29℄). One advantage
of the denition that we propose in this setion is that its generalization for the ase of more than two subsystems is
straightforward: the problem of how to partition the system does not our. For simpliity of presentation we disuss
only real oients.
We begin by disussing the Hilbert-Shmidt measure of entanglement DHS , whih is dened as the minimum
(over the set S of produt states) of the Hilbert-Shmidt distane between the density matrix ρc of the state under
onsideration and the density matrix ρp of a produt state [30℄:
DHS(ρc) = min
ρ∈S
dHS(ρp, ρc), (36)
where the Hilbert-Shmidt distane is dened as
dHS(ρp, ρc) = ||ρp − ρc|| ; ||ρ|| =
√
Trρ†ρ. (37)
To simplify the notation, we disuss below the ase n = 2. A general produt state of two qubits an be written:
|p〉 = (a1|0〉+ a2|1〉)⊗ (b1|0〉+ b2|1〉) (38)
= a1b1|00〉+ a1b2|01〉+ a2b1|10〉+ a2b2|11〉
= (a1b1, a1b2, a2b1, a2b2)
(Note that throughout this paper we write the omponents of vetors as rows of the form (v1, v2, v3, · · ·), instead of
as olumns, to save spae). The funtion to be minimized is then (the square root of)
d2HS(a1, a2, b1, b2) = 2− 2(a1b1c0 + a1b2c1 + a2b1c2 + a2b2c3)2. (39)
Using this denition as a starting point, we dene a new funtion as follows. The dierene between the state under
onsideration, |c〉, and a produt state is given by:
|d〉 = |c〉 − |p〉 = (c0 − a1b1, c1 − a1b2, c2 − a2b1, c3 − a2b2) (40)
Our entanglement measure is the minimum of the distane 〈d|d〉 for all produt states. The funtion to be minimized
is:
D(a1, a2, b1, b2) = 〈d|d〉 (41)
= c20 + c
2
1 + c
2
2 + c
2
3 + (a
2
1 + a
2
2)(b
2
1 + b
2
2)
−2(a1b1c0 + a1b2c1 + a2b1c2 + a2b2c3),
where the state under onsideration is taken to be normalized, whih gives c20 + c
2
1 + c
2
2 + c
2
3 = 1. The minimum of
this funtion with respet to the parameters of the produt state is a measure of how muh the state |c〉 diers from
a produt state, and thus a measure of entanglement. One advantage of our denition D in omparison with the
Hilbert-Shmidt distane is that it is faster to alulate numerially, basially beause of the absene of rossterms
(ompare Eqs. (39) and (41)). The advantage over the von Neumann entropy is that there is no ambiguity about
how to partition a multi-partite system.
The next step is to minimize the funtion (41) with respet to the parameters of the produt state. We disuss this
proedure below for the ase n = 2. In Appendix C we onsider n = 3. We will onsider two dierent proedures.
The rst method uses normalized produt states only. This approah is motivated by the fat that physial states
are normalized. The normalization ondition for the produt state is
(a1b1)
2 + (a1b2)
2 + (a2b1)
2 + (a2b2)
2 = Na ·Nb = 1 (42)
with Na = a
2
1+a
2
2, Nb = b
2
1+b
2
2. We do not assume that the one-qubit states are individually normalized. For the ase
of n = 2 we have obtained analyti expressions for the values of the parameters {a1, a2, b1, b2} that orrespond to the
produt state losest to any arbitrary state |c〉. These expressions are given in Appendix D. We have also obtained
numerial solutions for n = 3. These results are shown in setion (IV).
We also study the minimum of (41) using unnormalized produt states. In this ase it is easy to show that, in
order nd a non-trivial minimum of the distane funtion, one must satisfy a ondition on the normalization onstants
Na, Nb. We obtain this ondition by looking at the four equations
∂D
∂a1
=
∂D
∂a2
=
∂D
∂b1
=
∂D
∂b2
= 0 (43)
9and rearranging terms. The result is that, in order to nd a non-trivial solution, we must satisfy the ondition:
(NaNb)
2 −NaNb + |c0c3 − c1c2|2 = 0 (44)
We note that this equation has the same form as the equation from whih we obtain the eigenvalues of the redued
density matrix (see Appendix B.1): the equation det(ρred2 − µ) = 0 has the form
µ2 − µ+ |c0c3 − c1c2|2 = 0 . (45)
This result suggests that for n = 2 there is a onnetion between entanglement as dened through the von Neumann
entropy, and entanglement dened as the minimum distane to an unnormalized produt state. To understand this
onnetion, it is useful to onsider a geometri interpretation (see Appendix D for details). The spae of all normalized
4-dimensional states |c〉 is a 3-sphere. The spae of normalized produt states is a subset on the surfae of this 3-
sphere. Unnormalized produt states lie along radial lines that interset the 3-sphere. The losest produt state to an
arbitrary normalized state will lie on suh a radial line in the interior of the 3-sphere ie. it will be an unnormalized
produt state. The only ase where the losest produt state will be normalized is if the original arbitrary state is
itself a produt state. This follows diretly from Eq. (44), whih implies that NaNb < 1 unless |c0c3 − c1c2|2 = 0.
Sine the quantity NaNb is the length of the 4-dimensional produt state vetor and it satises the same equation as
the eigenvalues of the redued density matrix, Eq.(44) provides a geometri interpretation of one of these eigenvalues.
Therefore, one of the terms of the von Neumann entropy for an arbitrary normalized state is determined by the length
of the losest non-normalized produt state. The equations that are analogous to (44) for n = 3 are found in Appendix
C.
We obtain numerial solutions for Dmin as a funtion of time, using both normalized and unnormalized produt
states. In all ases, the results are almost idential. We show both graphs for the ase of the n = 2 searh algorithm
only.
C. Fidelity
The delity measures the loseness of two states, in the sense dened below. The general denition of the delity
of two states is written in terms of their density matries ρ and σ as [31℄
F˜ (ρ, σ) = tr
√√
ρσ
√
ρ. (46)
For pure states ρ = |i〉〈i| and σ = |j〉〈j|, the delity is just the overlap
F˜ (|i〉, |j〉) = |〈i|j〉| (47)
of the two states. In our ase, we are interested in measuring the loseness of the instantaneous eigenstate |c(t)〉 and
the nal state |c(T )〉. We look at the funtion
F (t) = 1− F˜ (|c(t)〉, |c(T )〉) = 1−
∣∣∣N−1∑
i=0
c∗i (t)ci(T )
∣∣∣ (48)
whih approahes zero as t → T . Introduing a slight abuse of terminology, we heneforth refer to F as the delity.
Using this onvention, the delity approahes zero as the desired state is reahed (i.e. in the limit t→ T ).
D. Another distane measure
There are several other natural denitions for the distane between the instantaneous ground state |c(t)〉 and the
nal state |c(T )〉. We propose the following funtion:
G(t) =
N−1∑
i=0
||ci(t)| − |ci(T )|| (49)
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IV. CALCULATIONS AND RESULTS
We work with a set of initial states that have zero initial entanglement. Our goal is to study the relationship
between the running time of the algorithm and the amount of entanglement that is produed during the evolution of
the algorithm. As desribed in setion (II B), the initial state determines the Hamiltonian H(s) for eah algorithm as
a funtion of the dimensionless time variable s = t/T . The eigenvetors and eigenvalues an be obtained numerially
at eah point in time. From these expressions we an extrat the oeients {c0, c1, · · · cN−1} that orrespond to
the omponents of the eigenvetors in the omputational basis (see Eqns (A4) and (A6)). Using these oeients we
alulate the von Neumann entropy from (35), (B7), (B10); the geometri entanglement as the minimum of (39); the
delity from (48); and the geometri separation from (49). These quantities are obtained numerially as funtions of
the time s throughout the evolution of the system from the initial state |ψ0〉 at s = 0 to the nal state |ψ1〉 at s = 1.
We also present some results in terms of the optimized time t. As explained in setion (II C), the optimized time is
obtained by applying the adiabati ondition (16) to eah innitesimal time step dt throughout the evolution, instead
of globally to the entire time interval T . The funtion s(t) = t/T is replaed with a non-linear funtion that is
alulated numerially.
We note that the searh algorithm and Deutsh's algorithm with (α = 1, β = 0) are idential sine we an hoose
(without loss of generality) the marked state of the searh algorithm to be |m〉 = |0〉. As a onsequene, we only
have to investigate the ase (α = 0, β = 1) for Deutsh's algorithm. We also note that for the searh algorithm and
the onstant time Deutsh algorithm, the system evolves to a nal state whih has zero entanglement (sine the nal
state is a produt state). On the other hand, Deutsh's algorithm with β = 1 evolves to a nal state with non-zero
entanglement.
The initial states that we use, for n = 2 and n = 3, are given below:
n = 2 (50)
|red〉 = Normalized{1, 3/2, 1, 3/2}
|yellow〉 = Normalized{1, 1, 4/3, 4/3}
|green〉 = Normalized{1, 1, 1, 1}
|blue〉 = Normalized{1, 1, 2/3, 2/3}
|cyan〉 = Normalized{2, 2, 1, 1}
|magenta〉 = Normalized{3, 1, 3, 1}
n = 3 (51)
|red〉 = Normalized{1, 1, 3, 3, 1, 1, 3, 3}
|yellow〉 = Normalized{3, 3, 3, 3, 1, 1, 1, 1}
|green〉 = Normalized{1, 1, 1, 1, 1, 1, 1, 1}
|blue〉 = Normalized{1, 1, 2, 2, 1, 1, 2, 2}
|cyan〉 = Normalized{2, 2, 2, 2, 3, 3, 3, 3}
|magenta〉 = Normalized{19, 19, 1, 1, 19, 19, 1, 1}
The general features of our results are as follows:
[A℄ Consisteny heks on the alulation:
(1) The optimized running time is less than the unoptimized running time.
(2) The running time is larger where the initial delity is larger.
(3) The same behaviour is seen for the geometri separation.
[B℄ Searh Algorithm:
(1) Using the unoptimized time, the region where the magnitude of the rate of hange of the delity is greatest
orresponds to the region of greatest entropy.
(2) Using the optimized time, the speed of the algorithm is adjusted so that it moves faster at either end of the time
interval and more slowly in the middle, where the gap is smallest. This eetively attens out the urve that gives
the rate of hange of the delity.
(3) Using optimized time, states with a larger maximum entanglement tend towards longer running times. We
remind the reader that the interpretation of this result is unlear, beause of the inherent struture of the adiabati
alulation: dierent initial states have dierent initial delity, and thus it is not lear how to separate the eets of
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delity and entanglement on the running time. In other words, it seems likely that the longer running time is atually
aused by the larger initial delity, and not by the larger maximum entanglement. This onlusion is supported by
point (B.1) whih indiates that inreased entanglement auses the delity to move more quikly towards its nal value.
[C℄ Deutsh Algorithm:
(1) Using the optimized time variable we nd that states that generate entropy more quikly have a shorter running
time.
[D℄ Constant Time Deutsh Algorithm:
(1) Using the unoptimized time, the region where the magnitude of the rate of hange of the delity is greatest
orresponds to the region of greatest entropy.
(2) Using optimized time, states with a larger maximum entanglement tend towards longer running times. As
disussed for point (B-3) above, it seems likely that the longer running time is atually aused by the larger initial
delity, and not by the larger maximum entanglement. This onlusion is supported by point (D.1).
We give below the numerial results and graphs that illustrate these points.
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A. Searh Algorithm for two qubits
The running times are (point (A-1)):
Trun
∣∣∣
unoptimized
: {Tred = 598, Tyellow = 503, Tgreen = 346, Tblue = 234, Tcyan = 194, Tmagenta = 165}
Trun
∣∣∣
optimized
: {Tred = 234, Tyellow = 213, Tgreen = 173, Tblue = 137, Tcyan = 122, Tmagenta = 110}
50 100 150 200
t
0.1
0.2
0.3
0.4
0.5
0.6
FHtL
FIG. 1: Largest initial delity orresponds to the largest running time (point (A-2)).
50 100 150 200
t
0.5
1
1.5
2
GHtL
FIG. 2: Largest initial geometri separation orresponds to the largest running time (point (A-3)).
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0.2 0.4 0.6 0.8 1
s-red
-1.25
-1
-0.75
-0.5
-0.25
0.25
SHsL, F’HsL
FIG. 3: The region of greatest magnitude of the rate of hange of the delity orresponds to the region of greatest entanglement
(point (B-1)). This graph is for the red initial state.
50 100 150 200
t-red
-0.8
-0.6
-0.4
-0.2
0.2
SHtL, F’HtL
FIG. 4: The rate of hange of the delity as a funtion of the optimized time is attened (point (B-2)). This graph is for the
red initial state.
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0.15
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SvNHtL
FIG. 5: Entropy versus optimized time (point (B-3)).
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0.01
0.02
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0.04
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FIG. 6: Normalized geometri separation versus optimized time (point (B-3)).
50 100 150 200
t
0.01
0.02
0.03
0.04
DminHtL
FIG. 7: Unnormalized geometri separation versus optimized time (point (B-3)).
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B. Searh Algorithm for three qubits
The running times are (point (A-1)):
Trun
∣∣∣
unoptimized
: {Tred = 3950, Tblue = 1949, Tcyan = 1249, Tgreen = 748, Tyellow = 391, Tmagenta = 348}
Trun
∣∣∣
optimized
: {Tred = 624, Tblue = 436, Tcyan = 346, Tgreen = 264, Tyellow = 185, Tmagenta = 173}
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0.2
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FHtL
FIG. 8: Largest initial delity orresponds to the largest running time (point (A-2)).
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FIG. 9: Largest initial geometri separation orresponds to the largest running time (point (A-3)).
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0.2 0.4 0.6 0.8 1
s-red
-4
-3
-2
-1
SHsL, F’HsL
FIG. 10: The region of greatest magnitude of the rate of hange of the delity orresponds to the region of greatest entanglement
(point (B-1)). This graph is for the red initial state.
100 200 300 400 500 600
t-red
-1
-0.8
-0.6
-0.4
-0.2
0.2
0.4
SHtL, F’HtL
FIG. 11: The rate of hange of the delity as a funtion of the optimized time is attened (point (B-2)). This graph is for the
red initial state.
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0.2
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0.4
SvNHtL
FIG. 12: von Neumann entropy versus optimized time (point (B-3)).
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FIG. 13: Normalized geometri separation versus optimized time (point (B-3)).
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C. Deutsh Algorithm for two qubits
The running times are (point (A-1)):
Trun
∣∣∣
unoptimized
: {Tmagenta = 183, Tcyan = 128, Tblue = 97, Tgreen = 67, Tyellow = 55, Tred = 52}
Trun
∣∣∣
optimized
: {Tmagenta = 118, Tcyan = 93, Tblue = 76, Tgreen = 57, Tyellow = 49, Tred = 46}
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0.35
FHtL
FIG. 14: Largest initial delity orresponds to the largest running time (point (A-2)).
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GHtL
FIG. 15: Largest initial geometri separation orresponds to the largest running time (point (A-3)).
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FIG. 16: States that generate entropy more quikly have a shorter running time (point (C-1)).
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0.12
DminHtL
FIG. 17: States that generate normalized geometri entanglement more quikly have a shorter running time (point (C-1)).
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D. Deutsh Algorithm for three qubits
The running times are (point (A-1)):
Trun
∣∣∣
unoptimized
: {Tmagenta = 217, Tyellow = 104, Tred = 55, Tblue = 43, Tgreen = 40, Tcyan = 37}
Trun
∣∣∣
optimized
: {Tmagenta = 131, Tyellow = 81, Tred = 49, Tblue = 39, Tgreen = 37, Tcyan = 35}
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t
0.1
0.2
0.3
0.4
FHtL
FIG. 18: Largest initial delity orresponds to the largest running time (point (A-2)).
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FIG. 19: Largest initial geometri separation orresponds to the largest running time (point (A-3)).
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FIG. 20: States that generate entropy more quikly have a shorter running time (point (C-1)).
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FIG. 21: States that generate geometri entanglement more quikly have a shorter running time (point (C-1)).
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E. Constant-Time-Deutsh Algorithm for two qubits
The running times are (point (A-1)):
Trun
∣∣∣
unoptimized
: {Tcyan = 165, Tblue = 150, Tyellow = 146}
Trun
∣∣∣
optimized
: {Tcyan = 110, Tblue = 103, Tyellow = 102}
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0.2
0.25
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FHtL
FIG. 22: Largest initial delity orresponds to the largest running time (point (A-2)).
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FIG. 23: Largest initial geometri separation orresponds to the largest running time (point (A-3)).
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SHsL, F’HsL
FIG. 24: The region of greatest magnitude of the rate of hange of the delity orresponds to the region of greatest entanglement
(point (D-1)). This graph is for the yan initial state.
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t
0.01
0.02
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0.04
SvNHtL
FIG. 25: von Neumann entropy versus optimized time (point (D-2)).
V. DISCUSSION AND OUTLOOK
The purpose of this paper is to study the role of entanglement in quantum omputing. We have used the adiabati
formulation of quantum omputing, so that we an expliitly trak the time evolution of the quantities we are interested
in. We have studied two dierent algorithms, adiabati quantum searh and the adiabati Deutsh-Jozsa algorithm.
We have also onsidered a variation of the Deutsh-Jozsa algorithm [20℄ whih we all the onstant-time-Deutsh-
Jozsa algorithm. We have introdued a new funtion to desribe the physial property of entanglement and ompared
with the results for the entropy of entanglement. We also introdued a dierent funtion haraterizing the distane
between states and ompared the results with the traditional delity. We have alulated the evolution of these
quantities as a funtion of time, and also as a funtion of an optimized time variable, whih orresponds to applying
the adiabati approximation in a maximally eient way [17℄.
For the searh algorithm, we nd that the region where the magnitude of the rate of hange of the delity is greatest
orresponds to the region of greatest entropy prodution. This result indiates that the state approahes the nal
state most quikly when the entanglement is greatest, whih supports the idea that entanglement is a resoure for
speed-up in quantum omputation. We note that there also seems to be a orrelation between greater maximum
entanglement and longer running times. Although this result appears to ontradit the onlusion above, we believe
that it is an artifat of the struture of the adiabati omputation. We expet that both the initial delity, and the
amount of entanglement that is produed during the evolution, will aet the running time of the algorithm. However,
sine the Hamiltonian, and therefore the algorithm, depends expliitly on the hoie of initial state, we are unable to
study the roles of these fators independently. In other words, we believe that the longer running times produed in
the ases we have studied are the result of larger initial delity, and not driven by larger maximum entanglement.
The results for the onstant-time-Deutsh-Jozsa algorithm are similar to the results for the searh algorithm.
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The Deutsh-Jozsa algorithm is dierent from the previous two ases in that the entanglement of the nal state is
not zero. In this ase, using the optimized time variable, we nd that the states that generate entropy more quikly
have a shorter running time. This result also seems to support the idea that entanglement is a resoure for speed-up
in quantum omputation.
In this paper we have worked only with n = 2 and n = 3. The next step is to extend our alulations to systems
with larger n. Work on this is in progress.
APPENDIX A: NOTATION AND COMPUTATIONAL BASIS
The basis states for one qubit in the Sz representation are
|0〉 .=
(
1
0
)
(A1)
|1〉 .=
(
0
1
)
,
where we use the symbol
.
= to denote a representation. In the omputational basis, an n-qubit state is written as
|x〉n = |x0x1...xn〉 (A2)
where xi = 0 or 1 ∀ i, and the string they form is the binary representation of x. We expliitly write the index n
here to denote the number of qubits. The dimension of the Hilbert spae for a system of n qubits is N = 2n.
The omputational basis for n = 2 qubits is:
|0〉2 = |00〉 = |0〉1 ⊗ |0〉1 = (1, 0, 0, 0) (A3)
|1〉2 = |01〉 = |0〉1 ⊗ |1〉1 = (0, 1, 0, 0)
|2〉2 = |10〉 = |1〉1 ⊗ |0〉1 = (0, 0, 1, 0)
|3〉2 = |11〉 = |1〉1 ⊗ |1〉1 = (0, 0, 0, 1)
A general state of two qubits is written as
|Ψ〉2 =
3∑
i=0
ci|i〉2 = (c0, c1, c2, c3) (A4)
The omputational basis for n = 3 qubits is:
|0〉3 = |000〉 = |0〉1 ⊗ |0〉1 ⊗ |0〉1 = (1, 0, 0, 0, 0, 0, 0, 0) (A5)
|1〉3 = |001〉 = |0〉1 ⊗ |0〉1 ⊗ |1〉1 = (0, 1, 0, 0, 0, 0, 0, 0)
|2〉3 = |010〉 = |0〉1 ⊗ |1〉1 ⊗ |0〉1 = (0, 0, 1, 0, 0, 0, 0, 0)
|3〉3 = |011〉 = |0〉1 ⊗ |1〉1 ⊗ |1〉1 = (0, 0, 0, 1, 0, 0, 0, 0)
|4〉3 = |100〉 = |1〉1 ⊗ |0〉1 ⊗ |0〉1 = (0, 0, 0, 0, 1, 0, 0, 0)
|5〉3 = |101〉 = |1〉1 ⊗ |0〉1 ⊗ |1〉1 = (0, 0, 0, 0, 0, 1, 0, 0)
|6〉3 = |110〉 = |1〉1 ⊗ |1〉1 ⊗ |0〉1 = (0, 0, 0, 0, 0, 0, 1, 0)
|7〉3 = |111〉 = |1〉1 ⊗ |1〉1 ⊗ |1〉1 = (0, 0, 0, 0, 0, 0, 0, 1)
A general state of three qubits is written as
|Ψ〉3 =
7∑
i=0
ci|i〉3 = (c0, c1, c2, c3, c4, c5, c6, c7) (A6)
APPENDIX B: DENSITY MATRICES AND REDUCED DENSITY MATRICES
The density matrix for an ensemble of pure states {pi, |ψi〉} is
ρ =
∑
i
pi|ψi〉〈ψi| (B1)
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meaning that the system is in state |ψi〉 with probability pi. Reall that Trρ =
∑
i pi = 1 and Trρ
2 ≥ 1. Sine ρ is
positive, it must have a spetral deomposition
ρ =
∑
j
λj |j〉〈j|, (B2)
where the vetors |j〉 are orthogonal, and λj are real, non-negative eigenvalues of ρ (f., e.g., [31℄).
For the speial ase of a pure state (or ensemble), one of the pi is unity and all others are zero. The density matrix
redues to
ρpure = |ψi〉〈ψi|. (B3)
In this ase only, Tr(ρpure)2 = 1. The eigenvalues of the pure state density matrix are 0 and 1.
The redued density matrix is used for the desription of subsystems of a omposite quantum system. Assume we
have a omposite system with the subsystems A and B. It is desribed by the density matrix ρAB. The redued
density operator for system A is dened as
ρA = TrB(ρ
AB), (B4)
where TrB is the partial trae over systems B (f.,e.g.,[31℄).
1. Calulations for n = 2 qubits
We onstrut the density matrix for a pure state of two qubits (i.e. a omposite system) using (A4) and (B3). The
density matrix is
ρ2 = |Ψ〉2 2〈Ψ| =
∑
i,j
cic
∗
j |i〉〈j| .=


c0c
∗
0 c0c
∗
1 c0c
∗
2 c0c
∗
3
c1c
∗
0 c1c
∗
1 c1c
∗
2 c1c
∗
3
c2c
∗
0 c2c
∗
1 c2c
∗
2 c2c
∗
3
c3c
∗
0 c3c
∗
1 c3c
∗
2 c3c
∗
3

 (B5)
We obtain the redued density matrix for one of the subsystems by traing out the degrees of freedom orresponding
to the other qubit:
ρred2
.
=
(
c0c
∗
0 + c1c
∗
1 c0c
∗
2 + c1c
∗
3
c2c
∗
0 + c3c
∗
1 c2c
∗
2 + c3c
∗
3
)
(B6)
This redued density matrix has the eigenvalues
µ± =
1
2
(1±
√
1− 4|c0c3 − c1c2|2) (B7)
with µ+ + µ− = 1. Note that for the ase of a two qubit system, the redued density matries obtained by traing
out either of the two subsystems are equal.
2. Calulations for n = 3 qubits
For a pure omposite state of three qubits we use (A6) and (B3) to get:
ρ3 = |Ψ〉3 3〈Ψ| =
∑
i,j
cic
∗
j |i〉3 3〈j| .=


c0c
∗
0 c0c
∗
1 c0c
∗
2 c0c
∗
3 c0c
∗
4 c0c
∗
5 c0c
∗
6 c0c
∗
7
c1c
∗
0 c1c
∗
1 c1c
∗
2 c1c
∗
3 c1c
∗
4 c1c
∗
5 c1c
∗
6 c1c
∗
7
c2c
∗
0 c2c
∗
1 c2c
∗
2 c2c
∗
3 c2c
∗
4 c2c
∗
5 c2c
∗
6 c2c
∗
7
c3c
∗
0 c3c
∗
1 c3c
∗
2 c3c
∗
3 c3c
∗
4 c3c
∗
5 c3c
∗
6 c3c
∗
7
c4c
∗
0 c4c
∗
1 c4c
∗
2 c4c
∗
3 c4c
∗
4 c4c
∗
5 c4c
∗
6 c4c
∗
7
c5c
∗
0 c5c
∗
1 c5c
∗
2 c5c
∗
3 c5c
∗
4 c5c
∗
5 c5c
∗
6 c5c
∗
7
c6c
∗
0 c6c
∗
1 c6c
∗
2 c6c
∗
3 c6c
∗
4 c6c
∗
5 c6c
∗
6 c6c
∗
7
c7c
∗
0 c7c
∗
1 c7c
∗
2 c7c
∗
3 c7c
∗
4 c7c
∗
5 c7c
∗
6 c7c
∗
7


(B8)
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For the three qubit system we obtain the redued density matrix by traing out the degrees of freedom orresponding
to the seond and third qubits. We obtain:
ρred3
.
=
(
c0c
∗
0 + c1c
∗
1 + c2c
∗
2 + c3c
∗
3 c0c
∗
4 + c1c
∗
5 + c2c
∗
6 + c3c
∗
7
c4c
∗
0 + c5c
∗
1 + c6c
∗
2 + c7c
∗
3 c4c
∗
4 + c5c
∗
5 + c6c
∗
6 + c7c
∗
7
)
(B9)
The eigenvalues are:
µ± =
1
2
(
1±
√
1− 4XX
)
; µ+ + µ− = 1 (B10)
XX = (V1 · V ∗1 )(V2 · V ∗2 )− (V1 · V ∗2 )(V2 · V ∗1 )
V1 = (c0, c1, c2, c3)
V2 = (c4, c5, c6, c7)
(Note that this formula also works for the two qubit ase with the notation V1 = (c0, c1) and V2 = (c2, c3).)
If we trae out the rst and seond qubit, the redued density matrix beomes
ρ˜red3
.
=
(
c0c
∗
0 + c2c
∗
2 + c4c
∗
4 + c6c
∗
6 c0c
∗
1 + c2c
∗
3 + c4c
∗
5 + c6c
∗
7
c1c
∗
0 + c3c
∗
2 + c5c
∗
4 + c7c
∗
6 c1c
∗
1 + c3c
∗
3 + c5c
∗
5 + c7c
∗
7
)
(B11)
In this ase, the eigenvalues are given by Eq. (B10) as well, but with
V˜1 = (c0, c2, c4, c6) (B12)
V˜2 = (c1, c3, c5, c7).
If we trae out the rst and third qubit, the redued density matrix beomes
˜˜ρ
red
3
.
=
(
c0c
∗
0 + c1c
∗
1 + c4c
∗
4 + c5c
∗
5 c0c
∗
2 + c1c
∗
3 + c4c
∗
6 + c5c
∗
7
c2c
∗
0 + c3c
∗
1 + c6c
∗
4 + c7c
∗
5 c2c
∗
2 + c3c
∗
3 + c6c
∗
6 + c7c
∗
7
)
(B13)
and the eigenvalues are given by Eq. (B10) with
˜˜V 1 = (c0, c1, c4, c5) (B14)
˜˜V 2 = (c2, c3, c6, c7).
APPENDIX C: CONSISTENCY CONDITION FOR AN UNNORMALIZED THREE QUBIT PRODUCT
STATE
The general expression for a three qubit produt state is given by (ompare (38)):
|p〉 = (a1|0〉+ a2|1〉)⊗ (b1|0〉+ b2|1〉)⊗ (e1|0〉+ e2|1〉) (C1)
= {a1b1e1, a1b1e2, a1b2e1, a1b2e2, a2b1e1, a2b1e2, a2b2e1, a2b2e2}
We do not assume the produt state is normalized. The geometri distane between this state and an arbitrary state
(c0, c1, c2, c3, c4, c5, c6, c7) is (ompare (41)):
D = (a1b1e1 − c0)2 + (a1b1e2 − c1)2 + (a1b2e1 − c2)2 + (a1b2e2 − c3)2 (C2)
+ (a2b1e1 − c4)2 + (a2b1e2 − c5)2 + (a2b2e1 − c6)2 + (a2b2e2 − c7)2
We an minimize this expression with respet to the parameters (a1, a2, b1, b2, e1, e2). Doing so results in a set of 6
equations, for whih one an nd three onsisteny equations by demanding that nontrivial solutions exist. Dening
Na = a
2
1 + a
2
2, Nb = b
2
1 + b
2
2, Ne = e
2
1 + e
2
2, (C3)
these equations are
0 = N4eN
2
aN
2
b (C4)
− N2eNaNb[(c24 + c22 + c26 + c20)e21 + ((c1c0 + c7c6 + c3c2 + c5c4)e1e2) + (c21 + c25 + c23 + c27)e22]
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+
(
(c4c2 − c0c6)e21 + (c3c4 + c5c2 − c6c1 − c7c0)e1e2 + (c5c3 − c1c7)e22
)2
0 = N4aN
2
bN
2
e
− N2aNbNe[(c21 + c22 + c23 + c20)a21 + ((c4c0 + c6c2 + c5c1 + c3c7)a1a2) + (c27 + c25 + c24 + c26)a22]
+
(
(−c2c1 + c3c0)a21 + (−c1c6 + c0c7 + c3c4 − c2c5)a1a2 + (c4c7 − c6c5)a22
)2
0 = N4bN
2
aN
2
e
− N2bNaNe[(c24 + c25 + c21 + c20)b21 + ((c7c5 + c2c0 + c3c1 + c4c6)b1b2) + b21 + (c22 + c26 + c27 + c23)b22]
+
(
(−c4c1 + c5c0)b21 + (−c6c1 + c0c7 − c4c3 + c2c5)b1b2 + (c2c7 − c3c6)b22
)2
The relationship of these onsisteny onditions to the dierent ways of traing out states when dening the von
Neumann entropy is urrently under investigation.
APPENDIX D: ANALYTIC SOLUTIONS FOR MINIMUM DISTANCE TO A NORMALIZED TWO
QUBIT PRODUCT STATE
For n = 2 the general produt state is given in (38). If we use the hange of variables:
a1 =
√
Na cos θ a2 =
√
Na sin θ (D1)
b1 =
√
Nb cosφ b2 =
√
Nb sinφ
where:
Na = a
2
1 + a
2
2 and Nb = b
2
1 + b
2
2.
the produt state beomes: √
NaNb (cos θ cosφ, cos θ sinφ, sin θ cosφ, sin θ sinφ) . (D2)
The diretion of the state 4-vetor is fully determined by θ and φ. The normalizations Na and Nb of the individual
states determine the length of the state 4-vetor. The normalization ondition for the produt state is NaNb = 1.
The distane between a general normalized state:
{c0, c1, c2, c3} where c23 = 1− c20 − c21 − c22 (D3)
and a general produt state is:
〈d|d〉 = (c0 − a1b1)2 + (c1 − a1b2)2 + (c2 − a2b1)2 + (c3 − a2b2)2 . (D4)
Using the hange of variables above leads to:
〈d|d〉 =
(
c0 −
√
NaNb cos θ cosφ
)2
+
(
c1 −
√
NaNb cos θ sinφ
)2
(D5)
+
(
c2 −
√
NaNb sin θ cosφ
)2
+
(
c3 −
√
NaNb sin θ sinφ
)2
.
In order to nd the minimum distane to a produt state we want to nd values for θ and φ suh that the derivative
of this distane with respet to both variables (θ and φ) vanishes. Dierentiating this equation with respet to θ and
setting the derivative equal to zero leads to the equation:
tan θ =
c2 + c3 tanφ
c0 + c1 tanφ
. (D6)
Dierentiating this equation with respet to φ and setting the derivative equal to zero leads to the equation:
tanφ =
c1 + c3 tan θ
c0 + c2 tan θ
. (D7)
Neither of these equations depends on the normalizationNaNb of the general produt state. Solution of these equations
therefore leads to a line of produt states with arbitrary length and the intersetion of this line with the unit 4-sphere
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is the physial produt state. Note also that when the state under onsideration is a produt state, it will satisfy
c0c3 = c1c2, and in this ase (D6) and (D7) redue to:
tan θ =
c2
c0
; tanφ =
c1
c0
(D8)
whih is onsistent with c0 = a1b1, c1 = a1b2 and c2 = a2b1, and the denitions in (D1).
Substituting (D6) into (D7) and solving for tanφ leads to the solutions:
tanφ =
c21 + c
2
3 − (c20 + c22)±
√
4 (c0c1 + c2c3)
2
+ (c21 + c
2
3 − (c20 + c22))2
2 (c0c1 + c2c3)
. (D9)
For an arbitrary normalized state determined by c0, c1 and c2, the losest produt state an be determined by (D6)
and (D9). The distane to this produt state an then be determined from (D6) after hoosing its normalization,
NaNb.
APPENDIX E: EQUATIONS FOR MINIMUM DISTANCE TO A NORMALIZED THREE QUBIT
PRODUCT STATE
For n = 3 the general produt state is given in (C1). If we use the hange of variables:
a1 =
√
Na cos θ a2 =
√
Na sin θ (E1)
b1 =
√
Nb cosφ b2 =
√
Nb sinφ
e1 =
√
Ne cosψ e2 =
√
Ne sinψ
where:
Na = a
2
1 + a
2
2 Nb = b
2
1 + b
2
2 Ne = e
2
1 + e
2
2.
the produt state beomes:√
NaNbNe (cos θ cosφ cosψ, cos θ cosφ sinψ, cos θ sinφ cosψ, cos θ sinφ sinψ, (E2)
sin θ cosφ cosψ, sin θ cosφ sinψ, sin θ sinφ cosψ sin θ sinφ sinψ) .
The diretion of the state 8-vetor is fully determined by θ, φ and ψ. The normalizations Na, Nb and Ne of the
individual states determine the length of the state 8-vetor. The normalization ondition for the produt state is
NaNbNe = 1.
The distane between a general normalized state and a produt state is given in (C2). Using the hange of variables
above leads to:
〈d|d〉 =
(
c0 −
√
NaNbNe cos θ cosφ cosψ
)2
+
(
c1 −
√
NaNbNe cos θ cosφ sinψ
)2
(E3)
+
(
c2 −
√
NaNbNe cos θ sinφ cosψ
)2
+
(
c3 −
√
NaNbNe cos θ sinφ sinψ
)2
.
+
(
c4 −
√
NaNbNe sin θ cosφ cosψ
)2
+
(
c5 −
√
NaNbNe sin θ cosφ sinψ
)2
.
+
(
c6 −
√
NaNbNe sin θ sinφ cosψ
)2
+
(
c7 −
√
NaNbNe sin θ sinφ sinψ
)2
.
In order to nd the minimum distane to a produt state we want to nd values for θ, φ and ψ suh that the derivative
of this distane with respet to these variables (θ, φ and ψ) vanishes. Dierentiating with respet to eah variable
and setting the derivative equal to zero leads to the equations:
tan θ =
c4 + c6 tanφ+ c5 tanψ + c7 tanφ tanψ
c0 + c2 tanφ+ c1 tanψ + c3 tanφ tanψ
. (E4)
tanφ =
c2 + c6 tan θ + c3 tanψ + c7 tan θ tanψ
c0 + c4 tan θ + c1 tanψ + c5 tan θ tanψ
. (E5)
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tanψ =
c1 + c5 tan θ + c3 tanφ+ c7 tan θ tanφ
c0 + c4 tan θ + c2 tanφ+ c6 tan θ tanφ
. (E6)
None of these equations depends on the normalization NaNbNe of the general produt state. Solution of these
equations therefore leads to a line of produt states with arbitrary length and the intersetion of this line with the
unit 8-sphere is the physial produt state. Solutions of these equations an be substituted into (E3) to nd the
distane to the nearest produt state.
This set of equations is easily generalizable to the ase for arbitrary n. It is not lear that analyti solutions of
these equations would be possible for arbitrary n, but they an always be solved numerially. They an be used to
provide a measure of the entanglement whih is symmmetri among the qubits. The advantage of this approah is
that it provides an unambigous measure of entanglement.
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