We present two new estimators for estimating the entropy of absolutely continuous random variables. Some properties of them are considered, specifically consistency of the first is proved. The introduced estimators are compared with the existing entropy estimators. Also, we propose two new tests for normality based on the introduced entropy estimators and compare their powers with the powers of other tests for normality. The results show that the proposed estimators and test statistics perform very well in estimating entropy and testing normality. A real example is presented and analyzed.
Introduction
Suppose a random variable X has a distribution function F (x) with an absolutely continuous density function f (x). The entropy H(f ) of the random variable is defined by Shannon [25] to be
(1.1)
The non-parametric estimation of H(f ) has been discussed by many authors, including Vasicek [30] , Van Es [29] , Ebrahimi et al. [11] , Correa [9] and Wieczorkowski and Grzegorewski [32] .
Among these various entropy estimators, Vasicek's sample entropy has been most widely used in developing entropy-based goodness-of-fit tests, including Ebrahimi et al. [12] , Park and Park [22] and Alizadeh Noughabi [2] .
Vasicek's estimator was based on the fact that the equation (1.1) can be expressed as H(f ) = 1 0 log d dp F −1 (p) dp.
( 1.2)
The estimate was obtained by replacing the distribution function F by the empirical distribution function F n , and using a difference operator instead of the differential operator. The derivative of F −1 (p) is then estimated by a function of the order statistics. Let X 1 , . . . , X n , n ≥ 3 be a sample from the distribution F . Let X (1) ≤ · · · ≤ X (n) denote the order statistics from the sample X 1 , . . . , X n . The Vasicek's estimator of entropy has a following form
where the window size m is a positive integer smaller than n/2, X (i) = X (1) if i < 1, X (i) = X (n) if i > n. Vasicek proved that his estimator is consistent, i.e.
HV mn P r.
−→ H(f ) as n, m → ∞, m n → 0. Van Es [29] proposed another estimator of entropy and established the consistency and asymptotic normality of this estimator under some conditions. Van Es's estimator is given by
log n + 1 m X (i+m) − X (i) + n k=m 1 k + log(m) − log(n + 1).
(1.3) Ebrahimi et al. [11] adjusted the weights of Vasicek's estimator, in order to take into account the fact that the differences are truncated around the smallest and the largest data points (i.e. X (i+m) − X (i−m) is replaced by X (i+m) − X (1) when i ≤ m and X (i+m) − X (i−m) is replaced by X (n) − X (i−m) when i ≥ n − m + 1). Their estimator is given by They proved that HE mn P r.
−→ H(f ) as n, m → ∞, m n → 0. They compared their estimator with Vasicek's estimator and by simulation, showed that their estimator has a smaller bias and mean squared error.
Correa [9] proposed a modification of Vasicek's estimator. In estimation the density f of F in the interval X (i−m) , X (i+m) he used a local linear model based on 2m + 1 points: F (X (j) ) = α + βX (j) + ε, j = m − i, . . . , m + i. This yields a following estimator
log (a i ) ,
, and
(1.4)
He compared his estimator with Vasicek's estimator and Van Es's estimator. The MSE of his estimator is consistently smaller than the MSE of Vasicek's estimator. Also, for some of m, his estimator behaves better than the Van Es's estimator. Wieczorkowski and Grzegorzewsky [32] provided a modification of Vasicek estimator and Correa estimator. Their estimator is given by HW mn = HV mn − log(n) + log(2m) + c, ( Γ(x) , and for integer arguments Ψ(k) = k−1 i=1 1 i −γ, where γ is the Euler constant, γ = 0.57721566490 . . . . Zamanzadeh and Arghami [33] provided two new entropy estimators as follows:
where
and k 1 (i) is 1 and i − m for i ≤ m and i > m, respectively. Also, k 2 (i) is i + m and n for i ≤ n − m and i > n − m, respectively. Further,f (X i ) = 1 nh n j=1 k
where k is chosen to be Normal density function and h = 1.06σn −1/5 , in whicĥ σ = { 1 n n i=1 (X i −X) 2 } 1/2 , and
Ranked Set Sampling (RSS) has been under vast investigations since its introduction. Patil et al. [23] comprehensively reviewed works done on RSS. Takahasi and Wakimoto [28] and Dell and Clutter [10] were the first authors who examined the theory of RSS mathematically. Stokes [26] proposed an RSS estimator of the population variance and showed its asymptotic unbiasedness regardless of the presence of errors in the ranking. MacEachern et al. [18] developed an unbiased estimator of the variance of the population based on an RSS and demonstrated that this new estimator is more efficient than that of Stokes. Stokes and Sager [27] studied the properties of the empirical distribution function based on RSS and showed that it is unbiased and has greater precision than that of Simple Random Sampling (SRS). Balakrishnan and Li [4] proposed ordered ranked set sampling (ORSS) and developed optimal linear inference based on ORSS. Recently, Balakrishnan et al. [3] considered the goodness-of-fit procedure for testing normality based on the empirical characteristic function for ranked set sampling data. A very well written and complete overview of the available results in the context of RSS is the book of Chen et al. [7] , which includes 175 key references on this subject.
The objective of this article is two fold. First, we develop the entropy estimators in order to obtain the estimators with less bias and less mean squared error. They are also more efficient than others. These estimators are obtained by using the moving average and ranked set sampling methods; and modifying the Van Es's [29] estimator and Wieczorkowski and Grzegorzewsky's [32] estimator. We also consider the scale invariance property of variances and mean squared errors of them. Moreover, the consistency of the first estimator is established. The second objective of this article is to improve the tests for normality in order to obtain the most powerful tests. These test statistics are provided based on the proposed entropy estimators. We also compare the power of these tests with the other tests, using Monte Carlo computations. Differences in power of the tests are considerable, but the results show that the first test is most powerful against the alternatives with support (0, ∞) such as Gamma, Weibull, Log normal, Beta and the second is most powerful against the alternatives with support (−∞, ∞) such as t, Extreme value, Logistic.
The rest of this paper is arranged as follows: In Section 2, we first enhance the moving average and ranked set sampling methods; and introduce two new entropy estimators. Some properties of them are studied in the same section. Also, we compare our estimators with the competitor estimators by a simulation study. In Section 3, we introduce goodness-of-fit tests for normality, based on the proposed entropy estimators and then compare their powers with the powers of other tests of normality. A real example is also presented and analyzed in Section 4.
New entropy estimators
In this section, we introduce two entropy estimators and compare them with other estimators.
Moving average method
In statistics, smoothing a data set is to create an approximating function that attempts to capture important patterns in the data, while leaving out noise phenomena. One of the most common smoothing methods is moving average. This method is a technique that can be applied to the time series analysis, either to produce smoothed periodogram of data, or to make forecasts [6] .
A moving average (MA) method is the unweighted mean of the previous n datum points. Suppose individual observations, X 1 , . . . , X n are collected. The moving average of width w at time i is defined by
For periods i < w, we do not have w observations to calculate a moving average of width w. Now, we develop the construction of the MA method. For this aim, we defined the moving average of width w, which is an odd integer, at time i as:
2 , the moving average at time i is defined as the average of all observations that are equal or greater than X i and equal or smaller than X i , respectively. So, we define Y i as follows:
One characteristic of the MA is that if the data have an uneven path, applying the MA will eliminate abrupt variation and cause the smooth path.
Ranked set sampling method
RSS is known to be a statistical method for data collection that generally leads to more efficient estimators than competitors based on SRS. The concept of RSS was used first time by McIntyre [19] , to estimate the population mean of pasture yields in agricultural experimentation. Since then there has been substantial progress in studying this sampling scheme and its extensions. When the variable of interest can be more readily ranked than measured, RSS provides improved statistical inference. We now briefly explain the concept of RSS for completeness.
• n random samples, each of size n, are drawn from the population.
• The ith sample (i = 1, . . . , n) is inspected to identify the unit of (judgement) ith lowest rank.
• Finally, the n identified units in the (judgement) ranked set are measured.
In the next subsection, we use the MA and RSS methods; and present two new entropy estimators are presented.
Entropy estimators
Suppose X 1 , . . . , X n are an SRS from an unknown absolutely continuous distribution F with a probability density function f (x). The simulation study, which provided with some papers such as Wieczorkowski and Grzegorzewsky [32] and Alizadeh Noughabi [2] , shows that in most cases HV E mn , which introduced in (1.3), and HW mn , which introduced in (1.5), have the least Root Mean Squared Errors (RMSEs) and Standard Deviations (SDs) in estimating entropy. Now, we use the MA and RSS methods to modify HV E mn and HW mn ; and obtain two new entropy estimators. According to (1.2), we know
log d dp F −1 (p) dp,
as a function of quantiles in previous equation is the sample path of order statistics, but usually it is not smooth. So we propose to imply the MA method of proper order, say w, to smooth this sample path.
To obtain the new estimators, we select n SRS and repeat n times this work and symbolize the SRS in ith times by X i 1 , . . . , X i n . Also, X i1 < · · · < X in denote the order statistics from the sample X i 1 , . . . , X i n . By using the MA method in each times, we define the new variables from (2.9) as 
where c is defined in (1.6), m is a positive integer smaller than n/2 and
We can easily prove that the scale of the random variable has no effect on the accuracy of HV E R mn and HW R mn in estimating H(f ). Figure 1 with A. The sample path of order statistics is smoothed by MA of order 3. New variables are defined from (2.10) and the smoothed path of new variables is plotted in Figure 1 with B. This plot shows that the new sample path is smoother than the sample path of the original order statistics. Also, with considering MA of order 5, we define new variables from (2.10) and plot them in Figure 1 with C. Even though the smoothing sample path of order statistics by using the MA of order 3 is not as smooth as using MA of order 5, the plot B is very similar to real plot i.e. A. So without loss of generality, we just consider MA of order w = 3 in (2.10).
Lemma 2.1 Let C be the class of continuous densities with finite entropies, and let X 1 , . . . , X n be a random sample with some density f ∈ C. Then HV E R mn − HV E mn → 0 for all m = o(n).
Proof: We show that HV E R mn − HV E mn → 0 then Squeeze theorem implies that HV E R mn − HV E mn → 0. To visualize such convergence we use the following inequality
, where while A(n, m) > 0,
The second inequality is valid since there exists k > 0 such that
Moreover, the last convergence is valid by the by the Cesàro mean theorem. If A(n, m) < 0 then
for some k ∈ N.
The last inequality is valid since there exists k > 0 such that
The remaining of the proof is similar to the previous case.
Theorem 2.1 Let C be the class of continuous densities with finite entropies, and
Proof: Van Es [29] showed that HV E mn is a consistent estimator of H(f ). So
as m = o(n). According to the previous Lemma, HV E R mn − HV E mn → 0, so (Billingsley [5] )
Now, by using (2.13) and (2.15), we conclude E[HV E R mn ] → H(f ). On the other hand, using (2.15) and (2.16), we have
(2.17) By applying (2.15) and (2.17), we deduce HV E R mn − HV E mn = o P (1). Because
RMSE and efficiency comparisons of entropy estimators
In this subsection, we report the results of a simulation study which compares the performances of the introduced entropy estimators with the estimators proposed by Vasicek [30] , Van Es [29] , Ebrahimi et al. [11] , Correa [9] , Wieczorkowski and Grzegorewski [32] and Zamanzadeh and Arghami [33] in terms of their SDs and RMSEs.
For selected values of n, N = 10000 samples of size n were generated from Exponential, Normal and Uniform distributions which are the same three distributions considered by Ebrahimi et al. [11] and Correa [9] . Still an open problem in entropy estimation is the optimal choice of m for given n. We choose to use the following heuristic formula [15] as m = [ √ n + 0.5]. Tables 1-3 contain the RMSE and SD values of the nine estimators at different sample sizes for each of the three considered distributions. We observe that the proposed estimators perform well compared with other estimators under different distributions. Also, the first estimator, HV E R mn has the least RMSE among the entropy estimators under Exponential and Normal distributions. In addition, under Uniform distribution it behaves better than Vasicek's estimator, Van Es's estimator, Correa's estimator and Ebrahimi's estimator, four of the most important estimators of entropy. Moreover, the second estimator, HW R mn has the least RMSE among the entropy estimators under Exponential, Normal and Uniform distributions. In many cases, we see that the proposed estimators have the lowest SD among all entropy estimators. Moreover, in all cases, RMSE and SD decrease with the sample size; and HV mn and HW mn have the same SD, because Wieczorkowski and Grzegorzewski modified the Vasicek estimator by adding a bias correction. Table 4 can be applied for choosing the required number of samples n, by imposing some proper fixed values of m and w, and preserving acceptable values of MSE. For example, if a user decides to utilize HV E R mn and required a maximum of MSE = 0.0109 then, based on the Table 4 assessing n ≥ 30, with m = 5 and w = 5 would be appropriate. Also, from this table the following general trends can be considered:
• In HV E R mn for fixed w and n as m decreases, the MSEs decrease,
• In HW R mn for fixed w and large (small) n as m decreases (increases), the MSEs decrease,
• In HV E R mn for fixed m and n as w increases, the MSEs decrease,
• In HW R mn for fixed m and large (small) n as w decreases (increases), the MSEs decrease.
We also focus on the efficiency of the entropy estimators based on RSS relative to the entropy estimators based on SRS. However, it is evidently expected that the entropy estimator based RSS is more efficient than SRS. As the estimators are somehow complicated, we consider the behavior of them by applying the Monte Carlo method and using the idea of Rezakhah and Shemehsavar [24] . The values of MSE for estimators are numerically evaluated for different n and some distributions such as Exp (1) and Uniform, see Table 5 . Based on the observed values, our conjecture is that for all distributions M SE(entropy estimator) is of order O(n −b ) and for any fixed distribution there is some constant C that M SE(entropy estimator) ∼ C/n b . We find that for competitor estimators b = 1 and for proposed estimators b = 1.4. So our entropy estimators based on RSS is more efficient than the others.
Testing Normality Based on Entropy
The Normal distribution is the most important distribution in statistics and has a predominant presence in statistical inference. Many statistical techniques are based on the assumption that the data come from this well-known, Bell-shaped distribution. Consequently, the results of these techniques can be completely unreliable if the normality assumption is violated. Thus, it becomes very important to check this assumption in an appropriate and efficient way and that is why goodness-of-fit techniques, especially for Normal distribution, have attracted the attention of many researchers in statistical inference.
In this section, we first introduce a goodness-of-fit test based on the proposed entropy estimators for testing normality and then we compare the powers of the introduced tests with the tests based on the entropy estimators. 
Test statistics
A well-known theorem of information theory [25] states that among all continuous distributions that possess a density function f , and have a given variance σ 2 , the entropy H(f ) maximized by the Normal distribution. Also simulation results, which provided in some papers such as Wieczorkowski and Grzegorzewsky [32] and Alizadeh Noughabi [2] , show that in most cases the test statistic based on HV E mn and HW mn have most power against the alternatives with supports (−∞, ∞) and (0, ∞), respectively. Based on these properties, following Vasicek [30] , we introduce the following statistics for testing normality:
where HV E R mn , HW R mn and c are defined in (2.11), (2.12) and (1.6), respectively. Small values of T V E R mn and T W R mn can be regarded as a symptom of nonnormality and therefore we reject the hypothesis of normality for small enough values of T V E R mn and T W R mn . We see that T V E R mn and T W R mn are invariant with respect to transformations of location and scale.
Because the sampling distributions of the test statistics are complicated, we determine the percentage points using 10000 Monte Carlo samples from a Normal distribution. So, the exact critical values (non-asymptotic) of the test statistics T V E R mn and T W R mn , for various sample sizes by Monte Carlo simulations are given in Tables 6 and 7 , respectively.
Power results
There are some of test statistics for normality concerning uncensored data. We consider the power of the proposed test statistics in three cases.
Case I: Test statistics based on the entropy estimators
Some of the test statistics provided testing normality based on entropy. We consider here the test statistics of Vasicek [30] , Van Es [29] , Correa [9] , Wieczorkowski and Grzegorewski [32] and Zamanzadeh and Arghami [33] among them. The test statistics proposed by them are For power comparisons, we compute the powers of the tests based on statistics T V mn , T V E mn , T C mn , T W mn , T Z1 mn , T Z2 mn , T V E R mn and T W R mn by means of Monte Carlo simulations under 24 alternatives. Since Wieczorkowski and Grzegorzewski modified the Vasicek estimator by adding a bias correction and we observed that the estimators HV mn and HW mn have the same standard deviation, the tests based on T V mn and T W mn statistics have the same power. The alternatives can be classified into four groups, according to their supports and the shapes of their densities. From the point of view of applied statistics, natural alternatives to Normal distribution are in groups I and II. For the sake of completeness, we also consider groups III and IV. This gives additional insight in understanding the behavior of the new test statistics T V E R mn and T W R mn . Esteban et al. [14] , in their study of power comparisons of several tests for normality, suggested classifying the alternatives into the following four groups:
Group I: Support (−∞, ∞), symmetric, which are presented in Table 9 .
Group II: Support (−∞, ∞), asymmetric, which are presented in Table  10 .
Group III: Support (0, 1), which are presented in Table 11 .
Group IV: Support (0, ∞), which are presented in Table 12 . Unfortunately, the powers of the proposed tests depend on the windows size m and the alternative distribution and therefore it is not possible to determine the best value of m, for which the tests attain maximum power under all alternatives. Therefore, we use the values of m for which the aforementioned tests attain good (not best) powers for all alternative distributions. These values of m are tabulated in Table 8 . The simulation results in [33] showed that T Z1 mn and T Z2 mn have not any primacy to others against the alternatives in group II, III and IV. Therefore, we only use them in group I. Tables 9-12 contain the results of 10000 simulations (of samples size 10, 20, 40 and 50) per case to obtain the power of the proposed tests and those of the competitor tests, at a significance level α = 0.05. For each sample size and alternative, the bold type in these tables indicates the statistics achieving the maximal power.
From Tables 9-12 , we can see that the tests compared considerably differ in powers. Also, in all cases, the power increases with the sample size. In groups I and II, it is seen that the tests T V E R mn has the most power and the test T C mn has the least power. Also, the difference of powers between T V mn and T C mn is small. But the difference of powers between the test T V E R mn and the tests T V mn , T V E mn , T Z1 mn , T Z2 mn and T C mn are substantial. So, the test statistic T V E R mn is most powerful test against the alternatives with the support (−∞, ∞).
In groups III and IV, it is seen that the tests T W R mn has the most power and the test T V E mn has the least power. Also, the difference of powers between T V mn and T C mn is small. But the difference of powers between the test T W R mn and the tests T V mn , T V E mn , T Z1 mn , T Z2 mn and T C mn are considerable. So, the test statistic T W R mn is most powerful test against the alternatives with the support (0, ∞). Table 9 : Power comparisons based on different statistics and several sample sizes under the alternatives in group I with α = 0.05. Table 10 : Power comparisons based on different statistics and several sample sizes under the alternatives in group II with α = 0.05. Table 11 : Power comparisons based on different statistics and several sample sizes under the alternatives in group III with α = 0.05. There already exist some goodness-of-fit tests in the RSS context. The most recent one appears to be Balakrishnan et al. (2013) [3] , where they also considered the version of RSS Kolmogorov-Smirnov (D * ). For the comparison, we evaluate corresponding powers of the test statistics D * and S ( which introduced by Balakrishnan et al. [3] ), T V E R mn and T W R mn by means of Monte Carlo simulations for 8 different alternative distributions. These alternatives were used by Balakrishnan et al. [3] as power comparison of several tests for normality. Table 13 contains the results of 10000 simulations (of samples size 25, 30, 45, 50, 60, 75, 90 and 100) per case to obtain the power of the proposed tests and those of the competitor tests, at significance level α = 0.05.
Case II: Test statistics in RSS context
n Alt T Vmn T V Emn T Cmn T Z1mn T Z2mn T V E R mn T Vmn T V Emn T Cmn T Z1mn T Z2mn T V E R mn n t(1)n Alt T Vmn T V Emn T Cmn T V E R mn T Vmn T V Emn T Cmn T V E Rn Alt T Vmn T V Emn T Cmn T W R mn T Vmn T V Emn T Cmn T W R mn n Beta(3,0.5)
Case III: Some non-parametric test statistics
For testing normality there are simple tests which are directly applied to the data at hand and do not use any transformation or RSS. As these methods are easier to apply ( in compare to our method where some parameters are to be fixed), we consider power comparison with such test statistics: ECF ( which introduced by Epps and Pulley [13] ), Kolmogorov-Smirnov (KS), AndersonDarling (AD) and Shapiro-Wilk (SW). We evaluated powers of the tests based on ECF , T V E R mn and T W R mn statistics, via Monte Carlo simulations, for the alternative distributions presented in Case II, that are reported in Table 13 . Moreover, the power of test statistics KS, SW , AD, T V E R mn and T W R mn , are computed for the alternative distributions presented in [1] , that are reported in Table 14 .
Real Data
In this section we present a real examples to show the behavior of the test in real cases. For this example the parametric family used is the inverse Gaussian. This choice has been suggested in the literature since the example has been extensively analyzed. The data were first analyzed by Von Alven [31] who fitted successfully the Log normal distribution. Chhikara and Folks [8] fitted the IG distribution and using the observed value of the Kolmogorov-Smirnov statistic, they concluded that the fit is good (KS test statistic = 0.07245267). The same result is drawn by using the [20] ). Finally, Lee et al. [16] applied the IG distribution which was clearly accepted. The implementation of the proposed estimators can be used to investigate the above conclusion. Now, we apply the proposed goodness-of-fit test to the data set for testing H 0 : IG(µ, λ) where µ, σ, λ are unknown. We use the data set and estimate:μ = 3.5644,σ = 4.7510 andλ = 2.0063. The p-value of four test statistics can be earned in a simple method (see [21] for details). As T W R mn is the most powerful against the alternatives with support (0, ∞), we consider HW R mn as an entropy estimator. To choose the number of samples, m and w, we use the Table 4 . As an example for MSE ≤ 0.0214, one could consider m = 4, w = 3 and n ≥ 15. To visualize the efficiency of this statistics we have evaluated the power of T V mn , T V E mn and T C mn with n = 45. We find that the power of the proposed test statistic, T W R mn , with n = 15 is better than the power of the competitor test statistics with n = 45. Even though our method takes some more time, as for n=15 ( it takes 28 seconds in compare to about 5 seconds for other methods), but the comparison of power which is 0.866 for the proposed test statistics T W R mn to 0.5368, 0.1965, 4015 for other methods shows that the power of our method is significantly much higher.
We present an empirical procedure for estimating powers of the entropy based test statistics, described in section 3. For this we provide some proper estimates of the corresponding parameters first. Then by simulating M independent samples of size n of the corresponding Inverse Gaussian distribution, we evaluate corresponding test statistics. Finally we estimate powers of the test statistics for the comparison. This procedure can be described as:
Step 1. Fit a Normal distribution to the original data x 1 , . . . , x n and obtain the estimated valuesμ,σ.
Step 2. Calculate the test statistic for the original data and denote by T EST .
Step 3. Simulate n independent sample y 1 , . . . , y n of IG(μ,λ) whereλ =μ 3 σ 2 .
Step 4. Calculate corresponding test statistic for the simulated sample as T EST 1B .
Step 5. Repeat Step 3 and Step 4 for M times and obtain M test statistics as T EST 1B , . . . , T EST M B .
Step 6. Evaluate the power by P ower
, where I(.) is an indicator function taking value 1 when T EST iB ≤ T EST , and taking value 0 when T EST iB > T EST . By this algorithm, we estimate the power of different test statistics and report the results in Table 15 .
Indeed, our results verify that, in all cases, the p-value of the different test statistics is much smaller than 0.05 so that an IG distribution can provide a reasonable fitting to the data at 5% level ( Figure 2) . Also, the power results show that the proposed test statistic, T W R mn , is most powerful test among the different test statistics, as expected.
Conclusion
In this paper, we first introduced two new entropy estimators of a continuous random variable by modifying the Van ES's [29] estimator and Wieczorkowski and Grzegorzewsky's [32] estimator in order to obtain two estimators with less bias and less RMSE. We considered some properties of HV E R mn and HW R mn . Also, we compared our estimators with the entropy estimators proposed by Vasicek [30] , Van Es [29] , Ebrahimi et al. [11] , Correa [9] , Wieczorkowski and Grzegorewski [32] and Zamanzadeh and Arghami [33] . We observed that HV E R mn behaves better than many of the most important entropy estimators and HW R mn has generally least bias and RMSE among all entropy estimators for different distributions. We next introduced two new tests for normality based on the new estimators and discussed several tests of normality, using test statistics
• T V mn , T V E mn , T C mn , T Z1 mn , T Z2 mn , which are defined based on entropy estimators,
• S, D * which are defined in RSS context,
• ECF , KS, AD, SW , which are simple non-parametric test statistics.
By comparing the power of these tests, using Monte Carlo computations, we found that the test statistics T V E R mn and T W R mn are most powerful against the alternatives with supports (−∞, ∞) and (0, ∞), respectively.
This work has the potential to be applied in the context of information theory and goodness-of-fit tests. This paper can elaborate further researches by considering other distributions besides the standard Normal distribution, such as Pareto, Log normal and Weibull distributions.
