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Abst rac t  
We prove that it is possible to approximate he solutions of a nonlinear periodic boundary value problem via monotone 
sequences tarting at piecewise continuous upper and lower solutions. In fact, we present here two different iterative 
methods. Explicit expression of each iteration is obtained by solving some linear initial value problems. (~ 1998 Elsevier 
Science B.V. All rights reserved. 
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1. Introduction 
The application of monotone iterative techniques coupled with the method of upper and lower 
solutions to approximate solutions of boundary value problems involving ordinary and partial differ- 
ential equations goes back at least to Picard [8, 9]. More recently, the abstract formulation of these 
methods was developed by Krasnoselskii [3] and Amann [1]. Many applications can be found in 
these and many later papers and monographs [4]. The reader is referred to [2] for a more complete 
historical study. 
Here we shall consider the following first-order nonlinear periodic boundary value problem 
x'(t): f(t,x(t)), tEI=[O,T], 
x(O) = x(T), (1) 
where T > 0 and f : I x ~ ~ ~ is a continuous function. 
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This problem has been studied in [5], where the following classical result was established: if there 
exist functions e and fl E cgl (I) such that ~'(t) ~< f(t ,  ~(t)), t El, ct(O) <<. ~(T), fl'(t) >~ f(t,  fl(t)), t El, 
fl(O)>~fl(T) and ~(t)<<.fl(t), te l ,  then there exists at least one solution x of Eq. (1) such that 
~(t) <<.x(t) <<.fl(t), te l .  
The functions ~ and fl are respectively the so-called lower and upper solutions of Eq. (1). 
Moreover, if f satisfies the following condition: 
f ( t ,x)  - f ( t ,y )  >~ -m(x  - y) for ~(t) <<. y <<.x <<. fl(t), te l ,  (2) 
for some m > 0, then the minimal and the maximal solutions of Eq. (1) in the sector [~, fl] exist and 
they are the limits of a couple of monotone functional sequences starting at ~ and fl respectively 
(monotone iterative technique). 
Recently, the authors prove in [7] a more general existence result in which the assumptions on ct 
and fl are weakened by allowing a finite number of jump discontinuities. Moreover, no additional 
hypotheses were required to prove such a result. 
In this paper we give an answer to the following question: May we develop any monotone iterative 
technique in this new situation? The answer is yes and we must only add condition (2), which was 
also necessary in [5]. 
We propose two methods of constructing sequences of approximate solutions. The first one pro- 
duces sequences of periodic but discontinuous iterations which converge to the extremal solutions 
of Eq. (1). The second proposal provides sequences with continuous but not periodic iterations. 
Furthermore, we give the explicit expression of each approximate solution for both these two meth- 
ods, what reveals another meaningful and interesting part of our study: its applicability in practical 
situations. 
We note that the proofs of our results require a more complicated analysis than the proof used 
when the lower and upper solutions are regular. 
Finally, we give an example to illustrate our results. 
2. Preliminaries 
First of all we shall introduce the adequate spaces of functions to establish the concepts of lower 
and upper solutions that we shall deal with. Given P= {tk ~p+~ Jk=0 a partition of the interval I, that is, 
a finite subset of I such that 0=t0<6 <. . .  <te<te+~ = T, we define the set 
f2e = {x :I-+ ~ :xl(t~,t~+,)Ecgl(tk, tk+l), k=0,  1 .... , p,x(O+ )=x(O), 
x (T - )  =x(T),x(t  +) and x(t~-) exist for k = 1,2 . . . . .  p and x(t;-) =x(tk)}, 
where 
l im x( tk - h ). x(t~) = h--+0,h>01im x(tk + h), x(t~) = h O,h>0 
That is, f2p is a set of piecewise continuous functions, continuously differentiable for t # tk and 
left-continuous at the points tk, k = 1,2,..., p. 
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Although the results of [7] are given for the case when the nonlinearity f is a Carath6odory 
function, we give here, for clarity of presentation, the key result of [7] when f is a continuous 
function. 
ft ~lp+l fS lq+l Theorem 1. Assume that f : I × ~---~ R is a continuous function. Let P~ --- l kfk=o and P2 = t kJ~k=o 
be two partitions of I and ~ E f2p, fl E f2e2 such that ~( t ) <<. fl( t ), for all t El, and satisfy the following 
conditions: 
og(t)<<.f(t, offt)), tE l , t#tk ,  k=l ,2  .... ,p, 
~(t~-) ~< ~(tk), k = 1,2 .... , p, 
~(0) ~ ~(T) 
and 
fl'(t)>~ f(t ,  fl(t)), tE l , t#sk ,  k=l ,2 , . . . ,p ,  
fl(s +) >~ fl(sk), k= 1,2,. . . ,q, 
fl(O) >1 fl(T). 
Then there exists at least one solution XE~I(I) of Eq. (1) such that o¢(t) <.x(t)~ fl(t), VtEI. 
Note that if 0~ E f2e, and fl E f2p 2 then a, fl E f2p, where P = P1 U P2. Thus, in the following we shall 
ft lp+l assume, without loss of generality, that there exists a fixed partition P --- l kSk=0 such that both the 
lower solution ~ and the upper solution fl belong to the set f2 -  Oe. 
If x, yEf2 with x(t)<<, y(t), VtEI,  we shall denote x ~< y and 
[x, y]:- {zEf2: x <~ z <<. y}. 
The following comparison principles will be essential in our discussion. 
Lemma 2. Let m>0 and v E Cg[ a, b ] M~l(a,b)  such that d + mv >>. 0 on ( a, b ). Then v( a ) >1 0 implies 
v(t) >>- O, VtE[a,b]. 
Proof. There exists a function a E~(a, b) such that 
v'(t)+mv(t)=a(t)>~O, tE(a,b). 
Thus 
v(t)= v(a)e -m(t-a) + e-m(t-s)a(s)ds, tE(a,b). 
Hence v(a) >10 implies v(t) >10, VtE[a,b). 
Finally, since v is continuous, v(b)= limt~b- v(t)>10. [] 
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Lemma 3. Let m > 0 and v E (2 such that 
v'(t)+mv(t)>~O, tEI, tCtk, k=l ,2  .... ,p, 
v( t~. ) >>. O, k=l ,2  .... ,p, 
v(O) ~ v(T). 
Then v(t) >>. O, '¢tEI. 
Proof. For k = 1,2,..., p, v satisfies 
v'(t)+mv(t)>~O, tE(tk, tk+l), 
v(t; ) >>. o. 
Lemma 2 proves that v(t) >t0, VtE(tk, tk+~], k= 1,2 .... ,p. In particular v(0) i> v(T)=v(tp+l) >~0. 
Hence in [0, 6] we have 
v ' ( t )+mv(t )~O,  tE(0,6),  
v(0) >t 0. 
Lemma 2 again proves that v/> 0 on [0, t~]. As a consequence, v/> 0 on I. [] 
Remark. An abstract version of Lemma 3 was proved in Lemma 3.1 in [6]. 
3. Monotone iterative technique 
In this section we shall describe two methods of constructing monotone sequences which converge 
to a solution of Eq. (1) starting at lower and upper solutions with jump discontinuities. 
3.1. First method 
This first method provides, as we have mentioned above, two sequences {an} and {[3,} whose 
terms satisl~ the periodic boundary condition (except c~0 = ~ and [3o = [3) but they are not necessarily 
continuous at the instants tk. Nevertheless, their limits are actually (81-solutions of Eq. (1). Moreover, 
those limits are the extremal solutions of Eq. (1) on [~, [3], that is, if p = limn~o~ ,, 7 = lim,~o~ [3, 
and x is any solution of Eq. (1), then x E [~, [3] implies x E [p, 7]- 
We point out that our results generalize the classical theorem for (gr-upper and lower solutions 
(see [5], Theorem 4.1 ) because no additional hypothesis must be imposed. 
The proof of the following result is inspired in a result for impulsive differential equations given 
in [6]. 
Theorem 4. Let ~ and [3 ~ f2 satisfying the conditions of Theorem 1. Assume that f & continuous 
and verifies Eq. (2). 
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Then there exist two monotone sequences {~n} C 12 and {ft,} c O such that ~o = ~ <<. ~. <<. ft. <<- 
flo = fl, for every n E ~, which converge uniformly on I to the minimal and the maximal solutions 
of  Eq. (1) on [~, fl], respectively. 
Proof. Let ~0 = ~. We define ~ as the solution of the problem 
Ogl(t)+m~l(t)=go(t ), te l ,  te tk ,  k=l ,2  .... ,p, 
0q(t+)=~0(tk), k= 1,2 .... ,p, (3) 
~1(0) = ~I(T), 
where go(t) = f ( t ,  70(t)) + m ~0(t), t CI. 
It is easy to see that Eq. (3) has a unique solution ~.  Indeed, we first solve the following p 
initial value problems: 
~'l,k(t) + m~l,k(t)=go(t), tE(tk, tk+L], 
~l,k(t~-) = ~0(tk) 
for each k= 1,2,. . . ,p.  This provides the solution ~l(t) for tE(t l ,T] by 
Cq(t)=~l,k(t)=~o(tk)e -m~t-t~) + e-m(t-s)go(s)ds, tE(tk,tk+l], k= 1,2,. . . ,p. 
Then we solve 
e'l,o(t) + mez,o(t) = go(t), t E [0, tl], 
CXl,o(O) = ~Xl,p(T). 
Finally, 
~l ,0(t ) ,  t E [0, tl], 
~l( t )= [ ~l,k(t), t E (tk, tk+l], k = 1,2 .... , p. 
Obviously, (~1 E ~ and it satisfies ~l(0)= ~(T).  
In general, for each n f> 1, ~,+~ is defined as the unique solution of the problem 
~',+l(t)+m~,+l(t)=g,(t) ,  te l ,  t¢ tk ,  k=l ,2 , . . . ,p ,  
~n+l(t~)=~.(tk), k= 1,2,. . . ,p,  (4) 
= 
where g.(t) = f ( t ,  ~.(t)) + m ~.(t), t E I. 
As before, 0c.+1 E f2 and we can give an explicit expression for it as follows: 
{ r~'Pr ~vt 
 .(tp)e + [ e-m(T- O.(s)ds + [ e-m('-')O.(s)ds, tE[0, t|], 
~.+l(t) = t (5) 
~.(tk)e -m('-'~) + ] e-m(t-~)g.(S ) ds, t E (tk, tk+~], k---- 1,2,..., p. 
• 1 lk  
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Next we show that {~,} is nondecreasing by proving the following properties: 
(1) ~o ~ o~1, 
(2) ~,_~ <~ ~, ~c~, <~ ~,+l, n>~ 1. 
To prove (i), let v~ = al - ~0. We have, in view of the hypotheses on ~0 = ~, that 
v'~(t) + mrs(t) ~ ~Z~l(t) + m ~(t )  - f ( t ,  ~(t)) - m ~(t) = O, t ¢ tk, 
v , ( t~)=~, ( t [ ) -~( t ] )=~(t~) -~( t~)>~O,  k= 1 ,2 , . . . ,p ,  
Vl(O)>~vl(T). 
Lemma 3 assures that Vl ~> 0 on I and therefore ~0 ~< ~l- 
To prove (ii), we set Vn+l = ~,+1 - ~n and we show as in the proof of (i) that v,+l ~> 0 on I by 
using condition (2). 
Now we prove that ~, ~</~ for each n E ~/. First we set Wl =/~ - ~ .  Let us note that wl satisfies 
w'j(t) + mwl(t)  >>, f ( t ,  t~(t)) + m fl(t) - f ( t ,  ~(t)) - m ~(t) >~ O, t # tk, 
w , ( t [ )=f l ( t [ ) -~ , ( t [ )>>- f l ( t , ) -~( tk )>~O,  k= l ,Z , . . . ,p ,  
- - w , ( r ) .  
Thus, Lemma 3 permits us to assure that Wl i> 0 on I and then ~1 ~</~. 
By using the same arguments we prove that w, ~> 0 implies w,+~ ~> 0 for all n ~> 1, where w, = 
fl- ~,. Hence, the sequence {~,} is upper bounded in (2 by ft. 
Thus, we have proved that {~,} is a bounded sequence of  continuous functions in (tk,tk+~], 
~n(t;) E • for all n ~ ~ and k = 0, 1,. . . ,  p. In view of this fact, we can consider {~,} to be a bounded 
sequence of  continuous functions in [tk,tk+l] for k=0,  1 , . . . ,p :  it suffices to define :~,(t,)= ~,(t~-) 
whenever we are working in [tk, tk+l]. 
Moreover, since ~,+~ is a solution of  Eq. (4) for each nE~,  we have that {~',} is uniformly 
bounded in (tk, tk+l), k=0,  1 . . . .  , p. In virtue of  the Mean Value Theorem, we can assure that {~,} 
is an equicontinuous equence in each [tk, tk+~] for k=0,1 , . . . ,p .  Then Ascoli-Arzelfi Theorem 
assures there exists l im,~ C~n(t)= p(t), uniformly on [tk,t~+l] for k = 0, 1,. . . ,  p. 
Furthermore, since ~,+~ fulfills Eq. (5) for each n E ~, it follows that p E f2 and it satisfies 
p ' ( t )=f ( t ,p ( t ) ) ,  tE I ,  t#tk ,  k=l ,2 , . . . ,p ,  
p( t+ ) = p( tk ), k=l ,2  . . . .  ,p ,  
p(O)=p(T) .  
On the other hand, 
p ( t )= lim ( l im ~, ( t ) )= lim ~, ( t [ )= lim ~,(tk)=p(tk),  lim 
t ~t  Z t---+tk- n---*oc n -~oc 
for k = 1,2, . . . ,  p, because the convergence is uniform in [t~_~, t~]. Then we can affirm that p is 
continuous in I. Note that the uniform convergence on each interval [tk, t~+l], k = 0, l . . . .  , p, implies 
that {an} converges to p uniformly on I. 
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Finally, since f is also a continuous function and p' ( t )=f ( t ,p( t ) ) , t  E L t#tk,  we have that 
there exists limt-+t, p ' ( t )=f( tk ,  p(tk)) for k= 1,2 . . . . .  p, and hence pErgl(I) and it is a solution of  
Eq. (1). 
In the same way we can construct he sequence {[3,} starting at [30 = [3. This sequence is nonin- 
creasing and converges uniformly to a solution ? of  Eq. (1). 
Finally, to prove that p and 7 are, respectively, the minimal and the maximal solutions of Eq. (1) 
on [~,[3], let x be any solution of  (1) on [~,[3]. The function v =x - ~l satisfies the conditions of  
Lemma 3 and then v ~> 0 on I. Hence ~l ~< x. By induction it is shown that ~n ~ x for each n C [~ 
and, passing to the limit when n tends to infinity, it follows that p <~ x. 
Analogously it is proved that 7 is the maximal solution of Eq. (1) on [~, [3]. [] 
3.2. Second method 
Now we develop a second way to approximate the extremal solutions of  Eq. (1) starting at 
lower and upper solutions in the conditions of  Theorem 1. In this case the iterations are continuous 
functions (in fact rgl-functions for n/> 2) but they do not satisfy the periodic boundary condition. 
Theorem 5. In the conditions of Theorem 4, there exist two monotone sequences {0~,} and {ft,} 
such that ~n and fin are continuous functions and ~o = ~ <<. ~, ~ [3, <<. [30 = [3, for every n >>- 1, which 
converge uniformly on I to the minimal and the maximal solutions of Eq. (1) on [~, [3], respectively. 
Proof. For every x E f2, we shall define the functions xk:[tk,  tk+l] --+ ~, k=0,  1 , . . . ,p ,  as follows: 
f x(t), t C (tk, tk+l], 
x k : t E[tk, tk+l] ~-'~ xk(t )  = 
Ix(t+), t=tk. 
Now, let 0c0 = ~. We define 0~ 1 as follows: 
Set 0~ ° = ~o and, for k = 1,2, . . . ,  p, we construct successively ~f as the unique solution of  the 
linear problem 
(0~)'(t) + mo~f(t)= f ( t ,~( t ) )  + m~(t),  t E (tk, tk+l), 
= ~(t~-+l ). (Note that it is well defined since (~) '  is bounded in (tk,tk+l).) and ~f(tk+l) 
Finally, 
(~f ( t ) ,  t E (tk, tk+,], k = 0, 1 . . . . .  p, 
[ t=o.  
Obviously, ~l is a continuous function and it satisfies 
ogl(t)+moq(t)= f(t,~o(t))+mO~o(t), t~tk,  k= 1,2 . . . . .  p, 
~l(t~-) = C~o(6 ) >i ~o(t~ ). 
Let us set vl = ~l -~o .  By definition, we have that Vl(t)= 0 for t E [0, tl]. 
(6) 
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Now, in view of Eq. (6), v' 1 + mvl >>, 0 on (tl,tz) and vl(t +) >~ O. Hence Lemma 2 assures that 
vl >/0 on (fi, t2]. 
In particular, v~(tz)>~ 0 and then 
Vl(t +) = ~l(t~-) - ~o(t~-) >/~,(t2) - ~o(t2) = Vl(t2) ~> 0. 
Applying Lemma 2 on the interval (t2,t3], we have that Vl >~ 0 on (t2,t3]. 
Repeating the same argument on each interval (tk, tk+t], we prove that Vl/> 0 on [0, T] and then 
~0 ~< ~1. 
In the same way it is shown that ~l ~< fl by considering wl = fl - ~l. 
Now, observe that ~l(T)~> ~(T)~> ~(0)= ~l(0). Thus, we have constructed a continuous function 
~i such that ~ ~< ~l ~< fl and 
~l(t) + m~l(t)= f(t,  cc(t)) + mcc(t), t ¢ tk, k=l ,2 , . . . ,p ,  
~1(0) <~ ~(T).  
Next we define ~ as follows. Let ~0 be the unique solution of the problem 
(~°)'(t) + m~°(t)= f(t,~°(t)) + m~°(t), tE[0,fi], 
= 
For k = 1,2,..., p, we construct, as before, ~ as the solution of the linear problem 
(~) ' ( t )  + m~(t )= f ( t ,~( t ) )  + m~(t) ,  tE[tk, tk+l], 
= 
and then 
{ ~(t) ,  t E (tk,tk+l], k=0,  1, . . . ,p,  
t=o.  
Now, ~2 is a continuous function satisfying 
~(t )+ mcc2(t)= f(t,  cq(t))+ m~l(t), tetk,  k= l ,2, . . . ,p,  
~z(0) ~< ~2(T). 
In this case, since f and ~1 are continuous, one can see that ~ is a continuous function and hence 
~2 E c~1(I). Moreover, ~z is given by 
/0 ~z( t )=~(T)e  -m' + e-m(t-')O~(s)ds, tCI, 
where 91(t)= f(t,  el(t)) + m~l(t), tEI. 
As before, one can see that c~i ~< ~2 ~<fl by considering each interval [t~,tk+l], k=0,  1 . . . . .  p. 
Moreover, c~2(T) ~> el(T) = e2(0). 
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Now, for n/> 3, suppose that we have constructed ~1,~2,... ,~n--1 such that ~i(0) ~< ~i(T) and 
~i-1 <~ ~i <~ fl, i = 1,2 . . . . .  n - 1. Thus we can define ct. as the unique solution of the problem 
+ f(t,  + mct._,(t), 
= 
tEL 
(7) 
that is, 
f0 t an(t) = O~n-l(T)e -mr ÷ e-mtt-s)gn_l(s)ds, te l ,  (8) 
where g._ l ( t ) :  f ( t ,  ct._l(t)) + m~._l(t), t E I. 
Setting v. = ~. -  ~._l, we have 
v'n(t)+mv.(t)~O, te l ,  
v.(0) : ~.(0) - ~._1(0) = ~. - l (T )  -- ~._1(0)/> 0. 
Lemma 2 assures that v./> 0 on I and then ~.-1 ~< ~.. Moreover, ~.(T) 1> ~._l(T)  = ~.(0). 
Now, set w. = fl - ~.. Thus, w'. + mw. >i 0 on I and w.(0)/> 0, which implies that w. ~> 0 on I, 
that is, ~. ~< ft. 
Since each ~. satisfies Eq. (7) for n/> 2 and c¢ ~< ct. ~< fl for every n E [~, we have that {~t.}.>~2 is 
bounded in ~1(I).  Since {~.} is increasing, an application of  the Ascoli-Arzehi Theorem provides 
that there exists l im._~ ~. = p, uniformly on I. 
On the other hand, since ~. satisfies expression (8), it follows that p satisfies 
~0 t p(t) = p(T)e -mr + e-m<t-s)(f(s,p(s)) + mp(s))ds, t E L 
that is, p(O)=p(T)  and p' ( t )=f ( t ,p( t ) ) ,  t E I. Hence, p is actually a ~l-solution of  Eq. (1). 
By using the arguments employed in the proof of  Theorem 4, one can see that p is the minimal 
solution of  Eq. (1) on [c¢, fl]. 
Finally, the construction of {ft.} is similar to that of {~.} and we omit the details. [] 
4. Example 
In this section we give an example in order to illustrate our results. We consider the following 
boundary value problem: 
x'(t) : f ( t ,x) ,  
x(O) =x(2~), 
t E [0, 2rt], 
(9) 
where f ( t ,x )  = - x 2 - 27r.x ÷ cos2(t) - sin(t) ÷ 2r~cos(t), tELxE  ~. 
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.~l ~ 
Fig. 1. 
x/3 ~ 2 ~  
Fig. 2. 
In [7] we prove that there exists a solution x of Eq. (9) such that x(t)>f 0, VtE [0, lrt], by taking 
as a lower solution 
( ' 0 if O~<t~< gx, 
~(t) = 
t -- 2x if ~x<t < 2re, 
and fl(t)----~c, t E [0, 2re], as an upper solution. 
Functions ~ and fl verify the conditions of Theorems 4 and 5. Moreover, f is continuous and it 
satisfies 
f(t,x)-f(t,y)>~ -4x(x -y )  for ~(t)<<.y<<.x<.fl(t), tE  [0,2x]. 
Thus, the extremal solutions of Eq. (9) can be approximated by the methods described in the proofs 
of Theorems 4 and 5, by choosing the constant m = 4x > 0. 
In fact, one can verify that x(t)=cos(t), tE[0,2x] is a solution of Eq. (9) with x(t)>~O, VtE 
[0, Ix]. This solution and the lower and upper solutions ~ and fl are represented in Figs. 1 and 2 
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next to the first iterations ~1 and fll obtained with the methods proposed in Sections 3.1 and 3.2, 
respectively. We have computed them using Mathematica. 
5. Final remarks 
We have shown two methods of constructing sequences converging to the extremal solutions of 
problem (1) starting at discontinuous lower and upper solutions. Of course, our methods remain valid 
when we deal with regular (~1) upper and lower solutions. It is important o realize that in this 
situation our methods provide new monotone iterative techniques, different from the one presented 
in [5], and not more difficult to apply. In fact, it suffices to solve some initial value problems in 
each iteration, whereas in the monotone method of [5] one has to solve periodic boundary value 
problems. Note also that continuous upper and lower solutions which are piecewise continuously 
differentiable are included in our definitions. 
On the other hand, the results of this paper are valid if left-continuity is changed by right-continuity 
in the definitions of lower and upper solutions, but keeping jump directions; i.e., a lower solution 
of Eq. (1) can be defined as a function ~ which is piecewise c£1, right-continuous and such that 
~'(t) <. f ( t ,~(t) ) ,  te l ,  t#tk ,  k=1,2  .... ,p, 
~(tk) ~< 0fitS-), k = 1,2,..., p, 
and an upper solution can be defined similarly by reversing the above inequalities. 
Moreover, from Theorems 4 and 5 one can deduce analogous results for the case in which the 
lower solution ~ and the upper solution fl are given in the reverse order, that is, ~/> fl on 1. In this 
case function f must verify, instead of Eq. (2), the following condition: 
f ( t ,x )  - f ( t ,y )  <<. m(x - y), fl(t) <<. y <~x <~ ~(t), tCI, 
for some m > 0. 
Finally, we also point out that Theorems 4 and 5 remain valid when f is not continuous but 
satisfies the conditions of Carathrodory. In this case the solutions are absolutely continuous. 
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