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Abstract
Deep latent variable models introduce a new class of generative models which are able to handle
unstructured data and encode non-linear dependencies. Despite their known flexibility, these
models are frequently not invariant against target-specific transformations. Therefore, they suf-
fer from model mismatches and are challenging to interpret or control. We employ the concept
of symmetry transformations from physics to formally describe these invariances. In this thesis,
we investigate how we can model invariances when a symmetry transformation is either known
or unknown. As a consequence, we make contributions in the domain of variable compression
under side information and generative modelling.
In our first contribution, we investigate the problem where a symmetry transformation is known
yet not implicitly learned by the model. Specifically, we consider the task of estimating mutual in-
formation in the context of the deep information bottleneck which is not invariant against mono-
tone transformations. To address this limitation, we extend the deep information bottleneck with
a copula construction.
In our second contribution, we address the problem of learning target-invariant subspaces for
generative models. In this case, the symmetry transformation is unknown and has to be learned
from data. We achieve this by formulating a deep information bottleneck with a target and a
target-invariant subspace. To ensure invariance, we provide a continuous mutual information
regulariser based on adversarial training.
In our last contribution, we introduce an improved method for learning unknown symmetry
transformations with cycle-consistency. To do so, we employ the equivalent deep information
bottleneck method with a partitioned latent space. However, we ensure target-invariance by uti-
lizing a cycle-consistency loss in the latent space. As a result, we overcome potential convergence
issues introduced by adversarial training and are able to deal with mixed data.
In summary, each of our presented models provide an attempt to better control and understand
deep latent variables models by learning symmetry transformations. We demonstrated the ef-




I would like to thank my advisor Prof. Dr. Volker Roth for all his effort and the opportunity to pur-
sue a PhD in his research group. This thesis would not have been possible without his guidance
and is the result of his great support, insightful discussions and ideas. During many enlightening
discussions, he has shown me all the connections between different machine learning methods
and helped me to develop my view on a machine learning, overall.
I am very thankful to Prof. Dr. Thomas Vetter for agreeing to be a co-examiner of my dis-
sertation and all the time and effort he spent on the review. His advice during many commit-
tee meetings and coffee breaks enabled me to look at my problems from a different perspective
which helped to significantly improve the presented work.
I also had the privilege to be part of two outstanding interdisciplinary research projects which
was a rewarding experience and helped me to look beyond the boundaries of machine learning.
I am grateful that I could collaborate with Prof. Dr. Huldrych Günthard, Prof. Dr. Karin Metzner,
Prof. Dr. Niko Beerenwinkel, Prof. Dr. Roger Kouyos, Dr. Jasmina Bogojeska and all other mem-
bers of the SystemsX.ch HIV-X project. In addition, I would also like to thank Prof. Dr. O. Anatole
von Lilienfeld, Dr. Jimmy Kromann and all remaining members of the NCCR Marvel for engaging
in many interesting research discussions and teaching me the basics of chemistry.
In particular, I would like to thank all current and former members of BMDA: Dr. Sebas-
tian Keller, Dr. Sonali Parbhoo, Aleksander Wieczorek, Damian Murezzan, Daniel Hauke, Maxim
Samarin, Fabricio Arend Torres, Vitali Nesterov, Monika Nagy-Huber and Dr. Dinu Kaufmann
as well as Dr. Adam Kortylewski, Dr. Andreas Morel-Forster, Dr. Clemens Blumer, Dr. Marcel
Lüthi, Dr. Ghazi Bouabene, Dana Rahbani, Dennis Madsen, Patrick Kahr and all other members
of GRAVIS for insighful discussions, great social events and a lot of fun during my PhD time.
I especially want to thank Dr. Sebastian Keller, Dr. Adam Kortylewski, Dr. Andreas Morel-
Forster, Dr. Sonali Parbhoo and Eric Wieser for proof reading and providing valuable feedback on
this PhD thesis.
Zum Schluss möchte ich mich bei den wichtigsten Menschen in meinem Leben bedanken,
ohne die ich niemals bis zu diesem Punkt in meinem Leben gekommen wäre. Meiner Mama
Isolde und meinem Papa Markus, welche mich in allen Situationen unterstützen, stets zu mir
halten und mich immer wieder auf den richtigen Weg zurückgeführt haben. Meinem Bruder
Eric, für unser tolles Verhältnis und all seine Hilfe besonders im handwerklichen Bereich ,. Ganz
besonders möchte ich mich auch bei meiner Oma Hilda, meiner leider viel zu früh verstorbenen
Oma Resel und meinen leider viel zu früh verstorbenen Opas Bruno und Willi sowie meiner Gotti




List of Figures xi
List of Tables xv
1 Introduction 1
1.1 General Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Roadmap and Contribution of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Related Work 7
2.1 Deep Latent Variable Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Invariant Representations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Cycle-Consistent Representations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3 Theoretical Background 11
3.1 Probability Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Information Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.1 Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.2 Mutual Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 Copula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.2 Probability Integral Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.3 Copula Families . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 Linear Latent Variable Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4.1 Mixture Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.2 Factor Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.3 Canonical Correlation Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4.4 The Information Bottleneck . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5 Non-Linear Latent Variable Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5.1 Deep Information Bottleneck . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5.2 Variational Autoencoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Learning Symmetries by Property Exploitation 29
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Deep Information Bottleneck . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2.1 Violating the Invariance Property . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.2 Deep Copula Information Bottleneck . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2.3 Implementation and Training Procedure . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3.1 Artificial Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3.2 Communities and Crime Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
ix
x CONTENTS
5 Learning Symmetry Transformations using Mutual Information Regularisation 45
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 Adversarial Information Elimination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3 Symmetry-Transformation Information Bottleneck . . . . . . . . . . . . . . . . . . . . 47
5.3.1 Theoretical Concept. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.3.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.3.3 Training Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.4.1 Artificial Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.4.2 QM9 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.4.3 Zinc Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6 Learning Symmetry Transformations with Cycle-Consistent Regularisation 65
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.2 Cycle-Consistency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.3 Cycle-Consistent Information Bottleneck . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.3.1 Cycle-Consistent Regularisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.3.2 Implementation and Training Procedure . . . . . . . . . . . . . . . . . . . . . . 69
6.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4.1 Artificial Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4.2 QM9 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7 Conclusion 75
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.2 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.3 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
References 79
List of Figures
1.1 A molecule is rotated by g admitting an analytical form. The distance matrix D
between atoms is calculated by a known function f and remains unchanged for all
rotations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 This figure illustrates the modeling of symmetries when f and g are known. Here,
we focus on the special case of estimating mutual information. Here, f calculates
the mutual information between the random variables X and Y whereas g denotes
the class of monotone increasing transformations. E.g. the brown part depicts a
Gaussian marginal distribution that is transformed to a Beta distribution (red). The
mutual information estimate is thus invariant against all transformations of g . . . . 3
1.3 n samples {m,e}n where m is the molecule and e the bandgap energy. These sam-
ples approximate the function f whereas the class of functions g leading to the
same bandgap energy is unknown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3.1 A graphical illustration for both a probability mass function (a) and cumulative dis-
tribution function (b) for the rolling dice example. In Figure 3.1a, the x-axis depicts
the outcome x and the y-axis the corresponding probabilities. In Figure 3.1b, x de-
note the outcome whereas the y-axis the cumulative distribution function. . . . . . . 12
3.2 In this figure, we illustrate an overview of the most important information theoretic
quantities. The green and brown circle denote the entropy H(X ) and H(Y ) of two
random variables X and Y , respectively. The non-overlapping areas of the circles
depict the conditional entropies H(X | Y ) and H(Y | X ). Finally, the overlapping
area of the circles represent the mutual information I (X ;Y ) between X and Y . . . . 14
3.3 This figure illustrates the transformation of a Uniform to a Gaussian random vari-
able. On the x-axis, we have the original random variable with uniform distribution.
On the y-axis, we see the transformed variable after applying the inverse Gaussian
cdf. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 A graphical illustration for modelling complex joint distributions with Gaussian
copulas. First, we start with a Gaussian distribution (Figure 3.4a) and transform the
marginals to Uniform to obtain a Gaussian copula (Figure 3.4b). Finally, we trans-
form the Uniform marginals to a Beta distribution which is depicted in Figure 3.4c.
This results in a joint probability distribution with Gaussian dependency structure
and Beta marginals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5 illustrates the plate diagram of a Gaussian Mixture Model (GMM). Grey circles in-
dicate observed random variables, whites circles denote latent random variables
and diamonds fixed parameters. In addition, rectangles represent the number of
repetitions and the square brackets mean a fixed vector of K. . . . . . . . . . . . . . . 22
3.6 This Figure illustrates the plate diagram of a Factor Analysis Model (FA). Here, grey
circles denote observed random variables whereas whites circles represent latent
random variables. Moreover, diamonds indicate fixed parameters and rectangles
represent the number of repetitions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.7 illustrates the plate diagram of a Canonical Correlation Analysis (CCA) model. Here,
grey circles denote observed random variables whereas whites circles represent la-
tent random variables. Moreover, diamonds indicate fixed parameters and rectan-
gles represent the number of repetitions. . . . . . . . . . . . . . . . . . . . . . . . . . . 25
xi
xii LIST OF FIGURES
3.8 This figure illustrates the connection between CCA and the Information Bottleneck
by using a simplified plate diagram. Here, grey circles denote observed random
variables whereas whites circles represent latent random variables. Moreover, rect-
angles represent the number of repetitions. . . . . . . . . . . . . . . . . . . . . . . . . 26
3.9 This figure denotes the VAE model. Grey circles denote observed random variables
whereas whites circles represent latent random variables. The black arrow denotes
the decoder part of the VAE whereas the dotted arrow represents the encoder. . . . . 28
4.1 Left: A molecule is rotated by g admitting an analytical form. The distance ma-
trix D between atoms is calculated by a known function f and remains unchanged
for all rotations. Right: X and Y are exponentially distributed random variables.
Our function f calculates the mutual information M I between X and Y . The class
of functions g denote monotone increasing transformations which transforms a
Gaussian to a Gamma distribution but leads to the same mutual information. . . . . 30
4.2 This figure illustrates the Deep information bottleneck which is the starting point of
our approach. Here, orange rectangles denote neural networks that parametrise the
mutual information terms of our model. The blue circle represents a latent random
variable whereas the red circle denotes an observed random variable. . . . . . . . . . 31
4.3 Deep information bottleneck with the copula augmentation. Green circles describe
random variables and orange rectangles denote neural networks parametrising the
random variables. The blue circle represents latent random variables whereas the
red circle denotes the copula transformed random variables. . . . . . . . . . . . . . . 35
4.4 Information curves for the artificial experiment. The red curve describes the in-
formation curve with copula transformation whereas the orange one illustrates the
plain information curve. For better visualisation, we binned the recorded mutual
information values into 12 different buckets. The numbers indicate the used latent
dimensions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.5 illustrates the reconstruction of Y without (a) and with the copula transformation
(b). Blue circles depict the output space and the red triangles — the conditionals
means µ(y) that are estimated by our network. The better the red triangles recon-
struct the blue area, the better is the reconstruction of the output. . . . . . . . . . . . 39
4.6 Information curves for training with outlier data and a sample convergence plot of
DIB and cDIB models for λ= 100. The numbers indicate the used latent dimensions. 39
4.7 Information curves for the real data experiment. The red curve is the information
curve with copula transformation whereas the orange one depicts the plain infor-
mation curve. The numbers represent the dimensions in the latent space t which
are needed to reconstruct the output y . The numbers indicate the used latent di-
mensions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.8 We illustrate the latent space Z which consists of two dimensions along with marginal
densities without (a) and with (b) the copula transformation. The copula transfor-
mation leads to better mutual information estimates as we obtain a more structured
latent space and non-overlapping modes of marginal distributions. . . . . . . . . . . 42
5.1 In Figure 5.1a a molecule is rotated by g . The distance matrix D between atoms
is calculated by a known function f and remains unchanged for all rotations. In
Figure 5.1b we can only observe point-wise samples n samples {m,e}n where m is
the molecule and e the bandgap energy. These samples approximate the function
f whereas the class of functions g leading to the same bandgap energy is unknown. 46
LIST OF FIGURES xiii
5.2 Graphical illustration of our two-step adversarial training approach. Red circles
denote observed input/output of our model. Gray rectangles represent the latent
representation which is divided into two separate subspaces Z0 and Z1. Blue dot-
ted arrows represent neural networks with fixed parameters Black arrows describe
neural networks with trainable parameters. Greek letters define neural network pa-
rameters. In the first step (Figure 6.3a), we try to learn a representation of Z0 which
minimises the mutual information between Z0 and Y by updatingφ,θ and τ. In the
adversary step (Figure 6.3b), we maximise the mutual information between Z0 and
Y by updating δ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3 Model extended with the bijective mapping between Y and Ỹ . Solid arrows depict a
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In recent years, deep latent variables models became a crucial cornerstone in the development
of modern machine learning methods (Goodfellow et al., 2014; Kingma et al., 2014; Kingma &
Welling, 2014). In contrast to traditional latent variable models, a deep latent variable model en-
codes non-linear dependencies and is able deal with unstructured data. These characteristics
open the applicability of latent variables models to a huge number of novel tasks, for example
in computational chemistry (Gomez-Bombarelli et al., 2018) or computer vision (Lample et al.,
2017). Despite their merits, deep latent variable models are usually unable to learn target-specific
invariances from data, implicitly. This frequently leads to problems in understanding and con-
trolling deep latent variables models as well as to model mismatches. To overcome this limita-
tions, we want to explicitly define such invariances in the model. On an abstract level, invariance
means that something does not change under a specific transformation. From a mathematical
perspective, an invariance can be seen as a property of mappings, where such mappings leave a
variable unchanged. In the context of deep latent variables models, invariances appear in vari-
ous contexts: For instance in facial image analysis where a face could be invariant against certain
facial properties such as hair colour or glasses (Klys et al., 2018; Lample et al., 2017). A different
example is domain adaptation where we transfer common information from one domain to the
other to improve the model performance. However, the transferred information (e.g. the content
of an image) should be invariant against domain-specific information (e.g. the style of an im-
age) from the transferred domain (Jha et al., 2018; Lee et al., 2018). As a last example, in fairness
we want to be invariant against certain properties that might negatively influence the prediction
outcome (Louizos et al., 2016).
In this thesis, we formally describe invariances based on the symmetries from physics. In
more detail, a symmetry denotes a quantity which is retained after applying a certain class of
symmetry transformations g . In order to calculate a symmetry, we learn a function f which is
invariant to g and maps an input to the corresponding symmetry. As a consequence, we denote
f as an invariant feature extractor in the reminder of this thesis. A prime example for the concept
of symmetries is illustrated in Figure 1.1 by focusing on the task of rotation invariance. To this
end, we first observe the 3D representation of a specific object m which is in our case molecule.
The molecule m is rotated by applying a symmetry transformation g . For any rotation g , we
calculate the distance matrix D between the atoms of the rotated molecule g (m) with a function
f that serves as the invariant feature extractor. In simple settings both functions g and f denote
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a simple transformation which admits a straightforward analytical form. Due to the fact that g
induces an invariance class, we obtain the same distance matrix for every rotation g , i.e. f (m) =
f (g (m)) for any rotation g .
g











Figure 1.1: A molecule is rotated by g admitting an analytical form. The distance matrix
D between atoms is calculated by a known function f and remains unchanged for all
rotations.
Symmetry transformations can be considered from different perspectives depending on the
task that has to be solved. In this thesis, we assume that the invariant feature extractor f is given
analytically but is only described by point-wise samples. Our goal is to find the corresponding
symmetry transformation g based on our knowledge about f . In particular, we consider the fol-
lowing tasks where either:
1. g has an analytical form or,
2. g has an unknown form.
In the first task (1), we focus on the estimation of mutual information between two random
variables X and Y . In this setting, we have prior knowledge that transforming the marginal dis-
tribution of a random variable by applying g will not alter the value of mutual information. How-
ever, the function f calculating the mutual information is often complex. A simple calculation is
often only feasible for special cases such as the Gaussian distribution. To overcome this limita-
tion, we can approximate f by observing point-wise samples of the random variables X and Y
and subsequently learning the parameters of f .
In the second task (2), we investigate the problem where g has unknown form. Here, we
can only observe invariances by observing point-wise samples from f while g remains unknown.
Consider highly complex domains e.g. the chemical space, where analytical forms of symme-
try transformations g are difficult or impossible to find (Figure 1.3). The task of discovering novel
molecules for the design of organic solar cells in material science is an example of such a domain.
Here, all molecules must possess specific properties, e.g. a bandgap energy of approximately 1.4
eV (Shockley & Queisser, 1961), in order to adequately generate electricity from the solar spec-
trum. In such scenarios, no predefined symmetry transformation (such as rotation) is known or
can be assumed. The only available data defining our invariance class are the {m,e}n numeric
point-wise samples from the function f where n is the number of samples, m the molecule and
e = f (m) the bandgap energy. Therefore, no analytical form of a symmetry transformation g
which alters the molecule m and leaves the bandgap energy e unchanged can be assumed.
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1.2 Roadmap and Contribution of the Thesis
After having introduced the concept of symmetries and the overall goal of this thesis, we describe
the roadmap and the corresponding contributions in more detail. This thesis is divided into three
parts:
In the first part, which is covered by Chapter 4, we focus on learning the function f from
point-wise samples while exploiting the fact that the symmetry transformation g is known (see
Fig 1.2). In this part, we concentrate on the case where our symmetry is the mutual information
and the symmetry transformation g represents the class of all monotone transformations. Our
goal is to learn the function f to estimate the mutual information while being invariant against
transformations in g . We apply our approach to the Deep Information Bottleneck (Alemi et al.,
2017) which is an information-theoretic compression technique. This method compresses a vari-
able X into a random variable Z that retains only information with respect to a target-variable Y .
In its traditional form, the deep information bottleneck is not invariant against monotone trans-
formations although it is required by the definition of mutual information. To become invariant
against all monotone transformations, we transform the marginals of the random variables with
a copula transformation. Subsequently, we are able to estimate the mutual information based on
the transformed variables.
Figure 1.2: This figure illustrates the modeling of symmetries when f and g are known.
Here, we focus on the special case of estimating mutual information. Here, f calculates
the mutual information between the random variables X and Y whereas g denotes the
class of monotone increasing transformations. E.g. the brown part depicts a Gaussian
marginal distribution that is transformed to a Beta distribution (red). The mutual infor-
mation estimate is thus invariant against all transformations of g .
Subsequently, we extend this concept in the second part (Chapter 5) where additionally g
is unknown and hence learned from data. The goal of our model is thus to learn the class of
symmetry transformations g which result in a symmetry property f of the modelled system.
To this end, we learn a continuous data representation and the corresponding symmetry trans-
formation in an inverse fashion from data samples {m,e}n1 only. To do so, we introduce the
Symmetry-Transformation Information Bottleneck (STIB). This method encodes the input X (e.g.
a molecule) into a latent space Z and subsequently decode it to X and a preselected target prop-
erty Y (e.g. the bandgap energy). Specifically, we divide the latent space into two subspaces Z0
and Z1 to explore the variations of the data with respect to a specific target. Here, Z1 is the sub-
space that contains information about input and target, while Z0 is the subspace that is invariant
to the target. In doing so, we capture symmetry transformations not affecting the target Y in the
isolated latent space Z0.
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In the last part of this thesis (Chapter 6), we introduce an improved method to learn symme-
try transformations by using the concept of cycle-consistency. We employ the equivalent deep
information bottleneck method with a partitioned latent space Z0 and Z1 as introduced in Chap-
ter 5. In contrast, we do not use a continuous mutual information regulariser in combination
with adversarial training. Instead, we ensure the independence assumption between Z0 and Z1
by utilizing a cycle-consistency loss. To do so, we fix the Z0 which encodes the information about
Y and sample Z1 randomly from the prior to generate X . In the next step, we feed the generated
X into the encoder and try to map X to the same Z0. That is, if Z0 is match, we encode no in-
formation about Y in Z1 thus resulting to independence between Z0 and Z1. This approach has
various advantages compared to the method in Chapter 5. In the first place, we employ only one
minimisation objective to prevent the alternating optimisation process which can lead to con-
vergence problems in practice (Mescheder et al., 2018). Furthermore, our method is able to deal
with mixed discrete and continuous Y simultaneously as we do not rely on a continuous or dis-
crete mutual information regulariser.
Despite the fact that we mainly focus on molecular applications it is crucial to note that the
developed methods are not limited to chemical problems. On the contrary, these methods are
highly universal and may be applied to a broad range of applications areas.
? e = 1.4 eV
{m, e}n
Figure 1.3: n samples {m,e}n where m is the molecule and e the bandgap energy. These
samples approximate the function f whereas the class of functions g leading to the same
bandgap energy is unknown.
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Chapter 2
Related Work
In this chapter, we review related work on deep latent variable models together with invariant
and cycle-consistent representation.
2.1 Deep Latent Variable Models
In this section, we review and discuss related work on the information bottleneck principle, vari-
ational autoencoders and copula models.
Information Bottleneck
The information bottleneck principle for discrete random variables was introduced by Tishby
et al. (1999). The idea is to compress the random variable X into random variable Z while re-
taining the information of the random variable Y . This approach can be formalised as the fol-
lowing optimisation problem: minp(t |x)I (x; t )−λI (t ; y). Here, we assume that Y is conditionally
independent of Z given X , and where I stands for mutual information and λ for the compres-
sion parameter. The multivariate information bottleneck enhance the information bottleneck by
allowing for multiple systems of data partitions that are inter-related. In addition, the multivari-
ate information bottleneck has been improved with an agglomerative algorithm (Slonim et al.,
2002). Subsequently, the information bottleneck has been augmented from discrete to Gaussian
random variables (Chechik et al., 2005) and applied to causaliy (Wieczorek & Roth, 2016).
More recently, research was conducted on deriving variational lower bounds on the informa-
tion bottleneck optimisation problem (Alemi et al., 2017; Chalk et al., 2016). Both approaches,
however, treat the differential entropy of the marginal distribution as a positive constant, which
is not always justified as described in Section 5.3). A related model is introduced in Pereyra et al.
(2017), where a penalty on the entropy of output distributions of neural networks is imposed.
Variational Autoencoder
The deep information bottleneck has close connections to the variational autoencoder which
was introduced by Kingma & Welling (2014) and Rezende et al. (2014). Here, the idea is to com-
bine generative models with variational inference and learn both parts end-to-end. To do so, an
encoder is defined which aims to infer the posterior distribution p(z|x) from data. Subsequently,
a decoder tries to generate data from the latent representation Z by employing the following con-
ditional distribution p(x|z). However, neural networks are deterministic function why a so-called
reparametrisation trick is proposed to introduce stochasticity.
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This concept has been refined in various directions. So far, variational autoencoders are
merely designed for unsupervised learning. Kingma et al. (2014) augmented this concept to be
applicable to semi-supervised learning. Moreover, traditional variational autoencoder require
a Gaussian assumption for Z and thus Jang et al. (2017) generalised VAEs to discrete latent Z .
Subsequently, Figurnov et al. (2018) proposed a novel reparametristion trick which permitted the
usage of additional distributions of Z .
Copula Models
Copulas are heavily employed in finance and statistics because they allow to decouple the depen-
decy structures from the marginals of multivariate distributions. In machine learning, copulas
have gained more and more attention to flexibilise traditional machine learning approaches.
In terms of information theory, copula models were combined with the information bottle-
neck principle. In (Rey & Roth, 2012), the authors generalised the Gaussian information bottle-
neck to Meta-Gaussian random variables. The idea is to decouple the marginals and dependency
structure where the marginals may be arbitrary distributions and the dependency structure is
modelled as a Gaussian copula. Subsequently, this model has been extended to the sparse meta-
Gaussian information bottleneck (Rey et al., 2014). Here, a sparsity penalty term was proposed to
select features with respect to a specific target variable.
In addition, copula models have been proposed in the context of probabilistic methods.
Kaufmann et al. (2015) introduced a copula construction in order to relax the Gaussian assump-
tion in the context of archetypal analysis. Moreover, Suh & Choi (2016) proposed a variational
autoencoder model that is augmented with a Gaussian copula. This allows a variational autoen-
coder to overcome the Gaussian assumption and deal with both discrete and mixed data.
Last, copula methods have been employed to improve shortcomings in terms of variational
inference. The most common concept is mean-field variational inference where the idea is to
approximate a posterior distribution by assuming that the different random variables of the pos-
terior are independent. Since this is a strong assumption, Tran et al. (2015) introduced a method
based on vine-copulas to model the dependencies between the different random variables. Later
this concept was refined by Han et al. (2016) who build the dependency structure on Gaussian
copulas.
2.2 Invariant Representations
In this section, we discuss related work on invariant representations and draw connections to
fairness in machine learning.
Enforcing invariance in latent representations
Bouchacourt et al. introduced a multi-level VAE. Here, the latent space is decomposed into a lo-
cal feature space that is only relevant for a subgroup and a global feature space. A more common
technique to introduce invariance makes use of adversarial networks (Goodfellow et al., 2014).
Specifically, the idea is to combine VAEs and GANs, where the discriminator tries to predict at-
tributes, and the encoder network tries to prevent this (Creswell et al., 2017; Lample et al., 2017).
Perhaps most closely related to the work presented in this thesis is the approach of Klys et al.
(2018) where the authors propose a mutual information regulariser to learn isolated subspaces
for binary targets. However, these approaches are only applicable for discrete attributes and our
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work tackles the more fundamental and challenging problem of learning symmetry transforma-
tions for continuous properties.
Relations to Fairness
In addition, our work has close connections to fairness. The main idea is to penalise the model for
presence of nuisance factors S that have an unintended influence on the prediction Y to archive
better predictions. Louzios et al. (Louizos et al., 2016), for example, developed a fairness con-
straint for the latent space based on maximum mean discrepancy (MMD) to become invariant to
nuisance variables. Later, Xie et al. (Xie et al., 2017) proposed an adversarial approach to become
invariant against nuisance factors S. In addition, Moyer et al. (Moyer et al., 2018) introduced a
novel objective to overcome the disadvantages of adversarial training. Subsequently, Jaiswal et al.
(Jaiswal et al., 2020) built on these methods by introducing a regularisation scheme based on the
LSTM Hochreiter & Schmidhuber (1997) forget mechanism. In contrast to the described ideas,
our work focuses on learning a symmetry transformation for continuous Y instead of remov-
ing nuisance factors S. Furthermore, we are interested in learning a generative model instead of
solely improving downstream predictions.
2.3 Cycle-Consistent Representations
Here, we describe related work on cycle-consistent representations and their application in un-
supervised image-to-image translation, disentanglement and domain adaptation.
Unsupervised Image-To-Image Translation
The concept of cycle-consistency has been introduced in the setting of unsupervised image-to-
image translation (CycleGAN) (Zhu et al., 2017). In this setting, there exist images from two dif-
ferent domains A and B without any direct correspondence between the images. The goal is to
translate an image from domain A to domain B in an unsupervised fashion. To do so, a cycle-
consistency loss function is proposed which works as follows: an image a is translated from do-
main A to domain B. Subsequently, the translated image b from domain B is translated to the
image a’ in domain A. The cycle-consistent loss tries now to minimise the distance between the
original image a and the translated image a’. This concept has been extended to unsupervised
image-to-image translation tasks in the context of variational autoencoders (Liu et al., 2017) in-
stead of Generative Adversarial Networks (Goodfellow et al., 2014). Here, the author try to map
the original image a and the translated image a’ on the same point in the latent space by minimis-
ing the cycle consistency loss. This concept has further been leveraged for multimodal image-to-
image translation (Zhu et al.) as well as few-shot learning (Liu et al., 2019).
Disentanglement and Domain Adaptation
Another important line of research employs the idea of cycle-consistency for learning disentan-
gled representation learning. Jha et al. (2018) proposed a variational autoencoder model to dis-
entangle different factors of variation in the data using cycle-consistent representations. Concur-
rently, Lee et al. (2018) developed a method to disentangle factors of variations using latent sub-
spaces in a combinations with a novel cycle-consistency loss. Furthermore, cycle-consistency
has been utilized in the area of domain adaptation (Hoffman et al., 2018). This approach tries
to merge the feature- level and pixel-level adaptation of an image into a single architecture. In
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the following, this method has been extended by Mathur et al. (2019) to the case where the label
spaces in source and target domains are only partially overlapped.
Chapter 3
Theoretical Background
In this chapter, we revisit the theoretical foundations which are necessary to understand this the-
sis. In the first Section 3.1, we review the preliminaries of probability theory. In the following
Section 3.2, we discuss the theoretical foundations of information theoretic quantities. Subse-
quently, we introduce the concept of copulas in Section 3.3 and linear latent variable models in
Section 3.4. Here, we introduce simple mixture models and extend them to more sophisticated
approaches. Last, we draw a connection from linear latent variables models to their non-linear
counterpart in Section 3.5.
3.1 Probability Theory
In probability theory part, we discuss their basic foundations which are important to follow the
subsequent chapters. For a more intuitive explanation of the described concepts, we will use a
fair rolling dice as a running example. That is, the probability to draw a number between one to
six is 16 .
Probability Space.
The most basic concept in probability theory is a probability space. Such a space is characterised
as a triplet (Ω,F ,P ). In this setting, Ω is denoted as the sample space that contains all possible
outcomes and is defined as a non-empty set. In the rolling dice example, all possible outcomes
are that the dice will fall on one of the following number defined in the set {1,2,3,4,5,6}. Sub-
sequently, F depicts the event space which is defined over all subsets of Ω where the elements
of F are further described as events. In the discrete case, the event space is the power set of Ω,
that is F = 2Ω. For the rolling dice example, the event space would be F = 2{1,2,3,4,5,6}. For the
more complicated continuous case, the event space is characterised as a σ-algebra. The last part
of a probability space is the probability measure P . Here, P is defined as the following function
P : F → [0,1] which maps events to the corresponding probabilities. For the rolling dice, P would
map the event {4} to the real value 16 .
Random Variable.
In the previous paragraph, we described the abstract concept of probability spaces. However in
practice, we are more often interested in the concept of random variables. A random variable
is a function that maps from a probability space (Ω,F ,P ) to a measurable space (Ω′,F ′) and
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subsequently to a real number. In this thesis, we denote random variables with a capital letter X
while the observations of such a random variable are written as small letters x. More intuitively,
a random variable X could be rolling a dice where we do not know the result beforehand. After
rolling the dice, X will attain a value from 1,2, . . . ,6, e.g. x = 4.
Probability Mass and Density Function.
In order to describe a random variable, we can use the concept of probability mass and density
functions. In terms of a discrete random variable X : Ω → S, such a random variable can be
described as probability mass function (pmf) fX (x) : S → [0,1] where S ⊆R is a discrete subset of
R. That is, we assign to each value in S a probability such that:
fX (x) = P (X = x), x ∈ S
In the rolling dice example, we may consider the problem of an unfair dice to describe a
random variable. That is, it is more likely that this dice will draw a six instead of a one thus we
define the pmf such that:
p(x) =

0.05 x = 1
0.1 x = 2
0.15 x = 3
0.1 x = 4
0.1 x = 5
0.5 x = 6
A graphical representation of the pmf is illustrated in Figure 3.1a. In contrast, a continuous X :
Ω→R can be formulated as a pmf fx (x) if there exists a function such that for x ∈R:






























Figure 3.1: A graphical illustration for both a probability mass function (a) and cumu-
lative distribution function (b) for the rolling dice example. In Figure 3.1a, the x-axis
depicts the outcome x and the y-axis the corresponding probabilities. In Figure 3.1b, x
denote the outcome whereas the y-axis the cumulative distribution function.
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Cumulative Distribution Function.
An alternative possibility to define a random variable is a cumulative distribution function (cdf).
This is also a prevalent way to characterise a random variable X :Ω→R. To do so, a cdf assigns a
probability to every value x ∈Rs a function FX (x) :R→ [0,1] which such that:
FX (x) = P (X ≤ x)
where P (X ≤ x) defines the probability that X takes a value that is equal or less than x. In general,
a cdf is a non-decreasing and right-continuous function. However in the discrete case, the cdf is
discontinuous at points xi .
As an example, we consider again the problem where the unfair dice is a discrete random
variable X . In this setting, we define the cdf as follows:
F (x) =

0 x < 1
0.1 1 ≤ x = 2
0.15 2 ≤ x = 3
0.1 3 ≤ x = 4
0.1 4 ≤ x = 5
0.5 5 ≤ x
An illustration of the corresponding cdf is shown in Figure 3.1b.
Marginal Distribution.
So far, we have considered merely univariate random variables, that is a random variable which
is one-dimensional. In order to define the concept of a marginal distribution, we consider a
multivariate X = (X1, . . . , Xn) where n are the dimensions and P the probability measure. Hereby,
the univariate distributions fXi of X are called the marginal distribution.
fXi (A) = fXi (X1, . . . , A, . . . , Xn), A ∈Ωi
In order to calculate the marginal distribution Xi from the joint distribution, we have to sum










p(X1, . . . , Xi−1, Xi+1 . . . , Xn)
Simultaneously, we integrate over all remaining random variables in continuous cases to ob-












p(X1, . . . , Xi−1, Xi+1 . . . , Xn)
d x1 . . .d xi−1d xi+1 . . .d xn
For a more intuitive interpretation, we extend the rolling a fair dice example introduced in the
previous sections to two dices. For this reason, the random variable X has two dimensions X1 and
X2 with the joint probability measure P . The probability of receiving a certain combination when
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Table 3.1: This table illustrates the joint probability table for the two dice example. The
rows denote the random variable X1 and the columns X2.
I (X ;Y )H(X | Y ) H(Y | X )H(X ) H(Y )
Figure 3.2: In this figure, we illustrate an overview of the most important information
theoretic quantities. The green and brown circle denote the entropy H(X ) and H(Y ) of
two random variables X and Y , respectively. The non-overlapping areas of the circles
depict the conditional entropies H(X | Y ) and H(Y | X ). Finally, the overlapping area of
the circles represent the mutual information I (X ;Y ) between X and Y .
drawing a dice is thus 136 per combination. An illustration of the full example is depicted in Table
3.1 where the rows denote X1 and the columns X2.



















Information Theory was introduced by Shannon and mainly describes the quantification of in-
formation in a system. In this section, we only review the most important information theoretic
quantities and refer the reader to the work of Cover & Thomas (2006) for a more comprehensive
description. An overview of the most important information theoretic concepts is illustrated in
Figure 3.2.
3.2.1 Entropy
Entropy denotes the most fundamental quantity within Information Theory where most of the
remaining quantities are build on. Here, entropy measures the uncertainty which is in a proba-
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bility distribution. That is, how uncertain is the outcome of an event. In other word, what amount
of information I is in an event which occurs with probability P . A prime example to explain the
concept of entropy is a coin-flip where we distinguish between a fair and a biased coin. By flip-
ping a fair coin, we obtain a high entropy since the probability of getting head or tail is uniform. In
contrast, by flipping a biased coin we measure a lower entropy as the probability distribution be-
comes more deterministic. We start our definition with the Shannon entropy for discrete random
variables. To define Shannon entropy, we first need to define the Shannon information content:
Shannon information content:





That is, the information content is the log2 of the inverse probability of occurrence. The quantity
is measurement unit in bit due to the fact that the Shannon information content is defined as
log2. If we consider the example, we can calculate the Shannon information content for flipping
a fair coin. In this setting, the probability of getting head or tail is 12 . Therefore, the Shannon
information content is 1 bit as we have a maximal uncertainty about the outcome. In contrast, if
we consider an unfair coin that shows always head, the Shannon information content is 0 bit as
we do not have any uncertainty.
Shannon Entropy:
Based on the Shannon information content, we can define the Shannon entropy of an ensemble
X . Here, the main idea is to calculate the average Shannon information content of an outcome.
To do so, we define an ensemble as a triple (x, AX , PX ). In this definition, we denote x as the
value of a random variable and A = a1, a2, . . . , aN as the alphabet of possible values for x. In
addition, PX = p1, p2, . . . , pN describes the probabilities for each possible values given in the al-
phabet AX where P (x = ai ) = pi , pi ≥ 0 and ∑ai∈AX P (x = ai ) = 1:






Thus, the Shannon entropy is defined as the average Shannon information content of an outcome
where the following properties hold according to MacKay (2003):
• H(X ) ≥ 0 with equality if and only if pi = 1 for one i .
• H(X ) ≤ log(|AX |) with equality if and only if pi = 1|AX | for all i , where |AX | represent the
number of elements in AX .
In the next step, we are going to calculate the Shannon entropy of an unfair coin (X ) flip as
an example. The alphabet A has the possible values heads and tails. The probability P of each
possible value heads and tails is 14 and
3
4 , respectively. To calculate the entropy, we plugin the
previously described values in Equation 3.2.2:
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The entropy of the unfair coin flip is approximately 0.81 bits. Intuitively, this is a reasonable
result as we have a lower uncertainty about the outcome of X . In contrast, the entropy of a fair
coin would be 1 as the outcome would be completely random.
Differential Entropy:
So far, we have described the Shannon entropy for discrete random variables. However, we can
extend the notion of entropy to continuous random variables. To do so, we substitute the sum




f (x) log2 f (x)d x, (3.2.3)
where f denotes the probability density function. In contrast to Shannon entropy, differential
entropy can have negative values.
Conditional Entropy:
The conditional entropy estimates the uncertainty of a random variable X under the assumption
that random variable Y is known. We distinguish between the conditional entropy for discrete
and continuous random variables. First, we define the conditional entropy for discrete variables:





P (x | y) log 1




P (x, y) log
1
P (x | y) (3.2.4)
As an example, we extend the unfair coin flip to two coins with two random variables X and
Y . Both coins show heads an tail with probability 14 and
3
4 , respectively. To calculate the con-
ditional entropy, we employ Equation 3.2.4. In the first step, we have to sum over all possible
outcomes of Y





P (x | y) log 1







P (x | y) log 1
P (x | y)
]
In the second step, we sum over all possible outcomes of X conditioned on Y :
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Thus, the conditional entropy for our coin flip example is 0.87 bits.
Similarly to the discrete case, we can define conditional entropy for continuous variables
with the following form:
H(X | Y ) =
∫
X×Y
f (x, y) log
f (x, y)
fy (y)
d x,d y (3.2.5)
In contrast to the discrete case, we substitute the sum by an integral and the probabilities are
replaced by a probability density function f .
3.2.2 Mutual Information
Here, we discuss the idea of mutual information based on the information theoretic quantities
introduced in Section 3.2.1. In general, mutual information measures the amount of information
about a random variable X while we observe a second random variable Y .
Discrete Case:
Mutual information can be defined in terms of information theoretic quantities or the Kullback-
Leibler (KL) divergence. The KL divergence, also known as relative entropy, describes the similar-
ity between two probability distributions P (x) and Q(x). In the discrete case, the KL divergence
is defined as:







The KL divergence has the important property that it is always non-negative which follows
from the Gibbs’ inequality which also says that the KL divergence is 0 if and only if P =Q:
DK L(P ||Q) ≥ 0 (3.2.7)
It is important to note that the KL divergence is not symmetric despite the fact that the Kl
divergence is often described as KL distance. That is, by switching P (x) and Q(x) we usually do
not obtain the same value which in general means that DK L(P ||Q) 6= DK L(Q || P ).
As an alternative to the KL divergence, mutual information can also be described as the dif-
ference between entropy and conditional entropy:
I (X ;Y ) = H(X )−H(X | Y ) (3.2.8)
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Continuous Case:
For continuous random variables the KL divergence is defined over the integral::







The KL divergence has an analytical solution when both probability distributions P and Q
are Gaussian. Here, we assume two multivariate Gaussian distributions P and Q with the same
dimension k. The KL divergence can in this case be calculated as:
DK L(P ||Q) =−1
2
[
Tr(Σ−1Q ΣP )+ (µQ −µP )>Σ−1Q (µQ −µP )






In the above equation, Tr denotes the trace of a matrix and det its determinant. Further, µP and
µQ as well asΣP andΣQ denote the parameters of the Gaussian distribution P and Q, respectively.
3.3 Copula
Copulas describe a fundamental concept in probability theory and statistics. In simple terms,
a copula is a function which couples the marginals and thus allows to specify the dependency
structure of a multivariate distribution separately. In the following, we will give a formal defini-
tion of copulas and introduce Sklar’s theorem.
3.3.1 Definition
For the definition of a Copula C , we consider the following situation where we have n random
variables with univariate marginals F (xi ) and i = 1, . . . ,n. These n random variables follow the
joint distribution F (x1, . . . , xn). In the very simple case where the n random variables are inde-
pendent from each other, the factorised joint distribution can be factorised such that:
F (x1, . . . , xn) = F (x1) . . .F (xn), (3.3.1)
by following the well-known laws of probability theory.
In contrast, we may consider a more complex situation where the n random variables share
dependencies with each other. In such a situation, the joint distribution cannot be factorised as
proposed in Equation 3.3.1. To account for the dependency structure of the joint distribution, we
employ the copula C that connects the marginal distributions.
F (x1, . . . , xn) =C (F (x1), . . . ,F (xn)) (3.3.2)
That is, the marginals are independent given a copula C . Subsequently, we give two equiva-
lent definitions of the copula C . First, we define a copula from a probabilistic perspective (Rey,
2015):
Definition 3.3.1. (Copula.) A d-dimensional copula is a cumulative distribution function C :
[0,1]d → [0,1] with standard uniform marginal distributions i.e. C j ∼ Uniform(0,1), j .
As an alternative, copulas can also be defined in analytic terms (Rey, 2015):
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Definition 3.3.2. (Copula.) A d-dimensional copula is defined as a function C : [0,1]d → [0,1] with
the following properties:
1. C (u1, . . . ,ud ) is an increasing function in each component ui .
2. C (u1, . . . ,ud ) = ui if u j = 1, j 6= i and ui ∈ [0,1].






(−1)i1...id C (u1,i1 , . . . ,ud ,id ) ≥ 0,
where u j ,1 = a j and u j ,2 = b j .
Next, we introduce the theorem of Sklar (Sklar, 1959) which states the uniqueness and exis-
tence of a copula C for a joint distribution F (X1, . . . ,n ) with corresponding marginals F (xi ) where
i = 1, . . . ,n. This theorem demonstrates the connection between the copula and multivariate ran-
dom variables and states the following:
Theorem 3.3.1. (Sklar.)
1. Let F be a joint cdf with marginals F1, . . . ,Fd . Then there exists a copula C : [0,1]
d → [0,1]
such that
F (x1, . . . , xd ) =C (F1(x1), . . . ,Fd (xd )),∀x j ∈R. (3.3.3)
A copula is unique, if the marginals are continuous. Apart from that, a copula is uniquely
determined on r ang e(F1)×·· ·× r ang e(Fd ).
2. In return, F defined as in Eq. 3.3.3 is a multivariate cdf with marginals F1, . . . ,Fd and copula
C , if C is a copula and F1, . . . ,Fd are univariate cdfs.
That is, we can assure with Sklar’s theorem that a valid distribution can be always obtained
by a combination of univariate cdfs and a copula.
3.3.2 Probability Integral Transform
However as previously stated, copulas are defined with uniform marginals. To be able to model
more complex distributions with copulas, we introduce the concept of the probability integral
transform.
Y = FX (X ) (3.3.4)
The equation states that under the assumption that a random variable X follows a continu-
ous distribution with corresponding cdf FX , the random variable Y has a standard uniform dis-
tribution. That is, any continuous distribution can be transformed to a standard uniform distri-
bution and vice versa with the inverse cdf.
Example: Transforming Uniform to Gaussian
As an example of probability integral transformations, we consider the transformation of a Uni-
form random variable to a Gaussian random variable. To do so, we uniformly sample 10000 data
points. A visualisation is illustrated on the x-axis of Figure 3.3. In order to transform the variable
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to Gaussian, we employ the inverse Gaussian cdf which stretches the outer regions of the Uni-
form distribution which subsequently leads to a Gaussian. The result is depicted on the y-axis of
Figure 3.3.















Figure 3.3: This figure illustrates the transformation of a Uniform to a Gaussian random
variable. On the x-axis, we have the original random variable with uniform distribution.
On the y-axis, we see the transformed variable after applying the inverse Gaussian cdf.
3.3.3 Copula Families
Despite there exist various copula families, we review the two most prevalent ones, namely the
independence and Gaussian copula. For a more detailed discussion on other copula families, we
refer the reader to Nelsen (2010).
The simplest form of a copula is denoted as the independence copula and defined as follows
(Rey, 2015):
Definition 3.3.3. (Independence Copula.) The independence copula is defined by:
C (u1, . . . ,ud ) =Π(u1, . . . ,ud ) = u1 . . .ud (3.3.5)
A more sophisticated copula is the Gaussian copula which has many application areas such
as finance (Rey, 2015).
Definition 3.3.4. (Gaussian Copula.) The copula CG of a multivariate Gaussian random variable
X ∼N (µ,Σ) is called Gaussian copula with parameter matrix P, where P is the correlation matrix
of X .
It is interesting to note, that the copula CG is only dependent of the correlation matrix P yet
not the moments µ and σ. That is, all Gaussian variables with the identical correlations matrix P
posses the same Gaussian copula CG independent of their moments µ and σ. This follows from
the property that copulas are invariant against strictly increasing transformations.
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Example: Modelling Complex Distributions with Gaussian Copulas
In this example, we demonstrate how to model a joint probability distributions with Beta marginals
and Gaussian dependency structure by employing a Gaussian copula construction. To do so, we
decouple the marginal distributions from the Gaussian dependency structure. Therefore, we first









An visual illustration of this distributions is depicted in Figure 3.4a. As mentioned before, a
copula consists of uniform marginals coupled by a copula C . Hence, we transform the Gaus-
sian marginal to Uniform by applying the probability integral transform described in Section
3.3.2 which results in a Gaussian copula with Uniform marginals (Figure 3.4b). Subsequently, we
transform all Uniform marginal distributions to Beta marginal distributions which is illustrated
in Figure 3.4c. That is, we obtained a joint probability distribution with Gaussian dependency
structure and Beta marginals.
































Figure 3.4: A graphical illustration for modelling complex joint distributions with Gaus-
sian copulas. First, we start with a Gaussian distribution (Figure 3.4a) and transform the
marginals to Uniform to obtain a Gaussian copula (Figure 3.4b). Finally, we transform the
Uniform marginals to a Beta distribution which is depicted in Figure 3.4c. This results in
a joint probability distribution with Gaussian dependency structure and Beta marginals.
3.4 Linear Latent Variable Models
The idea to model probability distributions on its own is not sufficient to model the complexity
of the world. For this reason, we introduce the concept of latent random variables (short latent
variables or latent space) variables which allow us to model more complex tasks. In contrast
to observed random variables, latent variables cannot directly be observed but have be inferred
from other observed random variables. A common reason for employing latent variables is that
observed random variables may be influenced by some hidden cause. In addition, this method
has the advantage that it is possible to model a specific task with less parameters as we can apply
the concept of conditional independence. Moreover, latent variables can serve as a bottleneck,
where these random variables are a compact representation of the observed variables. That is, we
can express an observed high-dimensional random variable as a low-dimensional hidden ran-
dom variable which may lead to better interpretability of the data. In the following, we describe





Figure 3.5: illustrates the plate diagram of a Gaussian Mixture Model (GMM). Grey circles
indicate observed random variables, whites circles denote latent random variables and
diamonds fixed parameters. In addition, rectangles represent the number of repetitions
and the square brackets mean a fixed vector of K.
the most common linear latent variables models and further discuss their properties.
3.4.1 Mixture Models
We start with the simplest latent variable model which is also known as mixture model. Here,
the idea is to represent the observed random variable X by a mixture of latent random variables
Zi ∈ {1, . . . ,K }. We determine the latent variables to be discrete for simplicity. To do so, we define
a discrete prior p(zi ) = Cat(π) for the latent variables where Cat denotes the Categorical distri-
bution with hyperparameter π. Subsequently, we define the likelihood function of our model as
p(xi |zi = k) = pk (xi ) where pk denotes k’th base distribution. Note, there are no restrictions for




=πk pk (xi |θ) (3.4.1)
where πk denotes mixing weights for our base distributions and θ the model parameters.
These mixing weights lead to the property that x may be expressed as convex combinations of the
latent variables z. In doing so, πk has to fullfill the following conditions: Every πk needs to have
a value that lies within the range 0 ≤ πk ≤ 1. Furthermore, all πk ’s have to sum to 1:
∑K
k=1πk = 1.
The most prominent example of mixture models are Gaussian mixture models:
Example: Mixtures of Gaussians
In a Gaussian Mixture Models (GMM), as the name already explains, we model each base distri-
bution as a Gaussian distribution. A prime example for this approach is soft clustering of data
points. Therefore, we predefine the number of clusters as k base distributions and π as the clus-
ter assignment probabilities for each data point. An illustration of the model is depicted in Figure
3.5. More formally, we express our base distribution as a multivariate Gaussian with mean µk and




πkN (µk ,Σk ) (3.4.2)
3.4.2 Factor Analysis
In Section 3.4.1, we introduced the concept of a mixture model where we fixed the latent random
variables to be discrete for simplicity. However, this leads to a limited representational power








Figure 3.6: This Figure illustrates the plate diagram of a Factor Analysis Model (FA). Here,
grey circles denote observed random variables whereas whites circles represent latent
random variables. Moreover, diamonds indicate fixed parameters and rectangles repre-
sent the number of repetitions.
of our model. For example, in mixture models, our observations can only be generated from
one base distribution. In the GMM case, this means that one data point can only belong to one
cluster. That is, all latent variables are mutual exclusive. In order to overcome these limitations,
we introduce factor models. A graphical illustration is visualised in Figure 3.6. Here, the idea is
to relax the restriction that the latent variables are discrete and now allow for continuous latent
variables Zi ∈ RL . In general, the prior can take the form of any continuous probability distribu-
tion. However, we describe our model in its simplest form and therefore we assume a Gaussian
prior for the latent variables Z :
p(z) =N (z |µ0,Σ0) (3.4.3)
where µ0 and Σ0 describe the fixed mean and covariance parameters of our prior. As a likelihood,
we choose a Gaussian which may be substituted by any other form:
p(x | z,θ) =N (W z +µ,Ψ) (3.4.4)
The mean is hereby defined as the latent variables Z and a factor loading matrix W which
has the following dimensions D×L. This matrix defines the the correlation between the observed
and the latent variables. In addition, Ψ is a D ×D covariance matrix which is constrained to be
diagonal as we want to explain the correlation.
Example: Principal Component Analysis
A special case of factor analysis is principle component analysis where we try to extract the prin-
cipal components of the data. This is a common technique for dimensionality reduction as we try
to explain the maximal variance of the data by a fixed number of principal components. The main
difference to factor analysis is that Ψ is now denoted as σ2I . If σ2 = 0, we end up in the classical
PCA setting whereas σ2 > 0 leads to probabilistic PCA. Given the above described differences, we
can express PCA as the following model:
p(z) =N (z |µ0,Σ0) (3.4.5)
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where p(z) denotes our prior with mean µ0 and covariance Σ0. Subsequently, we can write our
likelihood as:
p(x | z,θ) =N (W z +µ,σI ) (3.4.6)
where W is the factor loading matrix and the covariance is changed to σI .
3.4.3 Canonical Correlation Analysis
In real world, there often exist multiple views on the same problem which cannot be modeled
with the approaches we have introduced so far. Consider an example from computer vision
where we would like to explain the variance of the data. In this case, the first view could be
the actual image and the second view a textual description of the image. To deal with such cases,
we introduce a multi-view version of PCA which is called canonical correlation analysis (CCA).
A graphical representation is illustrated in Figure 3.7. The idea is that each view has its own pri-
vate subspace that only influences one of the observed random variables X or Y which are later
denoted as views. In addition, there exists a third subspace that is shared between the two ob-
served variables X and Y . With this approach, we can model the conical correlations that affect
both views X and Y . More formally, we define private subspaces as Z x ∈ RLx and z y ∈ RLy . The
common subspace is defined as Z s ∈ RLs . As previously described in factor analysis, we model
our priors as Gaussian distributions:
p(zs ) =N (zs | 0, ILs )
p(zx ) =N (zx | 0, ILx )
p(z y ) =N (z y | 0, ILy )
(3.4.7)
In contrast to PCA, we set the mean and covariance parameters of all three Gaussian priors to
0 and I , respectively. The likelihoods are extended to the following form. For the first view, we
model the likelihood as:
p(x | z) =N (x | Bx zx +Wx zs +µx ,σ2IDx ) (3.4.8)
where, we obtain two factor loading matrices. The first factor loading matrix Bx depicts the cor-
relation between X and the private latent variable Z x whereas Wx the correlation between X and
the common space Z s . The same holds for the second view with the observational variable Y :
p(y | z) =N (y | By z y +Wy zs +µy ,σ2ID y ) (3.4.9)
Here, we define the factor loading matrix for the private space as Z y as By and for the common
space Z s as Wy .
3.4.4 The Information Bottleneck
To this point, we formulated all linear latent variables models in terms of a Gaussian distribution.
However, the usage of a certain distribution imposes often too strong assumptions about the
underlying data which may lead to model mismatches. A different approach to define linear
latent variables models is to use the concept of information theory where a linear latent variable
model is defined with the information bottleneck approach Tishby et al. (1999). This relaxes
the assumption to model the data as an explicit distribution. Here, an arbitrary distribution is
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Figure 3.7: illustrates the plate diagram of a Canonical Correlation Analysis (CCA) model.
Here, grey circles denote observed random variables whereas whites circles represent
latent random variables. Moreover, diamonds indicate fixed parameters and rectangles
represent the number of repetitions.
expressed with the information theoretic concept of mutual information. To do so, we define the
following optimisation objective;
min I (X ; Z )−λI (Z ;Y ) (3.4.10)
The main idea is to compress a variable X into a latent variable Z such that Z only retains
information about a third variable Y . The tradeoff between compression and prediction can be
adjusted by a compression parameter λ where λ≥ 0.
However, a drawback of this method is that it is difficult to optimise. For discrete random
variables, there exists an algorithm called Blahut-Arimoto which allows to optimise this prob-
lem. To overcome the limitation of discrete variables, a special formulation for Gaussian random
variables has been found by Chechik et al. (2005), which is closely related to supervised PCA.
Gaussian Information Bottleneck
As previously described, the Information Bottleneck does not have an analytical solution and
thus has to be optimised by algorithms such as Blahut-Arimoto. However, there exists an ana-
lytical solution for the Information Bottleneck principle in the Gaussian case. Here, we assume
that both the input X and the target Y are jointly Gaussian distributed which leads to the Gaus-
sian Information Bottleneck (Chechik et al., 2005). This assumption leads to the fact that also the
solution Z of (3.4.10) is also Gaussian distributed.








In more detail, we can describe the compression Z as a noisy linear projection of X :
Z = AX +ξ,
where ξ∼N (0,Σξ) is independent of X . That is that:
Z ∼N (0, AΣX AT +Σξ).
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This leads to the fact that we can rewrite the Information Bottleneck optimisation problem (3.4.10)
as the following optimisation problem:
minA,Σξ I (X ; AX +ξ)−λI (AX +ξ;Y )
As we are in the Gaussian setting, we can formulate the entropy for n-dimensional Gaussian ran-
dom variables. As a result, we can write the mutual information as follows (Cover & Thomas,
2006):










(2πe)n |ΣX |Y |
)
where ΣX and ΣX |Y denote covariance matrices of X and X |Y , respectively. As a consequence of
the Gaussian formulation, we obtain an analytical solution for the mutual information.
3.5 Non-Linear Latent Variable Models
In Section 3.4, we described to concept of linear latent variables models. However, these models
suffer from the limitation that they can only capture linear dependencies. In this section, we first
draw connections between CCA and the information bottleneck and show that the information
bottleneck is an asymmetric version of CCA. A graphical scetch is illustrated in Figure 3.8. Subse-
quently, we introduce a non-linear version the information bottleneck and show the connection









Figure 3.8: This figure illustrates the connection between CCA and the Information Bot-
tleneck by using a simplified plate diagram. Here, grey circles denote observed random
variables whereas whites circles represent latent random variables. Moreover, rectangles
represent the number of repetitions.
3.5.1 Deep Information Bottleneck
The Deep Variational Information Bottleneck (DVIB) (Alemi et al., 2017) is a compression tech-




Iφ(X ; Z )−λIφ,θ(Z ;Y ), (3.5.1)
where we assume a parametric form of the conditionals pφ(z|x) and pθ(y |z). I denotes the mu-
tual information between two random variables and λ trades-off the degree of compression ver-
sus prediction. In addition, the subscripts denote our trainable neural network parameters.
The mutual information terms can be expressed as:
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p(z, x) log pφ(z|x)dx dt
−
∫
































= Ep(x,y)Epφ(z|x) log pθ(y |z)+h(Y ),
where the last equality in Eq. (3.5.2) follows from the Markov assumption Z − X −Y in the infor-
mation bottleneck model: pφ(z|x, y) = pφ(z|x).
It is important to note that both Markov chains Z − X −Y and X − Z −Y have to hold in the
non-linear information bottleneck approach. This leads to the effect that it is limiting for the set
of potential solutions. In order to overcome this situation, we are optimising the lower bound for
Iφ,θ(Z ;Y ). In this particular case, solely the latter Markov chain has to hold (Wieczorek & Roth,
2020). As a result,we formulate Iφ,θ(Z ;Y ) as follows:
I (Z ;Y ) = Ep(x,y)
∫
p(z|x, y) log p(y |z)dt +h(Y )
= Ep(x)Ep(y |x)
∫
p(z|x, y) log p(y |zx)dt +h(Y ),
and which leads to the following bound after so mathematical reformulation:
I (Z ;Y ) = Ep(x)Ep(y |x)Ep(z|x y) log p(y |z)+h(Y )
= Ep(x)Ep(y |x)Ep(z|x) log p(y |z)
+DK L(p(y, z|x)‖p(y |x)p(z|x))
+DK L(p(y |x)p(z|x)‖p(y, z|x))+h(Y )
≥ Ep(x)Ep(y |x)Ep(z|x) log p(y |z)+h(Y ).
instead of using Z −X −Y in the last step of Eq. (3.5.2):
Using the reparametrisation trick, the model can be trained using stochastic gradient descent
by assuming a simple Gaussian prior p(z) =N (z;0, I ).
3.5.2 Variational Autoencoder
The variational autoencoder (VAE) is a deep generative model that combines the generative pro-
cess (decoder) with variational inference (encoder)(Kingma & Welling, 2014; Rezende et al., 2014)
to learn a probabilistic model. In general, this is a deep information bottleneck model where Y




Figure 3.9: This figure denotes the VAE model. Grey circles denote observed random vari-
ables whereas whites circles represent latent random variables. The black arrow denotes
the decoder part of the VAE whereas the dotted arrow represents the encoder.
is replaced by X . The goal of the encoder is to model the posterior distribution q(z | x) where
we assume a Gaussian distribution with parameters µz and σz . In addition, we set p(z) to be an
isotropic Gaussian prior N (0,1).
In more detail, the encoder is expressed as
q(z | x) = DK L[q(z | x) || p(z)]
where DK L denotes the Kluback-Leibler divergence between the posterior and the prior. The
decoder models the generative distribution by p(x | z) which defined by the parameters µx and
σx . Thus, the decoder can be denoted as:
p(x | z) = Ez∼q(z|x)[p(x | z)]
In practice, the encoder and decoder are defined as neural networks. Due to the deterministic
nature of neural networks, we have to reparametrize the random variable z as z =µz+σz∗εwhere
ε∼N (0,1). To learn the probabilistic model, we optimize the following lower bound. For further
information of the derivation, we refer the reader to the work of (Kingma & Welling, 2014; Rezende
et al., 2014):
p(x) ≥ Ez∼q(z|x)[p(x | z)]−DK L[q(z | x) || p(z)]
Chapter 4
Learning Symmetries by Property
Exploitation
Parts of this chapter have already been published at the International Conference on Learning
Representations (ICLR). Thus, this work closely follows Wieczorek et al. (2018).
4.1 Introduction
A symmetry denotes a specific property that stays invariant after some transformation. Recon-
sider the example which was given in the introduction in Chapter 1. A molecule m was rotated by
some known symmetry transformation g which lead to the same distance matrix thus denoting
our symmetry (see Figure 4.1a). In such simple cases, the function f which calculates out sym-
metry admits an analytical form. However, in the predominant cases the function f is unknown
or difficult to calculate and hence need to be learned from data samples. In this chapter, we focus
on the task when the inverse feature extractor f is a mutual information. A graphical sketch of
this problem is depicted in Figure 4.1b. Here, we know beforehand the symmetry transforma-
tion g which is the class of all monotone transformations that may be applied to the marginals
of a distribution. However, estimating mutual information is important yet challenging for many
machine learning algorithms such as the information bottleneck (Tishby et al., 1999). Despite
the fact that we know the theoretical properties of mutual information there exists no analytical
solution expect for special cases such as Gaussian random variables. In this chapter, we focus on
estimating mutual information for the information bottleneck principle introduced by (Tishby
et al., 1999). The information bottleneck (IB) principle identifies relevant features with respect to
a target variable. It takes two random vectors X and Y and searches for a third random vector Z
which, compresses X and preserves the information contained in Y .
In its traditional form, the information bottleneck is defined for discrete random variables
and an approximate solution can be found with the Blahut-Arimoto algorithm for rate-distortion
function calculation (Tishby et al., 1999). To overcome the limitation of discrete random vari-
ables, the information bottleneck has been extended to continuous Gaussain random variables
by Chechik et al. (2005). The reason is that the information bottleneck solution only depends on
the copula of X and Y and is thus invariant to strictly monotone transformations of the marginal
distributions. However, in various cases the marginal distribution of random variables are not
necessarily Gaussian which thus leads to incorrect mutual information estimates. To overcome
this issue, the Meta-Gaussian information bottleneck has been developed which is based on a
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(a) Rotational symmetry transfor-
mation that leads to the same dis-
tance matrix.
(b) Monotone increasing symmetry
transformation with mutual informa-
tion f .
Figure 4.1: Left: A molecule is rotated by g admitting an analytical form. The distance
matrix D between atoms is calculated by a known function f and remains unchanged for
all rotations. Right: X and Y are exponentially distributed random variables. Our func-
tion f calculates the mutual information M I between X and Y . The class of functions g
denote monotone increasing transformations which transforms a Gaussian to a Gamma
distribution but leads to the same mutual information.
Gaussian copula construction (Rey & Roth, 2012). This construction allows for arbitrary marginal
distribution with a Gaussian dependency structure.
However, the methods mentioned in the previous paragraph suffer from the drawback that
they only allow for linear compression. For this reason, the Deep Variational Information Bottle-
neck (DIB), a non-linear version of the information bottleneck has been proposed by Alemi et al.
(2017). Here, the authors have shown that variational autoencoders (Kingma & Welling, 2014;
Rezende et al., 2014) constitute a special case for the information bottleneck if the compression
parameter λ is equal to one. Similar to the Gaussian Information Bottleneck, DIB is defined with
Gaussian margins. That is, the mutual information estimate is not invariant against monotone
increasing transformations. DIB does not preserve this invariance, which means that DIB fails
to implicitly model the marginal distributions. We elaborate on the fundamental issues arising
from this lack of invariance in Section 5.3.
The goal of this chapter is to learn the function f which estimates the mutual information
while being invariant against monotone increasing transformations g . To this end, we restore
the invariance properties of the mutual information by applying a copula transformation to X
and Y . This approach makes the mutual information only depend on the copula but not on
the marginal distributions. As a consequence, the problems arising from the lack of invariance
to monotone transformations of the marginals are solved. By this means, we receive a solution
to fully represent all the desirable features inherent to the information bottleneck formulation.
The model is therefore simplified by ensuring robust and fully non-parametric treatment of the
marginal distributions.
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X Z Y
qφ(z|x) pφ,θ(x|z)
Figure 4.2: This figure illustrates the Deep information bottleneck which is the starting
point of our approach. Here, orange rectangles denote neural networks that parametrise
the mutual information terms of our model. The blue circle represents a latent random
variable whereas the red circle denotes an observed random variable.
4.2 Deep Information Bottleneck
The starting point of our approach is a parametric formulation of the information bottleneck
(Alemi et al., 2017) which is specified as follows:
min
φ,θ
Iφ(X ; Z )−λIφ,θ(Z ;Y ), (4.2.1)
In this formulation, we depict I as the mutual information between two random variables. The
subscripts φ and θ are the parameters which are learned during the training process. A graphical
illustration of our model is visualised in Figure 4.2.
In more detail, the mutual information terms which are described in Eq. (4.2.1) can be written
as follows: The first mutual information term Iφ(X ; Z ), that forms the encoder of our model is
expressed as:





where DK L denotes the Kluback-Leibler divergence between the parametrised conditional dis-
tribution pφ(z|x) and the prior p(z). The second mutual information term Iφ,θ(Z ;Y ) depicts the
decoder of our model and is formalised as:
Iφ,θ(T ;Y ) = Ep(x,y)Epφ(z|x) log pθ(y |z)+h(Y ), (4.2.3)
We denote with h(y) = −Ep(y)[log p(y)] the entropy for discrete y and the differential entropy for
continuous y .
We assume a conditional independence copula and Gaussian margins for the conditional
distributions which have been defined in the previous Equations 4.2.2 and 4.2.3: The conditional
distribution pφ(z|x) of the encoder is written as:
pφ(z|x) = cZ |X (u(z|x)|x)
∏
j
pφ j (z j |x)
= ∏
j
N (z j |µ j (x),σ2j (x)),
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where z j is the j th marginal distribution of z = (z1, . . . , zd ), cz|x is the copula density of z|x. In ad-
dition, u(z|x) := Fz|x (z|x) represents the uniform density indexed by z|x and µ j (x),σ2j (x) denote
non-linear functions which are implemented by neural networks.
We also assume an independence copula with Gaussian marginals for the conditional distri-
bution pθ(y |t ) of the decoder which is formulated as:
pφ,θ(y |z) = cY |Z (u(y |z)|z)
∏
j
pφ j ,θ j (y j |z)
= ∏
j
N (y j |µ j (z),σ2j (z)),
An important property of mutual information is the invariance against strictly monotone
transformations. In the subsequent section, we analyse the problems if a model does not en-
code invariances to strictly monotone transformations and the resulting implications for mutual
information.
4.2.1 Violating the Invariance Property
As we stated in Section 4.1, the mutual information estimates in the deep information bottle-
neck model derived in Section 4.2 are not invariant to strictly increasing transformations. In
the context of this thesis, the mutual information denotes the symmetry whereas the strictly in-
creasing transformations represent the symmetry transformation g . However, the function f ,
which calculates the mutual information, is known but can be only observed through point-
wise samples. Naively learning a mutual information with a neural network results in severe
problems on which we elaborate below. The key issue is that mutual information I (x, y) de-
pends only on the copula and therefore does not depend on monotone transformations of the
marginals: I (x, y) = M I (x, y)−M I (x)−M I (y), where M I (x), for x = (x1, . . . , xd ), denotes the multi-
information, which is equal to the negative copula entropy, as shown by Ma & Sun (2011):
M I (X ) := DK L(p(x)‖
∏
j
p j (x j ))
=
∫
cX (u(x)) logcX (u(x))du
= −h(cX (u(x))).
(4.2.4)
In the following, we will discuss the problems which occur if we learn a function f that is not
invariant to strictly increasing transformations in the context of a deep information bottleneck:
Problem 1: Encoder is not flexible enough
On the encoder side (Eq. (3.5.2)), the optimisation is performed over the parametric conditional




. When a monotone transformation x j → x̃ j
is applied, the required invariance property can only be guaranteed if the model forφ (in our case
a deep network) is flexible enough to compensate for this transformation, which can be a severe
problem in practice as it results in wrong mutual information estimates.
Problem 2: Gaussian margins might be inappropriate
On the decoder side, assuming Gaussian margins in pθ(y j |t ) might be inappropriate for mod-
elling y if the domain of y is not equal to the real numbers, e.g. when y is defined only on a
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bounded interval. If used in a generative way, the model might produce samples outside the do-
main of y . Even if other distributions than Gaussian are considered, such as truncated Gaussian,
one still needs to make assumptions concerning the marginals.
Problem 3: Entropy is not constant for continuous domains
Also on the decoder side, we have defined the mutual information as log-likelihood and an en-
tropy term: Iφ(t ; y) = Ep(x,y)Epφ(t |x) log pθ(y |t )+h(y). The authors of the Deep Information Bottle-
neck (Alemi et al., 2017) argue that since h(y) is constant, it can be ignored in computing Iφ(t ; y).
This is true for a fixed or for a discrete y , but not for the class of monotone transformations of
y . Since the left hand side of this equation (Iφ(t ; y)) is invariant against monotone transforma-
tions, and h(y) in general depends on monotone transformations, the first term on the right hand
side (Ep(x,y)Epφ(t |x) log pθ(y |t )) cannot be invariant to monotone transformations. In fact, under
such transformations, the differential entropy h(y) can take any value from −∞ to +∞, which
can be seen easily by decomposing the entropy into the copula entropy and the sum of marginal
entropies (here, j stands for the j th dimension):








The first term (i.e. the copula entropy which is equal to the negative multi-information, as in
Eq. (4.2.4)) is a non-positive number. The marginal entropies h(y j ) can take any value when using
strictly increasing transformations (for instance, the marginal entropy of a uniform distribution
on [a,b] is log(b − a)). As a consequence, the entropy term h(y) in Eq. (3.5.2) can be treated as
a constant only for one specific y or for discrete y , but not for all elements of the equivalence
class containing all monotone transformations of y . Moreover, every such transformation would
lead to different (I (x, t ), I (y, t )) pairs in the information curve, which basically makes this curve
arbitrary. Thus, h(y) being constant is a property that needs to be restored.
4.2.2 Deep Copula Information Bottleneck
In this part, we introduce an approach to learn the function f that is invariant against any mono-
tone increasing transformation g and overcomes the problems described in Section 4.2.1. To this
end, we apply a variable transformation for random variables X = (X1, . . . , Xd ) where d denotes
the number of dimension and X j stands for the j th dimension. Moreover, Φ is the Gaussian cdf
and F̂ is the empirical cdf. The variable transformation is performed as follows: In the first step,
we apply the inverse Gaussian cdf to the empirical cdf in order to obtain a random variable X̃
with Gaussian marginals:
x̃ j =Φ−1(F̂ (x j )), (4.2.6)
In the second step, we apply the inverse empirical cdf to map X̃ back to the initial random vari-
able X .
x j = F̂−1(Φ(x̃ j )), (4.2.7)
In the copula literature, these transformed random variables are also knows as normal scores. It
is important to note that the mapping is (approximately) invertible: x j = F̂−1(Φ(x̃ j )), with F̂−1
being the empirical quantiles treated as a function. This may be achieved by linear interpolation.
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However, the distribution F is known in most cases. In order to overcome this limitation, we
employ the empirical marginal distribution which can be obtained as follows (Rey & Roth, 2012):
F̂ (x) = r ank(x)
n +1 (4.2.8)
That is, Eq: 4.2.8 defines a step function between the values 1/n+1 and n/n+1 by evaluating the
ranks of the n samples. Note that using a rank transformation has several advantages compared
to competing approaches as it is for example robost against outliers. This stems from the fact
that extreme values can only lie within the range 1 to n why the ouliers cannot skew results that
much.
Example: Calculating Normal Scores
We give an intuition how the calculation of our method works in practice. To this end, we trans-
form an empirical distribution to a Gaussian distribution based on the probability integral trans-
form (see Section 3.3.2). Consider the following samples drawn from an unknown distribution
FX :
x = {62.1,0.25,0.41.0.02,1.36,0.76,1.63}
To perform the copula transformation, we have to calculate the ranks of x:
r ank(x) = {7,2,3,1,5,4,6}
and subsequently obtain the empirical distribution F̂ (Eq: 4.2.8):
F̂ (x) = {0.875,0.25,0.375,0.125,0.625,0.5,0.75}
In the last step, we transform the empirical distribution to Gaussian with the inverse Gaus-
sian cdf:
x̃ =Φ−1(F̂ (x j )) = {1.15,−0.67,−0.31,−1.15,0.31,0.00,0.67}
The proposed solution fixes the invariance problem on the encoding side that was described
in Problem 1 in Section 4.2.1. In addition, it also resolves the issue on the decoding side (Problem
2) because the transformed variables x̃ j are standard normal distributed. In addition, our solu-
tions also resolves Problem 3 because the decoder part (Eq. (4.2.3)) admits the following form:




= Iφ(t ; ỹ)−h(cinv(u(ỹ)))
(4.2.9)
where cinv(u(ỹ)) is indeed constant for all strictly increasing transformations applied to y .
After we have learned the function f to calculate the mutual information in the transformed
space, we can go back to the original space by using the inverse transformation according to
Equation (4.2.7) x j = F̂−1(Φ(x̃ j )).
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X X̃ Z Ỹ Y
x = F̂−1(Φ(x̃))
x̃ = Φ−1(F̂ (x))
pφ(z|x̃)
ỹ = Φ−1(F̂ (y))
y = F̂−1(Φ(ỹ))
pφ,θ(ỹ|z)
Figure 4.3: Deep information bottleneck with the copula augmentation. Green circles
describe random variables and orange rectangles denote neural networks parametrising
the random variables. The blue circle represents latent random variables whereas the
red circle denotes the copula transformed random variables.
4.2.3 Implementation and Training Procedure
In this section, we describe the implementation of the mutual information terms in practise. To
this end, the encoder part Iφ(Z ; X̃ ) where φ denote the learnable parameters is calculated as





pφ(z|x̃) and a simple Gaussian prior p(t ) = N (t ;0, I ). For simplicity, we represent pφ(z|x̃) as
Gaussian distribution with parameters µ and σ that are learned with a neural network that is
parametrised byφ. As we have defined both parts of the KL-divergence as Gaussian distributions,
the KL-divergence admits an analytical form.












Subsequently, we make use of the reparametrisation trick introduced by Kingma & Welling (2014).
In order to sample from the Gaussian distribution, we take the learned parameters of the µ and
σ and and reformulate it in the following way: µ+σ ·ε where ε is drawn from N (0,1).
For the decoder side, Ep(x̃,ỹ)Epφ(z|x̃) log pθ(ỹ |z) is implemented as follows:
Iφ,θ(Z ; Ỹ ) = Ep(x̃,ỹ)Eε∼N (0,I )∑
j
log pθ(ỹ j |t =~µ j (x̃)+di ag (σ j (x̃)) ·ε)+const., (4.2.11)
Here, j denotes the j th data sample and the conditional distribution pφ,θ(y |z) is implemented as
a neural network with parameters θ.
Subsequently, we illustrate the training procedure for our model. A detailed description is
given in Algorithm 1. We employ the previously described copula transformations of the input
X and Y in lines 1 and 2. After, we train our model by using stochstic gradient descent. For
every epoch, we sample i minibatches, where the number of minibatches i is determined by the
batchsize. In the first step of the training algorithm, we estimate the mutual information between
X̃ and Z by encoding the input X̃ in the latent space Z . Subsequently, we decode the latent Z
to the output Ỹ in line 8. After, we update the parameters φ and θ by taking a gradient step. We
increase the compression parameter λ by a predefined factor l after every epoch.
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Algorithm 1 Deep Copula Information Bottleneck
Input: input X , target Y
1: x̃ =Φ−1(F̂ (x))
2: ỹ =Φ−1(F̂ (y))
3: for each epoch do
4: sample i minibatches of x̃ and ỹ
5: for each minibatch i do
6:
7: encode x̃i into pφ(zi | x̃i )
8: decode zi to obtain pθ(ỹi | zi )
9:
10: update φ,θ by taking a gradient step
11:
12: end for
13: increase λ by factor l
14: end for
4.3 Experiments
We now proceed to experimentally verify the effect of the Deep Copula Information Bottleneck
to test the impact of the copula transformation. To this end, we perform a series of pair-wise ex-
periments, where the Deep Information Bottleneck is tested with and without the copula trans-
formation. We use both an artificial and real-world and devise multiple experimental setups.
4.3.1 Artificial Dataset
We construct an artificial dataset of samples X and Y and try to compress X in a latent variable
Z which should only retain information about the output variable Y . In order to achieve the
reconstruction of Y , Z requires to be a high-dimensional latent space. In order to verify our
approach, we perform monotone transformations on this dataset and test the difference between
Deep Information Bottleneck and the Deep Copula Information Bottleneck on reconstruction
capabilities as well as classification predictive score.
Dataset.
The model used to generate the data consists of two input vectors x1 and x2 drawn form a uniform
distribution defined on [0,2] and vectors k1 and k2 drawn uniformly from [0,1]. Additional inputs
are xi=3...10 = ai ∗k1+ (1−ai )∗k2+0.3∗bi with ai ,bi drawn from a uniform distribution defined
on [0,1]. All input vectors x1...10 form the input matrix X . Latent variables z1 =
√
x21 +x22 and
z2 = z1 + x4 are defined and then normalised by dividing through their maximum value. Finally,
random noise is added. Two target variables y1 = z2∗cos(1.75∗π∗z1) and y2 = z2∗sin(1.75∗π∗z1)
are then calculated. y1 and y2 form a spiral if plotted in two dimensions. The angle and the radius
of the spiral are highly correlated. Therefore, a one-dimensional latent space can only reconstruct
the backbone of the spiral. In order to reconstruct the details of the radial function, one has to use
a latent space of at least two dimensions. We generate 200k samples from X and Y . X is further
transformed to beta densities using strictly increasing transformations. We split the samples into
test (20k samples) and training (180k samples) sets. The generated samples are then transformed
with the copula transformation (Eq. (4.2.6)) to X̃ and ỹ and split in the same way into test and
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training sets. This gives us the four input sets X tr ai n , X test , X̃ tr ai n , X̃ test and the four target sets
ytr ai n , ytest , ỹtr ai n , ỹtest .
Setup.
We define the input and the output layer to have 10 and 2 dimensions, respectively. In addition,
specify a latent layer with ten nodes that model the means of the ten-dimensional latent space
Z . In contrast to other implementations where a variance is also learned by the model, we set the
variance of the latent representation Z to be 1 for simplicity. The encoder part of our model (I ) as
well as the decoder part (Iφ,θ) are implemented as a neural network with neural network param-
eters φ and θ. Specifically, we employ with two fully-connected hidden layers with 50 nodes for
each neural network. In addition, we use a softplus function as the activation function. In order
to train our model, we use stochastic gradient descent (Adam optimiser (Kingma & Ba, 2015))
together with a batch size of 500. We train the model for 70000 iterations using a learning rate
of 0.0006. We increase the compression parameter λ by multiplying λ (Equation (4.2.1) with 1.06
every 500 iterations to obtain an information curve.
Experiment 1: Information Curves
We compare the information curves produced by the Deep Information Bottleneck and its copula
augmentation (Figure 4.4a). To this end, we use the training sets (X tr ai n ,Ytr ai n) and (X̃ tr ai n , Ỹtr ai n)
to train our models. In order to obtain the information curves, we record the values of I (X ; Z ) and
I (Z ;Y ) during the optimisation process. To do so, we multiply the λ parameter every 500 itera-
tions by 1.06 during training. Afterwards, we bin the recorded mutual information estimates into
12 different bins for better visualisation. In our experiment, we can observe an increase in the
mutual information of I (Z ;Y ) from approximately 6 in the Deep Information Bottleneck to ap-
proximately 11 after we applied the copula transformation to the data. At the same time, the mu-
tual information of I (X ; Z ) raise from 6.6 to 16.3 for the Deep Information Bottleneck. This clearly
indicates the an mutual information estimator based on plain neural networks cannot account
for monotone transformations as the mutual information estimates are lower compared to the
estimates after the copula transformation. Thus, such an estimator leads to wrong mutual infor-
mation estimates that does not preserve the invariance properties of mutual information under
such symmetry transformations. However, by applying a copula transformation to the marginal
distribution, we can guarantee that the mutual information only depends on the copula which
leads to correct mutual information estimates that preserve the required invariance properties.
Experiment 2. Evaluating the Predictive Mutual Information
Building on Experiment 1, we investigate how wrong mutual information estimates affect the
predictive quality of the trained models. To do so, we evaluate the Deep Information Bottleneck
and its copula counterpart on test data (X test , ytest ) and (X̃ test , ỹtest ) where the latter test dataset
is copula transformed. We compute predictive scores of the latent space Z with respect to the
generated Y in the form of mutual information I (Z ;Y ) for all values of the parameter λ. The
resulting information curve shows an increased predictive capability of the Deep Copula Infor-
mation Bottleneck in Figure 4.4b and exhibits no difference to the information curve produced
in Experiment 1 (Figure 4.4a). Thus, the increased mutual information reported in Experiment
1 cannot only be attributed to overfitting and therefore supports our finding the plain neural
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networks cannot estimate mutual information which is invariant under monotone increasing
transformations.
Experiment 3. Reconstruction Capability
We qualitatively assess the reconstruction capability of the Deep Copula Information Bottleneck
compared to its plain counterpart in Figure 4.5. We choose the value of λ such that in both mod-
els are using two dimensions in the latent space to reconstruct the output Y . In the case where
we apply the copula transformation to the data, our model is capable of learning a detailed re-
construction of the output Y which is depicted in Figure 4.5b. In contrast, the reconstruction
quality of the Deep Information Bottleneck on test data results merely in a tight backbone which
is not capable of reconstructing Y (Figure 4.5a). This supports our findings in Experiment 1,
that a plain neural network cannot learn mutual information estimates that are invariant against
strictly increasing transformations and thus lead to wrong mutual information estimates.
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Figure 4.4: Information curves for the artificial experiment. The red curve describes the
information curve with copula transformation whereas the orange one illustrates the
plain information curve. For better visualisation, we binned the recorded mutual in-
formation values into 12 different buckets. The numbers indicate the used latent dimen-
sions.
Experiment 4. Robustness against Outliers and Adversarial Attacks
We further inspect the information curves of the Deep Information Bottleneck and the Deep Cop-
ula Information Bottleneck by testing how the copula transformation adds resilience of the model
against outliers and adversarial attacks in the training phase. To this end, we simulate an adver-
sarial attack with the following procedure: We randomly choose 5% of all entries in the input
X tr ai n and replace them with outliers by adding uniformly sampled noise within the range [1,5].
Subsequently, we perform a copula transformation on the modified dataset X tr ai n to obtain the
second dataset X̃ tr ai n . Now, we again compute information curves for the training procedure
and compare normal training with training with data subject to an attack for the copula and non-
copula models. Here, we receive comparable information curves to Experiment 1 (Figure 4.4a).
In addition, the results (Figure 4.6) showcase that the copula model is more robust against out-
lier data than the plain one. We attribute this behaviour directly to the copula transformation, as
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Figure 4.5: illustrates the reconstruction of Y without (a) and with the copula transfor-
mation (b). Blue circles depict the output space and the red triangles — the conditionals
means µ(y) that are estimated by our network. The better the red triangles reconstruct
the blue area, the better is the reconstruction of the output.
ranks are less sensitive to outliers than raw data.



























Information Curve (No Copula)
Figure 4.6: Information curves for training with outlier data and a sample convergence
plot of DIB and cDIB models for λ = 100. The numbers indicate the used latent dimen-
sions.
4.3.2 Communities and Crime Dataset
We continue analysing the impact of the copula transformation to estimate mutual information
which are invariant to strictly monotone transformations in a real-world setting. We first report
information curves analogous to Experiment 1 (Section 4.3.1) and proceed to inspect the latent
spaces of both models along with sensitivity analysis with respect to λ.
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Dataset.
In this experiment, we consider the unnormalised Communities and Crime dataset from the UCI
repository1. This dataset deals with crimes crime rates within communities in the United States
of America. To do so, the dataset integrates covariates from three different data sources: namely,
socio-economic data from the 1990 US Census, law enforcement data from the 1990 US LEMAS
survey, and crime data from the 1995 FBI UCR. In total, the dataset consists of 125 predictive,
4 non-predictive and 18 target variables with 2215 samples in total. In a preprocessing step, we
removed all missing values from the dataset. In the end, we used 1901 observations with 102
predictive and 18 target variables in our analysis.
Setup.
The set-up of this experiment is defined as follows: We employ a 102 dimensional input and a
18 dimensional out for our model. In addition, we use a latent layer with 18 nodes that models
the means of the 18-dimensional latent space Z . For simplicity, we do not learn the variance of
Z but set to variance to be 1 in advance. The encoder term Iφ as well as the decoder term Iφ,θ
consist of a neural network with parameters φ and θ. Both neural networks are defined as two
fully-connected hidden layers with 100 nodes each. We use a Softplus function as the nonlinear
activation function for the neural network. The decoder uses a Gaussian likelihood where we set
the variance to 1 which thus results in a least-squares loss. After having defined our model, we
use stochastic gradient descent (Adam (Kingma & Ba, 2015)) with a learning rate of 0.0005 and
a batch size of 1255 to train our model. In total, we train the model for 150000 iterations and
increase the compression parameter λ sequentially. To do so, we multiply λ by 1.01 every 500
iterations.
Experiment 6. Information Curves
This experiment is analogous to Experiment 1 (Section 4.3.1) where we calculate information
curves from the Deep Information Bottleneck and the Deep Copula Information Bottleneck. To
do so, we again record the mutual information estimates of I (x; t ) and I (y ; t ) while multiplying
the λ parameter every 500 iterations by 1.01 during training. Here, the information curve for the
copula model yields larger values of the mutual information I (Z ,Y and lower values of I (X , Z .
For the mutual information I (Z ,Y , we obtain an increase of approximately 0.5 whereas I (X , Z
shows a decrease of approximately 4. That is, we obtain more consistent mutual information
estimates if we apply a copula transformation. We attribute this effect to the increased flexibility
of the model, as we pointed out in Section 4.2.2. In addition, to our qualitative comparison, we
perform quantitative comparisons to demonstrate that our information curves are significantly
different. To do so, we employ a statistical Kruskal-Wallis rank test. A Kruskal-Wallis test performs
a non-parametric test if two samples are not drawn from the same distribution. To compare
two distributions, we select two bins in our plot which lie on approximately the same point on
the x-axis. Therefore, we select the fifth bin of the copula and the fourth bin the non-copula
curve. When we compare the previously described bins with the Kruskal-Wallis test, we obtain a
significant difference with a p-value of 1.6∗10−16.
1http://archive.ics.uci.edu/ml/datasets/communities+and+crime+unnormalized
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Figure 4.7: Information curves for the real data experiment. The red curve is the infor-
mation curve with copula transformation whereas the orange one depicts the plain in-
formation curve. The numbers represent the dimensions in the latent space t which are
needed to reconstruct the output y . The numbers indicate the used latent dimensions.
Experiment 7. Structured Representations
The last experiment illustrates the difference between the learned representations of the latent
spaces of the Deep Information Bottleneck models with and without the copula transforma-
tion. We select two variables which yield to highest correlation with the target variable arsons
and plot them along with their densities. In order to obtain the corresponding class labels (rain-
bow colours in Figure 4.8), we separate the values of arsons in eight equally-sized bins. A sample
comparison of latent spaces of Deep Information Bottleneck and the Deep Copula Information
Bottleneck for λ = 21.55 is depicted in Figure 4.8. The latent space Z of Deep Information Bot-
tleneck (middle figure in Figure 4.8a) appears consistently less structured than the latent space
of Deep Copula Information Bottleneck in the middle figure of Figure 4.8b. This is, the mutual
information estimates without copula are significantly worse and can only be solved by applying
a copula transformation. This observation is also reflected in the 1D density plots of the variables
which are depicted in the left and right image of Figure 4.8a and 4.8b. In Figure 4.8b with the cop-
ula transformation, we can identify a much clearer structure in the latent space with respect to
our previously calculated class labels which supports the assumption that the Deep Information
Bottleneck leads to erroneous mutual information estimates.
4.4 Summary
In this chapter, we addressed the problem incorporating invariances in deep generative mod-
els when the corresponding symmetry transformation g is known. Specifically, we focused on
the information bottleneck principle where the invariant feature extractor f is the mutual infor-
mation and the symmetry transformation is the class of all monotone increasing transformation.
Therefore in theory, the mutual information estimates should be constant for all monotone trans-
formations such as a transformation of the marginal distribution from Gaussian to Beta.
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Figure 4.8: We illustrate the latent space Z which consists of two dimensions along with
marginal densities without (a) and with (b) the copula transformation. The copula trans-
formation leads to better mutual information estimates as we obtain a more structured
latent space and non-overlapping modes of marginal distributions.
In the past, there have been advances which solved this problem for the linear version of the
information bottleneck principle by introducing a Gaussian copula with arbitrary margins (Rey
& Roth, 2012). More recently, Alemi et al. (2017) introduced a non-linear extension of the infor-
mation bottleneck where the calculation of the function f is approximated by a neural network.
However in this approach, the mutual information is not invariant under the class of monotone
increasing transformations which leads to erroneous mutual information estimates.
In this chapter, we performed a theoretical analysis of Deep Information Bottleneck and
demonstrated that neural networks are not invariant against monotone increasing transforma-
tions. To this end, we introduced a novel method that overcomes the described limitations by
introducing a copula transformation. In particular, we transform an arbitrary marginal distri-
bution with the concept of normal scores to a Gaussian distribution. Subsequently, we are able
calculate the mutual information as the Deep Information Bottleneck is defined in the Gaussian
setting. As a result, the proposed model allows for a simplified and fully non-parametric treat-
ment of marginal distributions which has the advantage that it can be applied to distributions
with arbitrary marginals.
Our experiments confirm, that the Deep Information Bottleneck suffers from the lack of in-
variance against monotone transformation, thus leading to inconsistent mutual information es-
timates. In particular, we demonstrated that variant mutual information estimates result in lower
mutual information curves and unstructured latent representations, amongst others. In contrast,
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estimating mutual information with the copula transform leads to reliable mutual information






This chapter has already been accepted at the Neural Information Processing Systems (NeurIPS)
conference. Thus, this work closely follows Wieser et al. (2020).
5.1 Introduction
In this chapter, we aim to solve the second research question of this thesis where the symmetry
transformation g is unknown and therefore needs to be learned from data. Again, reconsider
the example of rotational invariance from Figure 5.1a. Here, we show the 3D representation of a
molecule m which is rotated using a function g . Subsequently, we calculate the distance matrix
D between the atoms of the rotated molecule g (m) using a predefined function f . As a result, we
obtain the same distance matrix for every rotation g , i.e. f (m) = f (g (m)) for any rotation g .
However, it is challenging or impossible to find analytical forms of symmetry transformations
g in highly complex domains such as the chemical space (Figure 5.1b). As a running example, we
reconsider the task of discovering novel molecules for the design of organic solar cells in mate-
rial science. In this case, all molecules must possess specific properties, e.g. a bandgap energy of
approximately 1.4 eV (Shockley & Queisser, 1961). In such scenarios, there is no predefined sym-
metry transformation (such as rotation) known or can be assumed. Yet, we can observe available
data defining our invariance class from {m,e}n numeric point-wise samples from the function f
where n is the number of samples, m the molecule and e = f (m) the bandgap energy.
The goal of our model is thus to learn the class of symmetry transformations g which result in
a symmetry property f of the modelled system. To this end, we learn a continuous data represen-
tation and the corresponding symmetry transformation in an inverse fashion from data samples
{m,e}n1 only. To do so, we introduce the Symmetry-Transformation Information Bottleneck (STIB)
where we encode the input X (e.g. a molecule) into a latent space Z and subsequently decode it to
X and a preselected target property Y (e.g. the bandgap energy). Specifically, we divide the latent
space into two subspaces Z0 and Z1 to explore the variations of the data with respect to a specific
target. Here, Z1 is the subspace that contains information about input and target, while Z0 is the
subspace that is invariant to the target. In doing so, we capture symmetry transformations not
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(a) Rotational symmetry transforma-
tion.
? e = 1.4 eV
{m, e}n
(b) Unknown symmetry transforma-
tion.
Figure 5.1: In Figure 5.1a a molecule is rotated by g . The distance matrix D between
atoms is calculated by a known function f and remains unchanged for all rotations. In
Figure 5.1b we can only observe point-wise samples n samples {m,e}n where m is the
molecule and e the bandgap energy. These samples approximate the function f whereas
the class of functions g leading to the same bandgap energy is unknown.
affecting the target Y in the isolated latent space Z0.
The central element of STIB is minimising the information about continuous Y (e.g. bandgap
energy) present in Z0 by employing adversarial learning. In contrast, cognate models have to the
best of our knowledge solely focused on discrete Y . The potential reason is that naively using the
negative log-likelihood (NLL) as done for maximising mutual information in other deep informa-
tion bottleneck models leads to critical problems in continuous domains. This stems from the
fact that fundamental properties of mutual information, such as invariance to one-to-one trans-
formations, are not captured by this mutual information estimator. Simple alternatives such as
employing a coarse-grained discretisation approach as proposed in Robert et al. (2019) are not
feasible in our complex domain. The main reason is that we want to consider multiple proper-
ties at once, every one of which might require a high-resolution. Simultaneous high-resolutional
discretisation of multiple targets would result in an intractable classification problem.
To overcome the aforementioned issues, we propose a new loss function based on Gaussian
mutual information with a bijective variable transformation as an addition to our modelling ap-
proach. In contrast to using the MSE, this enables the calculation of the mutual information on
the basis of correlations. With this, we ensure a well defined loss function and invariance against
linear one-to-one transformations.
In summary, we make the following contributions:
1. We introduce a deep information bottleneck model that learns a continuous low-dimensional
representation of the input data. We augment it with an adversarial training mechanism
and a partitioned latent space to learn symmetry transformations based on this represen-
tation.
2. We further propose a continuous mutual information regulation approach based on corre-
lation matrices. This makes it possible to address the issue of one-to-one transformations
in the continuous domain.
3. Experiments on an artificial as well as two molecular datasets demonstrate that the pro-
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posed model learns both pre-defined and arbitrary symmetry transformations and out-
performs state-of-the-art methods.
5.2 Adversarial Information Elimination
A common approach to remove information from latent representations in the context of VAEs
is using adversarial training (Creswell et al., 2017; Klys et al., 2018; Lample et al., 2017). The main
idea is to train an auxiliary network aψ(z) which tries to correctly predict an output b from the
latent representation z by minimising the classification error. Concurrently, an adversary, in our
case the encoder network of the VAE, tries to prevent this. To this end, the encoder qθ(z|x) at-
tempts to generate adversarial representations z which contain no information about b by max-
imising the loss L with respect to parameters θ. The overall problem may then be expressed as






with L denoting the cross-entropy loss. While this approach is applicable for discrete domains,
generalising this loss function to continuous settings can lead to severe problems in practice. We

















Figure 5.2: Graphical illustration of our two-step adversarial training approach. Red cir-
cles denote observed input/output of our model. Gray rectangles represent the latent
representation which is divided into two separate subspaces Z0 and Z1. Blue dotted ar-
rows represent neural networks with fixed parameters Black arrows describe neural net-
works with trainable parameters. Greek letters define neural network parameters. In the
first step (Figure 6.3a), we try to learn a representation of Z0 which minimises the mu-
tual information between Z0 and Y by updating φ,θ and τ. In the adversary step (Figure
6.3b), we maximise the mutual information between Z0 and Y by updating δ.
5.3 Symmetry-Transformation Information Bottleneck
As previously described in Section 5.1, our goal is to learn symmetry transformations g based
on observations X and Y (see Figure 5.1b). Here, X and Y may be complex objects, such as
molecules and its corresponding bandgap energies, which are difficult to manipulate consis-
tently. In order to overcome this issue, we aim to learn a continuous low-dimensional repre-
sentation of our input data X and Y in Euclidian space. To do so, we augment the traditional
deep information bottleneck formulation (Eq. (3.5.1)) with an additional decoder reconstruct-
ing X from Z . Our base model is thus defined as an augmented parametric formulation of the
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information bottleneck (see Eq. (3.5.1)):
min
φ,θ,τ
Iφ(Z ; X )−λ(Iφ,θ(Z ;Y )+ Iφ,τ(Z ; X )), (5.3.1)
where φ,θ,τ describe neural network parameters and λ the compression factor.
5.3.1 Theoretical Concept.
Based on the model specified in Eq. 5.3.1, we provide a novel approach to learn symmetry trans-
formations on latent representations Z . To this end, we propose partitioning the latent space Z
into two components, Z0 and Z1. Z1 is intended to capture all information about Y , while Z0
should contain all remaining information about X . That is, changing Z0 should change X but not
affect the value of Y . Thus, Z0 expresses a surrogate of the unknown function g which is depicted
in Figure 5.1b. However, simply partitioning the latent space is not sufficient, since information
about Y may still be encoded in Z0.
To address this task, we propose combining the model defined in Eq. 5.3.1 with an adversarial
approach (Section 5.2). The resulting model thus reduces to playing an adversarial game of min-
imising and maximising the mutual information Iδ(Z0,Y ) where δ denotes the neural network
parameters. This ensures that Z0 contains no information about Y . In more detail, our approach
is formulated as follows:
In the first step (see Figure 5.2a), our model learns a low-dimensional representation Z0 and
Z1 of X and Y by maximising the mutual information between Iφ,τ(Z0, Z1; X ) and Iφ,θ(Z1;Y ). At
the same time, our algorithm tries to eliminate information about Y from Z0 by minimising the





Iφ,τ(Z0, Z1; X )+ Iφ,θ(Z1;Y )−Iδ(Z0;Y )
)
(5.3.2)
The second step defines the adversary of our model and is illustrated in Figure 5.2b. Here,
we try to maximise the mutual information Iδ(Z0;Y ) (purple part of Eq. 5.3.3) given the current






Iφ,τ(Z0, Z1; X )+ Iφ,θ(Z1;Y )+Iδ(Z0;Y )
)
(5.3.3)
The resulting loss functions L1 and L2 are alternately optimised until convergence. Yet, min-
imising mutual information for continuous variables, such as bandgap energy, remains a chal-
lenging task.
Challenges in Continuous Domains.
Mutual information is invariant against the class of one-to-one transformations as it depends
only on the copula Ma & Sun (2011). That is, I (X ;Y ) = I ( f (X ); g (Y )), where g and f denote one-
to-one transformations. Related models extending the deep information bottleneck define mu-
tual information for random variables as the NLL plus marginal entropy (see Eq. (3.5.2)). Building
on this, only the NLL part of mutual information is optimised. This part alone is, however, not
invariant against such transformations. This gives rise to problems in tasks involving minimising
mutual information, e.g. as required by our adversary in Eq. (5.3.2). This is because while max-
imising the NLL, the network can learn solutions stemming from one-to-one transformations of
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the marginal. For example, the network might maximise the NLL by adding only a large bias to
the output. This leads to an increased NLL even though MI remains unchanged. This results in
solutions which are not desired when minimising MI. Therefore, we require a more sophisticated
approach that estimates the full mutual information and hence introduces invariance against
one-to-one transformations.
Suggested Solution.
We propose a solution that estimates mutual information in a Gaussian setting. This approach
is based on correlation matrices and circumvents the problems discussed in the previous para-
graph. The reason is that mutual information based on correlation can be meaningfully min-
imised and is by definition invariant against linear one-to-one transformations. In this setting,
mutual information can be decomposed into a sum of multi-informations (Liu, 2012):
I (Z0;Y ) = M(Z0;Y )−M(Z0)−M(Y ), (5.3.4)
where the specific multi-information terms are specified as follows:



















where Z0 and Y are n- and m-dimensional, respectively. RZ0Y , RZ0 and RY denote the sample
covariance matrices of Z0Y , Z0 and Y , respectively. In practice, we calculate the correlation ma-
trices based on the sample covariance. Note that in the Gaussian setting in which our model is






Figure 5.3: Model extended with the bijective mapping between Y and Ỹ . Solid arrows
depict a nonlinear function parametrised by a neural network. Gray rectangles denote
latent and red circles observed variables.
Relaxing the Gaussian Assumption.
As previously stated, to deal with probabilistic models, we require a simple parametric model.
Hence, we made the strong parametric assumptions that both Z0 and Y are Gaussian distributed.
However, the target variable Y does not necessarily follow a Gaussian distribution. Our approach
to relax this assumption is to open the limited Gaussian distribution to the class of all non-linearly
transformed Gaussian distributions. For this reason, we equip the model with a proxy bijective
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mapping Y ↔ Ỹ (Figure 5.3) to introduce more flexibility. This mapping is implemented as two
additional networks between Y and a new proxy variable Ỹ . The parameters are added to the
existing parameters δ. We subsequently treat Ỹ as values to be predicted from Y . We found in
our experiments that this approximate approach is sufficient to ensure the invariance property.
Our approach makes it possible to compute the mutual information between Z0 and Y (or its
proxy, Ỹ ) analytically with the formula for Gaussian variables. Thus, we augment L2 as follows:
Lbijection =L2 +β‖h−1δ (hδ(Y ))−Y ‖22
5.3.2 Implementation
In this section, we describe how to implement the mutual information terms of our model in
practice. To do so, we describe the encoder term I (Z ; X ), which is calculated as the Kullback-
Leibler divergence (DK L) between pφ(z|x) and p(z). We implement pφ(z|x) as a Gaussian distri-
bution with parameters µ and σ that are learned by a neural network with parameters φ. Sub-
sequently, we define the second part of the KL divergence p(z) to be a simple Gaussian prior
N (0,1). Due to the fact that we have defined both parts as Gaussian distributions, it is thus pos-
sible to calculate the KL divergence analytically.
I (Z ; X ) = Ep(x)DK L(pφ(z|x)‖p(z)) (5.3.6)
With the first mutual information term (Eq. 5.3.6), we learn a compressed representation Z of
the input X . In a next step, we partition Z into two latent spaces Z0 and Z1. Here, we assume that
Z consists of k latent dimensions where Z0 contains h = 0. . .d dimensions of Z where d < k. Z1
thus includes the remaining m = d +1. . .k dimensions. However upon this point, we have only
learned the parameters of the Gaussian distribution. In order to sample from the latent space
Z , we make use of the reparametrisation trick introduced in (Kingma & Welling, 2014; Rezende
et al., 2014). To do so, a sample from Z can be drawn by reformulating the Gaussian distribution.
Therefore, we apply the following formulation: µ+σ¯ε where ε is drawn from N (0,1) and µ and
σ are the learned parameters.
In the last step, we describe how the decoders for X , Y have been implemented by our model.
The decoders employ the following form:
I (Z0, Z1; X ) = Ep(x)Eε∼N (0,I )∑
j
log pτ j (x j |z =µk (x)+diag(σk (x)),¯ε),
I (Z1;Y ) = Ep(x,y)Eε∼N (0,I )∑
j
log pθ j (y j |z1 =µh(x)+diag(σh(x)),¯ε),
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I (Z0;Y ) = Ep(x,y)Eε∼N (0,I )∑
j
log pδ(y j |z0 =µd (x)+diag(σd (x))¯ε),
where j denotes the jth data sample. The distributions pτ(x|z), pθ(y |z1) and pδ(y |z0) are imple-
mented as neural networks with parametersφ,τ,δ. In contrast to the encoder, these distributions
may be arbitrarily chosen as we do not make any assumption about their form.
Algorithm 2 Symmetry-Transformation Information Bottleneck
Input: input x, target y
1: for each epoch do
2: sample i minibatches of x and y
3: for each minibatch i do
4:
5: Minimisation Step
6: encode xi into pφ(zi | xi )
7: split zi in z0 and z1
8: decode z0 and z1 to obtain pτ(xi | z0, z1)
9: decode z1 to obtain pθ(yi | z1)
10: decode z0 to obtain pδ(yi | z0)
11:
12: update φ,θ,τ by taking a gradient step
13:
14: Maximisation Step
15: encode xi into pφ(zi | xi )
16: split zi in z0 and z1
17: decode z0 to obtain pδ(yi | z0)
18:
19: Relaxing Gaussian Assumption




22: update δ by taking a gradient step
23: end for
24: increase λ by factor l
25: end for
5.3.3 Training Procedure
Our learning procedure is described in Algorithm 2. For every epoch, we sample i minibatches,
where the number of i is determined by the batchsize. In the first part of our training algorithm
(see Minimisation Step), we try to minimise the mutual information between Z0 and Y . There-
fore, we first encode X in our latent Z (line 6). Subsequently, we split Z in Z0 and Z1. After, we
decode Z to X and Z1, Z0 to Y in lines 6-10, respectively. Consequently, we update the param-
eters in line 12 by employing the loss function in Eq. 5.3.2. Having fixed the parameters δ we
update the latent representation Z0 such that it encodes minimal mutual information about Y .
The second step (see Maximisation Step) denotes the adversarial part of our model. Again
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we encode X into Z and partition the space to Z0 and Z1. In contrast to the minimisation step,
we try to predict Y from Z0 by updating parameters δ while fixing the remaining neural network
parameters φ,θ and τ (see Eq. 5.3.3). In order to relax the Gaussian assumption, we extend our
model by two additional neural networks h and h−1 and add their parameters to the existing
parameters δ in line 20.
As a last step, we increase the compression parameterλ by a predefined factor l (line 24) after
every epoch. Finally, we can train the described adversarial algorithm by any gradient descent
method until convergence.
5.4 Experiments




Our dataset is generated as follows: Our input consists of two input vectors x0 and x1. Here, the
input vectors are drawn from a uniform distribution defined on [0,1] and further multiplied by
8 and subtracted by 4. All input vectors form our input matrix X . Subsequently, we define two
latent variables z0 and z1. Here, z0 and z1 are calculated as 2x0 + x1 +10−1ε where ε ∼ N (0,1).
Last, we calculate two target variables y0 and y1. In doing so, y0 is calculated by 5 · 10−2(z0 +
bz0)cos(z0)+2 ·10−1ε1 where ε1 ∼N (0,1) and b is 10. y1 is defined as 5 ·10−2(z0+bz1)sin(z0)+2 ·
10−1ε2 with ε2 ∼N (0,1). Thus, y0 and y1 form a spiral where the angle and the radius are highly
correlated. For visualisation purposes, we bin and colour code the values of Y in the following
experiments. During the training and testing phase, samples are drawn from this data generation
process.
Experimental Setup:
STIB For our setup, our encoding network consists of two fully connected layers with 256 neu-
rons without bias. This is followed by a latent layer with three nodes that models the means of
our three dimensional latent space where the variances are modeled as free parameters. Here,
we split Z in a one-dimensional space Z1 and two-dimensional space Z0 which contain no in-
formation about Y . The decoder uses two neural networks with fully connected layers with 256
neurons for reconstructing the input and predicting the target. In addition, we model an adver-
sarial network with two fully connected layers each with 256 neurons to predict the target from
our latent space Z0. Since we use adversarial training, we define two Adam optimisers Kingma &
Ba (2015) with a learning rate of 0.0001 and a batch size of 60 that optimise our objective on an
alternating basis. For better visualisation, we discretise X and Y into 10 bins to colour-code to
show the invariant parts of the data.
STIB without adversary For the STIB without adversary setup, we use exactly the same con-
figuration as in the STIB setup. The only difference is that we remove the adversarial mutual
information regulariser. Thus, we define only one Adam optimiser with a learning rate of 0.0001
and a batch size of 60 which optimises our loss function.
VAE This VAE setup uses also the same configuration as STIB. Similar to STIB without adver-
sary, we skip the mutual information regulariser. In addition, we only define a shared latent space
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Z to reconstruct X and Y in contrast to STIB. As an optimiser, we employ Adam with a learning
rate of 0.0001 and a batch size of 60.
CVAE For CVAE, we use the same setup for encoder and decoder as in STIB. In contrast, we
model the latent space Z with two dimensions by estimating the parameters µ and σ. We employ
a two-dimensional latent space as we concatenate the one-dimensional part in traditional CVAE
fashion. In order to train our model, we use Adam with a learning rate of 0.0001 and a batch size
of 60.
CVIB For the last model, we use the equivalent model as in CVAE. In addition, we employ the
mutual information regulariser which is described in Moyer et al. (2018).
Experiment 1. Reconstruction Capability
In the first experiment, we qualitatively inspect the ability of the latent space to approximately
reconstruct X and Y from our latent representation. The reconstruction of X is depicted in Fig-
ure 5.4 and the reconstruction of Y in Figure 5.5. The color coded lines in the Figures 5.4 and
5.5 indicate the invariant parts in the dataset. Note in our artificial examples the invariances are
continuous. However, we discretised the invariances into 10 colour-coded bins for visualisation
proposes. In the first part, we compare our input X in Fig. 5.4a with the reconstruction ability
of the models, namely STIB (Fig. 5.4b), VAE (Fig. 5.4c), STIB without adversary (Fig. 5.4d), CVAE
(Fig. 5.4e) and CVIB (Fig. 5.4f). First, we inspect the ability to reconstruct the input X . From a vi-
sual perspective STIB, VAE, STIB without adversary, CVAE are approximately able to reconstruct
the input X . Except CVIB can only partially reconstruct X . These qualitative support the quan-
titative findings which we have obtained in Experiment 2 in the main paper. In this experiment,
we investigated the reconstruction of X by quantitatively evaluating the MAE.
In the second part, we examine the reconstruction capability of Y (Fig. 5.5). Here, we do not
compare to CVAE and CVIB because in these particular models Y is used as an input and not
reconstructed by the model. In comparison to the ground truth (Fig. 5.5a), STIB in Figure 5.5b
is able to reconstruct the backbone of the spiral. We cannot reconstruct the Y in detail, because
we draw noisy data points of Y (for more details see Dataset). In contrast, VAE (see Fig 5.5c) uses
three latent dimensions Z instead of one. Therefore, VAE not only tries to reconstruct the spiral
but also tries to learn the noise of the data. This is clearly indicated by the noisy reconstruction of
the Y . Last, we compare to STIB without adversary in Figure 5.5d. Similarly to STIB, we are able
to reconstruct Y which also confirms the quantitative findings from Experiment 2 in the main
paper.
(a) (b) (c) (d) (e) (f)
Figure 5.4: The first image denotes the input X (Fig. 5.4a) whereas the second image
(Fig. 5.4b) illustrates the reconstruction of STIB. Images three (Fig 5.4c) and four (Fig.
5.4d) denotes the reconstruction results of VAE and STIB without adversary, respectively.
In Figure 5.4e, we show the reconstruction of CVAE and in Figure 5.4f the results of CVIB.
For better visualisation, we discretise X into 10 bins to colour-code to show which part
of the data is invariant.
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(a) (b) (c) (d)
Figure 5.5: The first image illustrates the output Y (Fig. 5.5a). The second image (Fig.
5.5b), illustrates the reconstruction results of STIB whereas the third column shows the
VAE reconstruction of Y (Fig. 5.5c). The last column (Fig. 5.5d) shows the results for
STIB without mutual information regulariser. We have not included results for CVAE and
CVIB because Y is not reconstructed but used as an additional input. To better showcase
which parts of the data is invariant, we discretise Y into 10 colour-coded bins.
Experiment 2. Examining the Latent Space
We demonstrate the ability of our model to learn a symmetry transformation which admits an
analytical form from observations only. We compare our method with VAE (Gomez-Bombarelli
et al., 2018) and STIB without regulariser for this purpose. Here, we use the same latent space
structure that was described in the experimental setup. Subsequently, we plot the first dimension
of Z0 (x-axis) against Z1 (y-axis) for all three methods. Due to the fact that every dimension in
the VAE model contains information about the target, we plotted the first against the second
dimension for simplicity. The horizontal coloured lines indicate that our approach (Fig. 5.6c) is
able to learn an well defined symmetry transformation, because changing the value of the x-axis
does not change the target Y . In contrast, the VAE (Fig. 5.6a) and STIB without any regulariser
(Fig. 5.6b) are not able to preserve this invariance property and encode information about Y in
Z0 simultaneously. This can be clearly noted by the colour change of horizontal lines. That is,
modifying the invariant space would still result in a change of Y and thus requires our mutual
information regulariser.
(a) (b) (c)
Figure 5.6: Figure 5.6a depicts the latent space of VAE where the first two dimensions are
plotted. In contrast, Figure 5.6b shows the latent space of STIB that was trained with-
out our regulariser. Here, the invariant dimension Z0 (x-axis) is plotted against the first
dimension of Z1 (y-axis). Figure 5.6c illustrates first dimension of the invariant latent
space Z0 (x-axis) plotted against Z1 (y-axis) after being trained by our method. Horizon-
tal coloured lines in the bottom right panel indicate invariant with respect to the target
Y . In remaining panels the stripe structure is broken. Black arrows denote the invariant
direction.
5.4. EXPERIMENTS 55
Experiment 3. Quantitative Evaluation
Here, we provide a quantitative comparison study with five different models in order to demon-
strate the impact of our novel model architecture and mutual information regulariser. In addition
to the models considered in Experiment 1, we compare to conditional VAE (CVAE) (Sohn et al.,
2015) and conditional Information Bottleneck (CVIB) (Moyer et al., 2018) in Table 5.1. The setup
is identical as described in the experimental setup. We compare the reconstruction MAE of X and
Y as well as the amount of information which is remaining in the invariant space by measuring
the mutual information between Z0 and Y . Our study shows that we are able to obtain com-
petitive reconstruction results for both X and Y for all of the models. However, we encounter a
large difference between the models with respect to the remaining target information Y in the
latent space Z0. In order to quantify the differences, we calculated the mutual information us-
ing a nonparametric Kraskov estimator (Kraskov et al., 2004) to obtain a consistent estimate for
all the models we compared. We specifically avoid using the Gaussian mutual information in our
comparisons here, because in the other models the (non-transformed) Y is not necessarily Gaus-
sian. Otherwise, we would end up with inaccurate mutual information estimates that make fair
comparison infeasible. By using the Kraskov estimator, we observe that all competing models, Z0
contain a large amount of mutual information about Y . In the VAE case, we obtain a mutual in-
formation if 3.89 bits and with our method without regularisation a value of 3.85 bits. Moreover,
CVAE and CVIB still contain 2.57 bits and 2.44 bits mutual information, respectively. However, if
we employ our adversarial regulariser, we are able to decrease the mutual information to 0.25 bits.
That is, we have approximately removed all information about Y from Z0. These quantitative re-
sults showcase the effectiveness of our method and support the qualitative results illustrated in
Figure 5.6.
Table 5.1: Quantitative summary of results from artificial data. Here, we consider the
VAE, STIB without regularization, CVAE, CVIB, STIB. For all models the MAE reconstruc-
tion errors for X and Y are considered as well as the mutual information (MI) in bits
between the invariant space Z0 and Y based on a Kraskov estimator. Lower MAE and MI
is better. STIB outperforms each of the baselines considered.
MODEL
ARTIFICIAL EXPERIMENT
MAE(X) MAE( Y ) MIK(Z0 ,Y )
VAE 0.21 0.48 3.89
STIB W/O ADV. 0.01 0.65 3.85
CVAE 0.33 - 2.57
CVIB 0.66 - 2.44
STIB 0.04 0.47 0.25
5.4.2 QM9 Dataset
Dataset.
We use the 134K organic molecules from the QM9 database (Ramakrishnan et al., 2014), which
consists of up to nine main group atoms (C, O, N and F), not counting hydrogens. The chemi-
cal space of QM9 is based on the work of GDB-17 (Ruddigkeit et al., 2012), as the largest virtual
database of compounds to date, enumerating 166.4 billion molecules of up to 17 atoms of C, N,
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O, S, and halogens. GDB-17 is systematically generated using molecular connectivity graphs, and
represents an attempt of complete and unbiased enumeration of the space of chemical com-
pounds with small and stable organic molecules. Each molecule in QM9 has corresponding ge-
ometric, energetic, electronic and thermodynamic properties that are computed from Density
Functional Theory (DFT) calculations. In all our experiments, we focus on a subset of this dataset
with a fixed stoichiometry (C7O2H10), consisting of 6095 molecules and corresponding bandgap
energy and polarisability as invariant properties. By restricting chemical space to fixed atomic
composition we can focus on how changes in chemical bonds govern these properties.
Experimental Setup:
STIB As input X we use the SMILES representation of a molecule, which encodes molecular con-
nectivity in a string based graph and chemical properties as target Y . In doing so, we are convert-
ing the SMILES in a one-hot grammar representation based on the Grammar VAE introduced by
Kusner et al. (Kusner et al., 2017). As proposed in Kusner et al. (Kusner et al., 2017), our encoder
network consists of three 1D convolutional layers with 12 convolutional filters and a filter length
of 3, followed by a 256 dimensional fully connected layer. In addition, we have two decoders that
try to reconstruct both the chemical properties and the SMILES. The SMILES decoder consists of
a 36 dimensional fully connected layer followed by three 256 dimensional Gated Recurrent Unit
(GRU) layers. The properties decoder has four fully connected layers with 56, 256, 128, 2 nodes,
respectively which is similar to Gomez-Bombarelli et al. (2018). Last, we define the adversarial
network to minimize the mutual information between Z0 and Y with the same configuration as
the property decoder. Our model is trained using two Adam optimisers Kingma & Ba (2015) with
an initial learning rate of 0.01 and a batch size of 36. Subsequently, we set our latent dimension Z
to 16 because the reconstruction accuracy saturates (see Fig. 5 main paper). We split Z to Z0 with
14 and Z1 with 2 dimensions because we predict two target properties. To speedup the train-
ing procedure, we pretrained the encoder and decoder on approximately 100k molecules from
the QM9 dataset and subsequently fine-tuned the latent representation on the fixed stoichiom-
etry (C7O2H10). All handling of chemistry was done with a Python interface to MOPACJames
J. P. Stewart (2016) and GaussianFrisch et al., with use of RDKitrdk (2019) and ASELarsen et al.
(2017).
STIB without adversary Here, we use the same configuration as in the STIB setup. However,
we omit the adversary with the mutual information regulariser. As we do not have an adversary,
our model uses only one Adam optimiser with an initial learning rate of 0.01 and a batch size of
36.
VAE In the VAE setup, we employ the equivalent architecture as in STIB without adversary.
However, we do not partition Z into two separate latent spaces. Instead, we reconstruct X and Y
from the Z directly. In this case, we devote Adam with an initial learning rate of 0.01 and a batch
size of 36.
CVAE For the CVAE setup, we take the both encoder and decoder architecture of VAE. How-
ever, we do no reconstruct Y but concatenate Y with the latent representation Z in order to re-
construct X . Thus, our latent space has only a latent dimensionality of 14 instead of 16 in the VAE
architecture. Similar to the models described before, we train CVAE using the Adam optimiser
with an initial learning rate of 0.01 and a batch size of 36.
CVIB For CVIB, we use exactly the same setup as for CVAE. The only difference is that we add
the mutual information regulariser, developed in Moyer et al. (2018) to the CVAE loss function.
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Experiment 4. Model Selection
We inspect the molecule reconstruction ability of the input X given a varying number of latent
dimensions (Fig. 5.7). To do so, we train our model on 95% of our dataset and subsequently
evaluate on the remaining 5%. The model selection is hence performed by inspecting the recon-
struction accuracy to select the optimal number of latent dimensions. In our case, the optimal
model converges at 16 latent dimensions. Reconstructing molecules from lower dimensions is
in general more challenging because there is a large number of molecules with similar bandgap
energies and polarisability. This results in collisions which makes it difficult to resolve the many-
to-one mapping in the latent space. In addition, we calculated the mutual information between
Z0 and Y using the Kraskov estimator. It is important to note that our model does not come with a
trade-off between the reconstruction accuracy and being invariant against Y in Z0. This property
is clearly indicated in Figure 5.7 (blue line). Here, it can be observed that the mutual information





































Figure 5.7: Illustration of the model selection process of STIB on the testset defined in
Experiment 4. Therefore, the SMILES reconstruction accuracy (green dot) is considered.
The x-axis denotes the number of latent dimensions whereas the left y-axis depicts the
reconstruction accuracy of the molecules. The plot indicates that our reconstruction rate
saturates at a level of 99% even when varying the number of latent dimensions. In ad-
dition, we plotted the mutual information (blue cross) between Z0 and Y for all models
which is depicted by the right y-axis.
Experiment 5. Examining the Latent Space
Here, we demonstrate that our model can generalise to more than one target (see Experiment 1),
meaning novel materials have to satisfy multiple properties and at the same time have a struc-
tural invariant subspace. We train a model with a subspace (Z0) which contains no information
about the material depend properties, bandgap energy and polarisability. In order to illustrate
this relationship, we plot the first two dimensions of the property space Z1 and colour coded
points according to intervals for bandgap energy and polarisability (Figure 5.8a and Figure 5.8b
respectively). The color bins are equally spaced by the property range, where the minimum is
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1.02 eV / 6.31 bohr3 and the maximum is 16.93 eV / 143.43 bohr3 for bandgap energies and po-
larisability, respectively. For simplicity and readability the we divide the invariant latent space Z0
into ten sections and cumulatively group the points. Four sections were chosen for Figure 5.8.
We note that binning is not necessary, but increases the readability of the Figure. In every Z0-
section, we observe the stripe structure which means that Z0 is invariant according to the target.
In contrast, if Z0 would encode any property information, the stripe structure would be broken
as demonstrated in panel 5.6a and panel 5.6b. Thus, our experiment clearly indicates there is
no change in the latent space structure according to bandgap energy and polarisability. That is,



























Figure 5.8: Latent space plots for the first two dimensions in property dependent Z1.
Colours illustrates binned target properties, bandgap energies (Fig. 5.8a) and polaris-
abilities (Fig. 5.8b). The bins are equally spaced by the property range. The values lie
between 1.02 eV / 6.31 bohr3 and 16.93 eV / 143.43 bohr3 for bandgap energies and po-
larisability, respectively. The four figures for each property denote four binned sections
along the property invariant dimension Z0, out of a total of ten sections. The invariance
is illustrated by the lack of overlap of the colour patterns for each section in Z0.
Experiment 6. Quantitative Evaluation
In this experiment, we perform a quantitative study on real data to demonstrate the effectiveness
of our approach. We compare the baseline VAE, CVAE, CVIB, STIB without mutual information
regularization of the latent space and STIB with mutal information regularization (Table 5.2). If
we compare both the accuracy of correctly reconstructed SMILES strings and the MAE of the
bandgap energy and polarisability, we obtain competitive reconstruction results. For all models
considered in the quantitative study we received a SMILES reconstruction accuracy of 98% for
VAE, 98%, for STIB without adversarial training scheme, 91% for CVAE, 76% for CVIB and 98%
for STIB. In addition, the bandgap and polarisability MAE for the VAE is 0.28 eV and 0.75 bohr3,
respectively. In comparison, the STIB without adversary receives a bandgap error of 0.28 eV and
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a polarisability error of 0.70 bohr3. Moreover, STIB obtains a MAE for bandgap energy of 0.27
eV and 0.77 bohr3 for polarisability. This shows that our approach receives competitive results
in both reconstruction tasks in comparison to the baseline. As previously described in Experi-
ment 3, we additionally calculated the mutual information with a Kraskov estimator between the
target-invariant space Z0 and the target Y . In order to get a better estimate, we estimated the
mutual information on the whole dataset. For both the baseline and our model without regu-
larisation, we received a mutual information on 1.54 bits and 0.66 bits, respectively. Here, 1.54
bits represent the amount of mutual information if the entire Z is considered (e.g. VAE). In ad-
dition, CVAE contains 0.56 bits mutual information. That implies that Z0 still contains half the
information about Y whereas if we employ our regulariser the mutual information is 0.09 bits.
These quantitative results showcase that only STIB is able to remove all property information
from Z0 for real world applications and support the qualitative results obtained in Experiment 6.
Solely, CVIB received a slightly better MI estimate with 0.03 bits, however it posses a vastly weaker
reconstruction accuracy.
Table 5.2: Summary of quantitative results for QM9 experiments. Here, we consider VAE,
STIB without regularization, CVAE, CVIB and STIB. The accuracy for SMILES and MAE re-
construction errors bandgap energy (eV), polarizability (bohr3) are computed, as well as
the mutual information (bits) between the invariant space Z0 and Y based on a Kraskov
estimator (MIK(Z0,Y) ). Higher SMILES accuracy and lower MAE and MI are better. STIB
outperforms the other baselines.
MODEL
QM9
SMILES BANDGAP POLARISABILITY MIK(Z0 ,Y )
VAE 0.98 0.28 0.75 1.54
STIB W/O ADV. 0.98 0.28 0.70 0.66
CONDVAE 0.91 - - 0.56
CVIB 0.76 - - 0.03
STIB 0.98 0.27 0.77 0.09
Experiment 7: Evaluating the Generative Model
Here we investigate the generative nature of the model latent space and the consistency of prop-
erty predictions. To do so, we explore five different points in property-latent space, according to
five different reference molecules, as seen in Figure 5.9a. The points in property-latent spaces
represent bandgap energies and polarizabilities of 6.15 eV / 76.61 bohr3, 8.10 eV / 74.78 bohr3,
5.87 eV / 76.33 bohr3, 8.52 eV / 75.63 bohr3, and 8.52 eV / 76.51 bohr3, for rows one to five in Fig-
ure 5.9a respectively. Subsequently, from the property-irrelevant space, randomly sampled novel
molecules are generated to SMILES, within the same stoichiometry and filtered as defined earlier
(SMILES validity). The two generated molecules with the shortest latent space distance to the
reference molecules are selected and depicted in Figure 5.9b.
We note that the nature of generative models is based upon chemical space defined by SMILES
syntax. Therefore the model inherently learns how to generate correct chemistry purely from a
SMILES syntax point-of-view. Training on the SMILES syntaxs will inherently result in a model
which has a non-zero probability of generating unrealistic, high-energetic molecules which are
not stable in nature, despite having a valid SMILES representation.
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The self-consistency of the properties of the generated molecules are checked by using the
model to find the position in property-latent space based upon the generated SMILES. Here, the
predicted properties are within the expected error range (Table 5.2), which indicates the target-
irrelevant consistency of our model. The error range is illustrated in Figure 5.9c) and compared to
the expected error range (shaded boxes) of the model. The predicted properties averaged over all
generated molecules from the five reference points (9-16 molecules per point) are within calcu-
lated the error range in Table 5.2. This experiment demonstrates the generative capabilities of the
network by generating chemically correct novel molecules, which has self-consistent properties
and is target-irrelevant within the expected error of the model.
O=CCC1CC2CC12O
6.15 eV / 76.61 Bohr3
CC1C2OC3(CO)C1C2
8.11 eV / 74.78 Bohr3
CC(=O)C1CCC(=O)C1
5.87 eV / 76.33 Bohr3
CC1CC23CC(O2)C3O1
8.52 eV / 75.63 Bohr3
O=CC1CC2C(O)CC12
6.18 eV / 76.51 Bohr3
(a)
O=CCCC1C2CC12O
5.97 eV / 76.34 Bohr3
OCCC1OCC2C=C21
6.17 eV / 76.15 Bohr3
CCC12OC3(CO)C1C23
8.30 eV / 75.05 Bohr3
CC1C2OC3(CO)CC123
8.19 eV / 75.28 Bohr3
CC(O)C1=CCC(O)=C1
5.94 eV / 76.39 Bohr3
CC(O)C=C1CC(=O)C1
5.97 eV / 76.35 Bohr3
CC1CC23CC(O1)C2O3
8.36 eV / 74.99 Bohr3
CC1CC23CC(O2)C1O3
8.40 eV / 74.99 Bohr3
OCC1=CC2C(O)CC12
6.11 eV / 76.11 Bohr3
OCC1C=C2C(O)CC21
6.10 eV / 76.13 Bohr3
(b) (c)
Figure 5.9: Illustrating the generative process of our model. The experiment for five dif-
ferent molecules are located row-wise. Figure 5.9a show the reference molecules which
serve as our starting point with their corresponding properties. In Figure 5.9b, we plot-
ted two generated molecules which are closest to the reference molecule. The properties
from the generated molecules are generated by using the sample molecules in the model
and locating their corresponding position in property latent space (e.i. predicting the
property). Additionally, we predict the properties of all molecules (9-16 per point) gener-
ated from our reference point and depict them as a box plot in Figure 5.9c, where the left
box plot denotes the band gap energy and the right box plot the polarisability. The cross
illustrates the true property of our starting point and the shaded background is the error
confidence interval of our model.
Experiment 8: Quantum-Chemical Evaluation
In this experiment, we explore the generative aspect of our model in the context of accurately
predicting the quantum properties for the sampled molecules. For this reason, we validated the
properties associated with the generated compounds from first reference point ( Figure 5.9b)
using quantum chemical calculations. The properties for two molecules closets to the reference
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molecule, using the same computational approach used in the generation of the QM9 dataset Ra-
makrishnan et al. (2014), were evaluated as a proof of concept. As described in Experiment 8, we
use the first reference molecule in Figure 5.9 as a starting point in latent space, and generate com-
pounds adjacent to the point. The two closest generated compounds were chosen for evaluation.
From the generated compounds, a conformational scan was made, and the lowest confirmation
was chosen for quantum chemical property evaluation, as according to pipeline documented by
the reference dataset QM9. The property calculations of the generated molecules yield bandgap
energy of 5.85 and 5.96 eV, respectively, which is within the error estimate of the model (Table
5.2) of the reference molecule (6.15 eV). In addition, the calculated polarisability is 76.39 and
77.72 bohr3, which is just outside the estimated error space from the reference molecule (76.61
bohr3). We acknowledge that the model is trained upon a graph representation of the molecule
and therefore, no information regarding the property dependency on conformational changes
are encoded. The choice of conformation is based upon the same pipeline used in generating
the original dataset. However, the choice of conformation and structural optimization still has
a random element to it and will, therefore, introduce another level of error going from SMILES
to prediction. With that in mind, our model performs within the expected errors associated with
the choices of approximations.
SMILES Predicted Calculated
Bandgap Polarisability Bandgap Polarisability
O=CCC1CC2CC12O NA NA 6.15 76.61
O=CCCC1C2CC12O 5.97 76.34 5.85 76.39
OCCC1OCC2C=C21 6.17 76.15 5.97 77.72
Table 5.3: In this table, we evaluate the generated molecules. The first column de-
notes the SMILES string of the molecule and the second column describes the pre-
dicted bandgap energy (eV) and polarisability (bohr3) which are estimated by our model.
The third column denotes both the calculated bandgap energy and polarisability which
are obtained with the same computational procedure as used to generate the reference
dataset. The first row denotes the reference point of our generated novel molecules. Sec-
ond and third row represent the closest novel molecules to the reference point and are
generated by our model.
5.4.3 Zinc Dataset
Dataset.
In the third experiment, we use the 250K drug-like molecules from the ZINC database Gomez-
Bombarelli et al. (2018). In contrast to QM9, this dataset consists of up to 23 heavy-atoms (C, O,
N and F), not including hydrogens and offers a larger variety of molecule structures. The dataset
is a randomly picked subset of the larger ZINC database Sterling & Irwin (2015) which contains
over 17 million molecules. Here, every molecule has calculated drug-specific properties such as
synthetic accessibility score(SAS) or the Qualitative Estimate of Drug-likeness (QED).
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Experimental Setup:
STIB As input X we use the SMILES representation of a molecule as in the QM9 experiment. In
contrast to the previous experiment, we are converting the SMILES in a one-hot representation
based on DeepSMILES O’Boyle & Dalke (2018) instead of the grammar representation by Kusner
et al. Kusner et al. (2017). DeepSMILES preprocesses a given SMILES string to a simpler repre-
sentation which can be easier learned by recurrent neural networks. For our encoder network,
we use one GRU layer with hidden 12 dimensions followed by two fully connected layers with
1356 and 128 dimensions, respectively. Subsequently, we set our latent dimension Z to 20 and
split it to Z0 with 19 and Z1 with 1 dimension because we predict only the drug-likeliness of the
molecules. Last, we define the decoder networks. Therefore, we have a SMILES decoder which
consists of a 36 dimensional fully connected layer followed by three 501 dimensional Gated Re-
current Unit (GRU) layers. In addition, we define a property decoder which consists of four fully
connected layers with 36, 36 and 1 nodes, respectively. The adversary decoder, which is respon-
sible to minimise the mutual information between Z0 and Y has got three layers with 36, 36 and
1 nodes, respectively. At the end, the model is trained using the Adam optimizer with an initial
learning rate of 0.001 and a batch size of 500.
STIB without adversary As stated in the two experiments before, we use the same archi-
tecture as in STIB. However, we leave out its adversarial part. Thus, we employ only one Adam
optimiser with an initial learning rate of 0.001 and a batch size of 500.
VAE Here, we make use of the same encoder/decoder architecture as in STIB without adver-
sary. However, instead of splitting Z into two separate latent spaces Z0 and Z1, we reconstruct X
and Y from Z .
CVAE We employ the the same setup as for the VAE. However, we do predict Y from Z but
concatenate Y with the latent representation Z . For this reason, we set the dimensionality of Z
14 dimensions in contrast to 16 dimensions in the VAE architecture. Again, we use Adam to train
our model with an initial learning rate of 0.01 and a batch size of 36.
CVIB Here, we use the identical setup as for CVAE. The merely distinction is the mutual in-
formation regulariser introduced in Moyer et al. (2018) which is added to the CVAE loss function.
Experiment 9. Quantitative Evaluation
In this experiment, we perform an additional quantitative study on Zinc dataset (Table 5.4). Here,
we also obain competitive reconstruction results in terms of SMILES accuracy and druglikeli-
ness. For all models, we received a SMILES reconstruction accuracy of 98% for VAE, 98%, for
STIB without adversarial training scheme, 98% for CVAE, 94% for CVIB and 98% for STIB. Further-
more, we investigated the druglikeliness MAE where all models received 0.05. This shows that our
approach receives competitive results in both reconstruction tasks in comparison the baseline.
Last, we estimated the mutual information with a Kraskov estimator between the target-invariant
space Z0 and the target Y . The VAE baseline contains 0.80 bits mutual information whereas STIB
without adversary contains 0.24 bits. Moreover, we received a mutual information on 0.28 bits
and 0.29 bits for CVAE and CVIB, respectively. That implies that all considered models contain
mutual information in Z0 about Y whereas if we employ STIB the mutual information is approx-
imately eliminated (0.07 bits). These results confirm the findings of Experiment 2 and 5 that only
STIB is able learn symmetry transformations from data while archiving competitive reconstruc-
tion results.
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Table 5.4: Summary of quantitative results Zinc experiments. Here, we consider VAE,
STIB without regularization, CVAE, CVIB and STIB. The accuracy for SMILES and MAE
the reconstruction error for druglikeliness (probability) are computed, as well as the mu-
tual information (bits) between the invariant space Z0 and Y based on a Kraskov esti-
mator (MIK(Z0,Y) ). Higher SMILES accuracy and lower MAE and MI are better. STIB
outperforms the other baselines.
MODEL
ZINC
SMILES DRUGLIKELINESS MIK(Z0 ,Y )
VAE 0.98 0.05 0.80
STIB W/O ADV. 0.98 0.05 0.24
CONDVAE 0.98 - 0.28
CVIB 0.94 - 0.29
STIB 0.98 0.05 0.07
Experiment 10. Generative Evaluation
Lastly, we investigate the generative nature and investigate the property consistency of our model.
To do so, we fix three different points in property-latent space Z1. The points in property-latent
spaces represent a druglikeliness of 0.5, 0.7, 0.9, for rows one to three in Figure 5.10a, respec-
tively. After, we randomly sample points in the invariant latent space Z0 which are subsequently

















Figure 5.10: Illustration of the generative process of our model. Figure 5.10a shows sam-
ples drawn by our model. The labels represent the predicted druglikeliness properties
which were estimated by out model. Each row in Figure 5.10a denotes molecules gener-
ated with a predefined druglikeliness. We further estimate the properties of the gener-
ated molecules and show the result in Figure 5.10b. The blue shaded background is the
error confidence interval of our model and the x-axis denotes the MAE of all samples in
the boxplot.
Having generated novel SMILES with potentially identical druglikeliness, we now perform a
self-consistency check. That is, we feed the generated SMILES into our model and predict the
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properties. If our model has learned an invariant representation the predicted druglikeliness
should be identical to the fixed druglikeliness within the model error. We summarised the re-
sults of the model-consitency check in Figure 5.10b. Here, we plot the predicted druglikeliness
averaged over all generated molecules from the three reference points using a boxplot. Every
boxplot contains between 108 and 193 sampled molecules. The x-axis denotes the druglikeliness
MAE whereas the blue box denotes the model error. The predicted properties averaged over all
generated molecules from the three reference points posses a MAE between 0.04 and 0.05 which
lies within calculated the model error range in Table 5.2. This observation is additionally sup-
ported by investigating the boxplots. Here, the predominant proportion of molecules lie within
the model error range (blue box). Hence, this experiment demonstrates the generative capabili-
ties of STIB by generating chemically correct novel molecules within the model’s error range.
5.5 Conclusion
Symmetry transformations constitute a central building block for a large number of machine
learning algorithms. In simple cases, symmetry transformations may be formulated analyti-
cally, e.g. for rotation or translation (Figure 5.1a). However, in many complex domains, such
as the chemical space, invariances can only be observed from data, for example when different
molecules have the same bandgap energy (Figure 5.1b). In the latter scenario, the correspond-
ing symmetry transformation cannot be formulated analytically. Hence, learning such symmetry
transformations from observed data remains a highly relevant yet challenging task, for instance
in drug discovery. To address this task, we make three distinct contributions:
1. We have presented the STIB method, a novel generative model that is able to learn ar-
bitrary symmetry transformations from observations alone via adversarial training and a
partitioned latent space;
2. In addition to our modelling contribution, we provide a technical solution for continuous
mutual information estimation based on correlation matrices;
3. Experiments on an artificial as well as two molecular datasets show that the proposed
model learns symmetry transformations for both well-defined and arbitrary functions,
and outperforms state-of-the-art methods on removing information from the invariant




This chapter currently in submission at Neural Computation.
6.1 Introduction
In this chapter, we introduce a complementary approach to learn an known class of symme-
try transformations g . Therefore, we reconsider our running example of rotation as a symmetry
transformation where an illustration is depicted in Figure 6.1a. Here, we observe a 3D config-
uration of a molecule denoted as m. This molecule is in 3D space by applying the symmetry
transformation g . For any rotation g , we calculate the distance matrix D between the atoms of
the rotated molecule g (m) with a predefined function f . In this simple case, rotation admits a
straightforward analytical form. Due to the fact that the symmetry transformation g induces an
invariance class, we obtain the same distance matrix for every rotation g , that is f (m) = f (g (m))
for any rotation g .
However symmetry transformation also exist in highly complex domains such as the chem-
ical space. In such domains, analytical forms of symmetry transformations g are difficult or im-
possible to find (Figure 6.1b). A prevalent example, where we would like to find such a symmetry
transformation, is the discovery novel molecules for the design of organic solar cells in material
science. In this case, all molecules must possess a specific property, namely a bandgap energy of
approximately 1.4 eV Shockley & Queisser (1961), in order to adequately generate electricity from
the solar spectrum. In such scenarios, no predefined symmetry transformation (such as rotation)
is known or can be assumed. The only available data which defines our invariance class are the
{m,e}n numeric point-wise samples from the function f where n is the number of samples, m
the molecule and e = f (m) the bandgap energy. That is, we can observe such invariances from
point-wise sample yet there exist no analytical form of a symmetry transformation g which alters
the molecule m and leaves the bandgap energy e unchanged can be assumed.
Hence, the aim of our method is to learn the class of symmetry transformations g which
result in a symmetry property f from unstructured data. Therefore, we learn a continuous data
representation Z and the corresponding symmetry transformation g from data samples {m,e}n1
only. To this end, we propose the Cycle-Consistency Information Bottleneck (CCIB) where we
transform the input X (e.g. a molecule) into a latent representation Z . Subsequently, we decode
Z to X and a property Y (e.g. the bandgap energy). Specifically, we divide the latent space into
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(a) Rotational symmetry transforma-
tion.
? e = 1.4 eV
{m, e}n
(b) Unknown symmetry transforma-
tion.
Figure 6.1: A molecule is rotated by g admitting an analytical form in Figure 6.1a. The
distance matrix D between atoms is calculated by a known function f and remains un-
changed for all rotations. In Figure 6.1b, n samples {m,e}n where m is the molecule and
e the bandgap energy. These samples approximate the function f whereas the class of
functions g leading to the same bandgap energy is unknown.
two subspaces Z0 and Z1 to explore the variations of the data with respect to a specific target. In
our model, Z1 is the subspace that contains information about the target variable Y , while Z0 is
the subspace that is invariant to the Y and contains additional information about X . In this way,
we are able to separate the symmetry transformation g in the isolated latent space Z0 such that
is does not alter the target Y .
Unfortunately, a simple partitioning of the latent representations is not sufficient to prevent
the encoder to leak information into the invariant space Z0. Recent works have already focused
on learning such symmetry transformations Klys et al. (2018); Lample et al. (2017); Wieser et al.
(2020) while preventing leakage into Z0. To do so, these methods employed adversarial training
which removed target-information Y from the invariant space Z0. Despite their ability to prevent
the encoder to code target information about Y in Z0, the aforementioned methods suffer from
two limitations: First, the method employ adversarial training which can lead to convergence
issues due to the alternating optimisation procedure Mescheder et al. (2018). Second, all methods
are unable to deal with mixed data as they are restricted to either discrete or continuous target
variables Y .
To overcome the aforementioned issues, we introduce a novel regularisation method based
on cycle-consistent regularisation between the latent representation Z which serves as the core
element of our method. To do so, we generate new latent representations Z by fixing Z1 and vary-
ing the invariant space Z0. Based on this representation, we sample new data which we map back
to Z using the encoder of our model. If the encoder would have learned a unique mapping that
is able to separate the information between Z0 and Z1, we should arrive at our initial position
in Z . As this is usually not the case, we will penalise the encoder by minimising the loss of the
initial and estimated position in Z . Due to the fact that our model minimises the loss between
the latent representation, we are able to predict mixed discrete and continuous data, simultane-
ously. In addition, we add our new loss term as a penalty directly to the information bottleneck











Figure 6.2: We illustrate the concept of cycle-consistency. A point x is mapped from
domain X to domain Y using a function f . Subsequently, we employ a function g to map
y back to x̂ in domain X . The distance between x and x̂ denotes the cycle-consistny loss.
In summary, we make the following contributions:
1. We introduce a deep information bottleneck model that learns a continuous low-dimensional
representation from unstructured input data.
2. We further propose a cycle-consistent regularisation approach. This makes it possible to
deal with mixed discrete and continuous data, simultaneously and overcome the conver-
gence issues of adversarial training by incorporating the regulariser into the information
bottleneck loss directly.
3. Our experiments on both artificial as well as molecular datasets showcase that our ap-
proach model learns both pre-defined and arbitrary symmetry transformations and out-
performs state-of-the-art methods.
6.2 Cycle-Consistency
Here, we describe the core of our CCIB model to remove information which was encoded in Z0.
To do so, we introduce a cycle-consistent regularisation approach which maps a data point to its
initial position after the data point was transferred to a different space. More precisely, consider
the following setting where a domain X consists of summer landscapes whereas a second domain
Y consists of winter landscapes. We employ a function f (x) to transform a summer landscape x
to the corresponding winter landscape y . Subsequently, we try to map y back to the domain X
using a function g (y) which should be approximately the same x called x̂. A illustration of the
described concept is visualised in Figure 6.2. In most cases, there exist a discrepancy between x
and x̂ which is called the cycle-consistency loss. In order to obtain an approximately invertible
mapping we minimise the following loss function:
Lc ycle = ‖(g ( f (x))−x‖1 (6.2.1)
6.3 Cycle-Consistent Information Bottleneck
As previously described in Section 6.1, our goal is to learn symmetry transformations g based
on observations X and Y (see Figure 6.1b). Here, X and Y may be complex objects, such as
molecules and its corresponding bandgap energies, which are difficult to manipulate consis-
tently. In order to overcome this issue, we aim to learn a continuous low-dimensional repre-
sentation of our input data X and Y in Euclidian space. To do so, we augment the traditional
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deep information bottleneck formulation (Eq. (4.2.1)) with an additional decoder reconstruct-
ing X from Z . Our base model is thus defined as an augmented parametric formulation of the
information bottleneck (see Eq. (4.2.1)):
min
φ,θ,τ
Iφ(Z ; X )−λ(Iφ,θ(Z ;Y )+ Iφ,τ(Z ; X )), (6.3.1)



















Figure 6.3: Graphical illustration of our two-step adversarial training approach. Red cir-
cles denote observed input/output of our model. Gray rectangles represent the latent
representation which is divided into two separate subspaces Z0 and Z1. Black arrows
describe neural networks with trainable parameters. Greek letters define neural network
parameters. In the first step (Figure 6.3a), we try to learn a representation of Z0 which
minimises the mutual information between Z0 and Y by updating φ,θ and τ. In the sec-
ond step (Figure 6.3b), we sampled randomly from Z0 and try to map X to the sampe
point in Z by employing a cycle-consistency loss.
Based on the model specified in Eq. (6.3.1), we provide a novel approach to learn symme-
try transformations on latent representations Z . To this end, we propose partitioning the latent
space Z into two components, Z0 and Z1. Z1 is intended to capture all information about Y ,
while Z0 should contain all remaining information about X . That is, changing Z0 should change
X but not affect the value of Y . Thus, Z0 expresses a surrogate of the unknown function g which
is depicted in Figure 5.1b. Therefore (see Figure 6.3a), our model learns a low-dimensional rep-






Iφ,τ(Z0, Z1; X )+ Iφ,θ(Z1;Y )
)
(6.3.2)
In practice, we calculate the mutual information by modelling p(z | x), p(x | z) and p(y | z1)
using neural networks. To do so, we estimate z by learning a function fφ(x) where x is a sample
of the input. In order to reconstruct x and y , we learn functions gθ(z) and hτ(z1), respectively.
However, simply partitioning the latent space is not sufficient, since information about Y may
still be encoded in Z0. To address this task, we propose combining the model defined in Eq. (6.3.1)
with a cycle-consistent regularisation approach.
6.3.1 Cycle-Consistent Regularisation
The central element of our approach is a cycle-consistency loss in the latent space. A sketch of
the concept is illustrated in Figure 6.3b. The idea is to fix a point in Z1 and sample a random
point in the invariant space Z0 which results in a point z̃ in the latent space. From this point in
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the latent space, we generate a new data point x̂ by using the previously defined function gθ(z̃).
Subsequently, we map x̂ to ẑ by employing fφ(x̂). In theory if the encoder is able to decompose
the target information in Z1 and the invariant information in Z0, the estimated Ẑ should map
to map to the same position as the starting point Z̃ . However in practise the encoder does not
necessarily learn such a mapping. To overcome this limitation, we introduce a cycle-consistency
loss which penalises the encoder if it maps Ẑ to far away from the starting point Z̃ :
Lc ycle =β‖( f (h(Z̃ ))− Ẑ‖1
=β‖(Z̃ − Ẑ‖1 (6.3.3)
The resulting model thus reduces to a Deep Information Bottleneck model with a partitioned
latent space which is simultaneously regularised with help of a cycle-consistency loss. This en-
sures that Z0 contains no information about Y . In more detail, our complete approach is formu-
lated as follows:
Lcompl ete =L1 +βLc ycle
Lcompl ete = Iφ(X ; Z )−λ
(
Iφ,τ(Z0, Z1; X )+ Iφ,θ(Z1;Y )+β‖(Z̃ − Ẑ‖1
)
(6.3.4)
In theory, it is sufficient to define the cycle-consistency loss on the target space Z1 only. How-
ever, we found that defining the cycle-consistency loss on the full latent space Z leads to a better
stability and an increased model performance, overall. In addition, a direct consequence of our
approach is that we are able to deal with mixed discrete and continuous targets due to the cycle-
consistent loss between Ẑ and Z̃ . This combination was not feasible in current state-of-the-art
methods (Klys et al., 2018; Wieser et al., 2020).
6.3.2 Implementation and Training Procedure
In this section, we describe our implementation and the corresponding training procedure in
Algorithm 3. To do so, we sample i minibatches per epoch from our training dataset, where i is
the number of batches determined by the batch size. In the first part of our training algorithm
(see Deep Information Bottleneck), we optimise the information bottleneck objective function
described in Eq. 6.3.2. Here, we first encode X in our latent Z (line 6) and after we partition the
latent space Z into latent subspaces Z0 and Z1. Subsequently, we decode Z to X and Z1 to Y in
lines 6-9, respectively.
The second step (see Cycle-Consistency), we employ the cycle-consistent regularisation part
of our model to force the encoder to partition this information between Z0 and Z −1 correctly.
Therefore, we fix the latent representation in Z1 from each minibatch in line 12. Afterwards, we
sample random points in Z0 by sampling from the model prior Z0. These newly generated in
the latent space Z are feed in the decoder to obtain new data samples x̂ (line 14). Subsequently,
these data samples are encoded to the latent space again in line 15. In the last step, we update
the model parameters φ,θ and τ by taking a gradient step using the loss function depicted in Eq.
6.3.4.
As a last step, we increase the compression parameterλ by a predefined factor l (line 24) after
every epoch. Finally, we can train the described adversarial algorithm by any gradient descent
method until convergence.
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Algorithm 3 Cycle-Consistency Information Bottleneck
Input: input x, target y
1: for each epoch do
2: sample i minibatches of x and y
3: for each minibatch i do
4:
5: Deep Information Bottleneck
6: encode xi into pφ(zi | xi )
7: split zi in z0 and z1
8: decode z0 and z1 to obtain pτ(xi | z0, z1)




13: sample z0 randomly from prior N (0,1)
14: decode z0 and z1 to obtain x̂i
15: encode x̂i into pφ(ẑi | x̂i )
16:
17: update φ,θ,τ by taking a gradient step
18: end for
19: increase λ by factor l
20: end for
6.4 Experiments
In this section, we demonstrate the effectiveness of our method described in Section 6.3 on both
artificial and molecular data.
6.4.1 Artificial Dataset
Dataset.
The input X of our artificial dataset consists of two input vectors x0 and x1. We draw the input
vectors from a uniform distribution defined on [0,1]. We further scale the uniform samples as
follows: x = (x*8)-4. These input vector x0 and x1 form our input matrix X . Subsequently, we
define a latent variable z1 which is defined as a scaled l1-norm plus Gaussian noise: 2x0 + x1 +
10−1ε where ε∼N (0,1). By using the l1-norm, every point that lies on the inverse diagonal of X
is mapped to the same point in Z . Therefore, we need a second orthogonal space to reconstruct
the correct position in X . Based on z1, we calculate two target variables y0 and y1. In doing so, y0
is calculated by 5 ·10−2(z0 +bz0)cos(z0)+2 ·10−1ε1 where ε1 ∼ N (0,1) and b is 10. y1 is defined
as 5 ·10−2(z0 +bz1)sin(z0)+2 ·10−1ε2 with ε2 ∼N (0,1). Therefore, y0 and y1 form a spiral where
the angle and the radius are highly correlated. We bin and colour code the values of Y in the
following experiments for visualisation purposes. During the training and testing phase, samples
are drawn from this data generation process.
Experimental Setup.
Our model is implemented as follows: The encoder encoder consists of two fully connected layers
with 256 neurons which is followed by a latent layer with three nodes. These nodes depict the
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means of our three dimensional latent space. Instead of learning the variance for every single
data point by the network, we model the global variance for each dimension by employing free
parameters. In this case, we partition Z in a one-dimensional space Z1 and two-dimensional
space Z0. Here, Z0 should contain no information about Y . The decoder is implemented by two
neural networks with fully connected layers with 256 neurons for reconstructing both the input
and predicting the target. In order to train our model, we define an Adam optimiser (Kingma &
Ba, 2015) with a learning rate of 0.0005 and a batch size of 60 which optimises our objective. For
better visualisation, we discretise Y into 10 bins to colour-code the latent space.
Experiment 1. Examining the Latent Space
We showcase the ability of our model to learn a symmetry transformation which admits an ana-
lytical form by examining the latent space Z of our model. Therefore, we compare our method
with VAE (Gomez-Bombarelli et al., 2018) with a split latent space for this purpose. To do so, we
employ the equivalent latent space structure which has been previously described in the experi-
mental setup. For a qualitative examination of the latent space, we plot the first dimension of Z0
(x-axis) against Z1 (y-axis) for all three methods. We plotted the first against the second dimen-
sion for simplicity as every dimension in the VAE model contains information about the target.
The horizontal coloured lines indicate that our approach (Fig. 6.4c) is able to learn a well defined
symmetry transformation due to the fact that varying the value of the x-axis does not alter the
target Y . In contrast, both the VAE (Fig. 6.4a) and VAE with partitioned latent space (Fig. 6.4b)
are not able to preserve this invariance property and thus store information about Y in Z0 simul-
taneously. This claim can be validated by the colour change of horizontal lines. That is, altering
the invariant space Z0 would still result in a change of Y and thus requires our cycle-consistent
regulariser.
(a) (b) (c)
Figure 6.4: Figure 6.4a illustrates the latent space of VAE where the first two dimensions
are plotted. Figure 6.4b plots the latent space of VAE with a partitioned latent space.
In this case, the first dimension of Z0 (x-axis) is plotted against the invariant dimension
of Z1 (y-axis). In contrast, Figure 6.4c shows the first dimension of the invariant latent
space Z0 (x-axis) against Z1 (y-axis) after being trained with our cycle-consistent regu-
lariser. The horizontal coloured lines in the right panel indicate invariance with respect
to the target Y . In remaining panels the stripe structure is broken which suggest target
information in the invariant space Z0. Black arrows denote the invariant direction.
Experiment 2. Quantitative Comparison
In the second experiment, we showcase a quantitative comparison study with six different mod-
els in order to demonstrate the impact of our Cycle-Consistent Information Bottleneck. In ad-
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dition to the models considered in Experiment 1, we compare to conditional VAE (CVAE) (Sohn
et al., 2015), Symmetry-Invariant Information Bottleneck (STIB) (Wieser et al., 2020) and condi-
tional Information Bottleneck (CVIB) (Moyer et al., 2018) in Table 6.1. In our quantiative com-
parison, we investigate the reconstruction MAE of X and Y as well as the amount of mutual
information between Z0 and Y . Our study indicates that we are able to obtain competitive re-
construction results for both X and Y for all of the models. However, we obtain a significant
difference between the models with respect to the remaining target information Y in the latent
space Z0. In order to quantify this differences, we estimated the mutual information using a
nonparametric Kraskov estimator (Kraskov et al., 2004) to obtain a consistent estimate for all the
models. We specifically avoid using the Gaussian mutual information in our comparisons here,
because the random variables X and Y are not necessarily Gaussian. This would otherwise result
in inaccurate mutual information estimates which makes fair comparison infeasible. By using
the Kraskov estimator, we observe that for all competing models, Z0 contains a large amount of
mutual information about Y . Especially in the VAE case, we get a mutual information of 3.89 bits
and for the VAE with a partitioned latent space a value of 3.85 bits. Furthermore, CVAE and CVIB
also contain 2.57 bits and 2.44 bits mutual information, respectively. In addition, we compared
our method to STIB where received a mutual information of 0.25 bits. In contrast, if we use our
cycle-consistent regulariser, we are able to remove almost all mutual information from Z0 (0.02
bits). These quantitative results demonstrate the effectiveness of our method and support the
qualitative findings which have been illustrated in Figure 6.4.
Table 6.1: This table illustrates the quantitative results of the artificial experiment. In this
experiment, we consider the VAE, VAE with partitioned latent space, CVAE, CVIB, STIB
and CCIB. We compare the MAE reconstruction error for X and Y as well as the mutual
information (MI) between Z0 and Y based on a Kraskov estimator. A Lower MAE and MI
is better which indicates that CCIB outperforms each of the baselines considered.
MODEL
ARTIFICIAL EXPERIMENT
MAE(X) MAE( Y ) MIK(Z0 ,Y )
VAE 0.21 0.48 3.89
STIB W/O ADV. 0.01 0.65 3.85
CVAE 0.33 - 2.57
CVIB 0.66 - 2.44
STIB 0.04 0.47 0.25
CCIB 0.02 0.43 0.02
6.4.2 QM9 Dataset
Dataset.
We look at the QM9 database (Ramakrishnan et al., 2014) with 134K organic molecules, which
consists of up to nine main group atoms (C, O, N and F), not counting hydrogens. The QM9
dataset is a subset of the much larger GDB-17 database (Ruddigkeit et al., 2012) which is the
largest virtual database of compounds to date. This database consists of in total 166.4 billion
molecules of up to 17 atoms of C, N, O, S, and halogens. In particular, GDB-17 is systematically
generated using molecular connectivity graphs, and represents an attempt of complete and unbi-
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ased enumeration of the space of chemical compounds with small and stable organic molecules.
Every molecule in QM9 comes with its corresponding geometric, energetic, electronic and ther-
modynamic properties. These properties have been computed with help of Density Functional
Theory (DFT) calculations. In all our experiments, we focus on a subset of this dataset with a fixed
stoichiometry (C7O2H10). This subset consists of 6093 molecules where we look at the bandgap
energy as invariant property of our model.
Experimental Setup.
As input x we use the SMILES representation of a molecule as in the QM9 experiment. This
representation describes the graph of a molecules based on the SMILES grammar. As learning
SMILES representations with neural networks is challenging, we are converting the SMILES in
a one-hot representation based on DeepSMILES (O’Boyle & Dalke, 2018). DeepSMILES prepro-
cesses a given SMILES string to a simpler representation which can be easier learned by recurrent
neural networks. For the encoder of our model, we employ three GRU layers with hidden 12 di-
mensions followed by one fully connected layers with 128 dimensions. Subsequently, we set our
latent dimension Z to 10 and partition it to Z0 with 9 and Z1 with 1 dimension because we pre-
dict only the bandgap energy of the molecules. In the last part, we define the two decoders of
our model. To this end, we have a SMILES decoder which consists of a 36 dimensional fully con-
nected layer followed by three 501 dimensional Gated Recurrent Unit (GRU) layers. Moreover,
we define a property decoder which consists of two fully connected layers with 36 and 1 nodes,
respectively. At the end, the model is trained using the Adam optimizer with an initial learning
rate of 0.0005 and a batch size of 60.
Experiment 3. Quantitative Comparision
We investigate in a quantitative study on molecular data the effectiveness of our approach. To
do so, we compare the baseline VAE, CVAE, CVIB, VAE with partitioned latent space, STIB and
our cycle-consistent regularisation approach (Table 6.2). If we compare both the accuracy of
correctly reconstructed SMILES strings and the MAE of the bandgap energy, we obtain compet-
itive reconstruction results. For all models considered in the quantitative study we received a
SMILES reconstruction accuracy of 95% for VAE, 93%, for VAE with partitioned latent space, 95%
for CVAE, 82% for CVIB and 94% for STIB and 93% for CCIB. Moreover, the bandgap MAE for the
VAE is 0.22 eV . In contrast, the VAE with partitioned latent space receives a bandgap error of 0.23
eV as well as STIB which also obtains a MAE for bandgap energy of 0.23 eV. This shows that our
approach receives competitive results in both reconstruction tasks in comparison to the baseline.
As previously described in Experiment 2, we additionally calculated the mutual information with
a Kraskov estimator between the target-invariant space Z0 and the target Y . For both the VAE
and the VAE with partitioned latent space, we received a mutual information on 1.11 bits and
0.53 bits, respectively. Here, 1.11 bits represent the amount of mutual information if the entire Z
is considered (e.g. VAE). Furthermore, CVAE contains 0.53 bits and CVIB 0.40 bits mutual infor-
mation. That implies that Z0 still contains half the information about Y . In addition, STIB still
holds an amount of 0.23 bits of mutual information in Z0. In contrast, CCIB only contains 0.05
bits mutual information with simultaniously the best reconstruction results. These quantitative
results showcase that only CCIB is able to remove approximatly all property information from Z0
for real world applications.
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Table 6.2: This table summarises the quantitative results for QM9 experiment. In this
experiment, we compare VAE, VAE with partitioned latent space, CVAE, CVIB, STIB and
CCIB. The accuracy for SMILES and MAE reconstruction errors bandgap energy (eV) are
computed, as well as the mutual information (bits) between the invariant space Z0 and
Y based on a Kraskov estimator (MIK(Z0,Y) ). Higher SMILES accuracy and lower MAE
and MI are better. CCIB outperforms the other baselines.
MODEL SMILES BANDGAP MIK(Z0 ,Y )
VAE 0.95 0.22 1.11
VAE W/O ADV. 0.93 0.23 0.53
CVAE 0.95 - 0.40
CVIB 0.82 - 0.37
STIB 0.94 0.23 0.23
CCIB 0.93 0.22 0.05
Without loss of generality, our method is also able to deal with discrete or mixed targets de-
spite the fact that our experiments have shown only results for the continuous case.
6.5 Conclusion
Learning invariant representations are a crucial building block for various of machine learning
methods for model understanding and target-specific exploration of the data. In basic cases, such
symmetry transformations can be formulated analytically, such as for rotation in Figure 6.1a). In
more complex domains, such as the chemical space, invariances can only be observed from un-
structured data by point-wise samples. For example in chemistry, there exist multiple different
molecules which have the same bandgap energy as described in Figure 6.1b. Unfortunately, the
corresponding symmetry transformation for such cases cannot be formulated analytically. For
this reason, learning such symmetry transformations from observed data remains a highly rele-
vant yet challenging task in many application areas such as drug discovery or material design. To
address this task, we make three distinct contributions:
1. We have presented the CCIB method, a novel deep information bottleneck model that is
able to learn arbitrary symmetry transformations from observations alone by employing a
partitioned latent space;
2. In order to prevent the encoder leak target information in the invariant space Z0 we intro-
duced a cycle-consistency loss in the latent space. This approach circumvents the problem
associated with adversarial training and allows for mixed discrete and continuous data as
target variables Y ;
3. Our experiments on both artificial as well as molecular datasets showcase that our ap-




In the last chapter, we recap our research questions and summarise the contributions of the the-
sis. Subsequently. we describe existing limitations of the proposed methods and give an outlook
on future work.
7.1 Summary
In recent years, deep latent variable model became a crucial part of modern machine learning
algorithms as they are able to both deal with unstructured data and capture non-linear depen-
dencies. However, such models do not learn target-specific invariances implicitly which leads to
problems in interpretation and control. For this reason, we want to be incorporate such target-
specific invariances into the model directly. As a consequence, the goal of this thesis was to learn
invariant representations in the context of deep latent variable models for the following two prob-
lem settings:
1. How can we find a symmetry transformation g when f and g admit an analytical form yet
f is only described by point-wise samples?
2. How can we learn symmetry transformations g if g has an unknown form and f is de-
scribed by point-wise samples?
We summarise our contributions for the research questions (1) and (2) below:
Learning Symmetries by Property Exploitation. In our first contribution, we aim to solve our
first research question. Here, we look at the case where we want to learn symmetries if the invari-
ant feature extractor f is the mutual information. In theory, mutual information admits an an-
alytical form. However in practice, estimating mutual information is challenging and has hence
to be approximated by learning an invariant feature extractor f . In this setting, we know that a
symmetry transformation g of mutual information denotes the class of all monotone increasing
transformations. To this end, we exploit the properties of mutual information to learn an invari-
ant feature extractor f which is invariant against g .
We applied this concept to the deep information bottleneck model (Alemi et al., 2017) which
suffers from that issue. In order to overcome this limitation, we proposed a copula transformation
based on ranks that restored the invariance properties of mutual information. Our experiments
illustrate that our method leads to reliable mutual information estimates and structured latent
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representations on both artificial and real-world datasets.
Learning of Unknown Symmetry Transformations with Mutual Information Regularisation.
In the second contribution, we answer research question (2). In this case, the symmetry trans-
formation g is unknown however f is known but can only be observed by point-wise samples.
We tackled this problem by using a deep information bottleneck approach in combination with
adversarial training. To this end, we partitioned the latent space into two parts Z0 and Z1. The
first part contained all information that is necessary to estimate the symmetry. The second part
served as a surrogate for g . That is, varying this space will not affect the symmetry. However,
merely splitting this space is not sufficient as information may leak in Z1. To overcome this issue,
we proposed a continuous mutual information regulariser based on correlation matrices with a
bijective variable transformation. We trained this model in an adversarial fashion which allowed
to eliminate all information about the symmetry from this subspace. We evaluated our method
on both artificial and molecular datasets.
Learning of Unknown Symmetry Transformations using Cycle-Consistency. In the last contri-
bution, we propose a complementary approach to solve research question (2). We built on the
same deep information bottleneck approach as proposed in Chapter 5. In contrast, we employ a
cycle-consistency loss in the latent space to learn the symmetry transformation g . This method
has various benefits in comparison to the adversarial approach. First, we overcome the alternat-
ing optimisation scheme which can result in severe convergence issues in practice (Mescheder
et al., 2018). Second, we overcome the Gaussian assumption for minimising the mutual informa-
tion which may results in model mismatch problems. Last, our method allows to deal with mixed
continuous and discrete targets, simultaneously. Our results on both artificial and molecular
datasets showcase the superiority of our approach in comparison to state-of-the-art methods.
7.2 Limitations
Extension to an Implicit Copula Formulation. In Chapter 4, we estimate the mutual information
by employing an explicit copula transformation in a pre-processing step. However, this transfor-
mation defined by Eq. (4.2.6) requires ranking the data or learning the empirical cdf and then
applying it to the data. That is, we require all data beforehand to perform the transformation. A
potential approach for future work to overcome this limitation is to incorporate the copula trans-
formation into the network architecture. This would allow to learn the empirical cdf end-to-end
instead via a pre-processing step as proposed in Chapter 4. To do so, we would need to construct
samples of the form (x,C DF (x)) first, which means that regions of the domain would have to be
interpreted as dimensions. By applying the copula transformation directly to the data, we bypass
the above considerations and reduce the complexity of the network while enriching the general-
ity of the model.
Structured Symmetry Transformations. In Chapter 5 and 6, we proposed two approaches to
learn symmetry transformations g if only point-wise samples from the invariant feature extrac-
tor f are known. To do so, we have learned a latent subspace that serves as a surrogate for g .
However in many cases, the latent subspace is high-dimensional which makes it difficult to in-
vestigate this subspace. In order to overcome this limitation, a conceivable solution is to struc-
ture this subspace with the concept of archetypes (Keller et al., 2019). This allows a more targeted
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exploration of the latent subspace which potentially leads to a better understanding of the sym-
metry transformation g , overall.
Regional Symmetry Transformations. In Chapter 5 and 6, we introduced two methods to learn
global symmetry transformations g if only point-wise samples from the invariant feature extrac-
tor f are known. However, in multiple cases such symmetry transformation might only apply to
a local part why it is unreasonable that we can learn a global symmetry transformation. In order
to overcome this issue, we could learn multiple regional symmetry transformations which are
specific to predefined regions of the data.
7.3 Outlook
We demonstrated that the proposed methods are capable of learning symmetry transformation
for molecular data (Wieser et al., 2020) and are not merely limited to simple tabular datasets. For
this reason, the introduced models are highly flexible and can be applied to various challenging
problems in complex domains such as medicine or physics. Our goal is to investigate the funda-
mental questions in these domains by employing our presented methods and contribute to an
improved understanding of the natural sciences.
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