Shape descriptors are used in many computer vision tasks. Convexity is one of the most widely used shape descriptors in practical applications and also one of the most studied in the literature. There are already several defined convexity measures.
Introduction
Shape is one of the basic terms in the area of computer vision and image processing. Usually a shape corresponds to a compact planar region. There are many ways to characterise shapes; one approach is to use a suitably selected set of shape descriptors. One of the mostly employed shape descriptors is convexity. Over the years many convexity measures have been developed (e.g. [1, 2, 3, 4, 6, 7] ) and have been applied to tasks such as image segmentation, shape decomposition, object classification, grouping, etc. Their usefulness in such applications has led to a continual interest in shape descriptors and development of new ones.
Typically, approaches to defining and computing global shape descriptors assume that the complete shape (or the shape boundary) is known. However, in some image processing tasks it is not possible to extract the complete shape boundary. For example, if there is some overlap between objects or there is no clear difference between foreground and background pixels (see Fig. 1 ). In such cases only fragments of the boundary can be extracted; nevertheless, it would still be worth computing shape information from the available data. Another motivation for this work is that some (very thin) objects, because of their nature, are more adequately represented by curve segments than by planar regions. A person's signature is an example. Based on the previous observation it seems reasonable to define descriptors that correspond to a curve or a disconnected curve consisting of several curve segments. 
Convexity Measure for Curves
In this section we define a convexity measure for curves or disconnected curves consisting of several curve segments.
Perhaps the most common definition of a convex curve is the next definition that comes from the mathematical theory.
Definition 1 A curve γ is convex if and only if for each point A on the curve γ there is a line l such that the curve γ completely lies in one of the halfplanes determined by the line l.
For our purpose we will use another definition that is equivalent to Definition 1. Remark. In mathematical terms, the strict convexity of a given curve γ does not allow straight line sections in γ. We will use the convexity definition as given by Definition 2 rather then the strict convexity definition. In computer vision and image processing applications we often use polygonal approximations, and such a weaker definition allows polygons which are boundaries of convex polygonal regions to be understood as convex curves.
For our purpose we need a straightforward extension of Definition 2 to the curves that are not necessarily connected. In other words, the curve γ from Definition 2 can be a disconnected curve γ = γ 1 ∪ . . . ∪ γ n consisting of n curve segments γ 1 , . . . , γ n . Now, based on Definition 2, we define a new convexity measure for curves and for disconnected curves consisting of several curve segments. The following theorem summarises the desirable properties of the convexity measure proposed here.
... ii) M(γ) = 1 if and only if there is a convex curve ρ such that γ ⊂ ρ;
iii) for any ε > 0 there is a curve γ such that M(γ) < ε;
iv) M(γ) is invariant under similarity transformations.
Proof. The items i, ) ii), and iv) follow easily from the definition.
In order to prove iii) just consider the "zigzag" curve from Fig.2 which consists of 2(n−1) edges having the length a = √ 37/2. By using the total probability formula we derive (P (E|F ) means "probability of E given F "):
M(γ) = P ((AB) ∩ γ = ∅ or P ((AB) ⊂ γ | A belongs to the first edge of γ) + P ((AB) ∩ γ = ∅ or P ((AB) ⊂ γ | A belongs to the last edge of γ)
Since M(γ) = 3n − 4 2(n − 1) 2 → 0 as n → ∞, the statement holds. ✷
Computation of M(γ)
The exact value of M(γ) can be computed only in particular cases as it was in case of the zigzag curve from Fig.2 (see the proof of Theorem 1). In most image processing tasks the equation of γ or the equations of γ-segments remain unknown. In such a case it is only possible to estimate the convexity M(γ). We give the following simple and natural procedure that can be used for an estimate of M(γ).
Estimation of M(γ)
Input: A curve γ = γ 1 ∪ . . . ∪ γ n and a number M that depends on the required precision that should be reached.
Step 1 Estimate the total length of curve γ : Step 2 Generate M pairs 
Experimental results
In this section, the convexity measure is demonstrated on several examples. In all cases the data was preprocessed by performing polygonal approximation using Ramer's algorithm [5] with a threshold of 2, and 100000 line segment tests were used to compute M. For instance, of each of the "0", "2" and "8" digits one example is self intersecting while the other is not. Nevertheless, ranking the digits according to convexity demonstrates a reasonable separation between many of them (i.e. "1", "4", "5", "7" and "8"), indicating that the convexity measure would be a useful property for classification of the digits. In the second example signatures, which are made up from multiple curve segments, are used (see Fig 4) . Again noticeable variability is evident within each individual. Note that since these curves are more complex than the individual digits in Fig 3 they have considerably lower convexity values. It can be seen from the ranking by M that convexity is a sufficient descriptor for classification in this small example.
