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Summary. The problem of discriminating between the elements of two finite sets 
of points in n-dimensional space is a fundamental in supervised data classification. 
In practice, it is unlikely for the two sets to be linearly separable. In this paper we 
consider the problem of separating of two finite sets of points by means of piece-
wise linear functions. We prove that if these two sets are disjoint then they can be 
separated by a piecewise linear function and formulate the problem of finding the 
latter function as an optimization problem with an objective function containing 
max-min of linear functions. The diff'erential properties of the objective function are 
studied and an algorithm for its minimization is developed. We present the results 
of numerical experiments with real world data sets. These results demonstrate the 
eflPectiveness of the proposed algorithm for separating two finite sets of points. They 
also demonstrate the effectiveness of an algorithm based on the concept of max-min 
separability for solving supervised data classification problems. 
K e y words: Supervised da ta classification, separability, nonconvex optimiza-
tion, nonsmooth optimization. 
1 Introduction 
Supervised da ta classification is an important area in da ta mining. It has 
many applications in science, engineering, medicine etc. The aim of super-
vised da ta classification is to establish rules for the classification of some 
observations assuming tha t the classes of da ta are known. To find these 
rules, known training subsets of the given classes are used. During the 
last decades many algorithms have been proposed and studied to solve su-
pervised da ta classification problems. One of the promising approaches to 
these problems is based on mathematical programming techniques. This ap-
proach has gained a great deal of at tention over last years, see, for exam-
ple, [AG02, Bag05, BRSYOl, BRYOO, BRY02, BB97, BB96, BM92, BMOO, 
BFM99, Bur98, CM95, Man94, Man97, Tho02, Vap95]. 
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There are different approaches for solving supervised data classification 
problems based on mathematical programming techniques. In one of them the 
use of mathematical programming techniques is carried out by reducing the 
classification problem to the problem of separation of two finite sets of points 
A and B in n-dimensional space. If co ^  p | co 5 = 0 then these two sets are 
linearly separable and there exists a hyper plane which separates these two sets. 
Linear programming techniques can be used to construct such a hyper plane. 
If the convex hulls of A and B intersect then linear programming techniques 
can be applied to obtain a hyperplane which minimizes some misclassification 
measure. Algorithms based on such an approach are developed in [BB96, 
BM92, CM95, Man94]. 
The paper [BM93] develops the concept of bihnear separability, where two 
sets are separated using two hyperplanes. The problem of finding of these 
hyperplanes is reduced to a certain bilinear programming problem. The paper 
[BM93] presents an algorithm for solving the latter problem. 
In the paper [AG02] the concept of polyhedral separability was introduced. 
In this paper the case when co A f]B = 0 was considered. The set A is ap-
proximated by a polyhedral set. It is proved that the sets A and B are h-
polyhedrally separable for some h < \B\, where |-B| is the cardinality of the 
set B, Thus in this case the sets A and B can be separated by a certain 
piecewise linear function. The authors introduce an error function which is 
nonconvex piecewise linear function. An algorithm for minimizing this func-
tion is proposed. The problem of the calculation of the descent direction in 
this algorithm is reduced to a certain linear programming problem. 
The paper [Bag05] introduces the notion of max-min separability where 
two sets are separated by a piecewise linear function. Since any piecewise 
linear function can be represented as a max-min of linear functions we call it 
max-min separability. This approach can be considered as a generalization of 
the linear, bilinear and polyhedral separabilities. 
The problem of max-min separability is reduced to a certain nonsmooth, 
nonconvex optimization problem. The objective function in this problem is 
represented as a sum of functions containing max-min of linear functions and 
it is a locally Lipschitz continuous. However this function is not Clarke regular 
and the calculation of its subgradient is a difficult task. Therefore methods of 
nonsmooth optimization based on subgradient information are not appropri-
ate for solving max-min separability problems. 
In this paper we develop an algorithm for solving max-min separability 
problems which uses only values of the objective function. This algorithm cal-
culates a descent direction by evaluating the so-called discrete gradient of the 
objective function. The form of the objective function allows to significantly 
reduce the number of its evaluations during the computation of the discrete 
gradient. This is very important because each evaluations of the objective 
function for large data sets is expensive. 
We carried out some numerical experiments using large scale data sets. 
We present their results and discuss them, 
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The structure of this paper is as follows. Section 2 provides some prelim-
inaries. In Section 3 the definition and some results related to the max-min 
separability are given. An algorithm for solving max-min separability prob-
lems is discussed in Section 4. Results of numerical experiments are presented 
in Section 5. Section 6 concludes the paper. 
2 Preliminaries 
In this section we present a brief review of the concepts of linear, bilinear and 
polyhedral separability. 
2.1 Linear separability 
Let A and B be given sets containing m and p n-dimensional vectors, respec-
tively: 
^ = { a \ . . . , a ^ } , a'eW, 2 - l , . . . , m , 
B = {b\..,,b^}, 6^GIR", J = l , . . . , p . 
The sets A and B are linearly separable if there exists a hyperplane {x, ?/}, 
with X G IR"", y eJR^ such that 
1) for any j = 1 , . . . ,m 
(x,a-^) - 2 / < 0, 
2) for any /c = 1 , . . . ,p 
{x,b^)-y>0. 
The sets A and B are linearly separable if and only if co Apjco-B == 0. 
In practice, it is unlikely for the two sets to be linearly separable. Therefore 
it is important to find a hyperplane which minimizes some misclassification 
cost. In the paper [BM92] the problem of finding this hyperplane is formulated 
as the following optimization problem: 
minimize f{x,y) subject to (x,y) G H"'"*"^  (1) 
where 
^ m ^ p 
f{x,y) = ~ V m a x (O, (x,a^) - y + l) + - V^max (O, -{x,V) + y + l) 
i=l ^ 3~l 
is an error function. Here (•, •) stands for the scalar product in IR"^ . The authors 
describe an algorithm for solving problem (1). They show that the problem 
(1) is equivalent to the following linear program: 
1 ^ ^ 1 ^ 
minimize 
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subject to 
ti > (x, a') - y H- 1, i = 1 , . . . , m, 
Zj >-{x,V)-{-y-{-l, j = l,...,p, 
t>0, z>0, 
where ti is nonnegative and represents the error for the point a'^ e A and Zj 
is nonnegative and represents the error for the point b^ e B. 
The sets A and B are hnearly separable if and only if /* = /(x*,^*) = 0 
where (x*,y*) is the solution to the problem (1). It is proved that the trivial 
solution X = 0 cannot occur. 
2.2 Bilinear separability 
The concept of bilinear separabihty was introduced in [BM93]. In this ap-
proach two sets are separated using two hyperplanes. We again assume that 
A and B are given sets containing m and p n-dimensional vectors, respectively. 
Definition 1. (see [BM93]). The sets A and B are bilinear separable if and 
only if there exist two hyperplanes {x^,yi) and (x^,2/2) such that at least one 
of the following conditions holds: 
1. For any j = 1 , . . . , m 
( x ^ a ^ • ) - y i < 0 , / - l , 2 
and for any fc = 1 , . . . ,p there exists I G {1,2} such that 
{x',b^)-yi>0, 
2. For any A; = 1 , . . . , p 
{x\b^)-yi<0, 1 = 1,2 
and for any j = 1 , . . . , m there exists / G {1,2} such that 
{x\a^)-yi > 0 . 
3. For any j = 1 , . . . , m either 
{x\a^)-yi<0, / = l ,2 
or 
( -x^a^• )^-y /<0 , / = 1,2 
and for any A: — 1 , . . . , p either 
{x\b^)-yi<0, {-x^,b'')+y2<0 
or 
{-x\b'')+yi<0, {a:^&'=)-2/2>0. 
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We reformulate Definition 1 using max and min statements. 
Definition 2. The sets A andB are bilinear separable if and only if there exist 
two hyperplanes (x^^yi) and (0:^ ,2/2) such that at least one of the following 
conditions holds: 
1. For any j == 1 , . . . ,m 
max{(x^,a-^) — yi} < 0 
and for any k = 1,... ^p 
max{(x^6^) - yi} > 0. 
2. For any fc = 1 , . . . ,p 
max{{x\b'')-yi}<0 
and for any j = 1 , . . . , m 
max{(x^,a"^) — yi} > 0. 
3. For any j — 1 , . . . ,m, 
max[min{(x\a-^) -yi,-{x^,a^) + y2},niin{-(x\a^) + y 1, (x^,a-^) -7/2}] 
< 0 
and for any /c = 1 , . . . ,p, 
max [min{(x\ 6 )^ - 2/1,-(x^ 6 )^ + 2/2},min{-{x\ 6 )^ + yi, (x^ 6 )^ - ^2}] 
> 0 . 
The problem of bilinear separability is reduced to a certain bilinear pro-
gramming problem and the paper [BM93] presents an algorithm for its solu-
tion. 
2.3 Polyhedral separability 
The concept of /i-polyhedral separability was developed in [AG02]. The sets 
A and B are /i-polyhedrally separable if there exists a set of h hyperplanes 
{x\yi}, with 
x' eWC, yi G I R \ i = l , . . . , / i 
such that 
1) for any j = 1 , . . . , m and i = 1 , . . . , /i 
{x\a^)-yi < 0 , 
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2) for any A; = 1 , . . . ,p there exists at least one i G { 1 , . . . , /i} such that 
{x\b^)-yi>0, 
It is proved in [AG02] that the sets A and B are /i-polyhedrally separable, for 
some h < p ii and only if 
co^Pl^-0. 
Figure 1 presents one example of polyhedral separability. 
The problem of polyhedral separability of the sets A and B is reduced to 
the following problem: 
minimize f{x,y) subject to (x,2/) G IR^"'^^^''^ (2) 
where 
^ 771 
max 
m . 
0, max {{x\a^) -yi + l} 
l<i<h + 
1 " p 
max 0 min {-{x\b^)^yi + l} 
is an error function. Note that this function is a nonconvex piecewise linear 
function. It is proved that x* = 0, i = 1,... ,h cannot be the optimal solution. 
Let {x^ 5^}, f = 1 , . . . , /i be a global solution to the problem (2). The sets A 
and B are /i-polyhedrally separable if and only if / (x , y) == 0. If there exists a 
nonempty set 7 C { 1 , . . . , /i} such that x^ = 0, i e I, then the sets A and B are 
{h — |J|)-polyhedrally separable. In [AG02] an algorithm for solving problem 
(2) is developed. The calculation of the descent direction at each iteration of 
this algorithm is reduced to a certain linear programming problem. 
The advantage of this technique is that it does not restrict the search 
to only a convex polyhedron, and thus allows both the sets A and B to be 
nonconvex. One disadvantage, however, is that it only considers the sets sep-
arately. 
3 Max-min separability 
In many practical applications two sets are not linearly, bilinearly or poly-
hedrally separable. Figure 2 presents one such case. In this case two sets are 
separable with more complicated piecewise linear function. 
In this section we describe the concept of max-min separability and introduce 
an error function (see [Bag05]). 
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Fig. 1. Polyhedral separability. 
Fig. 2. The sets A and B are separated by a piecewise linear function. 
3.1 Def in i t ion and proper t i e s 
Let H = {hi,..., hi}, where hj = {x^ ,yj}, j = 1,... J with x^ G IR^, Vj G 
I R \ be a finite set of hyperplanes. Let J = {1 , / } . Consider any parti t ion 
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of this set J^ = {Ji^ •'' iJr} such that 
J ; t^0 , A: - l , . . . , r , Jkf]jj=^, \JJk = J^ 
k=i 
Let / == { l , . . . , r } . A particular partition J'^ = { J i , . . . , J ^ } of the set J 
defines the following max-min-type function: 
(p{z) — max min [{r?,z) — Vj} , z G IR^. (3) 
In Figure 3 two sets are max-min separable. 
Let A,B (ZM^ be given disjoint sets, that is ^ f| 5 = 0. 
Definition 3. The sets A and B are max-min separable if there exist a finite 
number of hyperplanes {x^^yj} with x^ G IR'^ , yj G I R \ j G J = {1 , . . . , / } 
and a partition J^ = {Ji^... ,Jr} of the set J such that 
1) for all i e I and a E A 
min {{x^ ,a) — yA < 0; 
2) for any b e B there exists at least one i e I such that 
min {{x^ ^b) —yj] > 0. 
Remark 1, It follows from Definition 3 that if the sets A and B are max-min 
separable then (p{a) < 0 for any a E A and (p{b) > 0 for any b e B^ where the 
function (p is defined by (3). Thus the sets A and B can be separated by a 
function represented as a max-min of linear functions. Therefore this kind of 
separability is called a max-min separability. 
Remark 2. Linear and polyhedral separability can be considered as particular 
cases of the max-min separability. If / = {1} and Ji = {1} then we have the 
linear separability and if / = { 1 , . . . , /i} and Ji = {i}, i E I we obtain the 
/i-polyhedral separability. 
Remark 3. Bilinear separability can also be considered as particular case of the 
max-min separability. It follows from Definition 2 that the bilinear separability 
of two sets A and B coincides with one of the following cases: 
1. The sets A and B are 2-polyhedrally separable and co^Q-B — 0; 
2. The sets A and B are 2-polyhedrally separable and c o 5 Q ^ = 0; 
3. The sets A and B are max-min separable with the following hyperplanes: 
{ (x \ 2/i), ( - x \ - y i ) , (x^, 2/2), {-x^, - ^ 2 } . 
In this case / = {1,2} and Ji = {1,4}, J2 ^ {2,3}. Thus the bilinear 
separable sets are also max-min separable. 
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Fig. 3. Max-min separability. 
Proposition 1. (see [Bag05]). The sets A and B are max-min separable if 
and only if there exists a set of hyperplanes {x^^yj} with x^ G IR'^ , yj G 
IR^, j E J and a partition J'^ = {Ji^..., Jr} of the set J such that 
1) for any i E I and a e A 
min{(x^a) - yj} < - 1 ; 
2) for any b G B there exists at least one i E I such that 
min {{x^,b)-yj} > 1. 
Proof Sufficiency is straightforward. 
Necessity. Since A and B are max-min separable there exists a set of hyper-
planes {x^,yj} with x^ G IR"^ , yj G I R \ j G J, a partition J^ of the set J and 
numbers (Ji > 0, S2 > 0 such that 
maxmaxmin Ux^,a) — Vn] = —Si 
and 
minmaxmin {{x^^b) — yj\ = S2. 
We put 6 — min{5i, (^ 2} > 0. Then we have 
max min I (^ -^ , a) —yA < —5, Va G A, (4) 
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maxmin {(x-^, 6) - yj} > S, \/b e B. (5) 
We consider the new set of hyper planes {x^ ,yj} with x^ G IR^, yj G IR , j G 
J, defined as follows: 
x^ — x^ /S, j G J, 
y^ =y^/5, j G J. 
Then it follows from (4) and (5) that 
max min {(x- ,^ a) — T/J } < — 1, Va e A, 
max min {{x^ ,b) — y^} > 1, Mb ^ B^ 
iei jeJi 
which completes the proof. D 
Proposition 2. (see [Bag05]). The sets A and B are max-min separable if 
and only if there exists a piecewise linear function separating them. 
Proof Since max-min of linear functions is piecewise linear function the ne-
cessity is straightforward. 
Sufficiency. It is known that any piecewise Hnear function can be represented 
as a max-min of linear functions of the form (3) (see [BKS95]). Then we get 
that there exists max-min of linear functions that separates the sets A and B 
which in its turn means that these sets are max-min separable. D 
Remark 4- It follows from Proposition (2) that the notions of max-min and 
piecewise linear separability are equivalent. 
Proposition 3. (see [Bag05]). Assume that the set A can be represented as 
a union of sets Ai, i = 1,... ,q : 
A=\jAi 
i=l 
and for any i = 1,... ^q 
^p|co^^-0. (6) 
Then the sets A and B are max-min separable. 
Proof It follows from (6) that b ^ coAi for all b e B and i G { l , . . . , g } . 
Then, for each b e B and i G { 1 , . . . , g} there exists a hyperplane {x'^{b),yi{b)} 
separating b from the set co Ai, that is 
{x'{b),b)-yi{b)>0, 
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{x\b),a) -yi(b) < 0, Va 6 coA^, i = 1 , . . . ,g. 
Then we have 
min {{x\h),b)-yi{b)]>^ 
1=1,...,q 
and 
min {(x'(6),a)-?/i(6)} < 0, "ia e A. 
i=l,...,q ^ 
Thus we obtain that for any b^ G JB, j = 1 , . . . ,p there exists a set of q 
hyperplanes {x'^{b^),yi{b^)}, i = 1,,.. ,q such that 
min {{x\b^),b^)-yi{b^)}>0 (7) 
1=1,.. . ,g 
and 
min {{x\V),a)-yi{V)} <0, Va G A (8) 
i=l,...,q 
Consequently we have pq hyperplanes 
{x\b^),yi{b^)} , i - l , . . . , g , j = l , . . . , p . 
The set of these hyperplanes can be rewritten as follows: 
H = {hi,..., / i j , /ii+o-i)g = {x\b^),yi{b^)} , 
i = l,..,,q, j = l,..,,p, l=pq. 
Let J = { 1 , . . . , / } , / = {!,... ,p} and 
^i+O-i). ^ ^^(5.•)^ y^+0-1), - ?/i(6^), i - 1,...,g, j - 1 , . . . ,p. 
Consider the following partition of the set J: 
J ^ - { J i , . . . , J p } , Jk = {{k-l)q + l,,,,,kq}, k = l,...,p. 
It follows from (7) and (8) that for all A: G / and a e A 
min {{x^,a) — yj] < 0 
and for any b ^  B there exists at least one A: G / such that 
min {{x^ ,b) — yA > 0 
which means that the sets A and B are max-min separable. D 
Corollary 1. (see [Bag05]). The sets A and B are max-min separable if and 
only if they are disjoint: ^ p | B = 0. 
Proof. Necessity is straightforward. 
Sufficiency. The set A can be represented as a union of its own points. Since 
the sets A and B are disjoint the condition (6) is satisfied. Then the proof of 
the corollary follows from Proposition 3. D 
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In the next proposition we show that in most cases the number of hyper-
lanes necessary for the max-min separation of the sets A and B is hmited. 
Proposition 4. (see [Bag05]). Assume that the set A can be represented as a 
union of sets Ai, i = 1^... ,q and the set B as a union of sets Bj, j = 1 , . . . , rf 
such that 
q d 
A=\jAu B=[JB^ 
i=i j=\ 
and 
coAiC\coBj=^ for alH = 1,...,g, j = 1,...,ci. (9) 
Then the number of hyperplanes necessary for the separation of the sets A and 
B is at most q • d. 
Proof Let i G { l , . . . , g } and j G { l , . . . , ( i} be any fixed indices. Since 
CO Ai PI CO Bj = 0 there exists a hyperplane {x^ -^ , y^j} with x'^^ G IR^, yij G IR^ 
such that 
(x'- '^, a) - yij < 0 Va G CO ^ i 
and 
{x'^,b)-yij>0 ybe CO Bj. 
Consequently for any j G {1,... ,d} there exists a set of hyperplanes {x'^^, yij}^ 
i — 1^.., ,q such that 
. min {x'^,b) - yij > 0, V6 G Bj (10) 
i—l,...,q 
and 
min (x'-^",a) - yij < 0, Va G A. (11) 
Thus we get a system oil — dq hyperplanes: 
H = {h^,...M} 
where /i^+Q_i)g = {x'^ ,yij] , z = l , . . . , g , j -- 1 , . . . ,Gf. Let J = { 1 , . . . , / } , 
/ = { 1 , . . . , 6/} and 
Consider the following partition of the set J: 
J ^ - { J i , . . . , J 4 , Jk = {{k-l)q-^l,..,M}. k = l,..,,d. 
It follows from (10) and (11) that for all /c G / and a e A 
min I(x^,a) — Vj] < 0 
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and for any b e B there exists at least one k e I such that 
min{(x^6) - yj} > 0, 
that is the sets A and B are max-min separable with at most ^-rf hyper planes. 
D 
Remark 5. The only cases where the number of hyperplanes necessary is large 
are when the sets Ai and Bj contain a very small number of points. This 
situation appears only in the particular case where the distribution of the 
points is like a " chessboard". 
3.2 Error function 
Given any set of hyperplanes {x^ ,yj}, j e J = {1^... J} with x^ G IR^, yj G 
IR^ and a partition J^ = {^i, • • •, Jr} of the set J, we say that a point a G A 
is well separated from the set B if the following condition is satisfied: 
max min {{x^, a) — ?/j } + 1 < 0. 
it-/ J^Ji 
Then we can define the separation error for a point a G ^  as follows: 
max 0, max min {{x^, a) — yj + 1} (12) 
Analogously, a point h £ B \s said to be well separated from the set A if 
the following condition is satisfied: 
minmax{ —(a;-^ ,6) -\-yj] + 1 < 0. 
Then the separation error for a point h G B can be written as 
p , m i n m a x { - ( x ^ 6 ) + t / j + 1} . (13) max 
Thus, an averaged error function can be defined as 
f{x,y) = ( l / m ) y ^ m a x 0,maxmin {{x^,a^) — yj + l } 
+(Vp)X^max 
t=i 
0, min max { — {x^, 6*) + yj + 1} (14) 
where X ^ ( x \ . . . , x O G IR^ "^", y = (yi , . . . ,y / ) G IR^ It is clear t ha t / (x ,y ) > 
Ixn Ofor allxGlR^' ' ' ' and y G IR\ 
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Proposition 5. (see [Bag05]). The sets A and B are max-min separable if 
and only if there exists a set of hyperplanes {x^ ^yj},j G J = {1 , . . . , / } and a 
partition J^ = { J i , . . . , Jr} of the set J such that f{x,y) = 0. 
Proof Necessity. Assume that the sets A and B are max-min separable. Then 
it follows from Proposition 1 that there exists a set of hyperplanes {x^,yj},j G 
J and a partition J^ = {Ji^ - • - ,Jr} of the set J such that 
min{(x^a) - yA < - 1 , Va G A, i G / = { 1 , . . . , r} (15) 
and for any b e B there exists at least one t E I such that 
xmn{{x^b}-yj}>l. (16) 
J&Jt 
Consequently we have 
maxmin{(x-^,a) — y.- + 1} < 0, \fa E A, 
iel jGJi 
minmax{-(x-^',6)+2;j+ 1} < 0, MbeB, 
iei jeJi 
Then from the definition of the error function we obtain that f{x,y) = 0. 
Sufficiency. Assume that there exist a set of hyperplanes {x^,yj},j E J — 
{ 1 , . . . , /} and a partition J'^ — { J i , . . . , Jr} of the set J such that / (x , y) = 0. 
Then from the definition of the error function / we immediately get that the 
inequalities (15) and (16) are satisfied, that is the sets A and B are max-min 
separable. D 
Proposition 6. (see [Bag05]). Assume that the sets A and B are max-min 
separable with a set of hyperplanes {x-^ , y^}, j G J = { 1 , . . . , /} and a partition 
J^ — {Ji^ • • • ? Jr] of the set J. Then 
1) x^ ==0, j E J cannot be an optimal solution; 
2) if 
(a) for any t e I there exists at least one b e B such that 
max{ —(x-^ ,6) +yj + 1} = minmax{ — (x-^,6) + yj + l } , (17) 
(b) there exists J = {Ji, • . . , Jr} such that Jt C Jt, Vt G / , Jt is nonempty 
at least for one t E I and x^ = 0 for any j E Jt^ t E I, 
Then the sets A and B are max-min separable with a set of hyperplanes 
{x^,yj},j G J^ and a partition J = { J i , . . . , Jr} of the set J^ where 
r 
Jt = Jt\Jt, tGl and J° = U Ji. 
i=l 
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Proof. 1) Since the sets A and B are max-min separable we get from Propo-
sition 5 t ha t f{x,y) = 0. If x^ = 0, j e J then it follows from (14) tha t for 
any y elR^ 
f{0,y) = ( l / m ) ^ m a x 
k=i 
0,maxmin{—yj + 1} 
iei jeJi 
-(i/p)E max 
t=i 
0,minmax{v7 + 1} 
iei jeJi ^^ ^ 
We denote 
Then we have 
Thus 
It is clear tha t 
R = maxminj—Vi). 
iei jeJi -^^ 
m i n m a x v i — — max mini—V7} — —R. iei jeJi -^ iei jeJi -^^ 
/ (O, y) = max [0, i^ + 1] + max [0, -R+l\. 
max [0, i? + 1] + max [0, - i ? + 1] = < 
-R+l \{R<-1, 
2 if - 1 < J R < 1 , 
R+l i f i ? > l . 
Thus for any y eM^ 
/ ( 0 , y ) > 2 . 
On the other side f{x,y) = 0 for the optimal solution (a:,y), t ha t is x^ 
0, j G J cannot be the optimal solution. 
2) Consider the following sets: 
I^ = {ieI:Jiy^ 0}, 
It is clear tha t Ji == 0 for any i e I^ \I^ and J^ = 0 for any i e P \ P. 
It follows from the definition of the error function tha t 
0 = f{x,y) = — y ^ m a x p , m a x m i n {(x-^,a^) — yj -\-1} 
Tit I iei jeJi 
k=i 
1 ^ 
max 
t=i 
0, min max { — (x-^, h^) + T/^  + 1} 
%ei- jej% 
Since the function / is nonnegative we obtain 
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maxmin{(x-^,a) - yj + l } < 0, ^a e A, (18) 
iei jeJi 
minmax{- (a ;^6 )+y j + l } < 0, \/beB, (19) 
It follows from (17) and (19) that for any i e P there exists a point b e B 
such that 
m a x { - ( x ^ 6 ) + y ^ - f l } < 0. (20) 
Hi e P C P then we have 
0 > max { —(x-^ , 6) + y^  + l } = max < max { — {x^, 6) + ?/j + 1} , max {yj + 1} > 
which means that 
m a _ x { - ( x ^ 6 ) + % - f l } < 0 (21) 
and 
max{2/j+1} < 0. (22) 
jeJi 
Ifi e P\P then from (20) we obtain 
0 > max{ —(x-^ , &) H-^j + 1} = maxjy^ + 1} . 
Thus we get that for all i e P the inequality (22) is true. (22) can be rewritten 
as follows: 
msixyj < - 1 , Vi e P. (23) 
jeJi 
Consequently for any i E P 
min {-yj + 1} = - max^/j -h 1 > 2. (24) 
jeJi jGJi 
It follows from (18) that for any i e I and a e A 
min{(x^a) -2/j + l } < 0. (25) 
Then for any i e P we have 
0 > min {{x^, a) — y^  + 1} = min < min {{x^, a) — y^  + 1} , min {—yj + l}> . 
J^'Ji [jeJi jeJi J 
Taking into account (24) we get that for any i G P and a e A 
min{(x^a) - yj + l} < 0. (26) 
jeJi 
liieP\P then it follows from (25) that 
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mm{-yj + l} < 0 
jeJi 
which contradicts (24). Thus we obtain that P\I^ ^^ cannot occur, P C P 
and P = P. It is clear that Ji = Ji for any i e P \P. Then it follows from 
(18) that for any i e P\P and a e A 
min{(x^a) - % + l} < 0. (27) 
Prom (26) and (27) we can conclude that for any i E I and a E A 
mm{{x^,a)-yj + l} < 0. (28) 
jeJi 
It follows from (19) that for any b G B there exists at least one i E I 
mdix{-{x^,b) +yj + l } < 0. 
Then from expression 
Lax { — {x^ J &) + 2/j + 1} = max < max { — {x^, &) + y^  + 1} , max {yj + 1} ^ 
we get that for any b e B there exists at least one i e I such that 
ma_x{-(x^6)+?/jH-l} < 0. (29) 
jeJi 
Thus it follows from (28) and (29) that the sets A and B are max-min sepa-
rable with the set of hyperplanes {x-^ , y^}, j G P and a partition J of the set 
P, D 
Remark 6. In most cases, if a given set of hyperplanes with a particular par-
tition separates the sets A and JB, then there are other sets of hyperplanes 
with the same partition which will also separate the sets A and B (see Figure 
4). The error function (14) is nonconvex and if the sets A and B are max-min 
separable, then the global minimum of this function f{x*,y^) — 0 and the 
global minimizer is not unique. 
4 Minimization of the error function 
In this section we discuss an algorithm for minimization of the error function. 
max < 
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. .o'< 0^  
-o-?^Too"o;o-^-^-.. 
,JS> 0 ' ^ \ 
0 ^«r. 
^G ^ 0 . , 
0 Oo^  
^ ^ / ^\ 
, - ^ 0 ^ o o ^ \ 
"< '' 
Fig. 4. Max-min separability. 
4.1 Statement of problem 
The problem of the max-min separability is reduced to the following mathe-
matical programming problem: 
minimize f{x,y) subject to (x,y) G K '^'"^^^^^ 
where the objective function / has the following form: 
f{x,y) = fi{x,y)-\-f2{x,y) 
and 
^ m r 
/ i {x, y) = — / max 0, max min {{x^, a^) — y. + 1} 
m k=l 
p 1 1 f2(x.y) = - > max O.min max { — (x^.b^) -\-yj -\-l\ 
(30) 
(31) 
(32) 
The problem (30) is a global optimization problem. However, the number 
of variables in this problem is large and the global optimization methods 
cannot be directly applied to solve it. Therefore we will discuss algorithms for 
finding local minima of the function / . 
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The function / i contains the follov^ing max-min functions: 
y^ik{x,y) = mdiX min {{x^,a^)-yj+ l] , fc = l , . . . , m 
and the function /2 contains the following min-max functions: 
(P2t{x,y) =min max{-(x^6*) + y^-+ 1} , t = l,...,p. 
4.2 Differential properties of the objective function 
Both functions / i and /2 are nonsmooth, nonconvex piecewise linear. These 
functions contain some max-min-type functions. The functions / i and /2 and 
consequently, the function / are locally Lipschitz continuous. We will recall 
some definitions from nonsmooth analysis. 
We consider a locally Lipschitz function ip defined on IR". This function 
is diff"erentiable almost everywhere and one can define for it a Clarke subdif-
ferential (see [Cla83]), by 
d(p{x) 
= co{v eJRJ^ : 3{x^ e D{ip),x^ —> x,k —> +oo) :v= lim V(^(x^)}, 
k >-j-oo 
here D{(p) denotes the set where (p is diff'erentiable, co denotes the convex 
hull of a set. 
The function cp is differentiable at the point x G IR^ with respect to the 
direction g G IR" if the limit 
LD (x, q) = l im - ^ —^ 
exists. The number ^'{x^g) is said to be the derivative of the function (p with 
respect to the direction g G IR^ at the point x, 
The Clarke upper derivative cp^{x,g) of the function (p at the point x with 
respect to the direction g G IR^ is defined as follows: 
^^x,g)= limsup ^(y + ^9)-^{y)_ 
The following is true (see [Cla83]) 
(p^{x,g) = m^x{{v,g) : v G d(p{x)}. 
It should be noted that the Clarke upper derivative always exists for locally 
Lipschitz continuous functions. The function (p is said to be Clarke regular at 
the point x G IR"" if 
(p'{x,g) =(p^{x,g) 
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for all g G IR^. For Clarke regular functions there exists a calculus (see [Cla83, 
DR95]). However in general for non-regular functions such a calculus does not 
exist. 
The function C/P is called semismooth at x G H^, if it is locally Lipschitz 
continuous at x and for every g G IR'^ , the limit 
lim {v,g) 
ved^(x-htg'),g'-^g,t~^+0 
exists (see [Mif77]). 
Let us return to the objective function / of problem (30). Since this func-
tion is locally Lipschitz continuous it is Clarke subdifferentiable. 
Proposition 7. The function f is semismooth. 
Proof. The sum, the maximum and the minimum of semismooth functions are 
semismooth (see [Mif77]). A linear function, as a smooth function, is semi-
smooth. Thus the function / which is the sum of functions represented as the 
maximum of 0 and max-min of linear functions, is semismooth. D 
The properties of max-min type functions were studied, for example, in 
[DDM02, Pol97]. Max-min-type functions in general are not Clarke regular. 
Example 1. Consider the function 
(^{x) = max {min{3a;i + X2, 2xi + 3a;2}, min{xi + 2^2, ^xi + 4x2}} • 
The Clarke subdifferential of this function at the point x = (0,0) is 
9^(x)=co{(3 , l ) , (2 ,3) , ( l ,2 ) , (4 ,4)} . 
Then the Clarke upper derivative (p^{x,g^) of the function (f at the point 
X = (0,0) with respect to the direction g^ — (0,1) is 
(^°(x,^°) - max{(^,^o^ : v G d^{x)} = 4. 
However, the directional derivative of this function with respect to the direc-
tion g^ = (0,1) is ip\x^g) = 2 that is (p^x^g^) < cp^{x^g^). Thus the function 
(p is not Clarke regular. 
Since the function / contains max-min of linear functions this function is 
not Clarke regular apart from linear separability. Therefore, subgradients of 
the function / cannot be calculated using subgradients of the involved max-
min-type functions. We can conclude that the calculation of the subgradients 
of the function / is a very difficult task and therefore the application of meth-
ods of nonsmooth optimization requiring a subgradient evaluation at each 
iteration, including bundle method and its variations([HL93, Kiw85, MN92]), 
cannot be effective. 
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In the paper [KP98] optimization problems with twice continuously dif-
ferentiable objective functions and max-min constraints were considered and 
these problems were converted to problems with smooth objective and con-
straint functions. However, this approach cannot be applied to the problem 
(30), because the function / contains not only max-min-type functions but 
also min-max-type functions. 
Since the evaluation of subgradients of the function / is difficult, direct 
search methods of optimization seem to be the best option for solving problem 
(30). Among such methods we mention here two widely used methods: Pow-
ell's method (see [Pow02]) which is based on a quadratic approximation of the 
objective function and Nelder-Mead's simplex method [NM65]. As was men-
tioned in [Pow02] Powell's method performs well when the number of variables 
is less than 20. For the simplex method this number is even smaller. Moreover, 
both methods are effective when the objective function is smooth. However, in 
the max-min separabiHty problem the number of variables is riy = {n-\-l) x I 
where n is the dimension of the sets A and B (ranging from 5 to thousands in 
real world datasets), and / is the number of separating hyperplanes. In many 
cases the number riy is greater than 20. Furthermore, the objective function 
in this problem is a quite complicated nonsmooth function. 
In this paper we use the discrete gradient method to solve the problem 
(30). The description of this method can be found in [Bag99a, Bag99b] (see, 
also, [Bag02]). The discrete gradient method can be considered as a version 
of the bundle method ([HL93, Kiw85, MN92]), where subgradients of the 
objective function are replaced by its discrete gradients. 
The discrete gradient method uses only values of the objective function. 
It should be noted that the calculation of the objective function in the prob-
lem (30) can be expensive. We will show that the use of the discrete gradient 
method allow to significantly reduce the number of objective function evalu-
ations. 
4.3 Discrete gradient method 
In this subsection we will briefly describe the discrete gradient method. We 
start with the definition of the discrete gradient. 
Definition of the discrete gradient 
Let / be a locally Lipschitz continuous function defined on IR^. Let 
S, = {geJR'': \\g\\ = 1}, 
G = {e^JR"^ : e= ( e i , . . . ,en), le l^ = 1, j == l , . . . , n } , 
P = {z{X) : z{X) G M\ Z{X) > 0, A > 0, X'^iX) -^ 0, A -^ 0}, 
/ ( ^ , a ) - {i G { l , . . . , n } : \gi\>a}, 
where a G (0,n~^/^] is a fixed number. 
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Here ^i is the unit sphere, G is the set of vertices of the unit hyper cube 
in H^ and P is the set of univariate positive infinitesimal functions. 
We define operators Hi : IR'^  -^ IR^ for z = 1 , . . . , n, j = 0 , . . . , n by the 
formula 
^ , ^ [ ( . . . . . , , , , 0 . . ,0) i f , < i , (33^ 
[(^i , . . . ,^i_i ,0,^i+i , . . . ,5f^- ,0, . . . ,0) if J > I. 
We can see that 
' ' \ 0 i f j = i 
Let e{f3) = {/3ei,p'^e2,... ,/?''en), where /? G (0,1]. For xemJ'we consider 
vectors 
xi = xi(g,e,z,X,0) = x + Xg - ^(A)/?/e(/?), (35) 
where g E Si, e e G, i e I{g, a) , z e P, A > 0, j = 0 , . . . , n, j y^ i. 
It follows from (34) that 
^j-i _^j ^ f(0, . . . ,0,2(A)e,(/?) ,0, . . . ,0) if j - l , . . . , n , j V ^ , /3gx 
^' ^' [ 0 ifi = ^ . 
It is clear that H^g = 0 and x^{g, e, z, A, /?) = x + A^ for all i G / (^ , a) . 
Definition 4. (^ see [BG95]) The discrete gradient of the function f at the 
point X G IR"" is the vector r\x,g,e,z,X,(3) = ( r / , . . . , r ^ ) G IR"",^ G 5 i , i G 
I{g,a), with the following coordinates: 
r ; = [ziX)ejm-' [f{xi-\g,e,z,X,(3)) - f{xi{g,e,z,X,P)) 
j = l,...,n,j ^i, 
rt = (Xgi l - l f(x^ig,e,z,X,(3))-f{x)- ^ qiXgj - ziX)ejm 
A more detailed description of the discrete gradient and examples can be 
found in [Bag99b]. 
Remark 7. It follows from Definition 4 that for the calculation of the discrete 
gradient /"^(x, ^ , e, z, A, /?), z G I{g,a) we define a sequence of points 
0 i~l i-\-l n 
For the calculation of the discrete gradient it is sufficient to evaluate the 
function / at each point of this sequence. 
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Remark 8. The discrete gradient is defined with respect to a given direction 
g ^ Si. We can see that for the calculation of one discrete gradient we have 
to calculate (n + 1) values of the function / : at the point x and at the points 
x](^, e, 2;, A, /?), j = 0 , . . . , n, j j^ i. For the calculation of the next discrete 
gradient at the same point with respect to any other direction g^ e Si we 
have to calculate this function n times, because we have already calculated / 
at the point x. 
Calculation of the discrete gradients of the objective function (30) 
Now let us return to the objective function / of the problem (30). This function 
depends on (n + 1)/ variables where / is the number of hyperplanes. The 
function / i contains max-min functions (pik 
(pik{x,y) =m^x mm^ijk{x,y), k = l,...,m 
iei jeJi 
where 
i^ijk{x,y) = (x^a^) -Vj + 1, j G Ji, i e I. 
We can see that for every A: = 1 , . . . , m, each pair of variables {x^^Vj} appears 
in only one function ipijk-
For a given i = 1 , . . . , (n + 1)/ we set 
Qi = 
i-1 
n + l 
+ 1, di==i-{qi-l){n + l) 
where [u\ stands for the floor of a number u. We define by X the vector of 
all variables {x-^,T/J}, j = 1 , . . . , /: 
X = (Xi, X2, . . . , X(^ri-\-l)l) 
where 
^_ ^ ix% if 1 < d, < n, 
[Vg. if di = n-\-l. 
We use the vector of variables X to define a sequence 
as in Remark 7. It follows from (36) that the points Xl~^ and XI diSei by one 
coordinate only. This coordinate appears in only one linear function ipiq^k- It 
follows from the definition of the operator H^ that X | = X*~^ and thus this 
observation is also true for X^'^^. Then we get 
Moreover the function ipiq^k can be calculated at the point X^ using the value 
i-
t of this function at the point XI ,^ i > 1: 
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, .yi^ /V'i<,.fc(^r')-^(A)aS,e,(/3) if 1 < d^  < n, 
^uM^t) - | ^ ^ ^ ^ , ( x ; - i ) + z{X)e,{P) if d, = n + 1 ^"^ 
In order to calculate the function / i at the point XI ^ i > 1 first we have 
to calculate the values of the functions i^iq^k for all a'^  G A^k = l , . . . , m 
using (37). Then we update / i using these values and the values of all other 
hnear functions at the point Xl~^ according to (31). Thus we have to apply 
a full calculation of the function / i using the formula(31) only at the point 
X^^X + Xg. 
Since the function /2 has a similar structure as / i we can calculate it in 
the same manner using a formula similar to (37). 
Thus for the calculation of each discrete gradient we have to apply a full 
calculation of the objective function / only at the point X^ = X-hXg and this 
function can be updated at the points XI^ i > I using a simplified scheme. 
We can conclude that for the calculation of the discrete gradient at a point 
X with respect to the direction g^ G Si we calculate the function / at two 
points: X and X^ = X -\- Xg^. For the calculation of another discrete gradient 
at the same point X with respect to any other direction g^ e Si we calculate 
the function / only at the point: X -\- Xg^. 
Since the number of variables {n -\- 1)1 in the problem (30) can be large 
this algorithm allows to significantly reduce the number of objective function 
evaluations during the calculation of a discrete gradient. 
On the other hand the function / i contains max-min-type functions and 
their computation can be simplified using an algorithm proposed in [Evt72]. 
The function /2 contains min-max-type functions and a similar algorithm can 
be used for their calculation. 
Results of numerical experiments show that the use of these algorithms 
allows one to significantly accelerate the computation of the objective function 
/ and its discrete gradients. 
Discrete gradient method 
We consider the following unconstrained minimization problem: 
minimize (p{x) subject to x G IR'^  (38) 
where the function (p is assumed to be semismooth. We consider the following 
algorithm for solving this problem. An important step in this algorithm is 
the calculation of a descent direction of the objective function (p. So first, we 
describe an algorithm for the computation of this descent direction. 
Let 2: G P, A > 0,/? G (0,1], the number c G (0,1) and a small enough 
number 5 > 0 be given. 
Algorithm 1. An algorithm for the computation of the descent direction. 
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Step 1. Choose any g^ e Si,e e G,i e I{g^,a) and compute a discrete 
gradient v^ = r'^{x,g^,e,z,X,p). Set Di{x) — {v^} and k = 1. 
Step 2. Calculate the vector ||tx;'^ || = min{||K;|| : w G Dk{x)}. If 
\\w^\\<S, (39) 
then stop. Otherwise go to Step 3. 
Step 3. Calculate the search direction by g^'^^ = —\\w^\\~'^w^. 
Step 4. If 
ip{x + A/+1) - ip{x) < -cA||ti;^||, (40) 
then stop. Otherwise go to Step 5. 
Step 5. Calculate a discrete gradient 
v'^+^ = rix,g>'+\e,z,X,P), i G Hg'^Kcx), 
construct the set Dk-^i{x) = co{Dk{x)[j{v^^^}}, set k = k -\- 1 and go to 
Step 2. 
Algorithm 1 contains some steps which deserve some explanations. In Step 
1 we calculate the first discrete gradient. The distance between the convex hull 
of all calculated discrete gradients and the origin is calculated in Step 2. If 
this distance is less than the tolerance 6 > 0 then we accept the point x 
as an approximate stationary point (Step 2), otherwise we calculate another 
search direction in Step 3. In Step 4 we check whether this direction is a 
descent direction. If it is we stop and the descent direction has been calculated, 
otherwise we calculate another discrete gradient with respect to this direction 
in Step 5 and add it to the set D^. 
It is proved that Algorithm 1 is terminating (see [Bag99a, Bag99b]). 
Let numbers ci G (0,1),C2 G (0,ci] be given. 
Algorithm 2. Discrete gradient method 
Step 1. Choose any starting point x^ G IR^ and set fc = 0. 
Step 2. Set 5 = 0 and x^^ = x^. 
Step 3. Apply Algorithm 1 for the calculation of the descent direction at 
x = x^,6 = Sk^z = Zk^X = Xk^P = Pk^c — c\. This algorithm terminates 
after a finite number of iterations m > 0. As a result we get the set ^^(Xg) 
and an element f J such that 
|K^ | |=mm{| | t ; | | : «e :D„(x^)} . 
Furthermore either ||t'J|| < (J/, or for the search direction ^^ — —^v^sV'^'^^s 
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^{x'l + Xkg'l) - V{x1) < -c^\k\\v% (41) 
Step 4. If 
Ibfll < h (42) 
then set x^+^ = x^.k = k + 1 and go to Step 2. Otherwise go to Step 5. 
Step 5. Construct the following iteration x^^^ =" Xs~^(^s9s) where as is defined 
as follows 
as = arg maxjo" > 0 : ip{x^, + ag^) - (^(x^) < -C2a||^,^||}. 
Step 6. Set 5 == s + 1 and go to Step 3. 
For the point x^ e JR^ we consider the set M{x^) = {x G IR'^  : (p{x) < 
Theorem 1. Assume that the set M{x^) is bounded for starting points x^ G 
IR'^ . Then every accumulation point of {x^} belongs to the set X^ — {x £ 
WC ',Oedip{x)}. 
Since the objective function in problem (30) is semismooth the discrete 
gradient method can be applied to solve it. Discrete gradients in Step 5 of 
Algorithm 1 can be calculated using the simplified scheme described above. 
5 Results of numerical experiments 
We applied the max-min separation to solve supervised data classification 
problems on some real-world datasets. In this section we present results of 
numerical experiments. Our algorithm has been implemented in Lahey Fortran 
95 on a Pentium 4 1.7 GHz. 
5.1 Supervised da t a classification via m£ix-inin separabil i ty 
We are given a dataset A containing a finite number of points in IR^. This 
dataset contains d disjoint subsets Ai^... ,Ad where Ai represents a training 
set for the class i. The aim of supervised data classification is to establish rules 
for the classification of some new observations using these training subsets of 
the classes. This problem is reduced to d set separation problems. 
Each of these problems consists in separating one class from the rest of 
the dataset. To separate the class i from all others, we separate sets Ai and 
[jj=iLi ^ji with a piecewise linear function by solving problem (30). 
One of the important question in supervised data classification is the esti-
mation of performance measure. Different performance measures are discussed 
in [Tho02]. When the dataset contains two classes the classification problem 
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can be reduced to only one separation problem, therefore the classification 
rules are straightforward. We consider that the separation function obtained 
from the training set, separates the two classes. 
When the dataset contains more than two classes we have more than one 
separation function. In our case for each class i of the dataset A we have one 
piecewise linear function (pi separating the training set Ai from all other train-
ing points [jj-^iAj. We approximate the training set Ai using the following 
set 
Ai = {aelR'' : (pi{a) < 0}. 
Thus we get the sets ^ i , . . . , A^ which approximate the training sets A i , . . . , ^d, 
respectively. Then for each i G {1,... ,d} we can consider the following two 
sets: 
d 
These two sets define the following four sets (see Figure 5): 
1. Aon(iR"\^°) 
2. (IR"\ylO)ni? 
4^  (IR"\AO)n(IR"\^?) 
If a new observation a belongs to the first set we classify it in class i, if it 
belongs to the second set we classify it not to be in class i. If this point belongs 
to the third or fourth set in this case if ^i{a) < minj=i^...,(ij^i(/?j(a) then we 
classify it in class i, otherwise we classify it not to be in class i. 
In order to evaluate the classification algorithm we use two performance 
measures. First we present the average accuracy (a2c in Tables 3 and 4) for 
well-classified points in two classes classification (when one particular class is 
separated from all others) and the multi-class classification accuracy {amc in 
Tables 3 and 4) as described above. First accuracy is an indication of sepa-
ration quality and the second one is an indication of multi-class classification 
quality. 
5.2 Results on small and middle size datasets 
In this subsection we present results of numerical experiments with some 
small and middle size datasets in order to demonstrate the separation ability 
of the proposed algorithm. The datasets used are the Wisconsin Breast Can-
cer Diagnosis (WBCD), the Wisconsin Breast Cancer Prognosis (WBCP), 
the Cleveland Heart Disease (Heart), the Pima Indians Diabetes (Diabetes), 
the BUPA Liver Disorders (Liver), the United States Congressional Voting 
Records (Votes) and the Ionosphere. All datasets contain 2 classes. The de-
scription of these datasets can be found in [MA92]. 
We take entire datasets and check their polyhedral or max-min separability 
considering various number of hyper planes. Results of numerical experiments 
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Fig. 5. Multi-class classification by a max-min separation 
are presented in Table 1. We use the following notation: m - is the number 
of instances in the first class, p - is the number of instances in the second 
class, n - number of attributes, h number of hyperplanes used for polyhedral 
separability, r is the cardinality of the set / and j is the cardinality of the sets 
Ji, i e I in the max-min separability. The sets Ji contain the same number 
of indices for alH G / . In our experiments we restrict r to 15 and j to 5. The 
accuracy is defined as the ratio between the number of well-classified points 
of both A and B and the total number of points in the dataset. 
Table 1. Results of numerical experiments with small and middle size datasets 
Database m/p/n Linear Polyhedral Max-min 
h accuracy r x j accuracy 
WBCD 
Heart 
Ionosphere 
Votes 
WBCP 
Diabetes 
Liver 
239/444/9 
137/160/13 
126/225/34 
168/267/16 
46/148/32 
268/500/8 
145/200/6 
97.36 
84.19 
93.73 
96.80 
76.80 
76.95 
68.41 
7 
10 
4 
5 
4 
12 
12 
98.98 
100 
97.44 
100 
100 
80.60 
74.20 
5 x 2 
2 x 5 
2 x 2 
2 x 3 
3 x 2 
1 5 x 2 
6 x 5 
100 
100 
100 
100 
100 
90.10 
89.86 
Prom the results presented in Table 1 we can conclude that in none of 
the datasets classes are linearly separable. Classes in heart, votes and WBCP 
are polyhedrally separable and in WBCD they are "almost" polyhedrally sep-
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arable. We considered different values for h in diabetes and liver datasets 
and present best results. These results show that classes in these datasets are 
unlikely to be polyhedrally separable. Classes in WBCD, heart, ionosphere, 
votes and WBCP are max-min separable with a presented number of hyper-
planes whereas classes in diabetes and liver datasets are likely to be max-min 
separable with quite large number of hyperplanes. On the other side results 
for these datasets show that the use of max-min separability allows one to 
achieve significantly better separation. 
5.3 Results on larger datasets 
Datasets 
The datasets used are the Shuttle control , the Letter recognition, the Land-
sat satellite image, the Pen-based recognition of handwritten and the Page 
blocks classification databases. Table 2 presents some characteristics of these 
databases. More detailed information can be found in [MA92]. It should be 
noted that all attributes in these datasets are continuous. 
Table 2. Large datasets 
Database 
Shuttle control 
Letter recognition 
Landsat satellite image 
Pen-based recognition of 
handwritten 
Page blocks 
(train,test) 
(43500,14500) 
(15000,5000) 
(4435,2000) 
(7494,3498) 
(4000,1473) 
No. of No. of 
attributes classes 
9 7 
16 26 
36 6 
16 10 
10 5 
Results and discussion 
We took X^ = 0 e IR^ "^^ ^^ ^ as a starting point for solving each separation 
problem (30). At each iteration of the discrete gradient method the line search 
is carried out by approximation of the objective function using univariate 
piecewise linear function (see [Bag99a]). In each separation problem (30) all 
Ji, i e I have the same cardinality. 
Results of numerical experiments are presented in Tables 3 and 4. In these 
tables fct eval, DG eval and CPU time show respectively the average number 
of objective function evaluations, discrete gradient evaluations and CPU time 
required to solve an optimization problem. CPU time is presented in seconds. 
Prom the results presented in these tables we can see that the use of 
the max-min separability algorithm allows to achieve a high classification 
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accuracy for both training and test phases. Results on training sets show 
that this algorithm provides a high quality of separation between two sets. In 
our experiments we used only large-scale datasets. Results on these datasets 
show that a few hyperplanes are sufficient to separate efficiently sets with large 
numbers of points. Since we use a derivative-free method to solve problem (30) 
the number of objective function evaluations is a significant characteristic for 
estimation of the complexity of the max-min separability algorithm. Results 
presented in Tables 3 and 4 confirm that the proposed algorithm is effective 
for solving classification problems on large-scale databases. 
Table 3. Results of numerical experiments with Shuttle control, Letter recognition 
and Landsat satellite image datasets 
m \Ji\ 
1 
2 
3 
4 
2 
3 
4 
1 
2 
3 
4 
2 
3 
3 
1 
2 
3 
4 
2 
3 
4 
1 
1 
1 
1 
2 
2 
2 
1 
1 
1 
1 
2 
2 
3 
1 
1 
1 
1 
2 
2 
2 
Training Test 
1 CL2c CLmc Q^2c 0,mc • fct eval DG eval CPU time 
Shuttle control dataset 
94.63 87.84 94.66 87.86 
97.26 97.58 97.08 97.49 
97.04 99.36 96.87 99.21 
97.35 99.50 97.19 99.35 
99.86 99.57 99.86 99.39 
99.48 99.92 99.43 99.86 
99.84 99.76 99.82 99.70 
265 
396 
379 
402 
391 
636 
447 
Letter recognition dataset 
92.51 66.89 92.32 66.00 
96.83 79.86 95.24 79.36 
98.34 85.73 95.94 84.82 
99.08 89.32 96.36 86.86 
98.12 86.89 96.20 84.56 
98.97 91.46 96.32 89.12 
99.52 93.73 96.16 90.32 
Landsat satellite image 
93.12 86.00 91.30 83.45 
96.73 88.12 94.40 85.65 
97.54 89.80 94.80 87.00 
97.81 91.14 94.35 87.45 
97.56 90.85 94.25 87.10 
98.02 90.98 94.60 86.70 
98.47 93.33 94.80 86.70 
280 
568 
573 
665 
683 
634 
511 
dataset 
298 
549 
618 
656 
606 
712 
533 
268 
399 
379 
405 
394 
639 
450 
284 
572 
575 
667 
686 
635 
511 
301 
552 
621 
659 
609 
715 
536 
54.44 
145.12 
211.23 
310.54 
281.92 
825.99 
810.58 
17.57 
60.98 
93.72 
158.29 
143.07 
366.16 
436.37 
4.62 
19.12 
37.37 
61.64 
48.83 
116.86 
137.07 
6 Conclusions and further work 
In this paper we have developed the concept of the max-min separability. If 
finite point sets A and B are disjoint then they can be separated by a certain 
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Table 4. Results of numerical experiments with Pen-based recognition of handwrit-
ten and Page blocks datasets 
Ml Mil 
1 
2 
3 
4 
2 
3 
4 
1 
2 
3 
4 
2 
3 
4 
1 
1 
1 
1 
2 
2 
2 
1 
1 
1 
1 
2 
2 
2 
Training Test 
tt2c CLmc Ci2c O'mc fct eval. ' DG. eval. CPU time 
Pen-based recognition of handwritten dataset 
97.54 94.93 93.68 89.94 
99.45 98.91 96.05 95.37 
99.91 99.65 96.51 96.54 
99.97 99.79 96.23 97.11 
99.91 99.69 96.68 96.31 
99.97 99.88 97.37 97.40 
99.99 99.89 97.06 97.28 
385 
582 
865 
841 
888 
727 
733 
Page blocks dataset 
93.48 92.60 81.87 82.48 
93.88 93.48 80.52 85.61 
95.38 94.20 87.24 86.69 
95.68 94.88 85.81 87.44 
95.55 94.33 88.53 86.97 
96.55 95.68 89.34 88.46 
96.45 95.40 87.71 86.08 
623 
369 
550 
822 
505 
779 
682 
388 
585 
868 
844 
890 
730 
736 
626 
372 
553 
825 
508 
782 
685 
6.97 
19.71 
48.19 
70.21 
63.94 
124.91 
191.71 
2.93 
3.59 
9.65 
22.09 
11.51 
40.71 
54.60 
piecewise linear function presented as a max-min of linear functions. We have 
proposed an algorithm to find this piecewise linear function by minimizing an 
error function. 
This algorithm has been applied to solve data classification problems in 
some large-scale datasets. Results from numerical experiment show the eflPec-
tiveness of this algorithm. 
However the number of hyperplanes needed to separate the two sets has 
to be known. In further research some methods to find automatically this 
number will be introduced. Problem (30) is a global optimization problem on 
which we use a local optimization method. Therefore it is very crucial to find 
a good initial point in order to reduce computational cost and to improve the 
solution. These questions are the subject of our further research. 
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