Abstract -Multiple-input-multiple-output systems are considered which are linear, timeinvariant, and finite dimensional and which possess a decenaalized fixed mode. A transfer function characterization of this property is developed, which allows characterization also of the degree of a fixed mode, this concept being given a meaningful definition in the course of the paper.
I. INTRODUCTION AND BACKGROUND
T HE CONCEPT of the decentralized fixed modes of a linear, time-invariant, finite-dimensional, multipleinput-multiple-output system was introduced in [l] . Properties of systems with such modes were further explored in [2] , and connections with a decentralized control problem are considered in [3] - [6] . The existence or otherwise of decentralized fixed modes is a pertinent question for systems with minimal state-variable (or matrix fraction) descriptions, and although the existence of fixed modes has hitherto been considered using state-variable or matrix fraction tools, the fact that the existence property is invariant under the usual transformations between minimal system descriptions means that the property is one possessed by the system transfer function matrix alone. The characterization of the property via the transfer function matrix is achieved in this paper.
Suppose that a multiple-input-multiple-output, linear, time-invariant, finite-dimensional system is described by where each y,, uj is a vector, and the A , ( s ) , Bj(s) are polynomial matrices. Suppose further that there is no polynomial left divisor of A , ( s ) ; . -, A , ( s ) , B , ( s ) ; . -, B m ( s ) with nonconstant determinant. The system is said to have a decentralized fixed mode [l] , [2] if and only if for all real, constant k , of appropriate dimension and some so, This means that for all feedbacks of the form u, = k,y, + u, (with u, an external input), so^ remains a mode of the system.' It is established in [2] that a necessary and sufficient condition for the existence of a fixed mode is that for some nonempty subset { i,, . * , i,} of { 1,2,. . . , m} and some
(number of columns of Ai,). (1.3) (A condition based on a state-variable system description is also available.) Our main goal will be to describe conditions on the system transfer function matrix for the existence of fixed modes. First, we note simple consequences of (1.3). has a decentralized fixed mode at so, i.e., the decentralized fixed mode for (1.1) remains for a wider class of feedback ( y , t o u j a s l o n g a s l < i , j < a o r a + l < i , j < m ) t h a n t h e definition originally suggests., For (1.3) To obtain insight into the general problem, we shall consider a special case. Let W(s) be 2 x 2 with a(s) the characteristic polynomial. Write Notice that a divides n,,n,, -n1,n2,. Let m(s) be the quotient. Suppose also that W(s) = A-'(s)B(s) with and A(s), B(s) are left coprime.
If there is a fixed mode at so, with reordering of inputs if necessary we have a,,(so) = a2,(s,) = b,,(s,) = b2,(s,) = 0. Easy calculations based on expressing the nij(s) and a(s) in terms of the aij(s) and bij(s) show that and while n,,(s,) * 0-else a(s) would fail to be the characteristic polynomial. Therefore, if s, is a simple pole of W(s), we have, after cancellations, entry with no pole at so entry with pole at so = i entry with zero at so entry with no pole at so 1 .
The converse is easy to establish: if there is a simple pole so of W(s) such that W(s) has the structure (3.3), then so is a fixed mode, with rank[A, (so) B, (so)] = 0; thus loop closing via u, = k2y2 of a minimal realization of W(s) will give an uncontrollable system. If the 1-2 and 2-1 entries of W(s) are reversed, there is also a fixed mode; loop closing via u, = k, y2 gives an unobservable system. Fig. 1 illustrates the first situation; the pole-zero cancellation associated with the controllability is evident.
In summary, we have the following. Proposition I: Consider a 2-input, 2-output system with rational transfer function matrix W(s), and with a simple pole at so. Then there is a decentralized fixed mode at so if and only if W(s) or its transpose has the form of the right side of (3.3) .
This proposition was suggested to us by work of Wolovich [7] , which is concerned with examining the effect of feedback on the sets of states reachable or observable from a single input or output in a multiinput-multioutput system.
The illustration of Fig given the satisfaction of certain connectivity conditions. The right-hand diagram of Fig. 1 shows that with k, time varying, the pole-zero cancellation at so, the cause of the fixed mode, will no longer occur. (One cannot commute the time-varying block with an adjacent time-invariant block, and thereby juxtapose a cancelling pole-zero pair). The diagram also illustrates a result of [I] , extended in [2] , to the effect that if k, is replaced by a transfer function k,(s), the fixed mode is still present-as the diagram indicates, the pole-zero cancellation still occurs.
Another point illustrated by the diagram is the comparatively trivial nature of the proposition in case w,,(s) = 0 (or, dually, w,,(s) = 0). On the other hand, if w,,(s)w,,(s) * 0 and W(s) is strictly proper, the proposition indicates that W(s) must have at least 3 poles (2 of which may coincide, but not at so).
How may one remove the restriction that so be a simple pole in the above proposition? Extension of the argument above will establish the following result, which is subsumed by a later result for systems with more than 2 inputs or outputs.
Proposition 2: Consider a 2-input, 2-output system with rational transfer function matrix W(s). Then there is a decentralized fixed mode at so if and only if the greatest order which so has as a pole of w , , , w2,, and ( W I is less than the order it has as a pole of one of w,,, w,,. As an example, Before exhibiting the generalization of (3.3), however, we . . . (normally ordered with i, < i2 --< i,, k, < k2 < --. < kp).
The main result is as follows. It is not hard to show that this structure implies and is implied by wndition 2) of the theorem, when k = K = 1. i~ Unfortunately, as soon as K > 1, the situation is a good deal
Then there eliists 0 < k < K such that whenever 6, + 6, z 8, for all minors of k ( s ) . If K > k , equality occurs in (5.5) for at least one choice of i,, --i , , I, . --, I, where 6, + 6, = 8.
Remark: Proof is in Appendix B. Now let us interpret the result. Broadly speaking, the result says that there is a fixed mode of degree k if and only if certain minors have so as a zero of certain minimum order, or a pole of limited multiplicity, while at the same time, so must be a pole of W ( s ) . In more detail, the quantity 6, computes the number of rows in the first fl rows of W ( s ) which are not in the minor under scrutiny, while 6, computes the number of columns in the first y columns of W ( s ) which are in the minor under scrutiny. The quantity 6, + 6, -fl therefore is associated with the position of the minor; large minors located inside W,,(s) give the large values for this quantity, small minors located inside W,,(s) give the small values. When this quantity is nonnegative, the behavior of the minor at so is constrained-see (5.5). Besides 6, + 6, -fl, the constraint is affected by k , the degree of the fixed mode, and K , the order which so has as a zero of the characteristic polynomial of W ( s ) . If 6, + 6, -fl is negative, no special constraint is imposed; but note that if so is a zero of the characteristic polynomial of order K, there always exists at least one minor of W ( s ) with so as a pole of multiplicity K. There is no question that the above theorem in its general form is complicated. Therefore it is of interest to search for specializations which can take a simpler form. Section 111 described one specialization. Another is obtained by restricting to the case K = 1, i.e., so is a simple pole, which implies k = 1, i.e., the degree of so as a fixed mode is 1.
VI. CONCLUSIONS
We have described a transfer function matrix test for the existence of a decentralized fixed mode; for the case when the transfer function matrix is 2 x 2 , or when the mode coincides with a simple pole, the test takes a particularly simple form.
We have also defined the concept of degree of a fixed mode, and illustrated the sigmficance of this concept.
The result of this paper may be useful in elucidating whether or not systems of a fixed structure but with variable parameters can have a decentralized fixed mode for generic values of the parameters. Sezer and Siljak have studied this question [9] . Their general conclusion is as follows. Suppose that W ( s ) = H(sI -F ) -' G where entries of F, G, and H are either zero or free parameters; any two nonzero free parameters take independent values. Then there are two generic possibilities; W ( s ) , with row and column permutation, is triangular, and then it is possible to have decentralized fixed modes at any so, or W ( s ) can only have a decentralized fixed mode at s = 0. The connection with the structure of (5.6) is not hard to make: unless so = 0, or the W,, block is zero, one cannot conceive of the condition of (5.6) being met for generic values of parameters in the system. ---,fl+~andb,(s),i=l,-. .,y+yandscalarskij, 1<i < y , l < j < P a n d y + l < i < y + 7 , P + l < j g j ? + B b y Proposition 3: Assume the same hypothesis as Theorem 2, and suppose so is a simple zero of a(s). The following
Suppose that % , ( s ) , @,(s), %,(s)
2) There holds
k l P 1 no entry has a ' so is simple zero of
-. . k~8 NO. 6, DECEMBER 1982 = sum of determinants with second through P + columns identical to the above. and with first columns
The last expression is obtained by using the additive decomposition of the first column. Similarly, we may use the additive decomposition of all other columns to obtain an expression in the form of a sum of a very large number of determinants, and in the first / 3 columns of each determinant, b columns of the set a l (~) ,
By the definition of degree, every , B x p minor formed from the first P columns of each summand has a zero at so of order at least k, so each summand, and thus the overall sum, has this property.
To complete the proof of the theorem, we must show that for almost all XI.%,, the quantity det[Q,(s)+ %,(s)%, : d,(s)+ 532(s)K2] has a zero at so of order no greater than k. Clearly, it is enough to show that for one particular K,, 5,. the zero order is just k. (To have a zero of order greater than k requires that so be a zero of the k th derivative of the determinant, which in turn imposes an equahty constraint on XI,%,. Either the constraint evanesces, i.e., it is met for all XI,%, or it fails to be met for almost all 3-l , , 3C2 .) By the degree definition and the Cauchy-Binet theorem [8. pp. 9-121, all / 3 X P minors of have a zero at so of order at least k, and for one choice of C,, XI. at least one minor will have a zero of order precisely k. Hence, for almost all f , , X I this will be the case. Hence, for almost all C ,, 3i', with nonsingular C , this will be the case. Hence, for almost all XI. 8 ,(s)+ %,(s)X , will have at least one / 3 X p minor with a zero at so of order precisely k. Denote the set of such X I by 7'-,.
A similar argument based on the Cauchy-Binet theorem and (4.1) shows that for almost all K,.
Denote the set of such X I by q,;. Now recalling the definitions of 6, and 6,, we see that =number of columns in determinant on right side of (B.2) drawn from columns of ( a 1 ( s ) : %l(s)}. 
would have a zero at so of order > k for all X, and X,, contradicting Theorem 1. So K > k implies one or more of the minors for which 6, + 6, = j? has a zero of order precisely k.
It remains to establish the claims for 6, + 6, > P. If 6, + 6, = P + 1, the derivative (with respect to s) of the determinant appearing as the numerator on the right of (B.2) is expressible as a sum of determinants with P columns drawn from [&?,(s) : %,(s)], and so has a kth order zero at so. Also, the deterrhinant itself obviously has a zero at so. Hence the determinant has a (k + 1)th order zero at so. More generally, extension of the argument shows that if Finally, (B.4a) and (B.4c) imply k = k'; (B.4b) and (B.4d) also imply k = k t ; (B.4a) and (B.4d) imply which is impossible. Finally, (B.4b) and (B.4c) together are impossible. Thus we have shown that condition 2) implies condition 1). This proves the theorem.
