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1. Abstract: 
 This research project focuses on the creation and testing of pre-generated groups of 
contacts that contain e-mail addresses that the user is likely to send e-mail to as a group in the 
future. The purpose of these generated groups is to make it as easy as possible for the user to 
send a message to a group of people without modifying the group as much as possible. Some 
groups may be very large and thus will make sending e-mail more efficient as they will save the 
user from a lot of typing. These groups are automatically generated and recommended to the 
user, who will accept the group as it is, modify it then accept it, or reject it if it does not mean 
anything to the user. After coming up with several different algorithms to generate the groups, 
we tested them by running a user study and collecting data from 19 participants. We then 
calculated the average percentage difference between a predicted group and a future message. 
This allows us to see how viable our groups are and how likely they are to help a user compose 
an e-mail message in the future. We concluded that using Google score was the best method. 
2. Introduction: 
 E-mail is one of the most prevalent forms of communication on the Internet. It is 
estimated that in 2013, around 183 billion e-mail messages were sent. Many of which were 
addressed to several recipients. Through our research, we aim to provide the e-mail sender with 
groups that are generated based off the users' past e-mail exchanges. For example, if you 
regularly send or receive e-mail to your parents together, our algorithm should ideally detect this 
strong link between you and your parents and present you with a group suggestion. Once you are 
presented with a suggested group, you are allowed to make modifications in the form of adding 
or deleting certain recipients from the group. For example, the algorithm might only have 
suggested your parents, but you also want to include your siblings. Finally, the user gives a label, 
such as "family" to the group. Alternatively, the user may choose to reject the group entirely if 
he/she feels that it will not be useful in the future. The best prediction algorithms will produce 
groups that are least likely to be rejected by the user. More importantly, of the groups that are 
accepted by the user, ideally the user should have to make the least additions or deletions. 
3. Previous Work: 
 Our approach involves adapting two previous studies for recipient prediction and friend 
group prediction. Google's method aims to solve our problem using a different approach. The 
friend group prediction algorithm by Huang and Dewan works by analyzing the friend 
relationships on the social media site Facebook to create groups of friends. We combine these 
two studies together to create an e-mail group prediction algorithm. 
 3.1: Google's Approach - "Suggesting Friends Using the Implicit Social Graph": 
 Currently, Google's Gmail client makes recipient suggestions as the user begins to enter 
the recipients of the message. Google's approach is different from our approach in that it does not 
pre-create the groups, but rather suggests a user to add to the recipient list one at a time. This 
approach is illustrated in the figure below. 
 
 One disadvantage of this approach is that it requires the user to start entering recipients 
before any predictions are made. Another disadvantage is that only one recipient is predicted at a 
time (but the user has multiple options to choose from). This approach works by rating the 
affinity between two recipients and assigning a score called Interactions Rank (IR). IR is derived 
using the half-life and sent-constant of a message being sent that contains two particular 
recipients. We will use this scoring method in our algorithm to rate the strength of the 
relationship between two recipients. 
 3.2: Facebook Friend Groups - "Mixed Initiative Friend-list Creation": 
 This approach works by recommending groups by creating a graph representing the 
relationships among a set of friends. If two Facebook users are friends, an edge is created 
between them in the graph. After the graph is created, it is given as an argument to Bacon and 
Dewan's Hybrid Clique Merger algorithm (explained next), which generates groups based on the 
affinity of friends in the graph. This algorithm works by finding the maximum cliques in the 
graph where a clique is a set of vertices in which each vertex is connected to every other vertex 
by an edge. Overlapping cliques are then combined to form a set of groups from the graph. In 
this algorithm, the more strongly connected a set of vertices is to each other, the more likely that 
a group containing these vertices will be recommended. For example, if three Facebook users 
were all friends with each other, a group would be recommended containing all three. If the three 
friends were also strongly connected to another friend, he/she would also be included in the 
group. 
 
4. Our Approach: 
 Our approach works by analyzing the affinity between the various senders and recipients 
in a user's past e-mail messages. However, this is made more difficult by the lack of clear 
relationships between recipients who are merely addressed in the same e-mail exchange (as 
compared to the clear user to user friend relationships on Facebook and other social media sites). 
Thus, the bulk of our study focused on determining the best possible way to generate a graph that 
will produce optimal groups. In this project, we hypothesized, implemented, and studied three 
different graph generation algorithms. Two of these algorithms had arguments (such as time 
threshold) that we set to varying values in order to find the best values for the best algorithm. 
After the graph is generated, the groups are created using the Hybrid Clique Merger algorithm. 
We modified the Facebook friend group study described in section 3.2 to take in one of our 
generated graphs instead of the friend graph. Finally, we tested the viability of these groups by 
running a user study and determining how useful groups generated using a past sub subset of the 
data are in predicting a recent subset. For example, we split the collected data into two training 
and testing. We generated varying sets of groups using the various graph algorithms with the 
training set. Then we compared the usefulness of these groups by seeing how likely they are to 
be used in the testing set of messages with as little additions or deletions as possible. We 
measured the average percentage of collaborators in a group changed to make the group be 
useful in a message in the testing subset. The intuition behind this testing method is that if we are 
generating great groups, then the user using the groups should have to make as little changes to 
them as possible. For example, if each recommended group is exactly the same as a set of 
collaborators in the testing subset, then on average a message needs to be modified by 0% in 
order to be used. We don't expect this value to ever reach 0% since we don't expect our groups to 
be perfect. However, our goal to decrease this value as much as possible. 
5. Data Collection: 
 The first step in this project was to create a framework through which we collected the 
past e-mail history of a user. This first step is required in order to be able to create a graph of the 
user's interactions with other e-mail addresses in the past. Using an e-mail data collection tool 
created by Jacob Bartel, we collected e-mail message data anonymously in the following format. 
 
In this file format, each line represents a single e-mail message. Each message is given a 
Message Id and Thread Id. Also collected is the From Id, set of Recipient Ids and the received 
date of the message. After a user logs in with their e-mail address and password, a preset amount 
of the most recent e-mail messages is collected in this anonymous format from their account. 
Note that each From Id and Recipient Id represents an actual e-mail address in the header of the 
message such as andrewwg@live.unc.edu. The received date is used in determining the 
importance of older messages relative to more recent ones. I wrote a parser to create a Message 
object for each line in the file containing the Message properties discussed above. Thus, when 
given the above file as input, a List<Message> object is returned containing all the Message 
objects. This object contains all the data we require to recommend the set of groups for a 
particular user. Initially the e-mail data collector only accepted Gmail addresses and in this 
project we added support for Microsoft Outlook/ Live e-mail addresses that are commonly used 
by undergraduate students. We used this data collector and parser to run our user study on 
several participants. Furthermore, if a user chose to provide their private data, the actual Id to e-
mail address mappings would be collected and stored a separate file with the following format.
 
This allowed us to manually evaluate our own groups by seeing if they make sense logically in 
lieu of running the testing algorithm. This file was also parsed and stored as a Map<Integer, 
String>. We then created the graph using the Strings of the actual e-mail addresses. If private 
data was not available, we simple created the graph using the String representation of the integer. 
6. User Study: 
 To collect enough data for our testing, we ran a user study and collected data from 19 
participants. For each user, up to 400 threads containing a total of up to 2000 messages were 
collected. These values were picked so that as much e-mail messages for each thread is collected 
as possible. On average around 500-600 messages were collected from each user using these 
parameters. The users were mostly undergraduate students at UNC. 
7. Graph Generation Algorithms: 
 In generating the graph to pass as an argument to the Hybrid Clique Merger, we 
considered three different methods: Simple Graph Generation, Simple Threshold Graph 
Generation, and Google Scoring Formula. All graphs are created using an instance of the 
Undirected Simple Graph from the JGraphT library with vertices with String type. In a simple 
graph, no self-loops are allowed. 
 7.1: Simple Graph Generation: 
 This algorithm works by using every message collected. For each message, a vertex in 
the graph is created representing a collaborator in the message. A collaborator is either a sender 
or recipient of the message. An edge is then created between every pair of people listed as 
collaborators of the message. Thus, an edge represents a connection between two people and a 
connection is created for each pair of users involved in a message. For example, consider the 
following message. 
From: andrewwg@cs.unc.edu 
To: bartel@cs.unc.edu, dewan@cs.unc.edu 
The vertices "andrewwg@cs.unc.edu", "bartel@cs.unc.edu", and 
"dewan@cs.unc.edu" are created. The following edges are also created: 
- ("andrewwg@cs.unc.edu" <--> "bartel@cs.unc.edu") 
- ("andrewwg@cs.unc.edu" <--> "dewan@cs.unc.edu") 
- ("bartel@cs.unc.edu" <--> "dewan@cs.unc.edu") 
A total of !!(!!!)! !edges are created for a message with n collaborators. Thus the number of edges 
increases on the order of !!(!!). The potential downside of this algorithm is that it does not take 
into consideration the age of the message. 
 7.2: Simple Threshold Graph Generation: 
 This graph generation works similarly to the above, but also takes in as parameters a 
threshold age in milliseconds and a date. In determining whether to use a message in the graph, 
the algorithm checks to see if the date of the message is more than the threshold age before the 
date passed in as an argument. The date passed as an argument to the algorithm is the date of the 
oldest test message (which is the most recent message that is not used to generate groups). 
 
 
 
In the diagram above, the blue area represents the size of the threshold age (in milliseconds). The 
date of the oldest test message (passed in as an argument) is always more recent than any 
message considered. It is at the very right edge of the diagram above. Any message in red is a 
message that is considered too old to be useful in generating groups and is thus completely 
ignored in generating the graph and groups. The date of the oldest test message is passed, as an 
argument, because it represents the time of the first message the user would send using the 
generated groups. We considered the thresholds 1 hour, 1 day, 1 week, 2 week, 1 month, and 2 
months in our testing. Initially, we generated groups from our own e-mail accounts with these 
thresholds and checked their usefulness. We found that groups generated with a 1 hour, 1 day, or 
1 week threshold were unlikely to produce any useful groups. This is reasonable because 1 hour 
or 1 day is not a long enough time period to be able to generate groups that are useful in the long 
term.  We chose the thresholds two weeks, one month, and two months to further test using the 
data collected from the user study. 
 7.3: Google Scoring Algorithm: 
 The Google Scoring Algorithm uses the Interactions Rank Formula in Suggesting Friends 
Using the Implicit Social Graph. The formula factors in the half-life of a message and whether it 
was sent or received in order to create a score for each edge.!The!formula!then!sums!the!weights!of!these!messages.!
 
 Our Google Scoring Algorithm starts by created a weighted graph in which each edge is 
assigned a score using the above formula. The algorithm takes in as arguments a half-life (in 
milliseconds) and a sent constant. After the algorithm is finished creating the weighted graph, it 
is converted into an un-weighted graph by dropping edges below a certain threshold. Each edge 
weight is assigned created by summing the previous weight of the edge with the half-life as 
determined by the formula. The half-life is then multiplied by the sent-constant if the message 
was sent by the user whose messages we are analyzing. The initial weight is always 0. The 
usefulness of this approach is that older edges are assigned a decreasingly smaller edge weight 
instead of using a hard cut-off as with the Simple Threshold algorithm. For example, consider 
two collaborators of a message, Andrew and Jacob, and a half-life of one week. If a message is 
sent right now between them, the half-life would be 1 and the weight of the edge connecting 
Andrew and Jacob in the graph would be one. If a message were also sent between Andrew and 
Jacob one week ago, then the half-life of that message would be 1/2. The new weight of the edge 
between Andrew and Jacob would the previous weight (1) + the current half-life (1/2). Thus this 
edge's weight would be 1.5.  
 A half-life that is very high would give too many messages a half-life of 1. A half-life 
that is too low, would give too many messages a half-life of 0. Thus, it is important to pick a 
half-life that usefully differentiates the half-life score of the message edges over time. In order to 
pick an appropriate half-life, sent constant, and threshold (to drop edges), we used MATLAB to 
generate the cumulative distribution function using various half-lives and sent-constants of all 
the participants in our study. We considered the half-lives 1-hour, 1-day, 1-week, 2-weeks, and 
1-month. 
 The x-axis represents the range of edge weights in the graph. The y-axis represents the 
cumulative probability, or the probability that a weight in the graph is at least a certain weight. 
We see that the 1-hour and 1-day half-lives are unlikely to produce any useful distribution of the 
edges and we removed them from consideration. The second question we need to answer is what 
at what point do we drop edges? We chose 0.25 as the score below which to drop edges. This 
decision was made based on the location of the elbow in the graph, where there is a significant 
change in the slope of each line. 
 
Figure 1: Same sent-constant, various half-lives. 
 
Figure 2: Same half-life, various sent-constants 
 Additionally, we considered various sent-constants with a single half-life. We considered 
the sent-constants 1/16, 1/8, 1/4, 1/2, 1, 2, 4, 8 and 16. A sent constant of 2 means that sent 
messages edges are given twice the weight. Intuitively, a message that is sent should be given 
more consideration when generating groups than a message that was received. As demonstrated 
by the cumulative probability function in Figure 2, there was very little variation in the edge 
weights. We then decided to use only the 1 sent-constant, which means sent messages are 
equally important as received messages. 
 In summary, our empirical analysis led us to believe that half-lives of 1-week, 2-week, 1-
month, and 2-months are the most viable. The sent-constant had little effect on the weights of the 
edges, so we used a sent-constant of 1. We also drop edges with weights below 0.25 to create the 
un-weighted simple graph that is used to generate groups. 
8. Evaluating Groups: 
 In order to find the algorithm and argument combination that creates the most useful 
groups, we developed a method to test the groups created for all the data of all users collected in 
the study. First we sorted each list of messages in chronological order. We then took each user's 
list of messages and divided it into two groups: training and testing. The training set contains the 
first 80% of messages and the testing set contains the remaining 20% of messages. The algorithm 
then generates groups using the training set and tests their usefulness in predicting groups in the 
testing set. We considered two ways of evaluating a group: a group-centered approach and a 
message-centered approach. We evaluated the following methods: 
Simple Graph 
Simple Threshold Graph – 2 Week 
Simple Threshold Graph – 1 Month 
Simple Threshold Graph – 2 Months 
Google Score – 1 Week Half-life 
Google Score – 2 Week Half-life 
Google Score – 1 Month Half-life 
Google Score – 2 Months Half-life 
 
 8.1: Group Centered Evaluation Metrics: 
 For each group, g, I found the closeness of each message to the group. Closeness is the 
number of edits (additions/deletions), required to transform the message collaborators (sender + 
recipients) to the group. Then I chose the message, m, with the minimum closeness, e. I divided e 
by the number of collaborators, c, in m to give the cost of using the group in the best message. If 
the ratio is greater than one, the group is useless since for all the messages it takes less effort to 
manually enter the recipients than use the group. Finally, average the minimum group cost. In 
this approach, we are measuring the average usefulness of a group at best. One reason to use this 
metric is that if too many groups are being generated that are not used to send messages this 
number will be high. !"#$%!"#$%&!!"!!"##$%"&$'"&( = !!"#$!!"!!"#!!ℎ!!!"#$%! 
 8.2: Message Centered Evaluation Metrics: 
 In addition to group centered evaluation metrics, we used message centered evaluation 
metrics. In this approach, we check on average how close the best group is to the current 
message. In this approach we are testing the usefulness of the best group for each message (the 
reverse of section 8.1). For each message, m, I found the closeness of each group to the message. 
Closeness is the number of edits (additions/deletions), required to transform the message 
collaborators (sender + recipients) to the group. I then chose the group, g, with the minimum 
closeness, e. I divided e by the number of collaborators, c, in m to give the cost of using the 
group in the best message. For the useful groups, we average the minimum group cost. 
9. Results and Conclusion: 
 
Best Message For 
Each Group 
(Group-centered) 
Best Group for Each 
Message 
(Message-centered) 
Simple Graph % 7.8 % 8.1 
Simple Threshold Graph – 2 Week 18.8 24.9 
Simple Threshold Graph – 1 Month 7.8 8.1 
Simple Threshold Graph – 2 Months 7.8 8.1 
Google Score – 1 Week Half-life 6.7 7.0 
Google Score – 2 Week Half-life 6.7 7.0 
Google Score – 1 Month Half-life 7.8 8.1 
Google Score – 2 Months Half-life 7.8 8.1 
 
 The results above lead us to conclude that the Google Score Graph Generation algorithm 
with half-life arguments of 1-week and 2-week provide the most useful groups. As we expected, 
the group-centered approach nearly always produces a smaller percentage than the message-
centered approach. This is because we expect each group to be very close to some message, but 
not every message to be close to some group. Furthermore, the closeness of the results of these 
various methods suggests that changing the half-life parameter does not have a large impact on 
the result of the groups produced. The worst method to generate groups is to use a Simple 
Threshold Graph with two-week threshold. This is reasonable because two weeks is too short of 
a time period to be able to use to generate groups. Future work can include using Jacob's bursty 
model to dynamically produce a new set of groups as each message is analyzed. 
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