We introduce a novel, fully automated solution method for sensor planning problem for 3D models. By modeling the human approach to the problem first, we put the problem into a reinforcement learning (RL) framework and successfully solve it using the well-known RL algorithms with function approximation. We compare our method with the greedy algorithm in various test cases and show that we can out-perform the baseline greedy algorithm in all cases.
Introduction
Sensor planning is a classical problem which found application in various fields, and has attracted the attention of researchers from diverse backgrounds. Besides its intellectually curious nature, the technological and industrial implications of finding an efficient solution to the sensor planning problem is vast. Among the most common areas of impact one can mention the emergency services, photogrammetry, inspection of large structures, surveillance and industrial inspection. For instance, in case of a natural disaster the coverage of an area of interest as quickly as possible usually has utmost importance in detecting the survivors and people in immediate need, [1] . In the photogrammetry literature, the sensor planning problem appears as the photogrammetric network design problem, which has been a topic of interest in the field for quite a long while by now [14, 7, 22, 10, 12] . One of the earliest applications of the sensor planning problem was indoor and outdoor surveillance, which we now know as the art gallery problem, [16] . The automated inspection process of industrial products requires sensor planning to guarantee the speed and the efficiency of the inspection process, [29] . Lastly, in the intersection of above-mentioned fields with robotics and computer vision, there numerous applications of sensor planning. Especially with the recent developments in unmanned aerial vehicles (UAVs), there has been an increased interest * These authors contributed to this paper equally. in the use of UAVs in inspection and 3D reconstruction, [5, 19, 13, 31, 20, 3, 23, 24, 25, 30] . These wide range of impact of an efficient solution to the sensor planning is our main motivation to study this problem.
The sensor planning problem can be regarded as a set covering optimization problem and is bounded by the same restrictions of it. Under reasonable complexity assumptions, the naïve greedy algorithm is essentially the best polynomial time approximation algorithm to the N P -hard set covering optimization problem. Even though one can find a better solution specific to the problem in hand, to the best of our knowledge, there is no generic method which is guaranteed to out-perform the solution provided by the greedy algorithm. In this paper, we show that, although the sensor planning problem is essentially a special case of the set covering optimization problem, the additional geometric structure of the 3D models opens a path to more flexible treatment of the sensor planning problem.
On a toy object model, Figure 2 illustrates why the greedy algorithm fails to come up with an optimal solution. In this example, we try to cover a 3D knot model with a virtual camera. Even though the first a few cameras effectively increase the covered area, last a few cameras are needed only to cover very small areas that were left uncovered. We argue that if a human agent were asked to solve 1   2  3  4  5  6  7  8  9  11  13 Figure 2. Illustration of the bad performance of purely greedy algorithm in the set coverage optimization problem. Green color represents regions covered by a single camera only, while red color represents regions covered multiple times by different cameras. The greedy algorithm returns a solution with 13 cameras. However, the contribution of the last a few cameras are, in fact, minor.
this problem, he/she would unconsciously use the geometry of the covered area and would avoid proceeding greedily at certain steps along the way, so that he/she wouldn't have to place extra cameras for the small gaps left between the covered areas. In Figure 1 , we illustrate how the greedy algorithm and the expected behavior of a human agent differs.
In this work, we aim to model and teach machines such human intelligence using reinforcement learning framework.
Our contributions:
• By exploiting the geometry, we provide a novel, fully automated solution method to the sensor planning problem for 3D models.
• We propose a new set coverage scoring scheme that is used to solve the sensor planning problem similar to the behavior of a human.
• We employ reinforcement learning techniques with function approximation, where an agent learns how to set the parameter of our new score function in a Markov Decision Process.
• With sufficient exploration and learning time, our method provides a solution which is guaranteed to perform at least as good as the greedy algorithm, and by several experiments we show that even without any forced exploration it out-performs the greedy algorithm in many instances.
Related work
There is a rich literature in robotics and computer vision proposing solutions to the sensor planning or related problems. The literature can mainly be divided into two groups: Model based and non-model based methods. In this paper we follow a model based approach. Excellent surveys of the early approaches to the model based problem can be found in [2, 21, 26, 28] . Among existing work on sensor planning, our view of the sensor planning problem is akin to [29] , even though our solution method substantially differs. Similarly, recently there has been a rapidly growing interest in combining reinforcement learning techniques with computer vision. Most notable work includes [17, 8, 15, 18] , which mainly combines deep networks and reinforcement learning to build systems that are capable of digit classification, object detection, person identification and playing arcade games respectively. To the best of our knowledge, our work is the first one in the literature which proposes a reinforcement learning framework to study the sensor planning problem.
Problem Formulation
In this paper, we study the sensor planning problem for 3D models. The 3D model we consider can be a triangular mesh of various objects like geographical shapes, big structures, interior or exterior scenes, body parts, interesting geometrical objects or even machine parts. We formally define the sensor planning problem for 3D meshes as follows Problem 1. Given a 3D mesh model Ω of an object and a finite set of sensor locations with associated directions S := {( i , d i )} i∈I , find a subset T ⊂ S of minimum size such that if identical sensors are placed in locations and in the directions provided by T, then Ω can sufficiently be covered by these sensors.
In this formulation, we do not distinguish between the two cases where a set of multiple sensors or a single moving sensor is employed. We unify these two cases and treat them simultaneously. Also, without loss of generality we use triangular meshes for the models, one can always use other types of tessellation methods as well.
Notation and Background
First, we summarize the mathematical notation that is used through out the paper. For a given set Y , we will denote the power set of Y , i.e. the collection of all subsets of Y , by 2 Y . The set of non-negative real numbers will be denoted by R ≥0 . We denote the triangular mesh of interest with Ω. Then, each element of 2 Ω will be a submesh and we denote a submesh (possibly arising from coverage of a single or non-singleton set of sensors) by X.
Set covering optimization problem
Given a set S with finite number of elements n, and a collection {S i } i∈I ⊆ 2 S of subsets of S, the set covering optimization problem is the problem of finding a subset J of I with smallest smallest number of elements and satisfying
(
This problem is known to be N P -hard, and approximate solutions such as greedy that run in polynomial time are well known [11] . However, in many instances, it has also been shown that greedy algorithm can not provide the optimal solution [6] . Nevertheless, under reasonable assumptions, the inapproximabilty results of [4] show that the greedy algorithm is essentially the best polynomial-time approximation algorithm one can hope for.
The sensor planning problem we posed in section 3 can be regarded as a special case of the set covering optimization problem. Hence, with its naive form, it is also bound by the facts above. In this work, we aim to answer the question if can we do better than the greedy algorithm by utilizing the structure of the geometric objects and combining them with a learning paradigm.
Reinforcement Learning
The learning paradigm we use in this paper is the standard reinforcement learning (RL) setting where an agent learns to accomplish a certain task by interacting with an environment over a number of discrete time steps. We restrict our attention to the approaches which are mainly built around estimating a so-called value function. Our main reference for all reinforcement learning related concepts is Sutton and Barto's excellent book [27] .
As we will show in the next section, sensor planning can be cast as a finite Markov Decision Process (MDP). Hence, in principle, we will be using reinforcement learning techniques to study a finite MDP. Formally, a finite MDP is a quintuple (S, A, T, R, γ), where
• S denotes a finite set of Markovian states.
• A = s∈S A s denotes the finite collection of all admissible actions. In particular, A s denotes the finite set of all admissible actions at state s ∈ S.
• T = {T a } a∈A is the collection of all transition probability functions. That is, for any (s, s ) ∈ S × S, and a ∈ A s , T a (s, s ) = P r{s t+1 = s |s t = s and a t = a} the probability that the system will reach state s at time t + 1, after taking the action a at the the state s at time t.
• R : S × S → R is the reward signal, which returns the (expected) immediate reward received after transitioning from state s to s .
• γ ∈ [0, 1] is the discount factor, which simply allows us to emphasize the importance of present rewards over future ones.
In most reinforcement learning systems, the state is basically agent's observation of the environment. It can be a complete or rough estimate of the current status of the environment. At any given state the agent chooses its action according to a policy. Hence, a policy is nothing but a road map for the agent, which tells what action to take at each state. Once the agent takes an action, the environment returns the new state and the immediate reward. Then, the agent uses this information, together with the discount factor to update its internal understanding of the environment, which, in our case, is accomplished by updating a value function.
One can use different reinforcement learning algorithms to study an MDP. In this paper we specifically we use the well-known SARSA algorithm with function approximation. For a given policy π, this algorithm learns q π (s, a), namely the action value function, which is defined as the expected discounted total reward after taking the action a at state s and following the policy π
The SARSA algorithm with function approximation can be found in standard literature on reinforcement learning, we refer to like [27] for the interested the reader.
Reinforcement Learning for Sensor Planning
As we mentioned in the introduction, a 3D mesh has extra geometrical information which we can exploit to solve the sensor planning problem. Once we build an efficient strategy which takes the geometric information into account, we will employ reinforcement learning techniques to come up with a solution that beats the solution we obtain using greedy algorithm. One might argue that we could introduce reinforcement learning techniques to attack this problem in its raw form, without considering the geometry necessarily. However, in practice, this approach would not be feasible. In our setting, the size of the state space increases exponentially with the increasing number of predefined sensor locations. If there is no rule restricting the admissible actions, any non-chosen sensor location could be regarded as an admissible action, hence, with the increasing number of sensor locations the set of admissible actions at each state would be so large that for systems with high number of predefined sensor locations, the problem would quickly become intractable. In order to be able to put the problem into reinforcement learning framework and solve it efficiently, one desperately needs a strategy to reduce the number of admissible actions at each state, while keeping the problem sufficiently general.
Our inspiration in reducing the admissible actions comes from the human approach to the problem. We will model the hypothetical behavior of the human agent by using the following family of functions f λ :
Here A(X) denotes the total surface area covered by the submesh X, L(X) denotes the total boundary length of the area covered by X, and λ ∈ R ≥0 . A crucial component of our implementation is to calculate the value of f λ on a union of two submeshes. For two submeshes X 1 , X 2 ⊆ Ω, there are several ways to calculate f λ (X 1 ∪ X 2 ). For efficiency, we use the algorithm presented in Table ? ? in our implementation. Moreover, in Figure 3 we illustrate how this algorithm works. Now, we claim that using the functions f λ , the behavior of the human agent can be modeled as follows:
At each step pick a λ and choose the set which maximizes the function f λ .
As one can immediately notice, in this setting choosing λ = 0 corresponds to proceeding greedily, whereas nonzero λ allows non-greedy steps. In the language of sensor planning, if λ = 0, given two sensors introducing two different covered areas X 1 and X 2 with the same surface area, A(X 1 ) = A(X 2 ), maximizing f λ implies that the algorithm prefers the sensor that introduces a shorter perimeter. This definitely reminds the human behavior of choosing a non-greedy camera/subset in Figure 1 instead of the greedy move depicted in the same figure. The theoretical justification for this formulation comes from a well-known result in mathematics, which is called the isoperimetric inequality. This result states that given a planar closed curve of length L, if the area it encloses is A, then we have
and the equality holds, if and only if, the curve is a circle. Intuitively, this result tells us that if we set λ = 2 and we would like to solve the sensor planning problem on the plane by maximizing f 2 , at any state the next best sensor is the one which makes the covered area look more like a disc. Hence, if we allow λ take either the value 0 or 2 , then at a certain step setting λ = 2 and maximizing f 2 one would s , r ← env : step(λ)
returns new s and reward 10: while true do 11: s ← s 12: e = e + ∇ θ q(θ, s, a) 13: c ← get next best cam(λ) 14: δ ← r − q(θ, s, a) 15: s , r ← env : step(λ) 16: if s T erminal then 17:
break 19: agent : set lambda(s , c)
e = e · γ e 23: procedure TEST avoid a chain of purely greedy steps which leads to an increased number of sensors. As we almost never work with planar objects, in this paper we also consider λ values that are different from 0 or 2, to provide enough flexibility.
Given a fixed λ ≥ 0, we will call the approach of maximizing f λ at each step to solve sensor planning problem, as λ−greedy algorithm. For high λ values, the λ−greedy algorithm proceeds quite conservatively, preferring shorter boundaries over larger coverage, in return, causing increased number of sensors. Therefore, one would quickly notice that fixing λ from the very beginning results in poor models. As we argued above, like a human agent does, we need to employ different values of λ at each step. Therefore, the sensor planning problem boils down to the following decision problem:
Which λ ≥ 0 to choose at each step?
As we will see in the experiments section, achieving a performance better than the purely greedy approach requires a subtle choice of λ's at every step. In all cases we experimented, we show that simplistic approaches like alternating the λ value between zero and a non-zero value would not lead to the best results. A more sophisticated strategy is needed to decide sequence of λ's that would lead to smaller number of sensors. On the other hand, even though λ is a continuous variable, we expect that the function assigning λ's to the associated maximizing set (hence the sensor) is a piece-wise continuous function with few jumps. Therefore, it makes sense to consider small, finite set of λ's to choose from at each step of our algorithm. After restricting the admissible λ's to a small, finite set, we will treat the sensor planning problem as a Markov Decision Process and apply standard reinforcement learning algorithms with function approximation to find the shortest sequence of λ's which will guarantee sufficient coverage.
Beating Greedy by Learning λ
In order to find a sequence of λ's that leads to a solution better than the one offered by the greedy algorithm, we device a reinforcement learning scheme. In this setup, our state is a vector of length equal to the number of sensors, which is a number we denote by N . The set of chosen sensors uniquely define the state: If at a given state, the sensor i is chosen, then the i th entry of the state vector is set, otherwise it remains zero. This way, we introduce a state space with 2 N states. Obviously, this definition of the state satisfies the Markov property. In this setting, at each state, taking an action corresponds to choosing a λ value. However, the learning agent is allowed to choose a λ value only from a finite set of admissible lambdas, which we will denote by Λ. We assume that Λ remains unchanged at each state. We further assume that the agent follows a deterministic policy, hence all transition probabilities are trivial. Since we would like to accomplish the coverage in as few steps as possible, we introduce a reward of −1 for each state transition. We use no discount factor, and the coverage task is naturally episodic, as it will be accomplished once the agent chooses all possible sensors.
In the above setting, the sensor planning problem becomes a finite Markov Decision Process and can effectively be solved using reinforcement algorithms. We will use the well-known SARSA algorithm. This algorithm learns q(s, a), namely the action value function for the state s and the admissible action a. However, since the number of states quickly becomes huge, we need to deploy a function approximation scheme. The action value function, q(s, a), is approximated by a neural network with one hidden layer which has sigmoid neurons. The output layer of the neural network is an affine function, i.e. a linear function with weights and a bias term. The input to the network is the concatenation of the state vector we introduced above and an action vector encoding the chosen λ. Basically we enumerate the admissible λ's in Λ and the i th entry of the action vector is set if the corresponding λ is chosen, and the entry is kept zero otherwise. In order to implement the abovementioned algorithms, one only needs to calculate the gradient of the network, which is almost trivial and can even be calculated by hand.
Experiments
In order to test the performance of the solution method we proposed, we experimented on 3D meshes of 10 different objects, which mostly could be of potential interest in the application areas we mentioned in the earlier sections. Namely, we tested the method on the 3D model of a mountainous region, Yosemite Valley, a wind turbine, a skull, a living room as an indoor scene, Statue of Liberty, an artificial outdoor scene of two towers, an engine block, and finally as toy examples a 3D knot and a small plane. For each model we tested our method against two different methods: Purely greedy and alternating-λ. As the name suggests, in the purely greedy approach, we basically complete coverage by proceeding greedily at each step. Whereas in alternating-λ case, we let λ alternate between 0 and 1, and maximize the score function (3) at each step. This allows us to introduce non-greedy steps in between purely greedy ones. We used a virtual rgb camera as a sensor and for fair comparison of the methods, for each object we keep the number of initial cameras and their settings fixed when changing the solution method.
The location and the direction of the admissible cameras were determined by subsampling of the faces of the 3D mesh. Without loss of generality, this subsampling can be done in a naive (regular sampling) way or adaptive way (e.g. by using surface mean curvature). A camera, facing the sampled face is placed at a distance average dof (i.e. average of the allowed near and far clipping plane distances from the camera sensor) from the sampled face and its direction is defined by the look at point as the center of the sampled face. The near clipping plane and far clipping plane parameters of the virtual camera are changed across different 3D models of interest and all other parameters of the virtual camera including calibration matrix are kept unchanged. Our experiments were set up in C++ environment. Our camera class was built on the well-known vpgl perspective camera class, which implements the perspective camera as described in [9] .
During testing of the SARSA algorithm, we allowed only two actions: λ = 0 and λ = 1. The hidden layer of the action value network included 500 neurons. We used eligibility traces with eligibility-λ equals to 0.5. The learning rate was set to 0.01 and the maximum number of episodes was set to 100K. Once this maximum number is reached, we terminated the learning phase, and ran the trained network to accomplish the coverage task. The training procedure took XXX on the average. Table 1 shows the number of sensors proposed by each solution method for a given object.
Discussions
Our method is guaranteed to perform at least as good as the purely greedy approach. As we expected, we see from Table (1) that in every test case, our method provides a solution which is better than the solution provided by either of the baseline methods. Even without introducing explicit exploration, our reinforcement learning based method successfully reduces the number of cameras required to ensure the coverage of the object. Moreover, a comparison between the baseline methods show that a similar performance cannot be achieved by ad-hoc approaches like alternating-λ. In fact, in most test cases, purely greedy approach performs better than alternating-λ, except for Statue of Liberty, engine block and the knot models, where the two algorithms tie twice.
For tasks requiring small number of cameras it can considerably hard to beat the greedy algorithm, as it more likely to be closer to the optimal solution. We observe that, in our experiments, the reduction in the number of cameras used ranges from 1 to 7, the largest being the improvement we get on the skull model.
Depending on the application even a slight reduction in the number of cameras can be quite significant. The significance of slight improvements is due to several reasons. For instance in inspection of large structures with UAVs, the number of view locations the UAV has to visit is particular of importance due to the limited flight time. Moreover, finding the shortest route which visits all the required locations is a typical Traveling Salesman Problem (TSP). As it is well-known, the size of TSP increases rapidly as the number of locations increase. For instance, exhaustive search for TSP runs in O(n!) time (where n is the number of locations), and Held-Karp algorithm runs in O(n 2 2 n ) time. Hence, even reducing the number of locations that needed to be visited by a small number, considerably decreases the size of the problem. In industrial inspection often the same coverage task has to be repeated many many times during the process. Then any reduction in the number of sensors used multiplies and eventually provides significant cuts in inspection time and costs.
Conclusion
We proposed a fully automated solution method to the sensor planning problem for 3D meshes. Given sufficient exploration and learning time, the proposed method is guaranteed to perform at least as good as the greedy algorithm. It has the novel approach of introducing reinforcement learning techniques to study this problem. We emphasize that the efficient implementation of reinforcement techniques were only possible after a novel modeling of the human approach to the sensor planning problem. We showed that the proposed method out-performs the greedy algorithm, and we further showed that a similar performance metrics cannot be attained by ad hoc approaches like alternating-λ. 
