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RATIONAL CAYLEY INNER HERGLOTZ-AGLER FUNCTIONS:
POSITIVE-KERNEL DECOMPOSITIONS AND
TRANSFER-FUNCTION REALIZATIONS
JOSEPH A. BALL AND DMITRY S. KALIUZHNYI-VERBOVETSKYI
Abstract. The Bessmertny˘ı class consists of rational matrix-valued functions
of d complex variables representable as the Schur complement of a block of a
linear pencil A(z) = z1A1 + · · · + zdAd whose coefficients Ak are positive
semidefinite matrices. We show that it coincides with the subclass of rational
functions in the Herglotz–Agler class over the right poly-halfplane which are
homogeneous of degree one and which are Cayley inner. The latter means
that such a function is holomorphic on the right poly-halfplane and takes
skew-Hermitian matrix values on (iR)d, or equivalently, is the double Cayley
transform (over the variables and over the matrix values) of an inner function
on the unit polydisk. Using Agler–Knese’s characterization of rational inner
Schur–Agler functions on the polydisk, extended now to the matrix-valued
case, and applying appropriate Cayley transformations, we obtain characteri-
zations of matrix-valued rational Cayley inner Herglotz–Agler functions both
in the setting of the polydisk and of the right poly-halfplane, in terms of
transfer-function realizations and in terms of positive-kernel decompositions.
In particular, we extend Bessmertny˘ı’s representation to rational Cayley in-
ner Herglotz–Agler functions on the right poly-halfplane, where a linear pencil
A(z) is now in the form A(z) = A0+z1A1+· · ·+zdAd with A0 skew-Hermitian
and the other coefficients Ak positive semidefinite matrices.
1. Introduction
In the 1980s, M. F. Bessmertny˘ı (see [9, 10, 11, 12, 13]) studied n × n matrix-
valued rational functions of d variables which admit a so-called finite-dimensional
long resolvent representation,
f(z) = A11(z)−A12(z)A22(z)−1A21(z), z = (z1, . . . , zd) ∈ Cd. (1.1)
Here
A(z) = A0 + z1A1 + · · ·+ zdAd =
[
A11(z) A12(z)
A21(z) A22(z)
]
(1.2)
is a linear C(n+m)×(n+m)-valued function. He showed that if no additional restric-
tions on f are assumed, then such a representation (1.1) always exists. If, moreover,
f satisfies an additional condition (a) f(z) = f(z¯) (resp., (b) f(z) = f(z)⊤, (c)
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f(λz) = λf(z), λ ∈ C \ {0}), then one can choose the matrices Ak, k = 0, . . . , d, to
be (a) real (resp., (b) symmetric, (c) such that A0 = 0).
A particular role in Bessmertny˘ı’s work is played by functions of the form (1.1)
with A0 = 0 and Ak = A
⊤
k = Ak ≥ 0), k = 1, . . . , d (i.e., matrices Ak in (1.2) are
assumed to be real, symmetric, and positive semidefinite), with motivation coming
from electrical engineering. He proved that such functions form the class (which we
denote by RBn×nd ) of characteristic functions of passive 2n-poles, where impedances
of elements (resistances, capacitances, inductances, and ideal transformers are al-
lowed) are considered as independent variables. (To put it in a broader context
of multidimensional circuit synthesis, see [5].) It is easy to see that a function
f ∈ RBn×nd satisfies the conditions
f(λz) = λf(z), λ ∈ C \ {0}, (1.3)
f is holomorphic on Πd, (1.4)
f(z) + f(z)∗ ≥ 0, z ∈ Πd, (1.5)
where Πd = {z ∈ Cd : Re zk > 0, k = 1, . . . , d} is the open right poly-halfplane,
and
f(z¯) = f(z)∗ = f(z), (1.6)
where z¯ = (z¯1, . . . , z¯d) ∈ Cd. In other words, the class RBn×nd is a subclass of
the class of rational n × n matrix-valued homogeneous (of degree 1) positive real
functions of d variables, denoted RPn×nd .
We will also consider here the classes Bn×nd = CBn×nd and Pn×nd = CPn×nd . The
first one is obtained if we relax the condition that matrices Ak in a representation
(1.1)–(1.2) have real entries and require just A0 = 0 and A
∗
k = Ak ≥ 0, k = 1, . . . , d,
and the second one is obtained if we relax the condition (1.6) and require just
f(z¯) = f(z)∗. (1.7)
Thus we have RBn×nd ⊆ Bn×nd and RPn×nd ⊆ Pn×nd . We also have Bn×nd ⊆ Pn×nd .
The case of d = 1 is not interesting: the classes RBn×n1 and RPn×n1 (resp., Bn×n1
and Pn×n1 ) coincide and consist of functions of the form f(z) = Az with a n × n
matrix A satisfying A = A⊤ = A ≥ 0 (resp., A∗ = A ≥ 0). If d = 2, then we also
have the coincidence of the classes: RBn×n2 = RPn×n2 and Bn×n2 = Pn×n2 ; the first
equality was shown by Bessmertny˘ı in [10], and exactly the same argument works to
show the second equality. The question on whether the inclusions RBn×nd ⊆ RPn×nd
and Bn×nd ⊆ Pn×nd are proper for d ≥ 3 is open.
Bessmertny˘ı has found some necessary conditions for a function f to belong to
the class RBn×nd , however no necessary and sufficient conditions for that in intrinsic
function-theoretical terms (as opposed to the existence of a certain representation)
were established in his work.
In [16], the classes above were generalized as follows. Let U be a (complex)
Hilbert space. The class Bd(U) consists of L(U)-valued functions f holomorphic on
the domain
Ωd =
⋃
λ∈T
(λΠ)d ⊂ Cd
(here, for a fixed λ ∈ T, we have λΠ = {λz : z ∈ Π}) and representable there in
the form (1.1)–(1.2) where the operators A0 = 0 and Ak ∈ L(U ⊕ H) are positive
semidefinite (hence selfadjoint), with some Hilbert space H, k = 1, . . . , d. Here we
denote the space of bounded linear operators acting from a Hilbert space X to a
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Hilbert space Y (resp., to X itself) by L(X ,Y) (resp., by L(X )). The class Pd(U)
consists of L(U)-valued functions f holomorphic on Ωd and satisfying (1.3), (1.5),
and (1.7).
Recall [16] that a mapping ι : U → U is called an anti-unitary involution of
a Hilbert space U if ι2 = ι and 〈ιu1, ιu2〉 = 〈u2, u1〉 for any u1, u2 ∈ U . Such
a mapping is anti-linear and bijective. We say that an operator T ∈ L(U ,Y) is
(ιU , ιY)-real if ιU and ιY are anti-unitary involutions of Hilbert spaces U and Y and
ιYT = T ιU . (In the case where Y = U and ιY = ιU , we just say “ιU -real”.) Let
Ω ⊆ Cd be a set invariant under (entrywise) complex conjugation, and let ιU and
ιY be anti-unitary involutions of Hilbert spaces U and Y. We say that a function
f : Ω→ L(U ,Y) is (ιU , ιY)-real if f ♯(z) = f(z), z ∈ Ω, where f ♯(z) = ιYf(z¯)ιU . (In
the case where Y = U and ιY = ιU , we just say “ιU -real”.) If U = Cn, Y = Cm
and ιU , ιY are complex conjugations, then the matrix of a (ιU , ιY)-real operator
T ∈ L(Cn,Cm) in the standard bases has all real entries, and a (ιU , ιY)-real function
f : Ω→ L(Cn,Cm) satisfies f(z¯) = f(z), z ∈ Ω — we will call such a function real.
The class ιRPd(U) is a subclass of Pd(U) consisting of ι-real functions, where ι = ιU
is an anti-unitary involution of U . The class ιRBd(U) consists of functions f for
which there exist a Hilbert space H, an anti-unitary involution ιH of H, and a
long resolvent representation (1.1)–(1.2) of f such that A0 = 0 and the operators
Ak ∈ L(U⊕H), k = 1, . . . , d, are (selfadjoint) positive semidefinite and ιU⊕ιH-real.
Thus the classes Bd(U), Pd(U), ιRBd(U), and ιRPd(U) are generalizations of the
classes Bn×nd , Pn×nd , RBn×nd , and RPn×nd , respectively. For these generalized classes
we also have that Bd(U) ⊆ Pd(U), ιRBd(U) ⊆ ιRPd(U) (of course, for the same ι in
both classes in the last inclusion); if d = 1, 2, then these inclusions are equalities;
the class B1(U) = P1(U) (resp., ιRB1(U) = ιRP1(U)) consists of functions of the
form f(z) = Az with a positive semidefinite operator A ∈ L(U) (resp., with a ι-real
positive semidefinite operator A); the question on whether the inclusions are proper
for d ≥ 3 is open.
In [16], several characterizations of the classes Bd(U) and ιRBd(U) were obtained
via the double Cayley transformation which establishes the relation of these classes
to the Schur–Agler class SAd(U). Let f ∈ Pd(U). The double Cayley transform of
f , denoted F = C(f), is defined as
F(ζ) =
(
f
(1 + ζ1
1− ζ1 , . . . ,
1 + ζd
1− ζd
)
− IU
)(
f
(1 + ζ1
1− ζ1 , . . . ,
1 + ζd
1− ζd
)
+ IU
)−1
, ζ ∈ Dd,
(1.8)
where Dd = {ζ ∈ Cd : |ζk| < 1, k = 1, . . . , d} is the open unit polydisk. It is easy to
see that the function F is holomorphic and contractive in Dd (the latter means that
‖F(ζ)‖ ≤ 1, ζ ∈ Dd), i.e., F belongs to the d-variable Schur class Sd(U), and that F
is inner, i.e., the boundary values of F are unitary operators almost everywhere on
the distinguished boundary Td = {ζ ∈ Cd : |ζk| = 1, k = 1, . . . , d} of the polydisk
Dd. The Schur–Agler class SAd(U) is a subclass of Sd(U) consisting of functions
F(ζ) =∑t∈Zd
+
F̂tζt (here ζt = ζt11 · · · ζtdd ) satisfying ‖F(T )‖ ≤ 1 for every T ∈ Cd,
the class of d-tuples of commuting strict contractions on a Hilbert space, say K,
where F(T ) =∑t∈Zd
+
F̂t ⊗ T t ∈ L(U ⊗ K) and T t = T t11 · · ·T tdd .
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Here we say that the function Θ: Λ × Λ → L(U) is a positive kernel on a set Λ
if it holds that
N∑
i,j=1
〈Θ(λi, λj)uj , ui〉U ≥ 0 for all λ1, . . . , λN ∈ Λ, u1, . . . , uN ∈ U , (1.9)
for all N = 1, 2, . . . . An equivalent condition is that there exist a Hilbert space M
and a function θ : Λ→ L(U ,M) so that
Θ(ω, ζ) = θ(ω)∗θ(ζ) for all ω, ζ ∈ Λ. (1.10)
Theorem 1.1 ([1]). Let F be a holomorphic L(U)-valued function on Dd. The
following statements are equivalent:
(1) F ∈ SAd(U).
(2) There exist positive kernels Θk(ω, ζ) on D
d, k = 1, . . . , d, holomorphic in ζ
and anti-holomorphic in ω, such that
IU −F(ω)∗F(ζ) =
d∑
k=1
(1− ωkζk)Θk(ω, ζ), ω, ζ ∈ Dd. (1.11)
(2′) There exist Hilbert spaces Mk and holomorphic L(U ,Mk)-valued functions
θk on D
d, k = 1, . . . , d, such that
IU −F(ω)∗F(ζ) =
d∑
k=1
(1− ωkζk)θk(ω)∗θk(ζ), ω, ζ ∈ Dd. (1.12)
(3) There exist Hilbert spaces X , X1, . . . , Xd with X =
⊕d
k=1 Xk, and a unitary
operator
U =
[
A B
C D
]
∈ L(X ⊕ U) (1.13)
such that
F(ζ) = D + C(IX − P (ζ)A)−1P (ζ)B, ζ ∈ Dd, (1.14)
where P (ζ) = ζ1PX1 + · · ·+ ζdPXd and PY denotes the orthogonal projector onto a
subspace Y of a Hilbert space X .
We notice that the representation (1.14) is a realization of F as the transfer
function of a conservative d-dimensional Givone–Roesser system (see details in [8]).
In order to formulate the main result of [16], we also need the following defini-
tions. The class Ad is the class of d-tuples R = (R1, . . . , Rd) of commuting strictly
accretive operators on a common Hilbert space, say K, i.e., the operators Rk com-
mute and there exists a real constant s > 0 such that Rk +R
∗
k ≥ sIK, k = 1, . . . , d.
It is easy to see that the operator Cayley transform, defined by
Rk = (IK − T )−1(IK + T ), k = 1, . . . , d, (1.15)
maps the class Cd onto the class Ad, and its inverse
Tk = (R− IK)(R + IK)−1, k = 1, . . . , d, (1.16)
maps Ad onto Cd. For a function f ∈ Pd(U) and an operator d-tuple R ∈ Ad we
define f(R) = F(T ), where F = C(f) ∈ Sd(U) is given by (1.8) and T ∈ Cd is
defined by (1.16).
Theorem 1.2 ([16]). Let f be a holomorphic L(U)-valued function on Ωd. The
following statements are equivalent:
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(0) f ∈ Bd(U).
(1) f satisfies the conditions:
(1a) f(λz) = λf(z), λ ∈ C\{0}, z ∈ Ωd.
(1b) f(R) + f(R)∗ ≥ 0, R ∈ Ad.
(1c) f(z¯) = f(z)∗, z ∈ Ωd.
(2) There exist positive kernels Φk(w, z) on Ωd, k = 1, . . . , d, holomorphic in z
and anti-holomorphic in w, that satisfy
Φk(λw, λz) = Φk(w, z), w, z ∈ Ωd, λ ∈ C \ {0}, (1.17)
k = 1, . . . , d, such that
f(z) =
d∑
k=1
zkΦk(w, z), w, z ∈ Ωd. (1.18)
(2′) There exist Hilbert spaces Mk and holomorphic L(U ,Mk)-valued functions
φk on Ωd that satisfy
φk(λz) = φk(z), z ∈ Ωd, λ ∈ C \ {0}, (1.19)
k = 1, . . . , d, such that
f(z) =
d∑
k=1
zkφk(w)
∗φk(z), w, z ∈ Ωd. (1.20)
(3) There exist Hilbert spaces X ,X1, . . . ,Xd with X =
⊕d
k=1 Xk, and a repre-
sentation (1.14) of a double Cayley transform of f , F = C(f) (which is
defined by (1.8)), such that the operator U in (1.13) is not only unitary,
but also selfadjoint: U−1 = U∗ = U .
If ι = ιU is an anti-unitary involution on U and (0) is replaced by the condition (0ι)
f ∈ ιRBd(U), then one should add to (1) the condition (1ι) f is a ιU -real function;
add to (2) the condition (2ι) Φk are ιU -real functions, k = 1, . . . , d; add to (2′) the
condition (2′ι) φk are (ιU , ιMk)-real functions for some anti-unitary involutions
ιMk , k = 1, . . . , d; and add to (3) the condition (3ι) U is ιX ⊕ ιU -real for some
anti-unitary involution ιX which commutes with PXk for all k = 1, . . . , d. Then the
modified conditions (0)–(3) are equivalent.
Remark 1.3. The conventions concerning the definition of a positive kernel are
actually different in [16] from those used here. Namely, in place of the equivalent
conditions (1.9) or (1.10), the following alternative equivalent conditions are used
[16]:
N∑
i,j=1
〈Θ(λi, λj)ui, uj〉U ≥ 0 for all λ1, . . . , λN ∈ Λ, u1, . . . , uN ∈ U , (1.21)
Θ(ω, ζ) = θ(ζ)∗θ(ω) for all ω, ζ ∈ Λ. (1.22)
That the condition (1.9) or (1.10) is not equivalent to (1.21) or (1.22) in general (for
the matrix-valued case) can be seen as a consequence of the fact that the matrix
transposition map A 7→ A⊤ is not completely positive [4, Page 144]. However the
analysis in [16] was based on the work in [8] which used the convention (1.9) or
(1.10) rather than (1.21) or (1.22). The resulting confusion can all be fixed by
rearranging the formulas to conform to consistent conventions.
6 J.A. BALL AND D.S. KALIUZHNYI-VERBOVETSKYI
Denote by Bratd (Cn) (resp., by RBratd (Cn)) the subclass of Bd(Cn) (resp., of
ιRBratd (Cn) with ι being the complex conjugation operator on Cn) consisting of
rational functions. It is obvious that
Bn×nd ⊆ Bratd (Cn), RBn×nd ⊆ RBratd (Cn). (1.23)
In the present paper, we prove that the inclusions in (1.23) are, in fact, equali-
ties. Moreover, we obtain stronger versions of Theorem 1.2 for the classes Bn×nd =
Bratd (Cn) and RBn×nd = RBratd (Cn) in Sections 3 and 4, respectively. This resolves
an open problem raised in the first two paragraphs on page 257 of [16] and a question
in [16, Problem 2, page 287].
We will say that the L(U)-valued function f on Dd (on Πd) is a Cayley inner
function if f is holomorphic with positive semidefinite real part there and such that
its strong nontangental boundary values f(t) have zero real part:
f(t) + f(t)∗ = 0 for a.e. t ∈ Td (for a.e. t ∈ (iR)d). (1.24)
Note that such a function is just the Cayley transform (the double Cayley trans-
form) of an inner function on the polydisk.1 When f is rational matrix-valued and
hence has meromorphic continuation to Cd, uniqueness of meromorphic continua-
tion off of (iR)d implies that the condition (1.24) can be replaced by
f(z) = −f(−z)∗ at all points of analyticity of f. (1.25)
Notice that the functions from the class Pd(U) (and therefore from any of the classes
Bd(U), Pn×nd , Bn×nd ) are necessarily Cayley inner on Πd.
In Section 2, we obtain a stronger version of Agler’s Theorem 1.1 for the class
ISAratd (Cn) of rational inner functions from SAd(Cn) as a straightforward exten-
sion of Knese’s result from [17] to the matrix-valued case. This result is used then
in all subsequent sections. We already mentioned characterizations of complex and
real rational Bessmertny˘ı’s classes that we obtain in Sections 3 and 4. In Section
5, we obtain several characterizations of the subclass CIHArat(Dd,Cn) of rational
Cayley inner functions from the Herglotz–Agler class HA(Dd,Cn). (We recall here
that the Herglotz–Agler class on Dd, denoted as HA(Dd,U), consists of L(U)-valued
functions which are holomorphic on Dd and whose values on any commutative d-
tuple of strict contractions on a Hilbert space have positive semidefinite real part.)
These results are a stronger version of the results in [1] where the general Herglotz–
Agler class HA(Dd,U) was introduced and characterized.
The Herglotz–Agler class on Πd, denoted as HA(Πd,U), consists of L(U)-valued
functions which are holomorphic on Πd and whose values on any commutative d-
tuple of strictly accretive operators on a Hilbert space have positive semidefinite
real part. We also introduce the subclass CIHA(Πd,U) of HA(Πd,U) that con-
sists of Cayley inner functions. Then it follows from Theorem 1.2 and a remark two
paragraphs above that the class Bd(U) is a subclass of functions from CIHA(Πd,U)
satisfying the additional homogeneity condition (1.3), and that Bn×nd = Bd(Cn) is
a subclass of rational functions from CIHA(Πd,Cn) satisfying (1.3). In Section 6,
we obtain several characterizations of the subclass CIHArat(Πd,Cn) of the class
CIHA(Πd,Cn) that consists of rational functions. In particular, we extend Bess-
mertny˘ı’s long resolvent representation (1.1) to functions from CIHArat(Πd,Cn)
1In the single-variable case (d = 1), this is consistent with the terminology of Rosenblum and
Rovnyak [20]; the parallel engineering terminology would be (continuous-time, impedance) lossless
(see [22]).
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where the linear pencil (1.2) has a skew-Hermitian matrix A0 and, as in the case of
functions from Bn×nd , the other coefficients Ak are positive semidefinite matrices.
We remark that various characterizations of the general Herglotz–Agler classes
HA(Dd,U) andHA(Πd,U) appear in our paper [6] (we also mention a related recent
paper [2]).
2. The rational inner Schur–Agler class
In this section, we tailor Theorem 1.1 to the case where F is finite matrix-valued
(so U = Cn for some n ∈ Z) and F is rational inner, i.e., each matrix entry Fij
of F is a rational function and F(z) is unitary at each point of analyticity ω of F
on the unit torus Td. We mention that a consequence of Lemma 6.3 in [7] is that
the set of singularities of F on Td has Td-Lebesgue measure zero. By uniqueness of
analytic continuation (see [21, page 21]), we see that the rational matrix function
is inner if and only if the identity
F(1/ω¯)∗F(ω) = In (2.1)
at each nonzero nonsingular point z of F where detF(z) 6= 0 (where we set 1/ω¯ =
(1/ω¯1, . . . , 1/ω¯d) if ω = (ω1, . . . , ωd) ∈ Cd). The following result characterizes the
rational inner matrix-valued Schur–Agler class ISAratd (Cn). We remark that the
single-variable case (d = 1) is well known and has origins in the circuit theory
literature (see [3]), while the bivariate case (where the Schur–Agler class coincides
with the Schur class) seems to have appeared for the first time in the work of
Kummert [19] (see [5, 17, 18] for additional discussion), and the scalar-valued case
(n = 1) for an arbitrary number d of variables appears in [17].
Theorem 2.1. Let F be a Cn×n-valued function of d complex variables. The
following statements are equivalent:
(1) F ∈ ISAratd (Cn).
(2′) There exist rational CNk×n-valued functions θk, with some Nk ∈ N, k =
1, . . . , d, which have no singularities on Dd and satisfy (1.12).
(3) F has a finite-dimensional Givone–Roesser unitary realization, i.e., there
exist m,m1, . . . ,md ∈ Z+, with m = m1 + · · ·+md, and a unitary matrix
U =
[
A B
C D
]
∈ C(m+n)×(m+n),
where
A = [Aij ]i,j=1,...,d, B = Coli=1,...,d[Bi], C = Rowj=1,...,d[Cj ]
are block matrices with blocks Aij ∈ Cmi×mj , Bi ∈ Cmi×n, and Cj ∈
Cn×mj , such that F has a representation of the form
F(ζ) = D + C(Im − P (ζ)A)−1P (ζ)B. (2.2)
Here P (ζ) = Diag[ζ1Im1 , . . . , ζdImd ].
Remark 2.2. We note that the analog of condition (2) in Theorem 1.1 where the
n×n matrix-valued kernels Θk(w, ζ) are assumed to be rational in ω = (ω1, . . . , ωd)
and ζ = (ζ1, . . . , ζd), does not guarantee that F is inner, due to fact that Θk may
fail to have a Kolmogorov decomposition Θk(ω, ζ) = θk(ω)
∗θk(ζ) as in condition
(2′) in Theorem 2.1 with θk rational matrix-valued. E.g., if d = 1 and F = 0, then
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the Szego˝ kernel ΘSz(ω, ζ) =
1
1−ωζ has no rational finite matrix-valued Kolmogorov
decomposition, while it is rational in w and ζ and satisfies (1.11).
The proof of (3)⇒(1) in Theorem 2.1 follows in the same was as in the bivariate
case appearing in [7, Theorem 6.1]. Thus, to complete the proof of Theorem 2.1, it
suffices to show (1)⇒(2′)⇒(3). These implications follow from the following more
detailed version of the result, which is just the matrix-valued extension of Knese’s
Theorem 2.9 in [17].
Theorem 2.3. Let polynomials p, q ∈ Cn×n[ζ1, . . . , ζd] be given with p(ζ) invertible
for all ζ ∈ Dd. Consider the following statements:
(1Kn) F := qp−1 ∈ ISAratd (Cn).
(2′Kn) There exist Nk ∈ N and ψk ∈ CNk×n[ζ1, . . . , ζd], k = 1, . . . , d, such that
p(ω)∗p(ζ)− q(ω)∗q(ζ) =
d∑
k=1
(1− ωkζk)ψk(ω)∗ψk(ζ). (2.3)
(3Kn) F has a finite-dimensional Givone–Roesser unitary realization as in condi-
tion (2) of Theorem 2.1.
Then (1Kn)⇒(2′Kn)⇒(3Kn).
Proof. (1Kn)⇒(2′Kn): By Agler’s theorem (see Theorem 1.1) there exist Hilbert
spaces Mk and L(Cn,Mk)-valued holomorphic functions θk on Dd, k = 1, . . . , d,
such that (1.12) holds. Multiplying both sides of (1.12) by p(ζ) on the right and
by p(ω)∗ on the left, we obtain
p(ω)∗p(ζ) − q(ω)∗q(ζ) =
d∑
k=1
(1− ωkζk)ξk(ω)∗ξk(ζ), ω, ζ ∈ Dd, (2.4)
with L(Cn,Mk)-valued holomorphic functions ξk = θkp on Dd. Letting ζ = ω = tµ
where t ∈ D and µ ∈ Td, we obtain
p(tµ)∗p(tµ)− q(tµ)∗q(tµ)
1− |t|2 =
d∑
k=1
ξk(tµ)
∗ξk(tµ). (2.5)
Since p(µ)∗p(µ) = q(µ)∗q(µ) for all µ ∈ Td, the numerator of the left-hand side of
(2.5) is a polynomial in t and t¯ which vanishes on the variety 1− t¯t = 0. Therefore
the left-hand side of (2.5) is a polynomial in t and t¯, and also a trigonometric
polynomial in µ. We have
p(ζ) =
∑
α
pαζ
α, q(z) =
∑
α
qαζ
α, ξk(ζ) =
∑
α
ξk,αζ
α,
where the first two sums are finite. We also have
p(tµ)∗p(tµ) =
∑
α,β
p∗βpαµ
α−β t¯|β|t|α|
(here we use notation |α| = α1 + · · ·+ αd), and similarly for q and ξk. Therefore,
the 0-th Fourier coefficients of the two sides of the equality (2.5) (as Fourier series
in µ) are ∑
α(p
∗
αpα − q∗αqα)|t|2|α|
1− |t|2 =
d∑
k=1
∑
α
ξ∗k,αξk,α|t|2|α|.
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Since the left-hand side is a polynomial in |t|2 of degree at most r−1, where r is the
maximum of the total degrees of p and q, so is the right-hand side, i.e., ξ∗k,αξk,α = 0
when |α| > r − 1, k = 1, . . . , d. This implies that ξk is a Mk-valued polynomial.
We have
ξk(ω)
∗ξk(ζ) =
∑
|α|,|β|≤r−1
ξ∗k,βξk,αω¯
βζα,
where the positive semidefinite block matrixXk = [ξ
∗
k,βξk,α]α,β (of size
(
r − 1 + d
d
)
)
can be factored as Xk = Y
∗
k Yk where Yk is a matrix of size Nk×
(
r − 1 + d
d
)
n with
Nk = rankXk ≤
(
r − 1 + d
d
)
n. (2.6)
Writing Yk = Row|α|≤r−1[Yk,α], we define ψk ∈ CNk×n[ζ1, . . . , ζd] by
ψk(ζ) =
∑
|α|≤r−1
Yk,αζ
α.
Then
ξk(ω)
∗ξk(ζ) = ψk(ω)∗ψk(ζ), ζ, ω ∈ Cd, k = 1, . . . , d,
and (2.3) holds.
(2′Kn)⇒(3Kn): We use the so-called lurking isometry argument. Rearranging
the terms in (2.3), we obtain
p(ω)∗p(ζ) +
d∑
k=1
ωkζkψk(ω)
∗ψk(ζ) = q(ω)∗q(ζ) +
d∑
k=1
ψk(ω)
∗ψk(ζ).
Therefore the map 

ζ1ψ1(ζ)
...
ζdψd(ζ)
p(ζ)

h 7→


ψ1(ζ)
...
ψd(ζ)
q(ζ)

h
is a well-defined linear and isometric map from the span of the elements on the
left to the span of the elements on the right, where both spans are taken over all
ζ ∈ Cd and h ∈ Cn. It may be extended (if necessary) to a unitary matrix U of
the required form where we set mk = Nk, k = 1, . . . , d, and m = m1 + · · · +md.
Writing ψ(ζ) = Colk=1,...,d[ψk], we have by construction of U
AP (ζ)ψ(ζ) +Bp(ζ) = ψ(ζ),
CP (ζ)ψ(ζ) +Dp(ζ) = q(ζ).
Solving for ψ(ζ) using the first equation and then plugging the result in the second
equation gives
F(ζ) = q(ζ)p(ζ)−1 = D+CP (ζ)(Im −AP (ζ))−1B = D+C(Im−P (ζ)A)−1P (ζ)B
as desired. 
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3. Characterizations of the class Bn×nd
The following refinement of the main result from [16] identifies the rational sub-
class Bratd (Cn) of the generalized Bessmertny˘ı class Bd(Cn).
Theorem 3.1. Let f be a Cn×n-valued function of d complex variables. The fol-
lowing statements are equivalent:
(0) f ∈ Bn×nd .
(1) f ∈ Bratd (Cn).
(2) There exist Cn×n-valued functions Φk(w, z), k = 1, . . . , d, which are ratio-
nal as functions of z = (z1, . . . , zd) and w = (w1, . . . , wd) and which are
positive kernels on Ωd that satisfy (1.17) and (1.18).
(2′) There exist rational CNk×n-valued functions φk, with some Nk ∈ N, k =
1, . . . , d, with no singularities on Ωd, that satisfy (1.19) and (1.20).
(3) F = C(f) (see (1.8)) has a finite-dimensional Givone–Roesser representa-
tion (2.2) as in part (3) of Theorem 2.1 where the colligation matrix U has
the additional property of being Hermitian:
U−1 = U∗ = U,
and 1 /∈ σ(F(0)).
Proof of Theorem 3.1. Our plan is to prove first (2′)⇒(2)⇒(1)⇒(2′), and then
(2′)⇔(3) and (2′)⇔(0).
(2′)⇒(2) is obvious: just define Φk(w, z) = φk(w)∗φk(z), k = 1, . . . , d.
(2)⇒(1): It follows from the implication (2)⇒(0) of Theorem 1.2 that f ∈
Bd(Cn). Since the kernels Φk(w, z) are rational matrix-valued functions in both w
and z, the matrix-valued function f in (1.18) is rational.
(1)⇒(2′): If (1) holds, then it follows that F = C(f) is a rational n× n matrix-
valued function in the Schur–Agler class SAd(Cn). The fact that f is also Cayley
inner then guarantees that F in addition is inner, i.e., F ∈ ISAratd (Cn). It follows
from implication (1)⇒(2′) of Theorem 2.1 that (1.12) holds with rational CNk×n-
valued functions θk, for some Nk ∈ N, k = 1, . . . , d, which have no singularities on
D
d. Set
φk(z) =
1
zk + 1
θk
(
z1 − 1
z1 + 1
, . . . ,
zd − 1
zd + 1
)
(f(z) + In), k = 1, . . . , d. (3.1)
It is clear that these φk are rational C
Nk×n-valued functions which have no sin-
gularities on Πd. Moreover, since f is homogeneous of degree 1, the argument
in [16, Theorem 3.1] shows that these functions satisfy (1.19) and (1.20) and by
homogeneity have no singularities on Ωd. Thus (2
′) follows.
(2′)⇔(3): Suppose that (2′) holds. As we have already proved, (2′)⇒(2)⇒(1),
so f ∈ Bratd (Cn). Also, we have shown in the preceding paragraph that F =
C(f) ∈ ISAratd (Cn). Since F(0) = (f(e) − In)(f(e) + In)−1, where e = (1, . . . , 1),
is Hermitian and In −F(0) = 2(f(e) + In)−1 is positive definite, 1 /∈ σ(F(0)). By
the maximum principle, 1 /∈ σ(F(ζ)) for every ζ ∈ Dd. Using the same argument
as in the proof of the necessity part of Theorem 4.2 in [16], we first obtain (1.12)
for F with rational Nk × n matrix-valued functions
θk(ζ) =
1
1− ζk φk
(
1 + ζ1
1− ζ1 , . . . ,
1 + ζd
1− ζd
)
(In −F(ζ))−1, k = 1, . . . , d (3.2)
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(clearly, the transformation formulas (3.2) and (3.1) are the inverses of each other),
and, in addition,
F(ω)∗ −F(ζ) =
d∑
k=1
(ωk − ζk)θk(ω)∗θk(ζ). (3.3)
Then observing that the reproducing kernel Hilbert spaces H(θk(ω)∗θk(ζ)) are
finite-dimensional, that argument produces a finite-dimensional Givone–Roesser
representation (2.2) of F with the colligation matrix U satisfying U−1 = U∗ = U .
Conversely, suppose that (3) holds. Then it is easy to verify (1.12) and (3.3)
with
θk(ζ) = Pk(Im −AP (ζ))−1B, k = 1, . . . , d
(see (2.2)), where Pk = Diag[0, . . . , 0, Imk , 0, . . . , 0]. Then, as in the proof of the
sufficiency part of Theorem 4.2 in [16], we obtain the two decompositions
f(w)∗ ± f(z) =
d∑
k=1
(wk ± zk)φk(w)∗φk(z), (3.4)
which together are equivalent to (1.20), with
φk(z) =
1
zk + 1
Pk
(
Im −AP
(z1 − 1
z1 + 1
, . . . ,
zd − 1
zd + 1
))−1
B(f(z) + In)
(see (3.1)). It is clear that the functions φk have no singularities on Π
k, that they
are rational, and by the argument in the sufficiency part of Theorem 3.1 in [16]
they satisfy (1.19). By homogeneity, φk have no singularities in Ωd.
(2′)⇔(0) can be proved in the same way as Theorem 2.7 in [16] with taking care
to use the additional assumption that all the functions involved are rational and
finite matrix-valued. Notice that implication (0)⇒(2′) was proved in [9] (see also
[10, Theorem 3.2]) under an additional assumption of invertibility of f(z). 
4. Characterizations of the class RBn×nd
We recall that a Cn×n-valued function f is called real if f is ι-real for ι being the
entrywise complex conjugation on Cn. For this ι, we use the notation RBratd (Cn)
instead of ιRBratd (Cn).
Theorem 4.1. Let f be a Cn×n-valued function of d complex variables. The fol-
lowing statements are equivalent:
(0) f ∈ RBn×nd .
(1) f ∈ RBratd (Cn).
(2) There exist Cn×n-valued functions Φk(w, z), k = 1, . . . , d, real rational as
functions of z = (z1, . . . , zd) and w = (w1, . . . , wd), which are positive
kernels on Ωd × Ωd satisfying (1.17) and (1.18).
(2′) There exist real rational CNk×n-valued functions φk, with some Nk ∈ N,
k = 1, . . . , d, with no singularities on Ωd and satisfy (1.19) and (1.20).
(3) There exist m,m1, . . . ,md ∈ Z+, with m = m1 + · · ·+md, and a matrix
U =
[
A B
C D
]
∈ R(m+n)×(m+n) (4.1)
which is symmetric and orthogonal, i.e., U−1 = UT = U , where
A = [Aij ]i,j=1,...,d, B = Coli=1,...,d[Bi], C = Rowj=1,...,d[Cj ]
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are block matrices with blocks Aij ∈ Rmi×mj , Bi ∈ Rmi×n, and Cj ∈
Rn×mj , such that F = C(f) (see (1.8)) has the representation (2.2), and
1 /∈ σ(F(0)).
Proof. We shall follow the same route as in the proof of Theorem 3.1, verifying the
“reality” of all functions and matrices of interest.
(2′)⇒(2) is obvious: just define Φk(w, z) = φk(w)∗φk(z), k = 1, . . . , d.
(2)⇒(1): It follows from implication (2)⇒(0) of Theorem 1.2, where both con-
ditions (0) and (2) are modified as indicated in the last part of that theorem, that
f ∈ RBd(Cn). Since the kernels Φk(w, z) are rational matrix-valued functions in
both w and z, the matrix-valued function f in (1.18) is rational.
(1)⇒(2′): If (1) holds, then it follows from implication (1)⇒(2′) of Theorem 3.1
that there exist Nk ∈ N and rational CNk×n-valued functions φk with no singulari-
ties on Ωd, k = 1, . . . , d, such that (1.19) and (1.20) hold. Moreover, since f is real,
(1.19) and (1.20) also hold with φk replaced by φ
♯
k, k = 1, . . . , d, or with φk replaced
by φ˜k = Col
[
φk+φ
♯
k√
2
,
φk−φ♯k√
2i
]
. It remains to observe that rational C2Nk×n-valued
functions φ˜k are real.
(2′)⇔(3): Suppose that (2′) holds. Repeating the construction of matrix U as in
the proof of implication (2′)⇒(3) of Theorem 3.1 and observing that the constructed
matrix U is real, we obtain (3).
Conversely, suppose that (3) holds. Repeating the construction of functions φk
as in the proof of implication (3)⇒(2′) of Theorem 3.1 and observing that the
constructed functions φk are real, we obtain (2
′).
(2′)⇔(0) can be proved in the same way as Theorem 2.7 in [16] with taking care
to use the additional assumptions that all the functions involved are real rational
matrix-valued and that matrices Ak in the representation (1.1)–(1.2) for f are real.
Notice that implication (0)⇒(2′) was proved in [9] (see also [10, Theorem 3.2])
under an additional assumption of invertibility of f(z). 
5. Rational Cayley inner Herglotz-Agler-class functions on Dd
We characterize the rational Cayley inner Herglotz–Agler class CIHArat(Dd,Cn)
over the polydisk Dd in the following theorem, which parallels Theorem 2.1 for the
rational inner Schur–Agler class ISAratd (Cn).
Theorem 5.1. Let F be a Cn×n-valued function of d complex variables. The
following statements are equivalent:
(1) F ∈ CIHArat(Dd,Cn).
(2′) There exist rational CNk×n-valued functions ξk, with some Nk ∈ N, k =
1, . . . , d, which have no singularities on Dd and satisfy
F (ω)∗ + F (ζ) =
d∑
k=1
(1− ωkζk)ξk(ω)∗ξk(ζ). (5.1)
(3) There exist m,m1, . . . ,md ∈ Z+, with m = m1+ · · ·+md, a unitary matrix
W ∈ Cm×m, a matrix β ∈ Cn×n, and a matrix V ∈ Cm×n such that
F (ζ) = β + V ∗(W − P (ζ))−1(W + P (ζ))V, (5.2)
where β + β∗ = 0 and P (z) = Diag[ζ1Im1 , . . . , ζdImd ].
RATIONAL CAYLEY INNER HERGLOTZ-AGLER FUNCTIONS 13
Proof. (1)⇒(3): Represent F (0) = β + γ, where β = −β∗ and γ = γ∗. Since F ∈
HA(Dd,Cn), the matrix γ is positive semidefinite. Then γ = δ∗δ with some matrix
δ ∈ Cr×n of full row rank r(= rank γ). We also have that F−β ∈ CIHArat(Dd,Cn).
By the maximum principle, ker(F (ζ) − β) = ker(F (0) − β) (= ker γ). Therefore,
one can represent F as
F (ζ) = β + δ∗F+(ζ)δ,
with F+ ∈ CIHArat(Dd,Cr) satisfying F+(0) = Ir. Define
F+(ζ) = (F+(ζ) − Ir)(F+(ζ) + Ir)−1. (5.3)
We have F+ ∈ ISAratd (Cr). By Theorem 2.1, there exist m, m1, . . . , md ∈ Z+,
with m = m1 + · · · + md, and a unitary matrix U =
[
A B
C D
]
∈ C(m+r)×(m+r)
such that (2.2) holds (with n replaced by r and F replaced by F+). Notice that
D = F+(0) = 0. Therefore, U has the form
U =

A0 0 00 0 B0
0 C0 0

 :

 kerCrangeC∗
Cr

→

 kerB∗rangeB
Cr

 . (5.4)
In order to obtain a representation (5.2) for F , we first obtain a similar represen-
tation for F+ applying the argument from [1, Pages 63–64]. We first rewrite (5.3)
as
F+(ζ)(F+(ζ) + Ir) = F+(ζ)− Ir.
Together with (2.2), this is equivalent to[
P (ζ)A P (ζ)B
C 0
] [
X(ζ)
F+(ζ) + Ir
]
=
[
X(ζ)
F+(ζ)− Ir
]
,
with X(ζ) = (Ir − P (ζ)A)−1P (ζ)B(F+(ζ) + Ir), or to[
X(ζ)
F+(ζ)
]
=
[
Im − P (ζ)A −P (ζ)B
−C Ir
]−1 [
P (ζ)B
Ir
]
.
Using the block-matrix inversion formula (see, e.g., [14, II.5.4]), we obtain[
Im − P (ζ)A −P (ζ)B
−C Ir
]−1
=
[
(Im − P (ζ)W ∗)−1 (Im − P (ζ)W ∗)−1P (ζ)B
C(Im − P (ζ)W ∗)−1 C(Im − P (ζ)W ∗)−1P (ζ)B + Ir
]
,
where W ∗ = A+BC. Taking into account (5.4), we can rewrite W ∗ as
W ∗ =
[
A0 0
0 B0C0
]
:
[
kerC
rangeC∗
]
→
[
kerB∗
rangeB
]
,
and since A0 : kerC → kerB∗, B0 : Cr → rangeB, and C0 : rangeC∗0 → Cr are
unitary operators, so is W ∗. Identifying the operator W : Cm+r → Cm+r with its
matrix in the standard basis, we conclude that W is a unitary matrix. We have
therefore
F+(ζ) = 2C(Im − P (ζ)W ∗)−1P (ζ)B + Ir.
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Observing that B∗B = Ir and B∗W ∗ = C, we obtain
F+(ζ) = 2B
∗W ∗(Im − P (ζ)W ∗)−1P (ζ)B +B∗B
= 2B∗(Im −W ∗P (ζ))−1W ∗P (ζ)B +B∗B
= B∗(Im −W ∗P (ζ))−1(Im +W ∗P (ζ))B
= B∗(W − P (ζ))−1(W + P (ζ))B.
Setting V = Bδ, we obtain the desired representation (5.2) for F .
(3)⇒(2′): Using (5.2), one easily obtains (5.1) with functions
ξk(ζ) =
√
2Pk(Im −W ∗P (ζ))−1V
(here Nk = mk) having the required properties.
(2′)⇒(1): Using hereditary functional calculus as in [1], we obtain from (5.1)
that
F (T )∗ + F (T ) =
d∑
k=1
(IH − T ∗kTk)ξk(T )∗ξk(T )
is a positive semidefinite operator onCn⊗H ∼= Hn for every d-tuple T = (T1, . . . , Td)
of commuting strict contractions on a Hilbert space H. It is also obvious from (5.1)
that F is rational, and has no singularities on Dd. Finally, the union of singularity
sets for rational matrix-valued functions ξk, k = 1, . . . , d, inside the unit torus T
d is
of measure zero (with respect to the Lebesgue measure on Td). Hence, F is regular
almost everywhere on Td, and we see from (5.1) that at those regular points ζ we
have F (ζ)∗ + F (ζ) = 0, i.e., F is Cayley inner. 
6. Rational Cayley inner Herglotz-Agler-class functions on Πd
In this section, we characterize the rational Cayley inner Herglotz–Agler class
CIHArat(Πd,Cn) over the poly-halfplane Πd. As we mentioned in Introduction, it
can be viewed as a version of the class Bratd (Cn) with the homogeneity condition
(1.3) dropped. Let us say that f is in the nonhomogeneous Bessmertny˘ı class B˜n×nd
if f has a long resolvent representation as in (1.1) and (1.2) subject to the conditions
A0 = −A∗0, Ak = A∗k ≥ 0 for k = 1, . . . , d. (6.1)
Then we have the following result.
Theorem 6.1. Let f be a Cn×n-valued function of d complex variables. The fol-
lowing statements are equivalent:
(0) f ∈ B˜n×nd .
(1) f ∈ CIHArat(Πd,Cn).
(2′) There exist rational CNk×n-valued functions φk with some Nk ∈ N, k =
1, . . . , d, so that
f(w)∗ + f(z) =
d∑
k=1
(wk + zk)φk(w)
∗φk(z). (6.2)
(3) F = C(f) ∈ ISAratd (Cn).
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Proof. The equivalence (1)⇔(3) is straightforward. The equivalence (2′)⇔(3) fol-
lows directly from the equivalence (2′)⇔(3) in Theorem 2.1 upon taking double
Cayley transform and converting (1.12) to (6.2) using (3.1) or, equivalently, (3.2).
To complete the proof, it will suffice to show implications (0)⇒(2′)and (3)⇒(0).
(0)⇒(2′): This piece is carried out in the proof of [5, Theorem 4.3] for the more
general nonrational case, where infinite-dimensional long-resolvent representations
are allowed, i.e., the state space Cm is replaced by an infinite-dimensional Hilbert
space X (see also a similar argument for the homogeneous case in the proof of [16,
Theorem 2.7]). We here tailor the argument presented there for the case of a finite-
dimensional state space X = Cm. The assumption (0) gives us a long-resolvent
representation for f :
f(z) = A11(z)−A12(z)A22(z)−1A21(z)
where [
A11(z) A12(z)
A21(z) A22(z)
]
= A(z) := A0 + z1A1 + · · ·+ zdAd
and the coefficients Ak satisfy (6.1). We compute
f(z) =
[
Im −A21(w)∗A22(w)∗−1
] [A11(z)−A12(z)A22(z)−1A21(z)
0
]
=
[
Im
−A22(w)−1A21(w)
]∗ [
A11(z) A12(z)
A21(z) A22(z)
] [
Im
−A22(z)−1A21(z)
]
= ψ(w)∗A(z)ψ(z),
where ψ(z) :=
[
Im
−A22(z)−1A21(z)
]
is a rational C(m+n)×n-valued function. Inter-
changing the roles of z and w, we obtain also
f(w)∗ = ψ(w)∗A(w)∗ψ(z).
Therefore
f(w)∗ + f(z) = ψ(w)∗(A(w)∗ +A(z))ψ(z) =
d∑
k=1
(wk + zk)φk(w)
∗φk(z),
with φk(z) = A
1/2
k ψ(z), k = 1, . . . , d.
(3)⇒(0): Applying the single Cayley transformation over the variables to f or the
single Cayley transformation over the values to F , we obtain F ∈ CIHArat(Dd,Cn):
F (ζ) = f
(
1 + ζ1
1− ζ1 , . . . ,
1 + ζd
1− ζd
)
=
(
F(ζ) − In
)−1(
F(ζ) + In
)
. (6.3)
By Theorem 5.1, F admits a representation (5.2). Then
f(z) = F
(
z1 − 1
z1 + 1
, . . . ,
zd − 1
zd + 1
)
= β + V ∗M(z)V, (6.4)
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where
M(z) =
(
W − P
(z1 − 1
z1 + 1
, . . . ,
zd − 1
zd + 1
))−1(
W + P
(z1 − 1
z1 + 1
, . . . ,
zd − 1
zd + 1
))
=
(
W − (P (z) + Im)−1(P (z)− Im)
)−1(
W + (P (z) + Im)
−1(P (z)− Im)
)
=
(
(P (z) + Im)W − (P (z)− Im)
)−1(
(P (z) + Im)W + (P (z)− Im)
)
=
(
P (z)(W − Im) + (W + Im)
)−1(
P (z)(W + Im) + (W − Im)
)
.
In order to obtain a more detailed representation for M (and eventually, for f), we
adopt the idea from [2] of using a partial Cayley transform of W as follows (the
paper [2] deals with the Nevanlinna–Agler class which can be obtained from the
Herglotz–Agler class by multiplying all the variables and the function values by i).
Let H ⊂ Cm be the eigenspace of W corresponding to the eigenvalue 1. Then, with
respect to the orthogonal decomposition Cm = H⊕H⊥, one has
W =
[
IH 0
0 W0
]
, W − Im =
[
0 0
0 W0 − IH⊥
]
, W + Im =
[
2IH 0
0 W0 + IH⊥
]
,
where W0 − IH⊥ is invertible. We thus obtain
M(z) =
(
P (z)
[
0 0
0 W0 − IH⊥
]
+
[
2IH 0
0 W0 + IH⊥
])−1
·
(
P (z)
[
2IH 0
0 W0 + IH⊥
]
+
[
0 0
0 W0 − IH⊥
])
.
Set
α := (IH⊥ −W0)−1(IH⊥ +W0).
Then
W0 = (α− IH⊥)(α+ IH⊥)−1 = IH⊥ − 2(α+ IH⊥)−1,
and we can rewrite M(z) first as
M(z) =
[
1
2IH 0
0 (W0 − IH⊥)−1
]
·
(
P (z)
[
0 0
0 IH⊥
]
+
[
IH 0
0 (W0 + IH⊥)(W0 − IH⊥)−1
])−1
·
(
P (z)
[
IH 0
0 (W0 + IH⊥)(W0 − IH⊥)−1
]
+
[
0 0
0 IH⊥
])
·
[
2IH 0
0 W0 − IH⊥
]
,
and then as
M(z) =
[
IH 0
0 −(α+ IH⊥)
](
P (z)
[
0 0
0 IH⊥
]
+
[
IH 0
0 −α
])−1
·
(
P (z)
[
IH 0
0 −α
]
+
[
0 0
0 IH⊥
])[
IH 0
0 −(α+ IH⊥)−1
]
. (6.5)
RATIONAL CAYLEY INNER HERGLOTZ-AGLER FUNCTIONS 17
We observe that since the operator W0 is unitary, its Cayley transform α is skew-
adjoint, i.e., α∗ = −α. Therefore, we can rewrite (6.5) as
M(z) =
[
IH 0
0 −(α+ IH⊥)
]
N(z)
[
IH 0
0 −(α+ IH⊥)∗
]
,
where
N(z) =
(
P (z)
[
0 0
0 IH⊥
]
+
[
IH 0
0 −α
])−1
·
(
P (z)
[
IH 0
0 −α
]
+
[
0 0
0 IH⊥
])[
IH 0
0 (IH⊥ − α2)−1
]
and we use that −(α+ IH⊥)∗ = α− IH⊥ . Writing
P (z) =
[
P11(z) P12(z)
P21(z) P22(z)
]
,
we compute(
P (z)
[
0 0
0 IH⊥
]
+
[
IH 0
0 −α
])−1
=
[
IH P12(z)
0 P22(z)− α
]−1
=
[
IH −P12(z)(P22(z)− α)−1
0 (P22(z)− α)−1
]
,
(
P (z)
[
IH 0
0 −α
]
+
[
0 0
0 IH⊥
])[
IH 0
0 (IH⊥ − α2)−1
]
=
[
P11(z) P12(z)J
P21(z) (IH⊥ − P22(z)α)(IH⊥ − α2)−1
]
,
where J := −α(IH⊥ − α2)−1. (Notice that J∗ = −J .) Next, writing
IH⊥ − P22(z)α = IH⊥ − α2 + α2 − P22(z)α,
we obtain
(IH⊥ − P22(z)α)(IH⊥ − α2)−1 = IH⊥ − (P22(z)− α)α(IH⊥ − α2)−1
= IH⊥ + (P22(z)− α)J.
Thus
N(z) =
[
IH −P12(z)(P22(z)− α)−1
0 (P22(z)− α)−1
] [
P11(z) P12(z)J
P21(z) IH⊥ + (P22(z)− α)J
]
=
[
P11(z)− P12(z)(P22(z)− α)−1P21(z) −P12(z)(P22(z)− α)−1
(P22(z)− α)−1P21(z) (P22(z)− α)−1 + J
]
=
[
P11(z) 0
0 J
]
−
[
P12(z)
−IH⊥
]
(P22(z)− α)−1
[
P21(z) IH⊥
]
.
Consequently,
M(z) =
[
P11(z) 0
0 (α+ IH⊥)J(α+ IH⊥)∗
]
−
[
P12(z)
α+ IH⊥
]
(P22(z)− α)−1
[
P21(z) −(α+ IH⊥)∗
]
, (6.6)
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and
f(z) = β + V ∗
[
P11(z) 0
0 (α+ IH⊥)J(α+ IH⊥)∗
]
V
− V ∗
[
P12(z)
α+ IH⊥
]
(P22(z)− α)−1
[
P21(z) −(α+ IH⊥)∗
]
V.
Representing
V =
[
V1
V2
]
: Cn → H⊕H⊥ = Cm,
we obtain
f(z) = β + V ∗1 P11(z)V1 + V
∗
2 (α+ IH⊥)J(α + IH⊥)
∗V2
− (V ∗1 P12(z) + V ∗2 (α+ IH⊥))(P22(z)− α)−1(P21(z)V1 − (α + IH⊥)∗V2). (6.7)
In other words, we have obtained a long resolvent representation (1.1) for f , with
A11(z) = β + V
∗
2 (α+ IH⊥)J(α+ IH⊥)
∗V2 + V ∗1 P11(z)V1,
A12(z) = V
∗
2 (α+ IH⊥) + V
∗
1 P12(z),
A21(z) = −(α+ IH⊥)∗V2 + P21(z)V1,
A22(z) = −α+ P22(z).
The linear pencil
A(z) =
[
A11(z) A12(z)
A21(z) A22(z)
]
= A0 + z1A1 + · · ·+ zdAd
has the coefficients
A0 =
[
β + V ∗2 (α+ IH⊥)J(α + IH⊥)
∗V2 V ∗2 (α + IH⊥)
−(α+ IH⊥)∗V2 −α
]
, (6.8)
Ak =
[
V ∗1 (Pk)11V1 V
∗
1 (Pk)12
(Pk)21V1 (Pk)22
]
, (6.9)
where Pk = Diag[0, . . . , 0, Imk , 0, . . . , 0], k = 1, . . . , d. It is easy to check that the
matrices A0, . . . , Ad satisfy (6.1). We conclude that f ∈ B˜n×nd . 
Remark 6.2. It is not obvious from (6.5) that M(z) and, therefore, f as in (6.4)
are Herglotz–Agler functions on Πd; see (3.1) and (4.3) in [2] for the Nevanlinna-
Agler-class version of M and f . It takes several pages in [2] (see Propositions 3.4
and 3.5 in there) to show that M is a Nevanlinna–Agler function over the upper
poly-halfplane. Our representation (6.6) for M and then our representation (6.7)
for f allow us to see the inclusion of these functions to the corresponding matrix-
valued Herglotz–Agler classes over Πd immediately. Indeed, the direction (0)⇒(1)
in Theorem 6.1 follows from the fact that a linear pencil A(z) as in (1.2) with
A∗0 = −A0 and Ak = A∗k ≥ 0, k = 1, . . . , d, is a rational Cayley inner Herglotz–
Agler function, and taking a Schur complement of A(z) preserves this property (it
just changes the matrix size for the function values).
Remark 6.3. Theorem 6.1 is a generalization of Theorem 3.1, or we can view The-
orem 3.1 as a specialization of Theorem 6.1 to the Bessmertny˘ı class Bn×nd . Thus,
Bn×nd can be characterized as
(0) the subclass in B˜n×nd consisting of functions with a long resolvent represen-
tation satisfying A0 = 0, or
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(1) (in view of Theorem 1.2) the subclass in CIHArat(Πd,Cn) satisfying the
homogeneity condition (1.3), or
(2′) the subclass of functions satisfying condition (2′) of Theorem 6.1 with the
additional property that, along with the decomposition (6.2), they have
the decomposition obtained from (6.2) by replacing pluses by minuses, i.e.,
that (3.4) holds, or
(3) the subclass of functions satisfying condition (3) of Theorem 6.1 with the
additional property that the matrix U is Hermitian.
Applying the single Cayley transformation over the variables to a function f ∈
CIHArat(Πd,Cn) or the single Cayley transformation over the values to F = C(f)
(see (6.3)), we obtain F ∈ CIHArat(Dd,Cn). By Theorem 5.1, F admits a repre-
sentation (5.2). The following theorem specializes (5.2) to the case where F is the
single Cayley transform of a function f ∈ Bn×nd .
Theorem 6.4. Let f be a Cn×n-valued function of d complex variables. Then
f ∈ Bn×nd if and only if the function
F (ζ) = f
(
1 + ζ1
1− ζ1 , . . . ,
1 + ζd
1− ζd
)
(6.10)
satisfies the condition (3) of Theorem 5.1 with the additional properties
(i) β = 0;
(ii) W =W ∗;
(iii) rangeV ⊆ H, where H ⊆ Cm is the eigenspace of W corresponding to the
eigenvalue 1.
For the proof of Theorem 6.4, we will need the following lemma.
Lemma 6.5. Let f be a Cn×n-valued function of d complex variables. Then f ∈
Bn×nd if and only if there exist a matrix δ ∈ Cr×n of full row rank r (= rank f(e),
where e = (1, . . . , 1)) and a function f+ ∈ Br×rd satisfying f+(e) = Ir, such that
f(z) = δ∗f+(z)δ.
Proof. Suppose that f+ ∈ Br×rd , f+(e) = Ir , and f(z) = δ∗f+(z)δ for some δ ∈
Cr×n. If f+ has a long resolvent representation (1.1)–(1.2) (with n replaced by r)
with the coefficients A0 = 0 and Ak = Ak ≥ 0, k = 1, . . . , d, then f has a long
resolvent representation with the coefficients A0 = 0,[
δ∗ 0
0 Im
]
Ak
[
δ 0
0 Im
]
≥ 0, k = 1, . . . , d,
i.e., f ∈ Bn×nd .
Conversely, suppose that f ∈ Bn×nd . Let X := ker f(e) ⊆ Cn, so that Cn =
X ⊕ X⊥. By the maximum principle, ker f(z) = ker f(e) = X for every z ∈ Ωd
and, thus, for every z a regular point of f . Let r := dimX⊥ and let κ : Cr → Cn
be an isometry with rangeκ = X⊥. Applying the argument as in the preceding
paragraph, we obtain that
f˜ := κ∗f(z)κ ∈ Br×rd .
Clearly f˜(e) = f˜(e)∗ > 0. Define
f+(z) = f˜(e)
−1/2f˜(z)f˜(e)−1/2.
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By the same argument as above, f+ ∈ Br×rd . We then have f(z) = δ∗f+(z)δ as
required, with
δ = f˜(e)1/2κ∗.

Proof of Theorem 6.4. Suppose that F satisfies the condition (3) of Theorem 5.1
with the additional properties (i)–(iii). Arguing as in the proof of (3)⇒(0) of
Theorem 6.1, we obtain the following. First, we have β = 0. Second, since the
matrixW is unitary and Hermitian, it has only two eigenvalues, 1 and −1, therefore
W0 = −IH⊥ and α = J = 0. Third, since rangeV ⊆ H, we have V2 = 0. Therefore,
f has a long resolvent representation (1.1) with the coefficient matrices A0 = 0 and
Ak ≥ 0, k = 1, . . . , d (see (6.8)–(6.9)), i.e., f ∈ Bn×nd .
Conversely, suppose that f ∈ Bn×nd . Then by Lemma 6.5 we have that f(z) =
δ∗f+(z)δ, with some δ ∈ Cr×n of full row rank r (= rank f(e)) and a function
f+ ∈ Br×rd satisfying f+(e) = Ir , such that f(z) = δ∗f+(z)δ. Applying the Cayley
transform over variables as in (6.10), we obtain
F (ζ) = δ∗F+(ζ)δ,
with F+ ∈ CIHA(Dd,Cr) satisfying F (0) = Ir. Arguing as in the proof of (1)⇒(3)
of Theorem 5.1, we obtain the following. First, we have β = 0. Second, the function
F+ in (5.3) can be represented as F+ = C(f+), so by Theorem 3.1 the unitary
matrix U in a transfer-function realization (2.2) for F+ can be chosen Hermitian.
Therefore, C = B∗ and we have (5.4) with A0 = A∗0 and C0 = B
∗
0 . This, in turn,
implies that
W =W ∗ =W−1 =
[
A0 0
0 IrangeB
]
with respect to the decomposition Cm = kerB∗ ⊕ rangeB. Clearly, we have that
rangeB ⊆ H, where H is the eigenspace of W corresponding to the eignevalue 1.
Then rangeV ⊆ H, where V = Bδ. Finally, we obtain the representation (5.2) for
F as desired. 
7. Some remarks
7.1. The results of Section (4) can be easily extended to the real rational Cayley
inner Herglotz–Agler class over Πd, in view of possible applications in electrical
engineering. The techniques developed in this paper would suffice for a proof,
which we leave to the reader as an exercise.
7.2. In addition to the rational inner / Cayley inner Schur–Agler and Herglotz–
Agler classes over the polydisk Dd and the Herglotz–Agler class over the right poly-
halfplane Πd, one can also consider the rational inner Schur–Agler class over Πd and
obtain analogues of Theorems 2.1, 5.1, and 6.1. It is also possible to describe the
image of the Bessmertny˘ı class Bn×nd in the latter class under the Cayley transform
over the function values, similarly to part (3) of Theorem 3.1 and to Theorem
6.4. These ingredients were unnecessary in our analysis and appeared somewhat
isolated, so we left them aside.
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7.3. In [15, Example 5.1], explicit examples of rational inner functions on Dd which
are not in the Schur–Agler class over Dd were constructed. After applying appro-
priate linear-fractional changes of variable to domains and ranges and combinations
thereof to those examples, one can obtain explicit examples of rational Cayley inner
functions on Dd which are not in the Herglotz–Agler class over Dd, of rational inner
functions on Πd which are not in the Schur–Agler class over Πd, and of rational
Cayley inner functions on Πd which are not in the Herglotz–Agler class over Πd.
However, the corresponding question for the Bessmertny˘ı class remains unresolved,
as already mentioned in the Introduction: can there be a function f ∈ Pn×nd which
is not in Bn×nd ?
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