The responsibility identification for harmonic oscillation issues, caused by the interaction among the inner control loops of power electronics converters and passive components in renewable energy systems, can provide guidelines to the harmonic oscillation suppression. However, the identification method using the impendence-based stability criterion has not been fully discussed. In this paper, two methods based on a sum type impedance-based stability criterion are proposed to identify the responsibility of each inverter. The proposed Method-1, which is called the result-oriented method, calculates the system state quantitatively assuming one of the inverters is removed from the system and the responsibility of each inverter can be obtained when the calculation is done removing each inverter. The proposed Method-2, which is called the cause-oriented method, employs the calculation of the original system state and the inverter state using the combination weighting method to analyze the responsibility of each inverter on system instability. The former method is more accurate while the later one is more suitable in the large-scale system due to less computation. Finally, simulation and experiment results validate the effectiveness of the proposed methods and analysis.
I. INTRODUCTION
With the ever-increasing adoption of power electronics converters, modern power systems are able to be improved with high flexibility, full controllability and sustainability, yet these power electronics converters may also pose new challenges to the power quality and system stability [1] . The largescale use of converters would inject resonant current to the power grid [2] and result in stability problems in many applications, such as high voltage dc (HVDC) systems [3] , [4] , electric railway systems [5] , [6] and especially renewable energy systems [7] , [8] . The small-signal oscillations mainly include the low-frequency oscillation and the harmonic instability problem. The former one usually results from the The associate editor coordinating the review of this manuscript and approving it for publication was Yang Han .
interactions among the outer power control loops [9] , [10] and the phase lock loop (PLL) [11] - [13] , while the later one arises from interactions among the inner current or voltage control loops and network passive components [14] , [15] . This paper focus on the harmonic instability issues instead of the lowfrequency oscillations.
There are several approaches to analyze the harmonic instability for multi-paralleled grid-connected inverters. Compared with the state-space-based method [16] , [17] , the impedance-based stability criterion has some superior features since it does not require the formulation of the system matrices and the detail information of system parameters [1] , [14] . This impedance-based approach is originally applied in the DC power systems [18] , [19] , and Sun [20] introduced a new impedance-based stability criterion to the grid-connected inverter system. The system stability can VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ be obtained by checking whether the ratio between the grid impedance and the inverter output impedance satisfies the Nyquist criterion [20] . Subsequently, the application of this approach extends to a wide range of conditions, such as multi-paralleled grid-connected inverters [21] , [22] , converter-interfaced generators [23] , meshed networks [14] and multi-bus systems [15] . It also provides the guidance for harmonic suppression and resonance mitigation [24] - [27] . However, the traditional ratio type criterion would have some problems when applied in some occasions as the righthalf-plane (RHP) poles of the impedance ratio should be checked in these situations [15] , [29] , [30] . Many researches have made efforts on avoiding the pole calculation of the impedance ratio such as the inverse Nyquist stability criterion proposed in [28] . Apart from the ratio type criterion, the sum type criterion using argument principle is an effective way to address this problem [15] , [29] . Instead of checking the encirclement of the Nyquist plot around (−1, j0) and the number of the RPH poles, the system stability can be judged by counting the encirclement of the origin point (0, j0). Similar, a global admittance-based (GA) stability criterion is proposed in [30] , where the global admittance is defined as the sum of all the admittance seen from the PCC and the system stability can be observed easily by using either the Nyquist plot or the Bode plot.
The system stability state can be predicted by the approaches mentioned above. However, it is also significant to identify the responsibility of each converter if the system is likely to suffer the harmonic stability problem. The state-space-based method can be used to tackle this problem through the participation factor (PF) by using the space-state matrix, while this method is not appropriate in a large-scale power system with a large number of converters connected due to the complex formulation of the state matrices [31]. Hence, a new PF analysis for the system stability based on the nodal admittance matrix is proposed in [31] , where the participation of converters in harmonic instability can be detected by the PF analysis. Different from the time-domain space-state modeling, the integration of the impedance modeling approach and resonance modal analysis (RMA) method can be applied in the power-electronic-based power systems such as the multi-paralleled grid-connected system [32] in the frequency domain.
This paper proposes two approaches to determine the responsibility of each inverter on system harmonic instability quantitatively based on a sum type impedance-based stability criterion which is the global admittance-based stability criterion. The global admittance is divided into the imaginary part and the real part, which represent the resonance point and the system damping respectively. The proposed method-1 calculates both the system damping at the resonance point and the distance of the resonance point to the instability boundary assuming a particular inverter removed from the system. Thus, the influence of a particular inverter can be evaluated by calculating the system state with such inverter removed. By contrast, the proposed method-2 considers the responsibility of inverters at the original system state using four factors and the coefficients are determined using the combination weighting method.
The system modeling is described in section II, where the sum-type criterion and the interaction analysis are presented. In section III, the two proposed approaches are discussed and the application of these two methods are presented in two cases. The time-domain simulations and experiments are implemented to verify the validity of the proposed method in section IV. Section V is the conclusion. Fig. 1 depicts the structure of multi-paralleled grid-connected inverters. It has been mentioned in many articles that the low frequency oscillations caused by the outer control loops or PLL can be ignored when the research is concerned to the harmonic instability owing to the dynamics of inner control loops [14] , [15] , [21] . This is because the dynamics of the outer power control and synchronization loops are designed much slower than the inner current control loop. Thus, only the inner current control loops are modeled in this paper. The diagram of the current control loop for the ith inverter is shown in Fig. 2 , where G PR,i is the proportional resonant controller and G d,i is the sampling period delay in the digital control. The LCL filter can be modeled as two admittance [21] , which can be derived as: Fig. 3 illustrates the equivalent circuit for the multiparalleled grid-connected inverter system, where the inverter is modeled as the Norton equivalent circuit and a capacityvariable power factor correction (PFC) device is installed at the PCC.
II. SYSTEM MODELING AND STABILITY ANALYSIS FOR PARALLELED GRID-CONNECTED INVERTERS A. SYSTEM MODELING
The PCC voltage and the grid-injected current of ith inverter can be expressed as:
where
where ω 0 denotes the fundamental frequency of the system.
B. IMPENDENCE-BASED STABILITY ANALYSIS USING THE SUM TYPE CRITERION
The grid voltage is assumed to be stable without inverters, and the inverter is designed to be stable when the grid impedance is zero. Thus, according to (3) and (4), the system stability is determined by the global admittance Y total seen from the PCC [30] . It is clear that Y total has no right-half plane poles, which implies that the number of the denominator of Y total determines the system stability. The system is stable when the Nyquist trajectory of Y total does not encircles the point (0, 0). Table 1 summarizes the main parameters for a gridconnected inverter system. The system stability can be analyzed by using the global admittance-based stability criterion as shown in Fig. 4 .
It can be seen from Fig. 4 that the system is unstable when there are two inverters connected to the grid since the Nyquist trajectory of Y total encircles the point (0, 0). The system is stable when there is only one grid-connected inverter.
Cao et al.
[30] also reveals that since the imaginary part of Y total at the intersection point of the Nyquist plot and real axis equals zero, this intersection point can be defined as the resonance point and the real part of the resonance point is defined as the resonance damping factor (RDF) R d , where
Hence, the system stability can also obtained through the sign of R d . The Nyquist plot would encircle the origin (0, j0) if R d is negative, which means that the system is unstable. By contrast, the positive value of R d means that the system is stable as there is no encirclement around the origin (0, j0).
Further, based on the stability analysis approach mentioned above, dividing Y total into two parts which are imaginary part and real part as shown in (11), the system instability can be described as follows: when the imaginary part of the global admittance equals zero, the corresponding real part is negative. The system stability state can be observed easily by plotting the diagrams of these two parts.
where R d (jω), R oc,i (jω), R g (jω) and R PFC (jω) are the real part of Y total (jω), Y oc,i (jω), Y g (jω) and Y PFC (jω) respectively. X d (jω), X oc,i (jω), X g (jω) and X PFC (jω) are the imaginary part of Y total (jω), Y oc,i (jω), Y g (jω) and Y PFC (jω) respectively. Fig. 5 depicts the output admittance characteristic of the grid-connected inverter shown in Tab. I. The imaginary part of the output admittance is less than zero in the middle and high frequency while the real part has a negative value in a certain frequency band.
The system stability can also be obtained easily from Fig. 6 . The imaginary part of Y total represents the resonance point when it comes to zero and the real part of Y total at the resonant frequency reflect the system stability state. It is clear that the system is unstable when there are two inverters connected to the grid as the system damping is less than zero, while the system is stable with only one grid-connected inverter and the resonant frequency declines.
It should be pointed out that the imaginary part of global admittance might has multiple zero-crossing points. For example, the curve of the imaginary part in Fig.6 (b) with only one inverter (the solid green line) shows that there are two more zero-crossing points on the left of the resonance point. However, similar with Nyquist criterion, the positive crossing and the negative crossing offset each other, so the closest zero-crossing point to the negative damping zone of the real part is the resonance point which is around 1550Hz. 
III. PROPOSED RESPONSIBILITY IDENTIFICATION METHODS A. PROPOSED RESPONSIBILITY IDENTIFICATION METHOD-1: THE RESULT-ORIENTED METHOD
Dividing global admittance into two parts and plotting the diagram is an effective way to analyze the system stability. It can reveal not only the system stability state but also the resonance point as well as the system damping quantitatively. Further, this paper proposes a method to identify the responsibility of each inverter when the system is suffering the harmonic instability.
This method calculates the stability state of the system assuming some inverters are removed from the grid so that the influence of such inverters on the system stability can be analyzed. The system stability factor (SF i ), defined to evaluate the system state assuming the ith inverter is removed, considers not only the magnitude of the negative damping of the system at the resonance point, but also the distance between the resonance point and the negative damping band of the real part, as shown in the following:
where ω i represents the frequency of the zero-crossing point of the imaginary of Y total,i (i.e. the resonant frequency) and Y total,i represents the global admittance after the removal of the ith inverter. ω d,i , defined as the lower stability boundary (LSB), denotes the smaller frequency of the two zero-crossing points of the real part of Y total,i in the negative band. If the real part of Y total,i has no negative band, ω d,i equals to the frequency where the real part of Y total,i at such frequency is the smallest during the frequency band around the resonant frequency and changing the second term on the right side in (12) to the absolute value. R d,i is the real part of Y total,i at the resonant frequency ω i . Y total,i and R d,i can be expressed as:
Therefore, when the system is unstable, the system exhibits the characteristic of negative damping, which means the first term R d,i on the right side in equation (12) is negative. In addition, since the resonant frequency is in the negative damping band of the real part, ω d,i is smaller than ω i , which implies the second term on the right side in equation (12) is also negative. Thus, the negative value of SF i indicates the system instability. The smaller the SF i , the smaller the system damping, or the higher the frequency of the resonance point (i.e. the farther away from the stable region).
Conversely, when the system is stable, the system exhibits the characteristic of positive damping, which means the first term R d,i on the right side in equation (12) is positive. Moreover, according to the analysis in Fig. 6 , removing the inverter from the system would result in the decrease of the frequency of the resonance point. Therefore, when the system becomes stable due to the removal of inverters, the resonant frequency ω i is located outside the negative damping band of the real part, which means that ω i is smaller than ω d,i and the second term on the right side in equation (12) is positive as well. Therefore, the positive value of SF i indicates the stable operation of the system. The larger the SF i , the larger the system damping, or the lower the frequency of the resonance point (i.e. the farther away from the unstable region).
It can be seen from the analysis above that SF i considers system damping and resonance point, which both have significant impact on system stability at the same time and can describe the responsibility of each inverter for system instability comprehensively and quantitatively when system is unstable.
When the ith inverter is assumed to removed from the system, the larger the SF i , the better the steady state of the system, implying the greater the responsibility of the ith inverter for system instability. By contrast, the smaller the SF i , the more serious the system instability, which means that the removal of the ith inverter has no evident effect on the improvement for system instability. Thus, the ith inverter is less responsible for system instability with a smaller SF i .
The steps of this approach can be described as follows:
Step 1: Get frequency responses of system components including Y oc,i , Y g and Y PFC and calculate the real part of Y total at resonance frequency. If R d is positive, the system is stable and the process ends.
Step 2: If R d is less than zero, which implies the system is unstable, calculate the stability factor SF i (i = 1, 2, . . . , n) assuming the ith inverter is removed from the system.
Step 3: If the maximum stability factor is positive (SF j = max (SF i , i = 1, 2, . . . , n) >0), it means that the system can be stabilized after cutting single inverter.
Step 4: If all the stability factors are negative (SF i <0, i = 1, 2, . . . , n), it means that the system is still unstable with only one inverter removed and more inverters need to be cut off. Therefore, the jth inverter with the maximum stability factor (SF j = max (SF i , i = 1, 2, . . . , n)) should be cut off firstly. For the remaining n-1 inverters in the system, return to Step 2 to continue calculating the inverters that needs to be removed until the system is stable. Step 5: When the system is stable, record the removed inverters in sequence, which are the most responsible for system instability.
The flow chart is shown in Fig. 7 .
B. PROPOSED RESPONSIBILITY IDENTIFICATION METHOD-2: THE CAUSE-ORIENTED METHOD
Different from the proposed method-1, where the SF i is used to calculate the characteristics of Y total,i and the responsibility of each inverter is identified according to the results after the removal of such inverter, in this method, the SF i is defined to calculate the characteristics of each inverter in the original system state, and the responsibility of each inverter for system instability can be obtained by sequencing the SF i . The SF i can be expressed as:
where ω 0 represents the frequency of the zero-crossing point of the imaginary of Y total (i.e. the resonant frequency) and R d,i represents the real part of Y oc,i at ω 0 . ω d,i represents the smaller frequency of the two zero-crossing points of the real part of Y oc,i in the negative band. If the real part of Y oc,i has no negative band, ω d,i equals ω 0 . R min,i represents the minimum value of the real part of Y oc,i around the resonant frequency. Im i represents the imaginary part Y oc,i at ω 0 and k 1 ∼ k 4 are the coefficients of each item. It should be noticed that since the SF i in this method describes the characteristics of the inverter output admittance in the initial grid state, the smaller the SF i , the greater the responsibility of the ith inverter for system instability.
The combination weighting method, which consists of the objective weighting method and the subjective weighting method, is utilized to calculate k 1 ∼ k 4 . The variation coefficient method is adopted as the objective weighting method and the coefficient of variation of the ith index can be expressed as:
where σ i and thex i is the standard deviation and the average number of the ith index. Thus, the weights of each index can be derived as:
The analytic hierarchy process (AHP) is adopted as the subjective weighting method. To begin with, the comparison matrix A is constructed, where the a ij in the matrix indicates the relative importance of the ith index to the jth index. Then, the maximum eigenvalue λ max of the matrix A needs to be solved and the corresponding normalized eigenvector is the weight vector V = [v 1 , v 2 , . . . , v n ] T . After that, the consistency test should be performed, and the consistency ratio C R , which is expressed in (18) , can be obtained. If C R < 0.1, the result is considered acceptable, otherwise it needs to be reevaluated.
where R I is the consistent random index and can be obtained by looking up the table. The C I can be derived as:
Finally, the subjective weighting method and the objective weighting method can be combined to form the combinational weighting method by utilizing the multiplication normalization method, and the final coefficient k can be obtained, which is given by:
This method can determine the responsibility of each inverter for the system instability by analyzing the original system, which means that this method is less computationally intensive than method-1 and is more suitable for the largescale grid-connected inverter system.
Step 1: Get the frequency responses of system components including Y oc,i , Y g and Y PFC and calculate the real part of Y total at resonance frequency. If R d is positive, the system is stable and the process ends. Step 2: If R d is less than zero, which means that the system is unstable, calculate the stability factor SF i (i = 1, 2, . . . , n) of each inverter.
Step 3: Sequence inverters in according to the SF i . The smaller the SF i , the greater the responsibility of the inverter for system instability.
Step 4: Cut off inverters in order of SF i from small to large until the system is stable.
Step 5: Record the removed inverters in sequence, which are the most responsible for system instability.
The flow chart is shown in Fig. 8 . Table 2 and Table 3 summarize main parameters of the system and control parameters of inverters respectively. The calculation results of the proposed method-1 is shown in Table 4 , where the negative value of R d can be observed and it means that the original system is unstable. It is clear that the system become stable if the inverter 1 is removed from the grid, which implies that such inverter should take the maximum responsibility for the system instability. The system is still unstable when removing inverter 2 or inverter 3, but SF 2 is larger than SF 3 , which means the responsibility of inverter 2 for system instability is larger than the responsibility of inverter 3. To illustrate the results of the method-1 in more detail, the analysis according to the real part and the imaginary part of different admittance is carried out, as shown in Fig. 9 .
C. APPLICATION OF TWO PROPOSED METHODS IN CASE 1
The original system is unstable as the real part of Y total is negative at the resonance point, which is around 1900Hz. As shown in case <I> of Fig. 9 , the resonance point after the removal inverter 1 slightly declines and the real part of Y total,1 is positive, which means the system become stable. The real part of Y total,2 and Y total,3 are negative at their own resonance points and the real part of Y total,2 is smaller than the real part of Y total,3 . However, the distance between the resonant frequency and the LSB in Y total,2 is much shorter than the counterpart in Y total,3 .
The calculation results of the proposed method-2 is shown in Table 5 . It also indicates that the influence of inverter 1 on system instability is the maximum, while inverter 2 and inverter 3 should take less responsibility. Similarly, to illustrate the results of the results of method 2 in more detail, the analysis according to the real part and the imaginary part of different admittance is conducted, as shown in Fig. 10 . It is evident that Y oc,1 has the smallest value of the real part at the system resonance point and the lowest point of the real part of Y oc,1 is much lower than the counterpart of the other two. In addition, the distance between the system resonance point and the LSB of Y oc,1 is also the largest. The real part of the output admittance of inverter 2 and inverter 3 is similar while the imaginary part of Y oc,2 is much smaller than the imaginary part of Y oc,3 , which also means that inverter 2 has a larger impact on the location of the resonance point. 
D. APPLICATION OF TWO PROPOSED METHODS IN CASE 2
In this case, K p,3 increases to 18 and the calculation results of the proposed method-1 is shown in Table 6 , where R d is less than zero, which means that the original system is unstable. It is obvious that the system is still unstable if only one inverter is cut off from the system. However, the stability factor with the removal of inverter 1 is the largest, meaning that inverter 1 makes the largest responsibility to system instability. Therefore, inverter 1 should be removed from the system firstly. After that, removing inverter 2 or inverter 3 both guarantee the stable operation of the system, while the stability factor with the removal of inverter 1 and inverter 2 is larger. That means compared with inverter 3, inverter 2 should take more responsibility for system instability. The result of cutting off the inverter 2 and inverter 3 is also shown in Table 6 VOLUME 7, 2019 and the value is negative, which means the system is still unstable and inverter 1 is the most influential factor.
The analysis according to the real part and the imaginary part of different admittance is shown in Fig. 11 . It is evident from the case <I> of Fig. 11 that the real part of global admittance is the largest when cutting off inverter 1 and inverter 2 and the distance between the system resonance point and the LSB is also the largest, which is accordance to the results shown in Table 6 . It also can be seen that the system is also stable when removing inverter 1 and inverter 3, yet the real part of global admittance is relatively lower and the resonance point is closer to the LSB, as shown in the case <II> of Fig. 11 . The unstable state of the system when cutting off inverter 2 and inverter 3 also can be observed.
The calculation results of the proposed method-2 is shown in Table 7 . It also indicates that inverter 1 should take the maximum responsibility while inverter 3 is the least responsible. Fig. 12 illustrates the analysis according to the real part and the imaginary part of different admittance. The same results can be observed for inverter 1 due to the smallest real part Y oc,1 and the largest distance from the system resonance point of to the LSB of Y oc,1 . Although the real part of Y oc,3 is slightly smaller than the real part of Y oc,2 , the imaginary part of Y oc,2 is much smaller than the counter of Y oc,3 .
IV. SIMULATION AND EXPERIMENT VERIFICATION
A. SIMULATION VERIFICATION Fig. 13 depicts the simulation results of case 1, which match the analysis by using the two proposed methods. It is clear that the original system is unstable while it becomes stable when cutting off inverter 1. By contrast, the system is still unstable if cutting off inverter 2 or inverter 3. The simulation results of case 2 are shown in Fig. 14. It can be seen that removing inverter 1 and inverter 2 makes the system become stable and the same result can be obtained when removing inverter 1 and inverter 3. Conversely, the system is still unstable when inverter 2 and inverter 3 are removed.
B. EXPERIMENT VERIFICATION
The schematic diagram of the experiment system is shown in Fig. 15 (a) and the control system of the inverter is illustrated in Fig.15 (b) . Fig. 16 depicts the experiment platform including three grid-connected inverters. The controller of inverters is based on DSP (TI-TMS320F28335) and FPGA (Altera-EP3C5). It is evident that the system is unstable when three inverters are connected to the grid. The system becomes stable when removing inverter 1 from the grid as shown in Fig. 17 (a) but unstable when removing inverter 2 or inverter 3 as shown in Fig. 17 (b) and (c). Meanwhile, the divergence when removing inverter 2 is slighter than removing inverter 3.
In case 2, the system with three inverters is also unstable while it becomes stable after removing inverter 1 and inverter 2, as shown in Fig. 18 (a) . It can be seen from Fig. 18 (b) that removing inverter 1 and inverter 3 also stabilizes the system, but the speed of convergence is slower. In addition, removing inverter 2 and inverter 3 cannot makes the system become stable. It is clear that experimental results also match the analysis of the proposed methods both in case 1 and case 2.
V. CONCLUSION
In this paper, two methods based on global admittance are proposed to identify the responsibility of each inverter for system harmonic instability. To begin with, dividing the global admittance into the real part and the imaginary part, which represent the system damping and the system resonance point respectively. Then, the method-1 is proposed by using the defined stability factor, which considers the influence of both the system damping and the resonance point. This method identifies the responsibility of the inverter for system instability by calculating the results of assuming such inverter removed from the system. Instead of obtaining the results of removing inverters, the proposed method-2 calculates the characteristics of each inverter at the original system state through four factors and it requires less computation compared with the proposed method-1. The application of these two methods are carried out in two cases. In order to illustrate the calculation results in more details, diagrams of the analysis by dividing admittance into the real part and the imaginary part is conducted. Finally, the time-domain simulations and the experimental tests have been conducted and the results have confirmed the validity of the proposed two methods.
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