Molecular Dynamics Simulation of Crack Propagation on Different Slip Planes of BCC Iron by Gao, Y. et al.
University of Wollongong 
Research Online 
Faculty of Engineering - Papers (Archive) Faculty of Engineering and Information Sciences 
2008 
Molecular Dynamics Simulation of Crack Propagation on Different Slip 
Planes of BCC Iron 
Y. Gao 
University of Wollongong 
C. Lu 
University of Wollongong, chenglu@uow.edu.au 
A. K. Tieu 
University of Wollongong, ktieu@uow.edu.au 
H. T. Zhu 
University of Wollongong, hongtao_zhu@uow.edu.au 
Follow this and additional works at: https://ro.uow.edu.au/engpapers 
 Part of the Engineering Commons 
https://ro.uow.edu.au/engpapers/483 
Recommended Citation 
Gao, Y.; Lu, C.; Tieu, A. K.; and Zhu, H. T.: Molecular Dynamics Simulation of Crack Propagation on 
Different Slip Planes of BCC Iron 2008. 
https://ro.uow.edu.au/engpapers/483 
Research Online is the open access institutional repository for the University of Wollongong. For further information 
contact the UOW Library: research-pubs@uow.edu.au 
Molecular Dynamics Simulation of Crack 
Propagation on Different Slip Planes of BCC Iron 
Yuan Gao1, Cheng Lu 1, Anh Kiet Tieu1, Hongtao Zhu1  
1 School of Mechanical, Material & Mechatronic Engineering, University of Wollongong 
 
 
 
Abstract — In this paper, molecular dynamic simulations of 
crack propagation in body centre cubic (bcc) single crystal have 
been performed. The crack propagation behaviors on two 
different slip planes ({1 1 0} and {2 1 1}) have been investigated. 
A self-adaptive time step algorithm has been proposed to increase 
the stability of the simulations. It has been found that the slip 
plane significantly affects the propagation speed of the crack. 
Keywords- crack propagation; crack prediction; molecular 
dynamics simulation; bcc iron 
I.  INTRODUCTION  
Molecular dynamics (MD) simulations have been widely 
used to investigate the fundamental mechanism of material 
fracture behaviors in the last 20 years [1-4]. It has been found 
that the fracture process was accompanied by emission of edge 
dislocations, twin generation from the crack tip and generation 
of extrinsic stacking faults [5]. However, few results can be 
found to compare crack behaviors on the different slip planes, 
which are fairly important to understand and predict the basic 
mechanism of the crack propagation. 
To accurately simulate fracture in the atomic scale, 
embedded-atom method (EAM) with many body interatomic 
potential can be adopted to describe the atomic interaction. It 
was developed by M. S. Daw and M. I. Baskes [6,7] and has 
become a very useful and powerful potential function for 
metallic materials. With EAM, many researchers have obtained 
results about the fracture processes, ductile-brittle behaviors 
and void or dislocation growth in a crystalline material by 
using static [8], quasi [9] or dynamic techniques. However, 
there are many problems which may restrict the simulation 
results. Firstly, the simulation size is limited in the number of 
atoms one can simulate. Typically, a larger size (more atoms) 
can eliminate the local imperfections and become close to the 
nature of the material [10]. But it will take much longer time to 
achieve final results. Secondly, the time step is not easy to 
decide. Ideally one would like to use the largest time step size 
as possible. But MD integration algorithm becomes more 
unstable at larger time steps. So researchers must balance 
between the largest time step and the conservation of energy.  
In this paper, we focus on the crack propagation behaviors 
on the major bcc α–Fe crystal slip planes, {1 1 0} and {2 1 1}, 
using many body interatomic potential with tensile load applied, 
known as Mode I load, to make the crack surfaces move 
directly apart. A self-adaptive time step algorithm will be 
introduced to increase the stability of the simulations. The 
propagation behaviors and strain distributions are discussed. 
II. SIMULATION MODELS AND METHODS 
A. Embedded Atom Method 
The semi-empirical EAM potentials are energy functions 
and govern the interaction among the neighboring atoms. The 
potential proposed by M. S. Daw and M. I. Baskes [6,7], was 
based on the quantum mechanical density functional theory. 
They combined theoretical considerations with a fitting of 
parameters to fit the main properties of the bulk crystal. 
The total energy of a metal can be written as the sum of a 
function of the total electron density and a short range pair-
wise potential, as 
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where )( ,ihiF ρ  is the embedding energy of atom i to the 
background electron density ρ  and ih,ρ  is the host electron 
density at atom i.  
The electron density at the site of atom i is calculated by: 
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where )(rajρ  is the electron density of atom j at a distance r. 
And )( ijrV  is the repulsive central force between the atoms.  
It is assumed to take the form  
r
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where )(rZi  is the effective charge of atom i at a distance r. 
In this paper, the simulations were accomplished with the 
XMD program, which was developed by Centers for Material 
Simulation of University of Connecticut [11]. The EAM 
potential functions were developed by V. Shastry and D. 
Farkas [12]. The integrated Newton’s equations of motion were 
solved by the Gear predictor corrector algorithm [13], which 
uses up to the 5th time derivative of the particle positions. For 
the temperature control, we initiated the system temperature at 
300K, and then used the self-adaptive time step algorithm to 
maintain the system temperature stable. 
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B. Simulation Modeling 
As mentioned in the introduction section, the time step size 
is difficult to decide. Sometimes researchers have to choose a 
proper time step through their own experience and use trial 
and error process, to make sure the total energy does not 
increase to cause the system unstable. In order to solve this 
problem and save simulation time, we proposed a method for 
the first time to make the time step size self-adaptive. It works 
as a lower pass filter. As we know, at the stable status, atoms 
can only vibrate in a very small range and the vibration relates 
with temperature. Since temperature and energy changes are 
mainly depended on the atom speeds, we can constrain the 
time step by using the relationship between the atom 
vibrations and their speeds: maxv/dSdt ×α=  , where dS is the 
average movement of the atoms, vmax is the maximum velocity 
among all atoms, α is a factor to make sure the maximum 
displacement is less than a physical length, and 03.0 a×=α  
has been chosen in this study, here 0a  is the lattice constant. 
Due to the paper limit, comparisons with other systems are not 
present here. 
Figure 1 shows the time step curve with the initial time 
step 1x10-14s. The simulation runs under temperature 300K at 
the beginning. With the self-adaptive algorithm applied, the 
time step quickly converges to 4.5x10-15s. When the 
temperature is increased to 500K, the corresponding time step 
drops to around 3.5x10-15s to keep the system stable.  Once the 
temperature returns to 300K, the time step goes back to 
4.5x10-15s. This indicates that the proposed self-adaptive 
algorithm is effective. So, by applying this method in our 
simulations, we do not need to do “trial and error” and we do 
not need to worry about the final time steps, which can be 
adjusted to proper values by itself as stable and large as 
possible. 
 
Figure 1: Self-adaptive time step with temperature change 
 
In this paper, we assumed that the initial α–Fe planes were 
perfect single crystal lattice, having bcc (body centre cubic) 
structures. The simulations were performed on two major slip 
planes of bcc iron, {1 1 0} and {2 1 1}, as shown in Figure 2. 
They are defined as Case I and Case II in the following 
context, respectively. These two planes are nearly tied for the 
highest packing density and have been observed to be slip 
planes. So our simulations on these two planes can be 
compared, and the results can show us on which plane the 
crack is easier to propagate and how they propagate.  
The schematic of the MD simulation is shown in Figure 3. 
The simulation volume was 10.4nm×28.7nm×1.15nm (x, y, z 
directions, respectively), which consisted of over 25000 atoms, 
while periodic boundary conditions were applied on y and z 
directions. There were 10-20 layers of transitional regions 
around the simulation domain. These layers were used to 
alleviate the effect of the boundaries and were invisible in the 
final results. The right boundary moved slowly to the left to 
minimize the effect of the boundaries as well. Mode I uniform 
loads were applied on the top and bottom boundaries at a 
certain strain rate to keep the crack faces apart (Figure 3). In 
all simulations, the initial crack (11.466 angstrom in length) 
was placed at the midpoint of the left side of the simulation 
lattice. And all related data including time step, coordinates, 
velocities, displacements, forces, stresses, strains, 
temperatures etc. were saved for further analysis. 
 
Figure 2: Schematic of planes {1 1 0} and {2 1 1} 
 
 
Figure 3: Schematic of the simulation model.  
 
III. RESULTS AND DISCUSSION 
Figure 4 shows the crack growth processes on MD 
simulation step 6000, 7000, 8000, 9000 and 10000 for these 
two cases. Before the simulation step 6000, the crack tips 
hardly propagate in both cases. They just vibrate around their 
original positions. As the loads increase, the cracks start to 
move. However, the moving speeds and the pattern of the 
cracks are different for two cases. The speed of Case I is much 
faster than that of Case II, while the crack surfaces of Case II 
is smoother than that of Case I. As we can see, the crack 
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propagates through the whole plane in Case I, while another 
crack only propagates half of the plane in Case II. The edge 
dislocations, twin generation from the crack tip, stacking 
faults and void generation can be found in both cases. 
 
      Case I {1 1 0}                             Case II {2 1 1} 
Figure 4: crack propagation processes 
 
Also, the stress-strain curves have been recorded as shown 
in Figure 5. It can be seen that the stress increases with the 
strain to a certain value and then decreases for both cases. The 
maximum values are similar, just below 12000MPa, while 
Case II reaches the maximum stress earlier than Case I. And 
because the crack propagates faster in Case I, which means 
stress and energy release at a faster rate to form the new crack 
surfaces, its stress-strain curve drops quicker after fracture. 
An important value to indicate this maximum stress value 
is the critical stress intensity factor. It is calculated by 
equation ffIC aQK πσ= , where fσ and fa  are the applied 
stress on loading direction and crack size at fracture, 
respectively. The configuration correction factor can be taken 
as constant, Q =1.12, providing the relative crack 
depth/width<<0.3 [4, 14, 15]. The maximum applied stresses 
are MPaf 11465=σ  and MPaf 11808=σ for Case I and 
Case II, respectively. As we define the cracks start 
propagating when the initial crack sizes change, the crack size 
at fracture is equal to the initial crack size,
 
ο
Α= 466.11fa  and 
the lattice constant parameter in bcc iron is 
ο
Α= 8665.20a . 
Therefore, the critical stress intensity factors 
are 2/1IC MPam7707.0K = for Case I and 
2/1
IC MPam7937.0K = for Case II.  
  
(a) Case I 
 
(b) Case II 
 
Figure 5: Strain-stress curves for Case I and Case II 
  
Figure 6 shows the strain distributions at simulation step 
5000, 7000 and 9000 for both cases. At the step 5000, the 
crack openings of both cases become wider than the initial 
cracks and the materials are subject to quite large stresses, but 
these stress values still do not meet the critical stress values, at 
which values the cracks start to propagate. In Case I, in front 
of the crack tip, there is a belt region in the middle area like a 
‘valley’ in shape (marked by A on Figure 6(a)); and some 
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small dark regions can be observed in this ‘valley’ area, these 
regions containing atoms with high strain values, which mean 
that these atoms are highly activated and they are more likely 
to move apart to release energy and form new surfaces. So the 
crack could propagate along those small highly activated 
regions, which have very high strains on the whole plane. In 
Case II, similar patterns with highest strain distribution values 
in the middle region can be found (marked by B on Figure 
6(d)).   
  
(a) 5000 time steps;                                (d) 5000 time steps; 
 
(b) 7000 time steps;                                (e) 7000 time steps; 
  
(c) 9000 time steps;                                (f) 9000 time steps; 
 
Case I (a, b, c)  Case II (d, e, f) 
Figure 6: Strain distribution at MD step 5000, 7000 and 9000 for Case I and 
Case II 
Then at step 7000, the stress reaches the critical stress 
value in both cases and the crack starts to propagate. The 
highest and average strains decrease (comparing with Figure 
6(a) and 6(d) for step 5000) due to energy releasing. The 
“valley” region in Case I still clearly exists and becomes 
larger at this simulation step. That is because more atoms are 
activated and ready to move apart and the crack can propagate 
forward. This can be confirmed from the Figure 6(c), which 
shows the strain distribution at simulation step 9000. In Case 
II, the regions with highest strain values move forward, this 
also leads crack propagation.  
Finally, at the step 9000 of Case I, the crack crosses 
through the whole simulation plane, the stress drops further 
and the energy is released to form the large free surfaces of the 
crack. This indicates that the atom movements on this plane 
become less than those in step 5000 and 7000. In Case II, the 
regions with highest strain values keep moving forward, but 
the crack tip at this step just reaches the middle part of the 
simulation region which means it is much slower than Case I, 
and it still has the tendency to move forward.  
Other behaviors like void generation, which are on the 
right bottom corners of Figure 6(a) (b) and (c), or stacking 
faults and dislocation (near boundaries of the regions with 
higher strain values), and structure transformation (on the free 
surface of the crack) can be observed more clearly by using 
this strain distribution figures. The different cracking 
behaviors are mainly caused by the different atom packing 
structures of two different planes. 
IV. CONCLUSIONS 
In this paper molecular dynamic simulations of crack 
propagation in body centre cubic (bcc) single crystal have 
been performed. The crack propagation behaviors on two 
different slip planes ({1 1 0} and {2 1 1}) under Mode I have 
been investigated. A self-adaptive time step algorithm has 
been proposed to increase the stability of the simulations. It 
has been found that the slip plane significantly affects the 
propagation speed of the crack. As the strain increases, the 
stress increases to the maximum and then decreases. The 
critical stress intensity factors are 0.7707MPa*mm1/2 and 
0.7937 MPa*mm1/2 for Case I and Case II, respectively. 
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