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SEMIGROUP C*-ALGEBRAS AND AMENABILITY OF
SEMIGROUPS
XIN LI
Abstract. We construct reduced and full semigroup C*-algebras for left can-
cellative semigroups. Our new construction covers particular cases already con-
sidered by A. Nica and also Toeplitz algebras attached to rings of integers in
number fields due to J. Cuntz.
Moreover, we show how (left) amenability of semigroups can be expressed in
terms of these semigroup C*-algebras in analogy to the group case.
1. Introduction
The construction of group C*-algebras provides examples of C*-algebras which are
both interesting and challenging to study. If we restrict our discussion to discrete
groups, then we could say that the idea behind the construction is to implement the
algebraic structure of a given group in a concrete or abstract C*-algebra in terms of
unitaries. It then turns out that the group and its group C*-algebra(s) are closely
related in various ways, for instance with respect to representation theory or in the
context of amenability.
Given the success and the importance of the construction of group C*-algebras, a
very natural question is whether we can start with algebraic structures that are even
more basic than groups, namely semigroups. And indeed, this question has been
addressed by various authors. The start was made by L. Coburn who studied the
C*-algebra of the additive semigroup of the natural numbers (see [Co1] and [Co2]).
Then, just to mention some examples, a number of authors like L. Coburn, R. G.
Douglas, R. Howe, D. G. Schaeffer and I. M. Singer studied C*-algebras of particular
Toeplitz operators in [Co-Do], [C-D-S-S], [Dou] and [Do-Ho]. The original motiva-
tion came from index theory and related K-theoretic questions. Later on, G. Murphy
further generalized this construction, first to positive cones in ordered abelian groups
in [Mur1], then to arbitrary left cancellative semigroups in [Mur2] and [Mur3]. The
basic idea behind the constructions mentioned so far is to replace unitary representa-
tions in the group case by isometric representations for left cancellative semigroups.
However, it turns out that the full semigroup C*-algebras introduced by G. Murphy
are very complicated and not suited for studying amenability. For instance, the full
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semigroup C*-algebra of N×N in the sense of G. Murphy is not nuclear (see [Mur4],
Theorem 6.2).
Apart from these constructions, A. Nica has introduced a different construction of
semigroup C*-algebras for positive cones in quasi-lattice ordered groups (see [Ni]
and also [La-Rae]). His construction has the advantage that it leads to much more
tractable C*-algebras than the construction introduced by G. Murphy, so that A.
Nica was able to study amenability questions using his new construction. The main
difference between A. Nica’s construction and the former ones is that A. Nica takes
the right ideal structure of the semigroups into account in his construction, although
in a rather implicit way.
Another source of inspiration is provided by so-called ring C*-algebras (see [Cun],
[Cu-Li1], [Cu-Li2] and [Li]). Namely, the author realized during his recent work
[Li] that there are strong parallels between the construction of ring C*-algebras and
semigroup C*-algebras. The restriction A. Nica puts on his semigroups by only
considering positive cones in quasi-lattice ordered groups would correspond in the
ring case to considering rings for which every ideal is principal. This observation
indicates that the ideal structure (of the ring or semigroup) should play an important
role in more general constructions. This idea has been worked out in the case of
rings in [Li]. Moreover, it was explained in Appendix A.2 of [Li] how the analogous
idea leads to a generalization of A. Nica’s construction to arbitrary left cancellative
semigroups.
Independently from this construction of semigroup C*-algebras, J. Cuntz has mod-
ified the construction of ring C*-algebras from [Cu-Li1] and [Cu-Li2] and has in-
troduced so-called Toeplitz algebras for certain rings from algebraic number theory
(rings of integers in number fields). The motivation was to improve the functorial
properties of ring C*-algebras. And again, the crucial idea behind the construction
is to make use of the ideal structure of the rings of interest. This first step was due
to J. Cuntz (before the work [C-D-L]), and he presented these ideas and the results
on functoriality in a talk at the “Workshop on C*-algebras” in Nottingham which
took place in September 2010.
As a next step, J. Cuntz, C. Deninger and M. Laca study these Toeplitz algebras in
[C-D-L] and they show that the Toeplitz algebra of the ring of integers in a number
field can be identified via a canonical representation with the reduced semigroup
C*-algebra of the ax + b-semigroup over the ring. This indicates that there is a
strong connection between these Toeplitz algebras and semigroup C*-algebras.
And indeed, it turns out that if we apply the construction of full semigroup C*-
algebras in [Li] to the ax + b-semigroups over rings of integers, then we arrive at
universal C*-algebras which are canonically isomorphic to these Toeplitz algebras.
As pointed out in [C-D-L], the most interesting examples arise from rings which
do not have the property that every ideal is principal (i.e. the class number of the
number field is strictly bigger than 1). For these rings or rather the corresponding
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ax+ b-semigroups, it is not possible to apply A. Nica’s construction. This explains
the need for a generalization of A. Nica’s work.
So, to summarize, the motivation behind our construction of semigroup C*-algebras
is twofold: On the one hand, we would like to provide a general framework for
A. Nica’s constructions as well as the Toeplitz algebras due to J. Cuntz so that
these constructions can be naturally thought of as particular cases of our general
construction (this is explained in § 2). On the other hand, we would like to obtain
constructions which are more tractable than those of G. Murphy and which allow
us to characterize amenability of semigroups very much in the same spirit as in the
group case (see § 4). To establish this connection with amenability, we first have to
modify our construction of full semigroup C*-algebras in the case of subsemigroups
of groups (see § 3).
Of course, there are not only C*-algebras associated with groups, but also C*-
algebras attached to dynamical systems. So another question would be whether we
can also construct C*-algebras for semigroup actions by automorphisms. We only
touch upon this question in § 2.2.
I would like to thank J. Cuntz for interesting and helpful discussions and for pro-
viding access to the preprint [C-D-L] due to him, C. Deninger and M. Laca. I also
thank M. Norling who has pointed me towards a missing relation in the definition
of full semigroup C*-algebras for subsemigroups of groups. This has led me to the
modified construction introduced in § 3.
2. Constructions
2.1. Semigroup C*-algebras. By a semigroup, we mean a set P equipped with
a binary operation P × P → P ; (p, q) 7→ pq which is associative, i.e. (p1p2)p3 =
p1(p2p3). We always assume that our semigroup has a unit element, i.e. there exists
e ∈ P such that ep = pe = p for all p ∈ P . All semigroup homomorphisms shall
preserve unit elements. We only consider discrete semigroups. A semigroup P is
called left cancellative if for every p, x and y in P , px = py implies x = y.
As mentioned in the introduction, the basic idea behind the construction of semi-
group C*-algebras is to represent semigroup elements by isometries. This means
that if we let Isom be the semigroup of the necessarily unital semigroup C*-algebra
associated with the semigroup P , then we would like to have a semigroup homo-
morphism P → Isom . This requirement explains why we restrict our discussion to
left cancellative semigroups: Since Isom is always a left cancellative semigroup, this
homomorphism P → Isom can only be faithful if P itself is left cancellative.
Given a left cancellative semigroup P , we can construct its left regular representation
as follows:
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Let ℓ2(P ) be the Hilbert space of square summable complex-valued functions on P .
ℓ2(P ) comes with the canonical orthonormal basis {εx: x ∈ P} given by εx(y) = δx,y
where δx,y is 1 if x = y and 0 if x 6= y. Let us define for every p ∈ P an isometry Vp
by setting Vpεx = εpx. Here we have made use of our assumption that our semigroup
P is left cancellative. It ensures that the assignment εx 7→ εpx indeed extends to
an isometry. Now the reduced semigroup C*-algebra of P is simply given as the
sub-C*-algebra of L(ℓ2(P )) generated by these isometries {Vp: p ∈ P}. We denote
this concrete C*-algebra by C∗r (P ), i.e. we set
Definition 2.1. C∗r (P ) := C
∗ ({Vp: p ∈ P}) ⊆ L(ℓ
2(P )).
So C∗r (P ) is really a very natural object: It is the C*-algebra generated by the left
regular representation of P . This C*-algebra C∗r (P ) is called the reduced semigroup
C*-algebra of P in analogy to the group case. But we remark that this C*-algebra
is also called the Toeplitz algebra of P by various authors.
We now turn to the construction of full semigroup C*-algebras. As explained in the
introduction, we will make use of right ideals of our semigroups to construct full
semigroup C*-algebras. So we first have to choose a family of right ideals.
Given a semigroup P , every semigroup element p ∈ P gives rise to the map P →
P ;x 7→ px. It is simply given by left multiplication with p. Given a subset X of P
and an element p ∈ P , we set
(1) pX := {px: x ∈ X} and p−1X := {y ∈ P : py ∈ X} .
In other words, pX is the image and p−1X is the pre-image of X under left multi-
plication with p. A subset X of P is called a right ideal if it is closed under right
multiplication with arbitrary semigroup elements, i.e. if for every x ∈ X and p ∈ P ,
the product xp always lies in X.
The semigroup P is left cancellative if and only if for every p ∈ P , left multiplication
with p defines an injective map. For the rest of this section, let P always be a left
cancellative semigroup.
Let J be the smallest family of right ideals of P containing P and ∅, i.e.
(2) P ∈ J , ∅ ∈ J ,
and closed under left multiplication, taking pre-images under left multiplication,
(3) X ∈ J , p ∈ P ⇒ pX, p−1X ∈ J ,
as well as finite intersections,
(4) X,Y ∈ J ⇒ X ∩ Y ∈ J .
It is not difficult to find out how right ideals in J typically look like. Actually, it
follows directly from the definitions that
(5) J =


N⋂
j=1
(qj,1)
−1pj,1 · · · (qj,nj)
−1pj,njP : N,nj ∈ Z>0; pj,k, qj,k ∈ P

 ∪ {∅} .
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The elements in J are called constructible right ideals. If we want to keep track
of the semigroup, we write JP for the family of constructible right ideals of the
semigroup P . We will see in (32) that it is not necessary to ask for (4).
With the help of this family of right ideals, we can now construct the full semigroup
C*-algebra of P . The idea is to ask for a projection-valued spectral measure, defined
for elements in the family J and taking values in projections in our C*-algebra.
Definition 2.2. The full semigroup C*-algebra of P is the universal C*-algebra
generated by isometries {vp: p ∈ P} and projections {eX : X ∈ J } satisfying the fol-
lowing relations:
I.(i) vpq = vpvq I.(ii) vpeXv
∗
p = epX
II.(i) eP = 1 II.(ii) e∅ = 0 II.(iii) eX∩Y = eX · eY
for all p, q in P and X, Y in J .
We denote this universal C*-algebra by C∗(P ), i.e.
C∗(P ) := C∗

{vp: p ∈ P} ∪ {eX : X ∈ J } vp are isometriesand eX are projections
satisfying I and II.


One remark about notation: For the sake of readability, we sometimes write e[X] for
eX in case the expression in the index gets very long.
Of course, the question is: Where do all these relations come from? The idea is that
we can think of C∗(P ) as a universal model of the reduced semigroup C*-algebra
C∗r (P ). To make this precise, let us again consider concrete operators on ℓ
2(P ).
We have already defined the isometries Vp for p ∈ P . For every subset X of P ,
let EX be the orthogonal projection onto ℓ
2(X) ⊆ ℓ2(P ). In other words, let 1X
be the characteristic function of X defined on P , i.e. 1X(p) = 1 if p ∈ X and
1X(p) = 0 if p /∈ X. Then 1X is an element of ℓ
∞(P ) which is mapped to EX
under the canonical representation of ℓ∞(P ) as multiplication operators on ℓ2(P ).
As with the projections eX , we will sometimes write E[X] for EX if the subscript
becomes very long. It is now easy to check that the two families {Vp: p ∈ P} and
{EX : X ∈ J } satisfy relations I and II (with Vp in place of vp and EX in place
of eX). This explains the origin of these relations. At the same time, we obtain
by universal property of C∗(P ) a non-zero homomorphism λ : C∗(P ) → L(ℓ2(P ))
sending vp to Vp and eX to EX for every p ∈ P and X ∈ J . This homomorphism is
called the left regular representation of C∗(P ). In particular, we see that C∗(P ) is
not the zero C*-algebra. We will see later on (compare (11)) that the image of λ is
actually the reduced semigroup C*-algebra C∗r (P ).
Remark 2.3. Actually, the requirement that J should be closed under taking pre-
images under left multiplications is not needed in the construction, and it does not
appear in the first version of semigroup C*-algebras in [Li], Appendix A.2. The orig-
inal reason why we added this extra requirement is that we wanted our construction
of full semigroup C*-algebras to include the construction of Toeplitz algebras for
rings of integers in number fields by J. Cuntz. However, for such semigroups, it
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is not necessary to consider pre-images in the following sense: Let J ′ denote the
family of right ideals defined in the same way as J but without the property that
J ′ is closed under pre-images under left multiplication. For the ax + b-semigroups
over rings of integers, it turns out that it does not matter whether we take J or J ′
in Definition 2.2 because the resulting C*-algebras are canonically isomorphic. But
for general semigroups, it is more convenient to work with J as we will see.
Let us also discuss a useful modification of these full semigroup C*-algebras. We
first reformulate relation II.(iii): We have canonical lattice structures on the set
of right ideals of P (let X ∧ Y = X ∩ Y and X ∨ Y = X ∪ Y for right ideals X
and Y ) and on the set of commuting projections in a C*-algebra (let e ∧ f = ef
and e ∨ f = e + f − e ∧ f for commuting projections e and f). So relation II.(iii)
simply tells us that the projections {eX : X ∈ J } commute and that the assignment
J ∋ X 7→ eX ∈ Proj (C
∗(P )) is ∧-compatible. Given this interpretation, an obvious
question is whether we can modify our construction so that the analogous assignment
becomes ∨-compatible as well. This is indeed possible. The first step is to enlarge
the family J so that it is closed under finite unions as well. Let J (∪) be the smallest
family of right ideals of P satisfying the conditions (2) – (4) and the extra condition
(6) X,Y ∈ J (∪) ⇒ X ∪ Y ∈ J (∪).
Again, it follows from our definition that
(7)
J (∪) =


M⋃
i=1
N⋂
j=1
(q
(i)
j,1)
−1p
(i)
j,1 · · · (q
(i)
j,nj
)−1p
(i)
j,nj
P : M,N,nj ∈ Z>0; p
(i)
j,k, q
(i)
j,k ∈ P

∪{∅} .
We can now modify Definition 2.2 by replacing J by J (∪) and adding to the relations
the extra relation eX∪Y = eX + eY − eX∩Y for all X,Y ∈ J
(∪). The corresponding
universal C*-algebra is then denoted by C∗(∪)(P ).
Definition 2.4.
C∗(∪)(P ) := C∗

{vp: p ∈ P} ∪ {eX : X ∈ J (∪)} vp are isometriesand eX are projections
satisfying I and II(∪)


with the relations
I.(i) vpq = vpvq I.(ii) vpeXv
∗
p = epX
II(∪).(i) eP = 1 II
(∪).(ii) e∅ = 0
II(∪).(iii) eX∩Y = eX · eY II
(∪).(iv) eX∪Y = eX + eY − eX∩Y .
It is immediate from our definitions that C∗(∪)(P ) is a quotient of C∗(P ), or in other
words, that we always have a canonical homomorphism π(∪) : C∗(P ) → C∗(∪)(P )
sending C∗(P ) ∋ vp to vp ∈ C
∗(∪)(P ) and C∗(P ) ∋ eX to eX ∈ C
∗(∪)(P ) for all
p ∈ P and X ∈ J ⊆ J (∪). Relation II(∪).(iv) implies that π(∪) is always surjective.
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As for the relations defining C∗(P ), it is immediate that the relations I and II(∪)
(with Vp in place of vp and EX in place of eX) are satisfied by the concrete operators
{Vp: p ∈ P} and
{
EX : X ∈ J
(∪)
}
on ℓ2(P ) (EX is the orthogonal projection onto
ℓ2(X) ⊆ ℓ2(P ) as above). So we again obtain by universal property of C∗(∪)(P ) a
non-zero homomorphism λ(∪) : C∗(∪)(P ) → L(ℓ2(P )) sending vp to Vp and eX to
EX for every p ∈ P and X ∈ J
(∪). This again implies that C∗(∪)(P ) is not the zero
C*-algebra. Moreover, we obtain by construction a commutative diagram
(8) C∗(P )
π(∪)

λ
&&
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
C∗(∪)(P )
λ(∪)
// L(ℓ2(P ))
2.2. Semigroup crossed products by automorphisms. At this point, we also
introduce semigroup crossed products by automorphisms. Let P be a left cancella-
tive semigroup and D a unital C*-algebra. Moreover, let α : P → Aut (A) be a
semigroup homomorphism.
We then define the full semigroup crossed product of A by P with respect to α as the
(up to isomorphism unique) unital C*-algebra A⋊aαP which comes with two unital
homomorphisms ιA : A→ A⋊
a
αP and ιP : C
∗(P )→ A⋊aαP satisfying
ιA(αp(a))ιP (vp) = ιP (vp)ιA(a) for all a ∈ A, p ∈ P
such that the following universal property is fulfilled:
Whenever T is a unital C*-algebra and ϕA : A → T , ϕP : C
∗(P ) → T are unital
homomorphisms satisfying the covariance relation
(9) ϕA(αp(a))ϕP (vp) = ϕP (vp)ϕA(a) for all a ∈ A, p ∈ P,
there is a unique homomorphism ϕA ⋊ ϕP : A⋊
a
αP → T with
(ϕA ⋊ ϕP ) ◦ ιA = ϕA and (ϕA ⋊ ϕP ) ◦ ιP = ϕP .
We could also use C∗(∪)(P ) instead of C∗(P ) in the construction of the semigroup
crossed product by automorphisms, and the result would be another C*-algebra, say
A ⋊
a,(∪)
α P , with the corresponding universal property. We will see in Lemma 2.15
that these universal C*-algebras really exist. By construction, we have a canonical
homomorphism π
(∪)
(A,P,α) : A⋊
a
αP → A⋊
a,(∪)
α P . This homomorphism is surjective as
the canonical homomorphism π(∪) : C∗(P ) → C∗(∪)(P ) is surjective. Of course, if
tr : P → Aut (C) denotes the trivial action, then
C∗(P ) ∼= C⋊tr P , C
∗(∪)(P ) ∼= C⋊
(∪)
tr P,
and under these canonical identifications, π
(∪)
(C ,P,tr) becomes the canonical homomor-
phism π(∪) : C∗(P )→ C∗(∪)(P ).
We remark that there is a different notion of semigroup crossed products by endomor-
phisms which is for instance explained in [La], [La-Rae], § 2 or in [Li], Appendix A.1.
8 XIN LI
We denote semigroup crossed products by endomorphisms by ⋊e to distinguish them
from our construction. We will see that there is a close relationship between these
two sorts of semigroup crossed products.
G. Murphy has already introduced semigroup crossed products by automorphisms in
[Mur2] and [Mur3]. However, as in the case of semigroup C*-algebras, G. Murphy’s
construction leads to very complicated C*-algebras which are not tractable even in
very simple cases. But G. Murphy has also constructed concrete representations, and
these can be used to define reduced semigroup crossed products by automorphisms:
Take a faithful representation of D on a Hilbert space H, say i : A→ L(H). Form
the tensor productH⊗ℓ2(P ). Then define for every a in A a bounded operator by the
formula η⊗ εx 7→ i(α
−1
x (a))(η)⊗ εx for every η ∈ H and x ∈ P . It is straightforward
to check that these operators give rise to a homomorphism iA : A→ L(H ⊗ ℓ
2(P ))
and that iA and iP := idH ⊗ λ : C
∗(P ) → L(H ⊗ ℓ2(P )) satisfy the covariance
relation (9). Thus we obtain by universal property of A⋊aαP a homomorphism
λ(A,P,α) := iA ⋊ iP : A⋊
a
αP → L(H ⊗ ℓ
2(P )). We set A⋊aα,rP := λ(A,P,α)(A⋊
a
αP )
and call this algebra the reduced semigroup crossed product of A by P with respect
to α. Using the same faithful representation i of A, the induced homomorphism iA :
A→ L(H ⊗ ℓ2(P )) and the homomorphism idH ⊗ λ
(∪) : C∗(∪)(P )→ L(H ⊗ ℓ2(P )),
we can also construct a homomorphism λ
(∪)
(A,P,α) : A⋊
a,(∪)
α P → L(H⊗ℓ2(P )). Again,
by universal property of A⋊aαP , λ(A,P,α) = λ
(∪)
(A,P,α)
◦π
(∪)
(A,P,α)
, so there is no difference
between A⋊
a,(∪)
α,r P := λ
(∪)
(A,P,α)(A⋊
a,(∪)
α P ) and A⋊aα,rP .
Remark 2.5. Of course, we can consider right cancellative semigroups instead of
left cancellative ones. Replacing left multiplication by right multiplication and right
ideals by left ideals, we obtain analogous constructions. Alternatively, given a right
cancellative semigroup P , we can go over to the opposite semigroup P op consisting
of the same underlying set P equipped with a new binary operation • given by
p• q := qp. It is immediate that P op is left cancellative and our constructions apply.
With the obvious modifications, our analysis of C*-algebras associated with left
cancellative semigroups (which is going to come) carries over to right cancellative
semigroups.
2.3. Direct consequences of the definitions. First of all, each of the C*-algebras
C∗(P ) and C∗(∪)(P ) contains a distinguished sub-C*-algebra, namely the one gen-
erated by the projections {eX : X ∈ J } or
{
eX : X ∈ J
(∪)
}
. Let us denote these
sub-C*-algebras by D(P ) and D(∪)(P ), i.e.
D(P ) := C∗({eX : X ∈ J }) ⊆ C
∗(P )
D(∪)(P ) := C∗(
{
eX : X ∈ J
(∪)
}
) ⊆ C∗(∪)(P ).
We first observe that
(10) π(∪)(D(P )) = D(∪)(P ).
The inclusion “⊆” is clear as J ⊆ J (∪), and the reverse inclusion “⊇” follows
immediately from relation II(∪).(iv) and the concrete description of J (∪) in (7).
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Moreover, we have the following
Lemma 2.6. The families {eX : X ∈ J } and
{
eX : X ∈ J
(∪)
}
consist of commuting
projections and are multiplicatively closed.
Proof. This follows immediately from relation II.(iii) and II(∪).(iii), respectively. 
Corollary 2.7. D(P ) and D(∪)(P ) are commutative C*-algebras.
Moreover, D(P ) = span({eX : X ∈ J }) and D
(∪)(P ) = span(
{
eX : X ∈ J
(∪)
}
).
Furthermore, as another consequence of the definitions, we derive
Lemma 2.8. For every p ∈ P and X ∈ J (X ∈ J (∪)), we have v∗peXvp = ep−1X in
C∗(P ) (C∗(∪)(P )).
Proof. The proof is the same for C∗(P ) and C∗(∪)(P ). Take p ∈ P and X ∈ J
(X ∈ J (∪)). We then have v∗peXvp = v
∗
peXvpv
∗
pvp = v
∗
peXepP vp = v
∗
peX∩pP vp =
v∗pep(p−1X)vp = v
∗
pvpep−1Xv
∗
pvp = ep−1X . 
Corollary 2.9. For every p ∈ P , conjugation by v∗p ∈ C
∗(P ) (v∗p ∈ C
∗(∪)(P ))
induces a homomorphism on D(P ) (D(∪)(P )).
Proof. This is a direct consequence of the previous lemma. 
From Lemma 2.8 and the description of J given in (5), we immediately deduce
Corollary 2.10. C∗(P ) is generated as a C*-algebra by the isometries {vp: p ∈ P}.
We also obtain the analoguous statement for C∗(∪)(P ):
Corollary 2.11. C∗(∪)(P ) is generated as a C*-algebra by {vp: p ∈ P}.
Proof. This either follows analogously from Lemma 2.8 for C∗(∪)(P ) and the explicit
description of J (∪) in (7) or with the help of the last corollary and the surjection
π(∪) : C∗(P )→ C∗(∪)(P ). 
Now, it follows from Corollary 2.10 that the image of the left regular representation
λ : C∗(P ) → L(ℓ2(P )) is precisely the reduced semigroup C*-algebra C∗r (P ). This
means that we can rewrite the commutative triangle (8) more accurately as follows:
(11) C∗(P )
π(∪)

λ
%%
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
C∗(∪)(P )
λ(∪)
// C∗r (P )
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As we did before for the full semigroup C*-algebras, we consider a canonical sub-
C*-algebra of C∗r (P ):
Definition 2.12. Dr(P ) := C
∗({EX : X ∈ J }) ⊆ L(ℓ
2(P )).
Recall that EX is the orthogonal projection onto the subspace ℓ
2(X) ⊆ ℓ2(P ).
It is immediately clear that λ(D(P )) = Dr(P ), so that Dr(P ) is a sub-C*-algebra of
C∗r (P ). Dr(P ) is obviously commutative and we have Dr(P ) = span({EX : X ∈ J })
since {EX : X ∈ J } is multiplicatively closed. Because of λ(D(P )) = Dr(P ), the
commutative triangle (11), restricted to the distinguished commutative sub-C*-
algebras, yields the commutative triangle
(12) D(P )
π(∪)

λ
%%
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
D(∪)(P )
λ(∪)
// Dr(P )
Another direct consequence of our constructions is that we can alternatively describe
our constructions as semigroup crossed products by endomorphisms. For the reader’s
convenience, we recall the notion of semigroup crossed products by endomorphisms.
Let P be a discrete semigroup and D a unital C*-algebra. Further assume that
τ : P → End (D) is a semigroup homomorphism from P to the semigroup End (D)
of (not necessarily unital) endomorphisms of D.
Definition 2.13. The semigroup crossed product D⋊eτP is the up to canonical
isomorphism unique unital C*-algebra which comes with a unital homomorphism
iD : D → D⋊
e
τP and a semigroup homomorphism iP : P → Isom (D⋊
e
τP ) subject
to the condition iP (p)iD(d)iP (p)
∗ = iD(τp(a)) for all p ∈ P , d ∈ D and satisfying
the following universal property:
Whenever T is a unital C*-algebra, jD : D → T is a unital homomorphism and
jP : P → Isom (T ) is a semigroup homomorphism such that the covariance relation
(13) jP (p)jD(d)jP (p)
∗ = jD(τp(d)) for all p ∈ P, d ∈ D
is fulfilled, there is a unique homomorphism jD ⋊ jP : D⋊
e
τP → T with (jD ⋊
jP ) ◦ iD = jD and (jD ⋊ jP ) ◦ iP = jP . Here Isom (D⋊
e
τP ) and Isom (T ) are the
semigroups of isometries in D⋊eτP and T , respectively.
Existence of D⋊eτP is shown in [La-Rae], § 2; their condition (iii) is equivalent to
uniqueness of jD ⋊ jP .
Now, in our situation, there are canonical actions (i.e. semigroup homomorphisms)
τ : P → End (D(P )) and τ (∪) : P → End (D(∪)(P )) given by P ∋ p 7→ vp ⊔ v
∗
p.
Conjugation by vp gives rise to a homomorphism of C
∗(P ) because vp is an isometry,
and D(P ) (D(∪)(P )) is invariant under these homomorphisms by relation I.(ii).
When we form the corresponding semigroup crossed products by endomorphisms,
we obtain
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Lemma 2.14. C∗(P ) is canonically isomorphic to D(P )⋊eτP , and C
∗(∪)(P ) is
canonically isomorphic to D(∪)(P )⋊e
τ (∪)
P .
Proof. Using the universal property of C∗(P ) and D(P )⋊eτP , we can construct mu-
tually inverse homomorphisms C∗(P ) ⇌ D(P )⋊eτP . It is clear that the isometries
{iP (p): p ∈ P} ⊆ D(P )⋊
e
τP and the projections
{
iD(P )(eX): X ∈ J
}
⊆ D(P )⋊eτP
satisfy relations I and II (in place of the vps and eXs), so that there exists a ho-
momorphism C∗(P ) → D(P )⋊eτP sending vp to iP (p) and eX to iD(P )(eX ) for all
p ∈ P and X ∈ J . Conversely, C∗(P ) together with the inclusion D(P ) →֒ C∗(P )
and the semigroup homomorphism P ∋ p 7→ vp ∈ Isom (C
∗(P )) satisfies the covari-
ance relation (13) because of relation I.(ii). Hence there exists a homomorphism
D(P )⋊eτP → C
∗(P ) sending iP (p) to vp and iD(P )(eX) to eX for all p ∈ P and
X ∈ J . By construction, these two homomorphisms are inverse to one another.
Similarly, a comparison of the universal properties yields a canonical identification
C∗(∪)(P ) ∼= D(∪)(P )⋊e
τ (∪)
P . 
More generally, we can also describe D⋊aαP and D ⋊
a,(∪)
α P as crossed products.
Lemma 2.15. A⋊aαP and A⋊
a,(∪)
α P exist and are canonically isomorphic to (A⊗
D(P ))⋊eα⊗τP and (A⊗D
(∪)(P ))⋊e
α⊗τ (∪)
P , respectively.
Proof. By construction, A⋊aαP and (A ⊗ D(P ))⋊
e
α⊗τP have the same universal
property. (Note that relation (9) implies that ιA(A) and ιP (D(P )) in A⋊
a
αP com-
mute.) As (A ⊗D(P ))⋊eα⊗τP exists by [La-Rae], Proposition 2.1, we have proven
our assertions about A⋊aαP . An analogous argument applies to A⋊
a,(∪)
α P . 
Another observation is that our constructions behave nicely with respect to direct
products of semigroups.
Lemma 2.16. Given two left cancellative semigroups P and Q, there are canonical
isomorphisms
C∗(P ×Q) ∼= C∗(P )⊗max C
∗(Q) given by v(p,q) 7→ vp ⊗ vq
and C∗r (P ×Q)
∼= C∗r (P )⊗min C
∗
r (Q) given by V(p,q) 7→ Vp ⊗ Vq.
Proof. For the first identification, we just have to compare the universal properties of
these C*-algebras. The second identification is given by conjugation by the unitary
ℓ2(P )⊗ ℓ2(Q)→ ℓ2(P ×Q); εx ⊗ εy 7→ ε(x,y). 
Remark 2.17. We can also identify C∗(∪)(P ×Q) with C∗(∪)(P )⊗maxC
∗(∪)(Q) via
v(p,q) 7→ vp ⊗ vq. The problem is to show that there is a homomorphism D
(∪)(P ×
Q)→ C∗(∪)(P )⊗maxC
∗(∪)(Q) which sends for allX ∈ JP and Y ∈ JQ the projection
eX×Y to eX ⊗ eY . This has to be the case as we want that v(p,q) is sent to vp ⊗ vq
for every p ∈ P and q ∈ Q. Once we know that such a homomorphism D(∪)(P ×
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Q) → C∗(∪)(P ) ⊗max C
∗(∪)(Q) exists, we can easily construct, using Lemma 2.14,
the desired homomorphism C∗(∪)(P × Q) → C∗(∪)(P ) ⊗max C
∗(∪)(Q) satisfying
v(p,q) 7→ vp ⊗ vq. It is also easy to construct the inverse homomorphism C
∗(∪)(P ×
Q) ← C∗(∪)(P ) ⊗max C
∗(∪)(Q). It turns out that such a desired homomorphism
D(∪)(P ×Q)→ C∗(∪)(P )⊗max C
∗(∪)(Q) indeed exists (see Corollary 2.23). But the
proof will have to wait until we have studied in more detail the relationship between
D(∪)(P ) and Dr(P ).
2.4. Examples. Of course, if P happens to be a group, then our constructions
coincide with the usual constructions of group C*-algebras or ordinary crossed
products. To be more precise, if P is a group, then the canonical homomorphism
π(∪) : C∗(P ) → C∗(∪)(P ) is an isomorphism. Moreover, C∗(P ) and C∗r (P ) can be
canonically identified with the full and the reduced group C*-algebra of the group P .
Analogously, for every unital C*-algebra A and every (semi)group homomorphism
P → Aut (A), the canonical homomorphism π
(∪)
(A,P,α) : A⋊
a
αP → A ⋊
a,(∪)
α P is an
isomorphism. In addition, A⋊aαP and A⋊
a
α,rP can be canonically identified with
the ordinary full and reduced crossed product by the group P . The reason is that a
group does not have any proper (right) ideals, so that both the families J and J (∪)
coincide with the trivial family {P, ∅} in case P is a group.
As we have already mentioned, our construction of semigroup C*-algebras extends
the one presented by A. Nica in [Ni]. Let us now explain in detail why this is the
case:
A. Nica considers positive cones in so-called quasi-lattice ordered groups. If we
reformulate A. Nica’s conditions in terms of right ideals, then a quasi-lattice ordered
group is a pair (G,P ) consisting of a (discrete) subsemigroup P of a (discrete) group
G such that P ∩ P−1 = {e} where e is the unit element in G, and for every n ≥ 1
and elements x1, . . . , xn ∈ G,
(14) P ∩
n⋂
i=1
(xi · P ) is either empty or of the form pP for some p ∈ P.
Note that for x in G, we set
(15) x · P := {xp: p ∈ P} ⊆ G.
Comparing this notation with ours from (1), we obtain that for every p, q in P ,
q−1pP in our notation (1) is the same as ((q−1p) ·P )∩P in notation (15). More gen-
erally (proceeding inductively on n), we have for all p1, . . . , pn, q1, . . . , qn in P that
q−11 p1 · · · q
−1
n pnP in notation (1) coincides with P∩(q
−1
1 p1)·P∩· · ·∩(q
−1
1 p1 · · · q
−1
n pn)·
P in notation (15). Therefore, for such a semigroup P in a quasi-lattice ordered
group (G,P ), the family J is simply given by
(16) J = {pP : p ∈ P} ∪ {∅} .
In other words, the family J consists of the empty set and all principal right ideals
of P . With this observation, it is now easy to identify A. Nica’s construction with
ours:
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First of all, our definition of the reduced semigroup C*-algebra C∗r (P ) is exactly the
same as A. Nica’s (see [Ni], § 2.4; A. Nica denotes his reduced semigroup C*-algebra
by W(G,P )).
Let us now treat the full versions. A. Nica defines the full semigroup C*-algebra of
P (or of the pair (G,P )) as the universal C*-algebra for covariant representations
of P by isometries. He denotes this C*-algebra by C∗(G,P ). To be more pre-
cise, this means that C∗(G,P ) is the universal C*-algebra generated by isometries
{v(p): p ∈ P} subject to the relations
INica. v(p)v(q) = v(pq)
IINica. v(p)v(p)
∗v(q)v(q)∗ =
{
v(r)v(r)∗ if pP ∩ qP = rP for some r ∈ P
0 if pP ∩ qP = ∅
for all p, q in P . Note that by condition (14), there are only these two possibilities
pP ∩ qP = rP for some r ∈ P or pP ∩ qP = ∅.
Now we can construct mutually inverse homomorphisms C∗(P )⇌ C∗(G,P ) as fol-
lows: Send C∗(P ) ∋ vp to v(p) ∈ C
∗(G,P ) and C∗(P ) ∋ eX to 0 ∈ C
∗(G,P )
if X = ∅ and to v(p)v(p)∗ if X = pP (compare (16)). Such a homomorphism
C∗(P )→ C∗(G,P ) exists as relation I.(i) is exactly relation INica and relation I.(ii) is
satisfied as vpeqP v
∗
p 7→ v(p)v(q)v(q)
∗v(p)∗
INica= v(pq)v(pq)∗ and epqP 7→ v(pq)v(pq)
∗.
Moreover, relations II.(i) and II.(ii) are obviously satisfied, and relation II.(iii) corre-
sponds precisely to relation IINica. For the homomorphism in the reverse direction,
set C∗(P ) ∋ vp ← [ v(p) ∈ C
∗(G,P ). Such a homomorphism exists because relation
INica is relation I.(i), and we have in C
∗(P )
vpv
∗
pvqv
∗
q
II.(i)
= vpeP v
∗
pvqeP v
∗
q
I.(ii)
= epP eqP = e[pP∩qP ].
If pP ∩ qP is of the form rP for some r in P , then epP∩qP = erP = vreP v
∗
r = vrv
∗
r ,
and if pP ∩ qP = ∅, then e[pP∩qP ] = e∅
II.(ii)
= 0. Therefore, relation IINica is satisfied.
Hence we have seen that C∗(P ) and C∗(G,P ) are canonically isomorphic. Moreover,
we will also see in Corollary 2.29 that if P is the positive cone in a quasi-lattice
ordered group, then the canonical homomorphism π(∪) : C∗(P ) → C∗(∪)(P ) is an
isomorphism.
So for the special semigroups which A. Nica considers, our constructions indeed
coincide with A. Nica’s. We refer the reader to [Ni], Sections 1 and 5 for concrete
examples already discussed by A. Nica.
Furthermore, let us compare our construction with the one in [C-D-L]. Given a ring
of integers R in a number field, the Toeplitz algebra T[R] is defined as the universal
C*-algebra generated by
unitaries
{
ub: b ∈ R
}
,
isometries
{
sa: a ∈ R
× = R \ {0}
}
and projections {eI : (0) 6= I ⊳ R}
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subject to the relations
ubsau
dsc = u
b+adsac(17)
eI∩J = eI · eJ , eR = 1(18)
saeIs
∗
a = eaI(19)
ubeIu
−b = eI if b ∈ I and u
beIu
−b ⊥ eI if b /∈ I.(20)
Alternatively, we can consider the ax + b-semigroup over the ring of integers R. It
is given by R ⋊ R× = {(b, a): b ∈ R, a ∈ R×} where R× = R \ {0}, and the binary
operation is defined by (b, a)(d, c) = (b + ad, ac). Since R is an integral domain,
this semigroup R ⋊ R× is left cancellative. So we can apply our construction and
consider the semigroup C*-algebra C∗(R ⋊R×).
Our goal is to show that C∗(R ⋊ R×) and T[R] are canonically isomorphic. To see
this, we first make two observations:
The relations (18) and (20) may be replaced by the stronger relations
eR = 1(21)
ubeIu
−b = eI for all b ∈ I(22)
ub1eI1u
−b1ub2eI2u
−b2 =
{
udeI1∩I2u
−d if (b1 + I1) ∩ (b2 + I2) = d+ I1 ∩ I2
0 if (b1 + I1) ∩ (b2 + I2) = ∅.
(23)
First of all, it is easy to see that the two cases which appear in (23) are the only
possible cases. To see that the relations (17), (19), (21)–(23) are actually equivalent
to the relations (17) – (20), we have to prove that the relations (17) – (20) imply
(23). The remaining implications are obvious. Now, if (b1+ I1)∩ (b2+ I2) = ∅, then
−b1 + b2 does not lie in I1 + I2. Hence
ub1eI1u
−b1ub2eI2u
−b2 (18)= ub1eI1 eI1+I2u
−b1+b2eI1+I2︸ ︷︷ ︸
= 0 by (20)
eI2u
−b2 = 0.
If (b1 + I1) ∩ (b2 + I2) = d + I1 ∩ I2, then we can find elements r1, r2 ∈ R so that
d = b1 + r1 = b2 + r2 ⇒ −b1 + b2 = r1 − r2. We conclude that
ub1eI1u
−b1ub2eI2u
−b2 = ub1eI1u
r1u−r2eI2u
−b2
(20)
= ub1ur1eI1eI2u
−r2ub2
(17), (18)
= ude[I1∩I2]u
−d.
Moreover, using the fact that R is a Dedekind domain (the definition of a Dedekind
domain is for instance given in [Neu], Chapter I, Definition (3.2)), we can deduce that
every ideal (0) 6= I ⊳ R is of the form I = ((c−1a) ·R)∩R for some a, c ∈ R×. (Here
(·)−1 stands for the inverse in the multiplicative group of the quotient field of R.)
A proof of this observation is given in [C-D-L], Lemma 4.15. Here is an alternative
proof: Since R is a Dedekind domain, we can find non-zero prime ideals P1, . . . , Pn
so that I = P ν11 · · ·P
νn
n . By strong approximation (see [Bour2], Chapitre VII, § 2.4,
Proposition 2), there are a, c ∈ R× such that
aR = P ν11 · · ·P
νn
n Ia for some ideal Ia which is coprime to P1, . . . , Pn
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and
cR = IaIc for some ideal Ic which is coprime to Ia and P1, . . . , Pn.
We then have
(c−1a) · R = P ν11 · · ·P
νn
n (Ic)
−1
so that
((c−1a) ·R) ∩R = P ν11 · · ·P
νn
n = I.
This proof shows that in an arbitrary Dedekind domain R, every ideal (0) 6= I ⊳R is
of the form I = ((c−1a) ·R) ∩R. As ((c−1a) ·R) ∩R = c−1(aR) where on the right
hand side, c−1 stands for pre-image (under left multiplication with c), it follows that
for the semigroup R⋊R×, the family J is given by
J =
{
(b+ I)× I×: b ∈ R, (0) 6= I ⊳ R
}
∪ {∅} ,
where I× = I ∩ R× = I \ {0}. Again, this not only holds for rings of integers, but
for arbitrary Dedekind domains.
We can now construct mutually inverse homomorphisms C∗(R ⋊ R×) ⇌ T[R] by
setting
v(b,a) 7→ u
bsa, e(b+I)×I× 7→ u
beIu
−b, e∅ 7→ 0
and
v(b,1) ← [ u
b, v(0,a) ← [ sa, eI×I× ← [ eI .
To see that these homomorphisms really exist, we have to compare the relations
from Definition 2.2 defining C∗(R⋊R×) with the relations (17), (19) and (21)–(23).
It is easy to see that
relation I.(i) corresponds to relation (17),
relation I.(ii) for p = (0, a) ∈ R⋊R× corresponds to relation (19),
relation II.(i) is relation (21),
relation I.(ii) for p = (b, 1) ∈ R⋊R× is relation (22)
and relation II.(iii), together with relation II.(ii), is relation (23).
This proves that C∗(R⋊R×) and T[R] are canonically isomorphic.
2.5. Functoriality. At this point, we would like to address the question of functori-
ality: Given a homomorphism ϕ : P → Q between left cancellative semigroups, does
ϕ induce a homomorphism of the semigroup C*-algebras by the formula vp 7→ vϕ(p)?
It is not clear what the answer to this question in general is because the assignment
vp 7→ vϕ(p) has to be compatible with the extra relations we have built into our
constructions. One thing that is clear is that a homomorphism C∗(P ) → C∗(Q)
is uniquely determined by the requirement that vp is sent to vϕ(p) for all p in P .
The reason is that C∗(P ) is generated as a C*-algebra by the isometries vp (see
Corollary 2.10). However, for special semigroups, namely ax + b-semigroups over
integral domains, we can say more about functoriality.
We consider the following setting: Let R be an integral domain, i.e. a commutative
ring with unit but without zero-divisors. As we did before in the case of rings of
integers, we can form the ax + b-semigroup PR over R. To be more precise, PR is
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the semidirect product R ⋊ R×, where R× = R \ {0} acts multiplicatively on R.
This means that PR = {(b, a): b ∈ R, a ∈ R
×} and the binary operation is given by
(b, a)(d, c) = (b + ad, ac). PR is left cancellative because R has no zero-divisors.
Thus we can form the semigroup C*-algebra C∗(PR). Let us describe the family
JPR given by (5) for this semigroup PR. Given an ideal I of R, we denote its image
under left multiplication by a ∈ R× by aI and its pre-image under left multiplication
with a ∈ R× by a−1I, i.e. aI = {ar: r ∈ I} and a−1I = {r ∈ R: ar ∈ I}. Let I(R)
be the smallest family of ideals of R which contains R, which is closed under left
multiplications as well as pre-images under left multiplications, i.e. a ∈ R×, I ∈
I(R)⇒ aI, a−1I ∈ I(R), and finite intersections, i.e. I, J ∈ I(R)⇒ I ∩ J ∈ I(R).
By definition, we have
I(R) =


N⋂
j=1
(cj,1)
−1aj,1 · · · (cj,nj)
−1aj,njR: N,nj ∈ Z>0; aj,k, cj,k ∈ R
×

 .
We then have
JPR =
{
(b+ I)× I×: b ∈ R, I ∈ I(R)
}
∪ {∅} ,
where I× = I ∩R× = I \ {0}.
Now assume that S is another integral domain, and let PS be the ax+ b-semigroup
over S. Moreover, let φ be a ring homomorphism R → S. If φ is injective, it
induces a semigroup homomorphism ϕ : PR → PS which sends PR ∋ (b, a) to
(φ(b), φ(a)) ∈ PS . Extending the functorial results on Toeplitz algebras associated
with rings of integers in number fields from [C-D-L], Proposition 3.2, we show that
there exists a homomorphism C∗(PR)→ C
∗(PS) sending vp to vϕ(p) for every p ∈ P
if ϕ comes from a ring monomorphism φ such that the quotient S/φ(R) (in the
category of φ(R)-modules) is a flat φ(R)-module.
Lemma 2.18. Assume that for all ideals I and J of R which lie in I(R), we have
(a) (φ(I)S) ∩ φ(R) = φ(I)
(b) φ(I)S ∩ φ(J)S = φ(I ∩ J)S.
Then there exists a homomorphism C∗(PR)→ C
∗(PS) sending vp to vϕ(p) for every
p ∈ PR.
By φ(I)S, we mean the ideal of S generated by φ(I).
Proof. By universal property of C∗(PR), there exists a homomorphism C
∗(PR) →
C∗(PS) sending C
∗(PR) ∋ vp to vϕ(p) ∈ C
∗(PS) for every p ∈ PR and C
∗(PR) ∋
e[(b+I)×I×] to e[(φ(b)+φ(I)S)×(φ(I)S)× ] ∈ C
∗(PS) for every b ∈ R, I ∈ I(R). To see
this, we first of all have to prove that for every (b + I)× I× ∈ JPR , the right ideal
(φ(b) + φ(I)S) × (φ(I)S)× lies in JPS . It suffices to show that for every I ∈ I(R),
the ideal φ(I)S lies in I(S), where
I(S) =


N⋂
j=1
(cj,1)
−1aj,1 · · · (cj,nj )
−1aj,njS: N,nj ∈ Z>0; aj,k, cj,k ∈ S
×

 .
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All we have to prove is that for all a, c ∈ R× and every I ∈ I(R), we have
φ(aI)S = φ(a)(φ(I)S),(24)
φ(c−1I)S = φ(c)−1(φ(I)S).(25)
(24) is obviously true. For (25), we observe that
φ(c)(φ(c−1I)S) = φ(c(c−1I))S = φ(I ∩ cR)S
(b)
= φ(I)S ∩ φ(cR)S = φ(I)S ∩ φ(c)S = φ(c)(φ(c)−1(φ(I)S)).
Applying φ(c)−1 to both sides of this equation yields φ(c−1I)S = φ(c)−1(φ(I)S), as
desired.
Moreover, we have to check that the map
JPR ∋ (b+ I)× I
× 7→ (φ(b) + φ(I)S)× (φ(I)S)× ∈ JPS
is compatible with left multiplications, taking pre-images under left multiplications
and finite intersections. (24) and (25) imply compatibility with left multiplications
and taking pre-images under left multiplications. It remains to prove compatibility
with finite intersections. More precisely, we have to show that if
(26)
(
(b+ I)× I×
)
∩
(
(d+ J)× J×
)
= ∅,
then
(27)
(
(φ(b) + φ(I)S)× (φ(I)S)×
)
∩
(
(φ(d) + φ(J)S)× (φ(J)S)×
)
= ∅,
and if
(28)
(
(b+ I)× I×
)
∩
(
(d+ J)× J×
)
= (r + I ∩ J)× (I ∩ J)× for some r ∈ R,
then (
(φ(b) + φ(I)S)× (φ(I)S)×
)
∩
(
(φ(d) + φ(J)S) × (φ(J)S)×
)
(29)
= (φ(r) + φ(I ∩ J)S)× (φ(I ∩ J)S)×.
Now (26) holds if and only if (b+ I)∩ (d+ J) = ∅ ⇔ b− d /∈ I + J . If the difference
b− d does not lie in I + J , then φ(b)− φ(d) does not lie in
φ(I + J)
(a)
= φ(I + J)S ∩ φ(R) = (φ(I)S + φ(J)S) ∩ φ(R).
Hence φ(b)−φ(d) does not lie in φ(I)S+φ(J)S. This implies (φ(b)+φ(I)S)∩(φ(d)+
φ(J)S) = ∅, and (27) follows. Moreover, (28) holds if and only if (b+ I)∩ (d+ J) =
r + I ∩ J ⇔ r ∈ (b + I) ∩ (d + J) for some r ∈ R. If r lies in b + I, then φ(r) lies
in φ(b) + φ(I)S. Similarly, φ(r) lies in φ(d) + φ(J)S if r lies in d+ J . Thus if (28)
holds, then φ(r) lies in (φ(b) + φ(I)S) ∩ (φ(d) + φ(J)S). This implies
(φ(b) + φ(I)S) ∩ (φ(d) + φ(J)S) = φ(r) + φ(I)S ∩ φ(J)S
(b)
= φ(r) + φ(I ∩ J)S.
This implies (29). 
Corollary 2.19. Assume that φ : R → S is an inclusion of integral domains such
that the quotient S/φ(R) of the φ(R)-module S by the φ(R)-module φ(R) (in the
category of φ(R)-modules) is a flat φ(R)-module. Let PR and PS be the ax + b-
semigroups over R and S, respectively, and let ϕ : PR → PS be the semigroup
homomorphism induced by φ. Then there exists a homomorphism Φ : C∗(PR) →
C∗(PS) sending C
∗(PR) ∋ vp to vϕ(p) ∈ C
∗(PS).
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We remark that the condition of flatness already appears in [C-D-L], Lemma 3.1.
Proof. If S/φ(R), the quotient in the category of φ(R)-modules of S by φ(R), is a
flat φ(R)-module, then S itself is a flat φ(R)-module by [Bour1], Chapitre I, § 2.5
Proposition 5 using that φ(R) is flat as a module over itself. Therefore, conditions
(a) and (b) from the previous lemma are satisfied, see for instance [Bour1], Chapitre
I, § 2.6 Proposition 6 and Corollaire (to Proposition 7). 
2.6. Comparison of universal C*-algebras. In the last part of this section, let
us compare the universal C*-algebras C∗(P ) and C∗(∪)(P ). Our goal is to find out
under which conditions the canonical homomorphism π(∪) : C∗(P ) → C∗(∪)(P ) is
an isomorphism. It will be possible to give a criterion in terms of the constructible
right ideals of P . As a first step, we take a look at the commutative sub-C*-algebras
D(P ) and D(∪)(P ) of C∗(P ) and C∗(∪)(P ). Our investigations will also involve the
commutative sub-C*-algebra Dr(P ) of the reduced semigroup C*-algebra.
Lemma 2.20. Let D be a unital C*-algebra generated by commuting projections
{fi}i∈I . For a non-empty finite set F ⊆ I and a non-empty subset F
′ ⊆ F , define
the projection e(F ′, F ) as
e(F ′, F ) := (
∏
i∈F ′
fi) · (
∏
i∈F\F ′
(1− fi)).
Then, given a C*-algebra C, a homomorphism ϕ : D → C is injective if and only if
for every non-empty finite subset F ⊆ I and ∅ 6= F ′ ⊆ F as above,
(30) ϕ(e(F ′, F )) = 0 in C implies e(F ′, F ) = 0 in D.
Proof. If ϕ is injective, then certainly ϕ(e(F ′, F )) = 0 must imply e(F ′, F ) = 0.
To prove the reverse implication, we set DF := C
∗({fi: i ∈ F}) ⊆ D for every
non-empty finite subset F ⊆ I. The non-empty finite subsets of I are ordered by
inclusion, and we obviously have
D =
⋃
∅6=F⊆I finite
DF .
So it remains to prove that if condition (30) holds for a non-empty finite subset
F ⊆ I, then ϕ|DF is injective.
But since the projections {fi: i ∈ F} commute, it is clear that the projections
e(F ′, F ), ∅ 6= F ′ ⊆ F are pairwise orthogonal. This implies that
DF =
⊕
∅6=F ′⊆F
C · e(F ′, F ).
Hence it follows that ϕ|DF is injective if and only if (30) holds for every non-empty
subset F ′ of F . 
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As a next step, we work out how the projections e(F ′, F ) look like in the following
situation: Let D = D(∪)(P ), I = J (∪) and for every X ∈ J (∪), set fX := eX ∈
C∗(∪)(P ) (see Definition 2.4).
Lemma 2.21. For every non-empty finite subset F ⊆ J (∪) and every ∅ 6= F ′ ⊆ F ,
there exist X,Y ∈ J (∪) with Y ⊆ X such that e(F ′, F ) = eX − eY .
Proof. Let us proceed inductively on |F |. The starting point |F | = 1 is trivial. We
assume that the claim is proven whenever |F | = n. Let F be a finite subset of
J (∪) with |F | = n+ 1. If F ′ = F then our assertion obviously follows from relation
II(∪).(iii). If ∅ 6= F ′ ( F , then we can find a subset Fn of J
(∪) with |Fn| = n and
F ′ ⊆ Fn ⊆ F . Let F = Fn ∪ {Xn+1}. We know by induction hypothesis that there
exist Xn, Yn ∈ J
(∪) with Yn ⊆ Xn such that e(F
′, Fn) = eXn − eYn . Therefore,
e(F ′, F ) = e(F ′, Fn)(1− eXn+1) = (eXn − eYn)(1− eXn+1)
II(∪).(iii)
= eXn − eYn − e[Xn∩Xn+1] + e[Yn∩Xn+1]
II(∪).(iv)
= eXn − e[Yn∪(Xn∩Xn+1)].
Set X = Xn, Y = Yn ∪ (Xn ∩Xn+1) and we are done. 
Corollary 2.22. λ(∪)|D(∪)(P ) : D
(∪)(P )→ Dr(P ) is an isomorphism.
Proof. It is clear that λ(∪)|D(∪)(P ) is surjective, thus it remains to prove injectivity.
We want to apply Lemma 2.20 to D = D(∪)(P ) = C∗(
{
eX : X ∈ J
(∪)
}
), C = Dr(P )
and ϕ = λ(∪)|D(∪)(P ). For a non-empty finite subset F ⊆ J
(∪) and ∅ 6= F ′ ⊆ F ,
Lemma 2.21 tells us that there are X,Y ∈ J (∪) with Y ⊆ X such that e(F ′, F ) =
eX − eY . Now λ
(∪)(eX − eY ) = EX −EY , and EX −EY vanishes as an operator on
ℓ2(P ) if and only if X = Y . But X = Y obviously implies e(F ′, F ) = eX − eY = 0
in D(∪)(P ). Therefore, Lemma 2.20 implies that λ(∪)|D(∪)(P ) must be injective. 
Corollary 2.23. Given two left cancellative semigroups P and Q, we can identify
C∗(∪)(P × Q) with C∗(∪)(P ) ⊗max C
∗(∪)(Q) via a homomorphism sending v(p,q) to
vp ⊗ vq for every p ∈ P and q ∈ Q.
Proof. As explained in Remark 2.17, all we have to do is to construct a homomor-
phism D(∪)(P × Q) → C∗(∪)(P ) ⊗max C
∗(∪)(Q) which sends for all X ∈ JP and
Y ∈ JQ the projection eX×Y to eX ⊗ eY . But we know by the previous lemma that
D(∪)(P ×Q) ∼= Dr(P ×Q), D
(∪)(P ) ∼= Dr(P ) and D
(∪)(Q) ∼= Dr(Q). Moreover, the
isomorphism C∗r (P ×Q)
∼= C∗r (P )⊗minC
∗
r (Q) from Lemma 2.16 obviously identifies
Dr(P ×Q) with Dr(P )⊗min Dr(Q). Thus the desired homomorphism is given by
D(∪)(P ×Q) ∼= Dr(P ×Q) ∼= Dr(P )⊗min Dr(Q) ∼= Dr(P )⊗max Dr(Q)
∼= D(∪)(P )⊗max D
(∪)(Q)→ C∗(∪)(P )⊗max C
∗(∪)(Q).

Now we come to the main result concluding this circle of ideas.
Proposition 2.24. The following statements are equivalent:
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(i) If X =
⋃n
j=1Xj for X,X1, . . . ,Xn ∈ J , then X = Xj for some 1 ≤ j ≤ n.
(ii) π(∪)|D(P ) : D(P )→ D
(∪)(P ) is an isomorphism.
(iii) π(∪) : C∗(P )→ C∗(∪)(P ) is an isomorphism.
(iv) There exists a homomorphism ∆(∪) : C∗(∪)(P ) → C∗(∪)(P ) ⊗max C
∗(∪)(P )
which sends (for all p ∈ P ) vp to vp ⊗ vp.
(v) There exists a homomorphism ∆
(∪)
D : D
(∪)(P ) → D(∪)(P ) ⊗max D
(∪)(P )
which sends (for all X ∈ J ) eX to eX ⊗ eX .
Proof. “(i) ⇒ (ii)”: Since by Corollary 2.22, λ(∪)|D(∪)(P ) is an isomorphism and
because we always have λ = λ(∪) ◦ π(∪), statement (ii) is equivalent to “λ|D(P ) is
an isomorphism”. λ|D(P ) is obviously surjective, so it remains to prove injectivity.
We want to apply Lemma 2.20 to D = D(P ), I = J , fX := eX ∈ D(P ) for
X ∈ J , C = Dr(P ) and ϕ = λ|D(P ). Given a non-empty finite subset F ⊆ J and
∅ 6= F ′ ⊆ F , it is immediate that λ(e(F ′, F )) = E[(
⋂
X′∈F ′ X
′)\(
⋃
Y ∈F\F ′ Y )]
where
E[(
⋂
X′∈F ′ X
′)\(
⋃
Y ∈F\F ′ Y )]
is the orthogonal projection onto the subspace
ℓ2

( ⋂
X′∈F ′
X ′) \ (
⋃
Y ∈F\F ′
Y )

 ⊆ ℓ2(P ).
Assume that λ(e(F ′, F )) vanishes. Then X :=
⋂
X′∈F ′ X
′ must be a subset of⋃
Y ∈F\F ′ Y . Now X lies in J , and X ⊆
⋃
Y ∈F\F ′ Y implies X =
⋃
Y ∈F\F ′(Y ∩X).
But statement (i) tells us that this can only happen if there exists Y ∈ F \ F ′ with
Y ∩ X = X, or equivalently, X ⊆ Y . Thus eX = eX∩Y
II.(iii)
= eX · eY , and we
conclude that eX(1− eY ) = 0. Hence it follows that
e(F ′, F ) = eX(1− eY ) ·
∏
Y 6=Z∈F\F ′
(1− eZ) = 0.
So we have seen that condition (30) holds. Therefore λ|D(P ) is injective.
“(ii) ⇒ (iii)”: This follows from the crossed product descriptions of C∗(P ) and
C∗(∪)(P ) from Lemma 2.14 and the fact that π(∪)|D(P ) is P -equivariant with respect
to the actions τ and τ (∪).
“(iii) ⇒ (iv)”: It follows from universal property of C∗(P ) that there exists a
homomorphism ∆ : C∗(P ) → C∗(P ) ⊗max C
∗(P ) which sends vp to vp ⊗ vp ∈
C∗(P ) ⊙ C∗(P ) ⊆ C∗(P ) ⊗max C
∗(P ) and eX to eX ⊗ eX ∈ C
∗(P ) ⊙ C∗(P ) ⊆
C∗(P )⊗max C
∗(P ) for every p ∈ P and X ∈ J . The reason is that relations I and
II are obviously valid with vp ⊗ vp in place of vp and eX ⊗ eX in place of eX . Now
set ∆(∪) := ((π(∪))−1 ⊗max (π
(∪))−1) ◦∆ ◦ π(∪).
“(iv) ⇒ (v)”: Just restrict ∆(∪) to D(∪)(P ), i.e. set ∆
(∪)
D := ∆
(∪)|D(∪)(P ).
“(v) ⇒ (i)”: Let D be the sub-*-algebra of D(∪)(P ) generated by the projections{
eX : X ∈ J (∪)
}
. By relation II(∪).(iii), the set {eX : X ∈ J } is multiplicatively
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closed, and by relation II(∪).(iv), D = span({eX : ∅ 6= X ∈ J }). Restricting ∆
(∪)
D to
D, we obtain a homomorphism D → D ⊙D which is determined by eX 7→ eX ⊗ eX
for every X ∈ J . Let us denote this restriction by ∆D.
We can now deduce from the existence of such a homomorphism ∆D that the set
{eX : ∅ 6= X ∈ J } is a C-basis of D. As {eX : ∅ 6= X ∈ J } generates D as a C-vector
space, we can always find a subset J˜ of J \{∅} such that
{
eX : X ∈ J˜
}
is a C-basis
for D. It then follows that
{
eX˜ ⊗ eY˜ : X˜, Y˜ ∈ J˜
}
is a C-basis of D ⊙D.
Now take ∅ 6= X ∈ J . We can find finite subsets {Xi} ⊆ J˜ and {αi} ⊆ C with
eX =
∑
i αieXi . Applying ∆D yields∑
i,j
αiαjeXi ⊗ eXj = eX ⊗ eX = ∆D(eX) =
∑
i
αi∆D(eXi) =
∑
i
αieXi ⊗ eXi .
Hence it follows that among the αis, there can only be one non-zero coefficient which
must be 1. The corresponding vector eXi must then coincide with eX . This implies
eX ∈
{
eX˜ : X˜ ∈ J˜
}
, i.e. {eX : ∅ 6= X ∈ J } =
{
eX˜ : X˜ ∈ J˜
}
is a C-basis of D.
Now assume that there are X,X1, . . . ,Xn ∈ J with X =
⋃n
j=1Xj . We necessarily
have Xj ⊆ X for all 1 ≤ j ≤ n. Moreover, Xj ( X implies eXj  eX because
λ(eXj ) = EXj  EX = λ(eX) as concrete operators on ℓ
2(P ). Using relation
II(∪).(iv), we obtain from X =
⋃n
j=1Xj that
(31) eX =
∑
∅6=F⊆{1,...,n}
(−1)|F |+1e[
⋂
j∈F Xj]
holds in D. But if all the Xjs (1 ≤ j ≤ n) are strictly contained in X, then
(31) would give a non-trivial relation among eX and those projections e[
⋂
j∈F Xj]
,
∅ 6= F ⊆ {1, . . . , n} which are non-zero. But this contradicts our observation that
{eX : ∅ 6= X ∈ J } is a C-basis of D. Hence we conclude that one of the Xjs must
be equal to X. This proves (i). 
Remark 2.25. This proposition does not really have much to do with semigroups.
It actually is a statement about families of subsets of a fixed set and a projection-
valued spectral measure defined on this family.
Definition 2.26. We call J independent (or we also say that the constructible right
ideals of P are independent) if the right ideals in J satisfy (i) from Proposition 2.24.
Note that statement (i) is equivalent to the following one: For all X, X1, ..., Xn in
J such that X1, ..., Xn are proper subsets of X (Xi ( X for all 1 ≤ i ≤ n), then⋃n
i=1Xi must be a proper subset of X (
⋃n
i=1Xi ( X).
Corollary 2.27. The constructible right ideals of P are independent if and only if
the restriction of the left regular representation to the commutative sub-C*-algebra
D(P ) of the full semigroup C*-algebra C∗(P ) is an isomorphism.
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Proof. This follows immediately from the equivalence of (i) and (ii) in Proposi-
tion 2.24 and from Corollary 2.22. 
An immediate question that comes to mind after Proposition 2.24 is which semi-
groups have independent constructible right ideals. The general answer is not known
to the author. But we can discuss two particular cases:
Lemma 2.28. The constructible right ideals of the positive cone in a quasi-lattice
ordered group are independent.
Proof. This follows immediately from the observation that for a semigroup P which
is the positive cone in a quasi-lattice ordered group, the family J consists of the
empty set and all principal right ideals of P , see (16). 
As an immediate consequence of this lemma and Proposition 2.24, we obtain
Corollary 2.29. If P is the positive cone in a quasi-lattice ordered group, then the
canonical homomorphism π(∪) : C∗(P )→ C∗(∪)(P ) is an isomorphism.
Another class of semigroups with independent constructible right ideals is given as
follows:
Lemma 2.30. Let R be a Dedekind domain. Then the constructible right ideals of
the ax+ b-semigroup PR over R are independent .
Proof. Recall that we have shown above when we identified Toeplitz algebras of rings
of integers with full semigroup C*-algebras of the corresponding ax+ b-semigroups
that
JPR =
{
(b+ I)× I×: b ∈ R, (0) 6= I ⊳ R
}
∪ {∅} .
Assume that we have
(b+ I)× I× =
n⋃
j=1
(bj + Ij)× I
×
j
with (bj + Ij)× I
×
j ( (b+ I)× I
× for all 1 ≤ j ≤ n. Then it follows that I =
⋃n
j=1 Ij
with Ij ( I for all 1 ≤ j ≤ n.
Because R is a Dedekind domain, we can find non-zero prime ideals P1, ..., PN of R
so that
I = P ν11 · · ·P
νM
M for some M ≤ N and ν1, . . . , νM > 0
and
Ij = P
ν1,j
1 · · ·P
νM,j
M · · ·P
νN,j
N for some νi,j ≥ 0 with νi,j ≥ νi for all 1 ≤ i ≤M.
By strong approximation (see [Bour2], Chapitre VII, § 2.4, Proposition 2), there
exists x ∈ R with the properties
(*) x ∈ P νii \ P
νi+1
i for all 1 ≤ i ≤M
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(**) x /∈ Pi for all M < i ≤ N .
(*) implies that x lies in I. But x does not lie in Ij for any 1 ≤ j ≤ n: If Ij ⊆ Pi
for some M < i ≤ N , then (**) implies that x /∈ Ij ⊆ Pi. If Ij is coprime to Pi for
all M < i ≤ N (i.e. νi,j = 0 for all M < i ≤ N), then Ij ( I implies νi,j > νi for
some 1 ≤ i ≤ M . So (*) implies that x /∈ Ij ⊆ P
νi,j
i ⊆ P
νi+1
i . But this implies that
I (
⋃n
j=1 Ij which contradicts our assumption. 
In particular, the constructible right ideals of the ax + b-semigroup PR over the
ring of integers R in a number field are independent. So by Corollary 2.27, the left
regular representation restricted to the commutative sub-C*-algebra D(PR) is an
isomorphism. This explains Corollary 4.16 in [C-D-L] (T[R] in [C-D-L] is canonically
isomorphic to C∗(PR) as explained above, and T in [C-D-L] is C
∗
r (PR)).
Remark 2.31. In the proof of Lemma 2.30, we have just shown that whenever
given non-zero ideals I, I1, ..., In of a Dedekind domain R such that I1, ..., In are
proper subsets of I, then
⋃n
i=1 Ii is a proper subset of I. This means that already
the non-zero ideals of a Dedekind domain are independent.
3. A variant of our construction for subsemigroups of groups
Given a subsemigroup of a group, let us now modify our construction of full semi-
group C*-algebras. We impose extra relations besides the ones from Definition 2.2.
These relations are motivated by the following
Lemma 3.1. Let P be a subsemigroup of a group G. Given p1, q1, ..., pm, qm in P
with p−11 q1 · · · p
−1
m qm = e in G, then V
∗
p1Vq1 · · · V
∗
pmVqm = E[q−1m pm···q−11 p1P ]
in C∗r (P ).
Proof. For x ∈ P , we have E[q−1m pm···q−11 p1P ]
εx = εx if x ∈ p
−1
m pm · · · q
−1
1 p1P and
E[q−1m pm···q−11 p1P ]
εx = 0 if x /∈ q
−1
m pm · · · q
−1
1 p1P . A direct computation yields that
(V ∗p1Vq1 · · ·V
∗
pmVqm)(εx) 6= 0 if and only if x lies in q
−1
m pm · · · q
−1
1 p1P , and in this case,
we have (V ∗p1Vq1 · · ·V
∗
pmVqm)(εx) = εp−11 q1···p
−1
m qmx
= εx. 
Definition 3.2. Let P be a subsemigroup of a group G. We let C∗s (P ) be the uni-
versal C*-algebra generated by isometries {vp: p ∈ P} and projections {eX : X ∈ J }
satisfying the following relations:
I. vpq = vpvq,
II. e∅ = 0,
IIIG. whenever p1, q1, . . . , pm, qm ∈ P satisfy p
−1
1 q1 · · · p
−1
m qm = e in G, then
v∗p1vq1 · · · v
∗
pmvqm = e[q−1m pm···q−11 p1P ]
for all p, q in P and X, Y in J .
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As before, we set Ds(P ) := C
∗({eX : X ∈ J }) ⊆ C
∗
s (P ).
By universal property of C∗s (P ) and Lemma 3.1, there exists a homomorphism λ :
C∗s (P ) → C
∗
r (P ) determined by λ(vp) = Vp and λ(eX) = EX . In particular, C
∗
s (P )
is non-zero.
It turns out that relation IIIG implies the relations I.(ii), II.(i) and II.(iii) from
Definition 2.2. Here is an equivalent way of formulating this:
Lemma 3.3. There is a surjective homomorphism πs : C
∗(P ) → C∗s (P ) sending
C∗(P ) ∋ vp to vp ∈ C
∗
s (P ) and C
∗(P ) ∋ eX to eX ∈ C
∗
s (P ).
Proof. It suffices to check that such a homomorphism exists. We have to show that
the relations I.(ii), II.(i) and II.(iii) from Definition 2.2 are satisfied in C∗s (P ). The
universal property of C∗(P ) will then imply existence of πs.
II.(i) holds in C∗s (P ) as eP
IIIG= v∗eve = 1. To proceed, we first prove a general result
about the family of constructible right ideals of P , namely, that it is automatic that
J is closed under finite intersections, i.e.
(32) J =
{
q−11 p1 · · · q
−1
m pmP : m ≥ 1; pi, qi ∈ P
}
∪ {∅} .
To prove (32), we first show that for every pi, qi ∈ P and every subset X of P ,
(33) q−11 p1 · · · q
−1
m pmp
−1
m qm · · · p
−1
1 q1X = (q
−1
1 p1 · · · q
−1
m pmP ) ∩X.
We proceed inductively on m:
“m = 1”:
(34) q−11 p1p
−1
1 q1X = q
−1
1 ((p1P ) ∩ q1X) = (q
−1
1 p1P ) ∩X.
“m→ m+ 1”:
q−11 p1 · · · q
−1
m+1pm+1p
−1
m+1qm+1 · · · p
−1
1 q1X
= (q−11 p1 · · · q
−1
m pm)(q
−1
m+1pm+1p
−1
m+1qm+1(p
−1
m qm · · · p
−1
1 q1X))
(34)
= (q−11 p1 · · · q
−1
m pm)((q
−1
m+1pm+1P ) ∩ (p
−1
m qm · · · p
−1
1 q1X))
= (q−11 p1 · · · q
−1
m+1pm+1P ) ∩ (q
−1
1 p1 · · · q
−1
m pmp
−1
m qm · · · p
−1
1 q1X)
= (q−11 p1 · · · q
−1
m+1pm+1P ) ∩ (q
−1
1 p1 · · · q
−1
m pmP ) ∩X (by induction hypothesis)
= (q−11 p1 · · · q
−1
m+1pm+1P ) ∩X (as q
−1
1 p1 · · · q
−1
m+1pm+1P ⊆ q
−1
1 p1 · · · q
−1
m pmP ).
This proves (33).
We deduce that the right hand side in (32) is closed under finite intersections. This
implies by definition of J that “⊆” in (32) holds. As “⊇” obviously holds as well,
we have proven (32).
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Let us now show that I.(ii) and II.(iii) from Definition 2.2 are satisfied in C∗s (P ). As
a special case of (33) (X = P ), we obtain
(35) q−11 p1 · · · q
−1
m pmp
−1
m qm · · · p
−1
1 q1P = q
−1
1 p1 · · · q
−1
m pmP.
Take p ∈ P , X = q−11 p1 · · · q
−1
m pmP ∈ J and Y = s
−1
1 r1 · · · s
−1
n rnP ∈ J . Then
vpeXv
∗
p = vpe[q−11 p1···q
−1
m pmP ]v
∗
p
(35)
= vpe[q−11 p1···q
−1
m pmp
−1
m qm···p
−1
1 q1P ]
v∗p
IIIG= vpv
∗
q1vp1 · · · v
∗
qmvpmv
∗
pmvqm · · · v
∗
p1vq1v
∗
p
IIIG= e[pq−11 p1···q
−1
m pmp
−1
m qm···p
−1
1 q1p
−1P ]
(35)
= e[pq−11 p1···q
−1
m pmP ] = epX .
This proves I.(ii). Moreover,
eXeY = e[q−11 p1···q
−1
m pmP ]e[s−11 r1···s
−1
n rnP ]
(35)
= e[q−11 p1···q
−1
m pmp
−1
m qm···p
−1
1 q1P ]
e[s−11 r1···s
−1
n rnr
−1
n sn···r
−1
1 s1P ]
IIIG= v∗q1vp1 · · · v
∗
qmvpmv
∗
pmvqm · · · v
∗
p1vq1v
∗
s1vr1 · · · v
∗
snvrnv
∗
rnvsn · · · v
∗
r1vs1
IIIG= e[s−11 r1···s
−1
n rnr
−1
n sn···r
−1
1 s1(q
−1
1 p1···q
−1
m pmp
−1
m qm···p
−1
1 q1P )]
(33)
= e[(s−11 r1···s
−1
n rnP )∩(q
−1
1 p1···q
−1
m pmp
−1
m qm···p
−1
1 q1P )]
(35)
= e[(s−11 r1···s
−1
n rnP )∩(q
−1
1 p1···q
−1
m pmP )] = eX∩Y .
Thus II.(iii) also holds in C∗s (P ). 
It follows from Corollary 2.10 that C∗s (P ) is generated by the isometries {vp: p ∈ P}.
By construction, we have a commutative triangle
C∗(P )
πs

λ
$$
❏
❏
❏
❏
❏
❏
❏
❏
❏
C∗s (P ) λ
// C∗r (P ).
Since πs(D(P )) = Ds(P ), we can restrict this triangle to D(P ) and obtain another
commutative diagram
D(P )
πs

λ
$$
❏
❏
❏
❏
❏
❏
❏
❏
❏
Ds(P )
λ
// Dr(P ).
As πs : D(P )→ Ds(P ) is surjective, we deduce from Corollary 2.27
Corollary 3.4. If the constructible right ideals of P are independent, then λ|Ds(P ) :
Ds(P )→ Dr(P ) is an isomorphism.
Moreover, we obtain by universal property of C∗s (P ) a homomorphism
(36) ∆ : C∗s (P )→ C
∗
s (P )⊗max C
∗
s (P ), vp 7→ vp ⊗ vp, eX 7→ eX ⊗ eX .
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In the definition of C∗s (P ), we have used the inclusion P ⊆ G. However, the C*-
algebra C∗s (P ) is independent fromG (up to canonical isomorphism). Namely, C
∗
s (P )
can be viewed as C∗(P ) with the extra relations IIIG by Lemma 3.3. To show
independence, let P ⊆ G1 and P ⊆ G2 be two embeddings. We want to see that IIIG1
and IIIG2 give the same relations. As we do not add relations if e[q−1m pm···q−11 p1P ]
= 0
in IIIG, all we have to show is that for all p1, q1, ..., pm, qm in P ,
p−11 q1 · · · p
−1
m qm = e in G1 and e[q−1m pm···q−11 p1P ]
6= 0(37)
⇔ p−11 q1 · · · p
−1
m qm = e in G2 and e[q−1m pm···q−11 p1P ]
6= 0.
Once this is proven, we conclude that C∗s (P ) is independent from the group into
which we embed P . By symmetry, it suffices to prove “⇒”. Take p1, q1, ..., pm, qm
in P such that p−11 q1 · · · p
−1
m qm = e in G1 and e[q−1m pm···q−11 p1P ]
6= 0. As the latter
condition implies q−1m pm · · · q
−1
1 p1P 6= ∅, we can choose x ∈ q
−1
m pm · · · q
−1
1 p1P . Then
on ℓ2(P ), we have (V ∗p1Vq1 · · · V
∗
pmVqm)(εx) = εx as p
−1
1 q1 · · · p
−1
m qm = e in G1. But
we also have (V ∗p1Vq1 · · ·V
∗
pmVqm)(εx) = εp−11 q1···p
−1
m qmx
where this time, the product
p−11 q1 · · · p
−1
m qmx is taken in G2. Thus we have p
−1
1 q1 · · · p
−1
m qmx = x in G2, hence
p−11 q1 · · · p
−1
m qm = e in G2. This proves (37).
We remark that we can also define C∗s
(∪)(P ) (see § 2) and crossed products A⋊aα,sP
as in § 2.2. But since these constructions will not be needed, we do not go into the
details here.
3.1. Examples of subsemigroups. It is not clear for which semigroups πs :
C∗(P )→ C∗s (P ) is an isomorphism. But in typical examples, we see that condition
IIIG is already satisfied in C
∗(P ).
For instance, let (G,P ) be a quasi-lattice ordered group as in § 2.4. In that case, IIIG
is automatically satisfied in C∗(P ). Namely, given p, q in P such that (pP )∩ (qP ) 6=
∅, we can find r ∈ P such that (pP ) ∩ (qP ) = rP , and then v∗pvq = v
∗
pvpv
∗
pvqv
∗
qvq =
v∗pvrv
∗
rvq = vp−1rv
∗
q−1r. Applying this several times, we can write v
∗
p1vq1 · · · v
∗
pmvqm
as vxv
∗
y for some x, y ∈ P if e[q−1m pm···q−11 p1P ]
6= 0. Now if p−11 q1 · · · p
−1
m qm = e in
G, then xy−1 = e in G, hence x = y. Therefore, v∗p1vq1 · · · v
∗
pmvqm = vxv
∗
x is a pro-
jection, and we deduce v∗p1vq1 · · · v
∗
pmvqm = (v
∗
p1vq1 · · · v
∗
pmvqm)
∗(v∗p1vq1 · · · v
∗
pmvqm) =
e[q−1m pm···q−11 p1P ]
in C∗(P ).
Another class of such examples is given by left Ore semigroups.
Definition 3.5. A semigroup P is called right reversible if for every p, q in P , we
have (Pp) ∩ (Pq) 6= ∅.
Definition 3.6. A semigroup is called left Ore if it is cancellative (i.e. left and right
cancellative) and right reversible.
We have the following
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Theorem 3.7 (Ore, Dubreil). A semigroup P can be embedded into a group G such
that G = P−1P =
{
q−1p: p, q ∈ P
}
if and only if P is left Ore.
The reader may consult [Cl-Pr], Theorem 1.24 or [La], § 1.1 for more explanations
about this theorem. For later purposes, we also introduce the following
Definition 3.8. A semigroup P is called left reversible if for every p, q in P , we
have (pP ) ∩ (qP ) 6= ∅.
Definition 3.9. A semigroup is called right Ore if it is cancellative and left re-
versible.
The analogue of Theorem 3.7 is
Theorem 3.10 (Ore, Dubreil (right version)). A semigroup P can be embedded into
a group G such that G = PP−1 =
{
pq−1: p, q ∈ P
}
if and only if P is right Ore.
Now let us see that for a left Ore semigroup, condition IIIG is already satisfied
in C∗(P ). Given p, q in P , there exist by right reversibility r, s in P such that
rp = sq. Thus vqv
∗
p = v
∗
svsvqv
∗
p = v
∗
svrvpv
∗
p. Applying this several times, we can
write v∗p1vq1 · · · v
∗
pmvqm as v
∗
yvxeX for some X ∈ J . If p
−1
1 q1 · · · p
−1
m qm = e holds
in G = P−1P , then y−1x = e in G, hence x = y. Thus we again conclude that
v∗p1vq1 · · · v
∗
pmvqm = v
∗
xvxeX is a projection, and the same argument as in the quasi-
lattice ordered case gives v∗p1vq1 · · · v
∗
pmvqm = e[q−1m pm···q−11 p1P ]
in C∗(P ).
3.2. Conditional expectations. We conclude this section with a few observations
which will be used later on. First of all, there is a faithful conditional expectation
Er : L(ℓ
2(P ))→ ℓ∞(P ) ⊆ L(ℓ2(P )) characterized by
〈Er(T )εx, εx〉 = 〈Tεx, εx〉 for all T ∈ L(ℓ
2(P )), x ∈ P.
Here ℓ∞(P ) acts on ℓ2(P ) by multiplication operators.
Lemma 3.11. If P embeds into a group G, then Er(C
∗
r (P )) = Dr(P ).
Proof. As Dr(P ) ⊆ ℓ
∞(P ), it is clear that Er(C
∗
r (P )) contains Dr(P ). It remains to
prove “⊆”. By the definition of the reduced semigroup C*-algebra, we have
C∗r (P ) = span(
{
V ∗p1Vq1 · · · V
∗
pmVqm : m ∈ Z>0; pi, qi ∈ P for all 1 ≤ i ≤ m
}
).
So it suffices to prove that for every p1, q1, . . . , pm, qm ∈ P , Er(V
∗
p1Vq1 · · ·V
∗
pmVqm) ∈
Dr(P ). Set V := V
∗
p1Vq1 · · ·V
∗
pmVqm. It is clear that for every x ∈ P , V εx is either
0 or of the form εy for some y ∈ P . Now assume that Er(V ) 6= 0. Then there
must be x ∈ P with V εx = εx. But this implies that p
−1
1 q1 · · · p
−1
m qmx = x, and
thus p−11 q1 · · · p
−1
m qm = e in G. Lemma 3.1 implies that V = E[q−1m pm···q−11 p1P ]
lies in
Dr(P ). 
Remark 3.12. This lemma implies that Dr(P ) = C
∗
r (P )∩ ℓ
∞(P ) if P embeds into
a group. At this point, we see that it is convenient to work the the family J which
is closed under pre-images (with respect to left multiplication), see Remark 2.3.
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Now let P be a subsemigroup of a group G, and let ∗-alg(P ) be the sub-*-algebra
of C∗s (P ) generated by the vp, p ∈ P . Set for g ∈ G
(38) Dg := span(
{
v∗p1vq1 · · · v
∗
pmvqm: m ≥ 1; pi, qi ∈ P and p
−1
1 q1 . . . p
−1
m qm = g
}
)
as a subspace of ∗-alg(P ). We then obviously have ∗-alg(P ) =
∑
g∈GDg.
Lemma 3.13. Assume that P embeds into a group G and that the constructible right
ideals of P are independent. Then there is a conditional expectation Es : C
∗
s (P ) →
Ds(P ) with
Es|Dg = 0 if g 6= e and Es|De = idDe ;(39)
ker (λ) ∩C∗s (P )+ = ker (Es) ∩C
∗
s (P )+,(40)
where C∗s (P )+ denotes the set of positive elements in C
∗
s (P ).
Proof. Since we assume that the constructible right ideals of P are independent, we
know that λ|Ds(P ) is an isomorphism. Thus we can set
Es := (λ|Ds(P ))
−1 ◦ Er ◦ λ : C
∗
s (P )→ Ds(P ).
We have
Er(V
∗
p1Vq1 · · ·V
∗
pmVqm) =
{
E[q−1m pm···q−11 p1P ]
if p−11 q1 . . . p
−1
m qm = e,
0 if p−11 q1 . . . p
−1
m qm 6= e.
Therefore we obviously have Es|Dg = 0 if g 6= e. And for p1, q1, . . . , pm, qm ∈ P with
p−11 q1 · · · p
−1
m qm = e in G, we have
Es(v
∗
p1vq1 · · · v
∗
pmvqm) = ((λ|Ds(P ))
−1 ◦ Er)(V
∗
p1Vq1 · · ·V
∗
pmVqm)
= (λ|Ds(P ))
−1(E[q−1m pm···q−11 p1P ]
) = e[q−1m pm···q−11 p1P ]
IIIG= v∗p1vq1 · · · v
∗
pmvqm .

4. Amenability
In this section, our goal is to study the relationship between semigroups and their
semigroup C*-algebras in the context of amenability. It turns out that, using our
constructions of semigroup C*-algebras, there are strong parallels between the semi-
group case and the group case. Indeed, one of our main goals in this section is to
show that the analogues of [Br-Oz], Chapter 2, Theorem 6.8 (1)–(7) are also equiva-
lent in the case of semigroups (under certain assumptions on the semigroups). Apart
from this result, we also prove a few additional statements.
Let us first state our main result. To do so, we recall some definitions. The reader
may find more explanations in [Pa].
Definition 4.1. A discrete semigroup P is left amenable if there exists a left in-
variant mean on ℓ∞(P ), i.e. a state µ on ℓ∞(P ) such that for every p ∈ P and
f ∈ ℓ∞(P ), µ(f(p⊔)) = µ(f). Here f(p⊔) is the composition of f after left multi-
plication with p.
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Definition 4.2. An approximate left invariant mean on a discrete semigroup P is
a net (µi)i in ℓ
1(P ) of positive elements of norm 1 with the property that
lim
i
‖µi − µi(p⊔)‖ℓ1(P ) = 0 for all p ∈ P.
Here µi(p⊔) again is the composition of µi after left multiplication with p.
Definition 4.3. A discrete semigroup P satisfies the strong Følner condition if for
every finite subset C ⊆ P and every ε > 0, there exists a non-empty finite subset
F ⊆ P such that |(pF )∆F |/|F | < ε for all p ∈ C.
Here ∆ stands for symmetric difference.
4.1. Statements. Let P be a discrete left cancellative semigroup. We consider the
following statements:
1) P is left amenable.
2) P has an approximate left invariant mean.
3) P satisfies the strong Følner condition.
4) There exists a net (ξi)i in ℓ
2(P ) with ‖ξi‖ = 1 for all i and limi ‖Vpξi − ξi‖ = 0
for all p ∈ P .
5) There exists a net (ξi)i in Cc(P ) ⊆ ℓ
2(P ) with ‖ξi‖ = 1 for all i such that
limi
〈
V ∗p1Vq1 · · ·V
∗
pnVqnξi, ξi
〉
= 1 for all n ∈ Z>0; p1, q1, . . . , pn, qn ∈ P .
6) The left regular representation λ : C∗s (P ) → C
∗
r (P ) is an isomorphism and
there exists a non-zero character on C∗s (P ).
7) There exists a non-zero character on C∗r (P ).
Our goal is to show that for a discrete left cancellative semigroup, we always have “1)
⇔ 2) ⇔ 3) ⇒ 4) ⇒ 5)” and “6) ⇒ 7) ⇒ 1)”, and that if P is also right cancellative
and if the constructible right ideals are independent (see Definition 2.26), then “5)⇒
6)” holds as well. With Corollary 2.27 in mind, it is not surprising that independence
of the family of constructible right ideals plays a role in the context of amenability.
Moreover, note that 6) only makes sense if P can be embedded into a group. Thus
our assumption that P should be cancellative is certainly necessary, and as a part of
“5) ⇒ 6)”, we will prove that 5) implies that P embeds into a group. In addition,
we will see in Remark 4.11 that 5) implies 7) for every discrete left cancellative
semigroup.
Before we start with the proofs, let us remark that the equivalence of 1), 2) and 3) for
discrete left cancellative semigroups is certainly known, and that these equivalences
can be proven as in the group case. We include proofs of these equivalences for the
sake of completeness. Moreover, the implications “3)⇒ 4)⇒ 5)” and “6)⇒ 7)” are
easy. And for the implication “7) ⇒ 1)”, the proof in the group case as presented
in [Br-Oz], Chapter 2, Theorem 6.8 carries over to the case of semigroups. Again,
for the sake of completeness, we present a proof for this implication. Both for the
equivalence of 1), 2) and 3) as well as for the implication “7)⇒ 1)”, we only have to
check that in the proofs of the corresponding statements in the group case, we can
avoid taking inverses as this is in general not possible in semigroups. And finally, to
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prove “5) ⇒ 6)” under the additional assumptions that P is right cancellative and
that the constructible right ideals of P are independent, we adapt A. Nica’s ideas
in [Ni], § 4.4 to our situation.
4.2. Proofs. We start with “1) ⇔ 2)”. First assume that there is a left invariant
mean µ on ℓ∞(P ). As the unit ball of ℓ1(P ) is weak*-dense in the unit ball of
ℓ1(P )′′ ∼= ℓ∞(P )′, there exists a net (µi)i of positive elements in ℓ1(P ) with norm
1 which converges to µ in the weak*-topology. This means that limi µi(f) = µ(f)
for every f ∈ ℓ∞(P ). We want to show that for every p ∈ P and f ∈ ℓ∞(P ),
limi µi(f) − (µi(p⊔))(f) = 0. To prove this, take f ∈ ℓ
∞(P ), p ∈ P and define a
function g ∈ ℓ∞(P ) by g(q) :=
{
f(r) if q = pr
0 else.
Then limi(µi(g(p⊔)) − µi(g)) =
µ(g(p⊔))− µ(g) = 0 as µ is left invariant. At the same time,
µi(g(p⊔))− µi(g) =
∑
q
µi(q)g(pq) −
∑
q
µi(q)g(q)
=
∑
q
µi(q)g(pq) −
∑
q
µi(pq)g(pq)−
∑
q /∈pP
µi(q) g(q)︸︷︷︸
=0
=
∑
q
µi(q)f(q)−
∑
q
µi(pq)f(q) = µi(f)− (µi(p⊔))(f).
This shows that we indeed have limi µi(f) − (µi(p⊔))(f) = 0. Hence, for every
n ∈ Z>0 and p1, . . . , pn ∈ P , (0, . . . , 0) lies in the weak closure of
(41)
{
(ν − ν(pj⊔))j=1,...,n: ν ∈ ℓ
1(P ), ν ≥ 0, ‖ν‖ ≤ 1
}
.
As this set is convex, it follows from the Hahn-Banach separation theorem that its
weak and norm closures coincide. That (0, . . . , 0) lies in the norm closure of (41)
tells us that P has an approximate left invariant mean. This proves “1) ⇒ 2)”.
For the reverse implication, assume that P has an approximate left invariant mean
(µi)i. By definition, this means
(42) lim
i
‖µi − µi(p⊔)‖ℓ1(P ) = 0 for all p ∈ P.
Moreover, we have ‖µi − µi(p⊔)‖ℓ1(P ) ≥ ‖µi‖ℓ1(P ) − ‖µi(p⊔)‖ℓ1(P ) =
∑
q /∈pP |µi(q)|.
It follows that
(43) lim
i
∑
q /∈pP
|µi(q)| = 0.
Now ℓ∞(P )′ ∼= ℓ1(P )′′, and by the theorem of Banach-Alaoglu, the unit ball of
ℓ1(P )′′ is weak*-compact. Hence by passing to a suitable subnet if necessary, we
may assume that the net (µi)i converges to an element µ ∈ ℓ
1(P )′′ ∼= ℓ∞(P )′ in the
weak*-topology. µ has to be a state on ℓ∞(P ) as the µi are positive with norm 1.
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For every f ∈ ℓ∞(P ) and p ∈ P we have
|µ(f(p⊔))− µ(f)| = lim
i
|µi(f(p⊔))− µi(f)|
= lim
i
∣∣∣∣∣∣
∑
q∈P
µi(q)f(pq)−
∑
q∈P
µi(q)f(q)
∣∣∣∣∣∣
= lim
i
∣∣∣∣∣∣
∑
q∈P
(µi(q)− µi(pq))f(pq)−
∑
q /∈pP
µi(q)f(q)
∣∣∣∣∣∣
≤ lim
i

‖µi − µi(p⊔)‖ℓ1(P ) · ‖f‖ℓ∞(P ) + ∑
q /∈pP
|µi(q)| ‖f‖ℓ∞(P )


= 0
by (42) and (43). Thus µ is a left invariant mean. This proves “2) ⇒ 1)”.
Let us prove “1) ⇔ 3)”. First of all, if P has an approximate left invariant mean
(µi)i, then we always have
(44) lim
i
∥∥µi(p−1⊔)− µi∥∥ℓ1(P ) = 0,
where µi(p
−1⊔)(q) =
{
µi(q
′) if q = pq′ for some q′ ∈ P
0 if q /∈ pP
. The reason is that we
have ∥∥µi(p−1⊔)− µi∥∥ℓ1(P ) = ∑
q∈pP
|µi(p
−1⊔)(q)− µi(q)|+
∑
q /∈pP
|µi(q)|
=
∑
q′∈P
|µi(q
′)− µi(pq
′)|+
∑
q /∈pP
|µi(q)| = ‖µi − µi(p⊔)‖ℓ1(P ) +
∑
q /∈pP
|µi(q)|
and limi
∑
q /∈pP |µi(q)| = 0 by (43).
Now, assume that P has an approximate left invariant mean. Let C be a finite subset
P and let ε > 0 be given. By 2) and the fact proven above that every approximate
left invariant mean (µi)i satisfies (44), there exists a positive ℓ
1-function µ of ℓ1-norm
1 with
(45)
∑
p∈C
∥∥µ(p−1⊔)− µ∥∥
ℓ1(P )
< ε.
For t ∈ [0, 1], we set F (µ, t) := {q ∈ P : µ(q) > t}. We claim that for a suitable
choice of t, the inequality maxp∈C |pF (µ, t)∆F (µ, t)|/|F (µ, t)| < ε holds. We have∥∥µ(p−1⊔)− µ∥∥
ℓ1(P )
=
∑
q∈P
|(µ(p−1⊔)− µ)(q)|
=
∑
q∈P
∫ 1
0
|1[0,µ(p−1⊔)(q)](t)− 1[0,µ(q)](t)|dt
=
∑
q∈P
∫ 1
0
|1F (µ(p−1⊔),t)(q)− 1F (µ,t)(q)|dt =
∫ 1
0
|(pF (µ, t))∆F (µ, t)|dt
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and ∫ 1
0
ε|F (µ, t)|dt = ε
∫ 1
0
∑
q∈P
1F (µ,t)(q)dt = ε
∑
q∈P
∫ 1
0
1F (µ,t)(q)dt
= ε
∑
q∈P
∫ 1
0
1[0,µ(q)](t)dt = ε
∑
q∈P
µ(q) = ε.
Plugging these two inequalities into (45), we obtain∫ 1
0
ε|F (µ, t)|dt >
∫ 1
0
∑
p∈C
|(pF (µ, t))∆F (µ, t)|dt
Thus there is t ∈ [0, 1] with ε|F (µ, t)| >
∑
p∈C |(pF (µ, t))∆F (µ, t)|. Therefore P
satisfies the strong Følner condition. So we have proven “2) ⇒ 3)”.
To prove the reverse implication, observe that 3) tells us that there exists a net (Fi)i
of non-empty finite subsets of P such that limi|(pFi)∆Fi|/|Fi| = 0 for all p ∈ P .
Set µi :=
1
|Fi|
1Fi . It is clear that (µi)i is a net of positive ℓ
1-functions of ℓ1-norm
1. Moreover, ‖µi − µi(p⊔)‖ℓ1(P ) ≤
∥∥µi(p−1⊔)− µi∥∥ℓ1(P ) = | 1|Fi|(1pFi − 1Fi)|ℓ1(P ) =
|(pFi)∆Fi|/|Fi| −→i 0 for all p in P . Thus (µi)i is an approximate left invariant
mean. This proves “3) ⇒ 2)”.
To prove “3) ⇒ 4)”, first note that since P satisfies the strong Følner condition,
there is a net (Fi)i of non-empty finite subsets of P with limi|(pFi)∆Fi|/|Fi| = 0 for
all p ∈ P . Now set ξi := |Fi|
−
1
21Fi . Here 1Fi is the characteristic function of Fi ⊆ P .
It is clear that every ξi lies in ℓ
2(P ) and has norm 1. Moreover, for every p ∈ P ,
Vpξi − ξi = |Fi|
−
1
2 (1pFi − 1Fi). It follows that ‖Vpξi − ξi‖
2 = |(pFi)∆Fi|/|Fi| −→i
0 for all p ∈ P . This proves “3) ⇒ 4)”.
“4) ⇒ 5)”: By an approximation argument, we can without loss of generality
assume that the ξi from 4) all lie in Cc(P ). We have by 4) that limi ‖Vpξi − ξi‖ = 0
for all p ∈ P and also
∥∥V ∗p ξi − ξi∥∥ ≤ ∥∥V ∗p ∥∥ · ‖ξi − Vpξi‖ −→i 0 for all p ∈ P . Hence
|
〈
V ∗p1Vq1 · · ·V
∗
pnVqnξi, ξi
〉
− 1|
=
∣∣∣∣∣∣
n∑
j=1
(〈
V ∗p1Vq1 · · · V
∗
pjVqjξi, ξi
〉
−
〈
V ∗p1Vq1 · · ·V
∗
pj−1Vqj−1V
∗
pjξi, ξi
〉
+
〈
V ∗p1Vq1 · · ·V
∗
pj−1Vqj−1V
∗
pjξi, ξi
〉
−
〈
V ∗p1Vq1 · · ·V
∗
pj−1Vqj−1ξi, ξi
〉)∣∣∣
≤
n∑
j=1
∥∥Vqjξi − ξi∥∥+ ∥∥∥V ∗pjξi − ξi∥∥∥ −→i 0
for all n ∈ Z>0 and p1, q1, . . . , pn, qn ∈ P . This proves “4) ⇒ 5)”.
“6) ⇒ 7)” is trivial.
SEMIGROUP C*-ALGEBRAS AND AMENABILITY OF SEMIGROUPS 33
For “7) ⇒ 1)”, let χ : C∗r (P ) → C be a non-zero character. Viewing χ as a
state, we can extend it by the theorem of Hahn-Banach to a state on L(ℓ2(P )). We
then restrict the extension to ℓ∞(P ) ⊆ L(ℓ2(P )) and call this restriction µ. The
point is that by construction, µ|C∗r (P ) = χ is multiplicative, hence C
∗
r (P ) is in the
multiplicative domain of µ. Thus we obtain for every f ∈ ℓ∞(P ) and p ∈ P
µ(f(p⊔)) = µ(V ∗p fVp) = µ(V
∗
p )µ(f)µ(Vp) = µ(Vp)
∗µ(Vp)µ(f) = µ(f).
Thus µ is a left invariant mean on ℓ∞(P ). Hence we have proven “7) ⇒ 1)”.
It remains to discuss the implication “5) ⇒ 6)”. We start with the following
Lemma 4.4. 5) implies that P is left reversible.
Proof. Let (ξi)i be a net as in 5). For p1, p2 ∈ P , we have limi
〈
Vp1V
∗
p1Vp2V
∗
p2ξi, ξi
〉
=
1. In particular, Vp1V
∗
p1Vp2V
∗
p2 6= 0. But Vp1V
∗
p1Vp2V
∗
p2 = E[(p1P )∩(p2P )], hence (p1P )∩
(p2P ) 6= ∅. This shows that P is left reversible. 
Corollary 4.5. If P is cancellative and 5) holds, then P embeds into a group G
such that G = PP−1.
Proof. This follows from the previous lemma and Theorem 3.10. 
Lemma 4.6. A subsemigroup P of a group is left reversible if and only if there
exists a non-zero character on C∗s (P ).
Proof. If χ is a non-zero character on C∗s (P ), then for every p1, p2 ∈ P , we have
χ(e[(p1P )∩(p2P )]) = χ(vp1v
∗
p1vp2v
∗
p2) = χ(vp1)χ(v
∗
p1)χ(vp2)χ(v
∗
p2) = 1. This implies
that (p1P ) ∩ (p2P ) 6= ∅ because otherwise e[(p1P )∩(p2P )] would vanish.
If P is left reversible, then by universal property of C∗s (P ), there is a homomorphism
C∗s (P ) → C sending C
∗
s (P ) ∋ vp to 1 ∈ C and C
∗
s (P ) ∋ eX to 1 ∈ C if X 6= ∅
and to 0 ∈ C if X = ∅ for every p ∈ P and X ∈ J . This is compatible with
relation IIIG as q
−1
m pm · · · q
−1
1 p1P is never empty. The last fact follows inductively
on m using the observation that for every non-empty right ideal X of P , we have
q−1pX = q−1((pX) ∩ (qP )), and that (pX) ∩ (qP ) 6= ∅ by left reversibility. 
It remains to prove that 5) implies that λ : C∗s (P ) → C
∗
r (P ) is an isomorphism
if P is cancellative (not only left cancellative, but also right cancellative) and if
the constructible right ideals of P are independent. Recall the definition of Dg
from (38). For a positive functional ϕ on C∗s (P ), we define the d-support of ϕ as
d-supp(ϕ) :=
{
g ∈ G: ϕ|Dg 6= 0
}
. Moreover, we set
V :=
{
v∗p1vq1 · · · v
∗
pnvqn : n ∈ Z>0; pi, qi ∈ P
}
.
Our aim is to show
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Theorem 4.7. Let P be a subsemigroup of a group G, and assume that the con-
structible right ideals of P are independent. If there exists a net (ϕi)i of states on
C∗s (P ) with finite d-support such that limi ϕi(v) = 1 for every 0 6= v in V, then
λ : C∗s (P )→ C
∗
r (P ) is an isomorphism.
Note that this is the analogue of the implication “(5) ⇒ (6)” in [Br-Oz], Chapter 2,
Theorem 6.8 in the group case. To prove the theorem, we first show
Lemma 4.8. Let ϕ be a positive functional on C∗s (P ) with finite d-support. We
then have for all x ∈ C∗s (P ):
(46) |ϕ(x)|2 ≤ |d-supp(ϕ)| ‖ϕ‖ϕ(Es(x
∗x)).
Here Es is the conditional expectation from Lemma 3.13.
Proof. It certainly suffices to prove our assertion for x in ∗-alg(P ) =
∑
g∈GDg. Take
such an element x. Let d-supp(ϕ) = {g1, . . . , gn}. We can find a finite subset F ⊆ G
so that x =
∑
g∈F xg with xg ∈ Dg and d-supp(ϕ) ⊆ F , i.e. {g1, . . . , gn} ⊆ F . Then
ϕ(x) =
∑
g∈F ϕ(xg) =
∑n
j=1 ϕ(xgj ). Thus, using the Cauchy-Schwarz inequality
twice, we obtain
|ϕ(x)|2 =
∣∣∣∣∣∣
n∑
j=1
ϕ(xgj )
∣∣∣∣∣∣
2
= |
〈
(ϕ(xgj ))j , (1)j
〉
Cn
|2 ≤
∥∥(ϕ(xgj ))j∥∥2Cn ‖(1)j‖2Cn
= n
n∑
j=1
|ϕ(xgj )|
2 = n
n∑
j=1
|
〈
xgj , 1
〉
ϕ
|2 ≤ n ‖ϕ‖
n∑
j=1
ϕ(x∗gjxgj).
Hence it suffices to prove
∑n
j=1 x
∗
gjxgj ≤ Es(x
∗x). We have by (39) and because of
D∗gDh ⊆ Dg−1h for all g, h ∈ G that
Es(x
∗x) =
∑
g,h∈F
Es(x
∗
gxh) =
∑
g,h∈F
δg,hx
∗
gxh =
∑
g∈F
x∗gxg ≥
n∑
j=1
x∗gjxgj .
This proves (4.8). 
Proposition 4.9. λ : C∗s (P )→ C
∗
r (P ) is an isomorphism if the set of positive func-
tionals on C∗s (P ) with finite d-support is dense in the space of all positive functionals
on C∗s (P ) in the weak*-topology.
Proof. Take x ∈ ker (λ). Passing over to x∗x if necessary, we may assume x ≥ 0.
Take a positive functional ϕ on C∗s (P ) with finite d-support. We then have because of
λ(x) = 0 that λ(x∗x) = 0, thus Es(x
∗x) = 0 by (40). Hence it follows from (4.8) that
ϕ(x) = 0. So we have shown that ϕ(x) = 0 for every positive functional on C∗s (P )
with finite d-support. By our assumption in the proposition, the positive functionals
with finite d-support are weak*-dense in the space of all positive functionals. Hence
ϕ(x) = 0 for every positive functional ϕ on C∗s (P ). This however implies that x = 0.
We conclude that λ must be injective, hence an isomorphism. 
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Actually, the converse of the proposition is valid as well, and is simpler to prove. To
proceed, we need another
Lemma 4.10. Let ϕ and φ be positive functionals on C∗s (P ). Then there exists a
unique positive functional ψ on C∗s (P ) such that ψ(v) = ϕ(v)φ(v) for all v ∈ V.
Proof. Just set ψ = (ϕ⊗ φ) ◦∆ with ∆ given by (36). 
Finally, with all these preparations, we can prove our theorem.
Proof of Theorem 4.7. Let φ be a positive functional on C∗s (P ). Let ϕi be the states
given by the hypothesis of our theorem, they satisfy
(47) lim
i
ϕi(v) = 1 for every 0 6= v ∈ V.
By Lemma 4.10, there exists a net (φi)i of positive functionals on C
∗
s (P ) such that
for all i,
(48) φi(v) = ϕi(v)φ(v) for all v ∈ V.
In particular, ‖φi‖ = ‖φ‖ since φi(1) = φ(1) = ‖φ‖. It is then clear that for every i,
d-supp(φi) ⊆ d-supp(ϕi) is finite. Moreover, we have limi φi(v) = φ(v) for all v ∈ V.
This is clear if v = 0, and if v 6= 0 it follows from (48) and (47). Thus limi φi(x) =
φ(x) for all x ∈ ∗-alg(P ), and since ‖φi‖ = ‖φ‖ for all i, we conclude that we actually
have limi φi(x) = φ(x) for all x ∈ C
∗
s (P ). In other words, the net (φi)i converges to φ
in the weak*-topology. Thus we have seen that the positive functionals with finite d-
support are weak*-dense in the space of all positive functionals. By Proposition 4.9,
this implies that λ : C∗s (P ) → C
∗
r (P ) is an isomorphism. This completes the proof
of our theorem. 
“5) ⇒ 6)” if P is cancellative and if the constructible right ideals of P are
independent: Assume that P is cancellative and that the constructible right ideals
of P are independent. We have already seen that 5) implies that P is left reversible
in Lemma 4.4. Thus P embeds into a group by Corollary 4.5, and there is a non-zero
character on C∗s (P ) by Lemma 4.6. It remains to prove that λ : C
∗
s (P )→ C
∗
r (P ) is
an isomorphism. By Theorem 4.7, it suffices to prove that there exists a net (ϕi)i of
states on C∗s (P ) with finite d-support such that limi ϕi(v) = 1 for every 0 6= v ∈ V.
Now take the net (ξi)i in Cc(P ) from 5), and set for all i: ϕi(x) := 〈λ(x)ξi, ξi〉 for
every x ∈ C∗s (P ). It is clear that these ϕi are states and that we have limi ϕi(v) = 1
for every 0 6= v ∈ V. Moreover, for every i, set supp(ξi) := {p ∈ P : ξ(p) 6= 0}. By as-
sumption (see 5)), supp(ξi) is a finite set for every i. We have ϕi(v
∗
p1vq1 · · · v
∗
pnvqn) =〈
V ∗p1Vq1 · · ·V
∗
pnVqnξi, ξi
〉
6= 0 only if there are x, y in supp(ξi) with p
−1
1 q1 · · · p
−1
n qnx =
y. But this implies p−11 q1 · · · p
−1
n qn ∈ (supp(ξi))(supp(ξi))
−1, or in other words, that
d-supp(ϕi) ⊆ (supp(ξi))(supp(ξi))
−1. As supp(ξi) is a finite set for every i, this
proves that for every i, ϕi has finite d-support. This shows that the conditions in
Theorem 4.7 are satisfied, hence that λ : C∗s (P )→ C
∗
r (P ) is an isomorphism. Thus
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we have seen that 5) implies 6) if P is cancellative and if the constructible right
ideals of P are independent.
Remark 4.11. We point out that 5) implies 7) for every discrete left cancellative
semigroup P . Just set χ as the weak*-limit of the vector states 〈⊔ξi, ξi〉 of C
∗
r (P )
where the ξi are provided by 5). It is easy to see that χ is multiplicative.
4.3. Additional results. There are a few related statements we now turn to. First
of all, we can of course consider the following
Definition 4.12. A discrete semigroup P is called right amenable if there exists a
right invariant mean on ℓ∞(P ).
A right amenable semigroup P is always right reversible, i.e. for every p1, p2 ∈ P ,
we have (Pp1) ∩ (Pp2) 6= ∅. This is the analogue of [Pa], Proposition (1.23) if we
replace “left” in [Pa] by “right”. If P is cancellative and right reversible, then P
embeds into a group G such that G = P−1P (see Theorem 3.10). G is amenable if
P is right amenable (this is the right version of [Pa], Proposition (1.27)).
Proposition 4.13. Let P be a cancellative, right amenable semigroup. Then λ(∪) :
C∗(∪)(P )→ C∗r (P ) is an isomorphism.
Proof. Consider the embedding P →֒ G = P−1P from above. We know that
C∗(∪)(P ) ∼= D(∪)(P )⋊e
τ (∪)
P by Lemma 2.14. By dilation theory for semigroup
crossed products by endomorphisms (see [La]), there exists a C*-algebra D∞ with
an embedding D(∪)(P )
i
→֒ D∞ and an action τ∞ of G on D∞ whose restriction to P
leaves D(∪)(P ) invariant and coincides with τ (∪). Moreover, D(∪)(P )⋊e
τ (∪)
P embeds
into D∞ ⋊τ∞ G. Let us denote this embedding D
(∪)(P )⋊e
τ (∪)
P →֒ D∞ ⋊τ∞ G by i
as well.
Since P is right amenable, G is amenable. Hence there is a canonical faithful con-
ditional expectation E∞ from D∞ ⋊τ∞ G onto D∞. Moreover, using Corollary 2.22,
we can construct a conditional expectation on C∗(∪)(P ) by setting
(49) E(∪) := (λ(∪)|D(∪)(P ))
−1 ◦ Er ◦ λ
(∪) : C∗(∪)(P )→ D(∪)(P ).
It is easy to see that
D(∪)(P )⋊e
τ (∪)
P
i
−−−−→ D∞ ⋊τ∞ G
E(∪)
y yE∞
D(∪)(P ) −−−−→
i
D∞
commutes. But this then
shows that E(∪) has to be faithful, and hence that λ(∪) has to be injective (see the
Definition of E(∪) in (49)). 
Corollary 4.14. For every cancellative and abelian semigroup P , the canonical
homomorphism λ(∪) : C∗(∪)(P )→ C∗r (P ) is an isomorphism.
Proof. As remarked in [Pa], § (0.18), every abelian semigroup is amenable.
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As another consequence of Proposition 4.13, we obtain an alternative explanation
for the result in [C-D-L] that the Toeplitz algebra over the ring of integers R in some
number field can be canonically identified with the reduced semigroup C*-algebra
of the ax+ b-semigroup PR over R. First of all, we have proven in Section 2.4 that
T[R] ∼= C∗(PR). Moreover, we have seen in Lemma 2.30 that the constructible right
ideals of PR are independent, so that π
(∪) : C∗(PR)→ C
∗(∪)(PR) is an isomorphism.
As PR embeds into the amenable group PK (the ax+ b-group over the quotient field
K of R) such that PK = P
−1
R PR, it follows that PR is cancellative, right reversible
(see [Cl-Pr], Theorem 1.24) and hence right amenable (this is the right version of
Proposition (1.28) in [Pa]). Therefore, we may apply Proposition 4.13. It tells us
that λ(∪) is an isomorphism. All in all, we obtain
T[R] ∼= C∗(PR)
π(∪)
∼= C∗(∪)(P )
λ(∪)
∼= C∗r (PR).
We point out that the ax+ b-semigroup over R is not left reversible.
Moreover, we know from the group case that nuclearity of group C*-algebras is
closely related to amenability of groups. Here we show
Proposition 4.15. Let P be a cancellative, right amenable semigroup. Moreover,
assume that P is countable. Then C∗(P ), C∗(∪)(P ) and C∗r (P ) are nuclear.
Proof. Since we have surjective homomorphisms C∗(P ) ։ C∗(∪)(P ) ։ C∗r (P ) and
because quotients of nuclear C*-algebras are nuclear by [Bla], Corollary IV.3.1.13,
it suffices to show that our assumptions imply nuclearity of C∗(P ).
Using Lemma 2.14 and dilation theory for semigroup crossed products by endomor-
phisms (see [La]), we conclude that C∗(P ) ∼= D(P )⋊eτP ∼M D∞ ⋊τ∞ G. Here we
use analogous notations as in the proof of Proposition 4.13. Now G is amenable as
P is right amenable, and D∞ is commutative since D(P ) is commutative. Hence
D∞ ⋊τ∞ G is nuclear by [Rør], Proposition 2.12 (i) and (v). Moreover, all the C*-
algebras are separable as P is countable. Hence C∗(P ) is nuclear because it is stably
isomorphic to a nuclear C*-algebra (see [Rør], Proposition 2.12 (ii)). 
In particular, we obtain because every abelian semigroup is amenable:
Corollary 4.16. For every countable, cancellative and abelian semigroup P , the
C*-algebras C∗(P ), C∗(∪)(P ) and C∗r (P ) are nuclear.
In the reverse direction, we can prove
Proposition 4.17. Let P be a cancellative, left reversible semigroup. If C∗s (P ) or
C∗(∪)(P ) is nuclear, then P is left amenable.
Proof. By assumption, P embeds into a group G with G = PP−1 (see Theo-
rem 3.10). As P is left reversible, there exists a canonical projection C∗s (P )→ C
∗(G)
sending vp to up. Here ug, g ∈ G, denote the unitary generators of C
∗(G). As nucle-
arity passes to quotients by [Bla], Corollary IV.3.1.13, nuclearity of C∗s (P ) implies
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that C∗(G), hence C∗r (G) must be nuclear as well. By [Br-Oz], Chapter 2, Theo-
rem 6.8, we conclude that G must be amenable. But a left reversible subsemigroup
of an amenable group is itself left amenable by [Pa], (1.28). The analogous proof
works also for C∗(∪)(P ) in place of C∗s (P ). 
5. Questions and concluding remarks
An obvious question is: Which semigroups satisfy the condition that their con-
structible right ideals are independent? It would already be interesting to find out
for which integral domains the corresponding ax + b-semigroups satisfy this inde-
pendence condition.
Another question is whether the condition in Lemma 3.11 is actually necessary. In
other words, what is the precise relationship between embeddability of P into a group
and the existence of a conditional expectation on C∗(P ) satisfying the conclusion in
Lemma 3.11?
Furthermore, it would also be interesting to study the question for which subsemi-
groups of groups the left regular representation λ : C∗s (P ) → C
∗
r (P ) is an isomor-
phism. This is a weaker requirement than left amenability of P . Indeed, we have
seen in Section 4 that the difference between the statements “λ : C∗s (P )→ C
∗
r (P ) is
an isomorphism” and “P is left amenable” is precisely given by the property of left
reversibility. In this context, A. Nica has studied the example P = N∗n, the n-fold
free product of N. He has shown in [Ni], Section 5 that although this semigroup
is not left amenable, its left regular representation λ : C∗(N∗n) → C∗r (N
∗n) is an
isomorphism. So, the following question remains open: How can we characterize
those semigroups which are not left amenable but still satisfy the condition that
their left regular representations are isomorphisms?
Finally, let us come back to the construction of semigroup C*-algebras due to G.
Murphy in [Mur2] and [Mur3] mentioned in the introduction. One could say that G.
Murphy’s construction leads to very complicated or even not tractable C*-algebras
because the general theory of isometric semigroup representations is extremely com-
plex. If we compare his construction with ours, then we see that G. Murphy’s
C*-algebras encode all isometric representations of the corresponding semigroups
whereas representations of our C*-algebras correspond to rather special isometric
representations because of the extra relations we have built into our construction.
At the same time, these extra relations lead to a close relationship between our
semigroup C*-algebras and the semigroups themselves in the context of amenabil-
ity. Such a close relationship does not exist for G. Murphy’s construction. For
example, his semigroup C*-algebra of the semigroup N×N is by definition the uni-
versal C*-algebra generated by two commuting isometries. But this C*-algebra is
not nuclear by [Mur4], Theorem 6.2. Such phenomena cannot occur in our setting
by Corollary 4.16.
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