We develop a modelinl: framework for a class of hybrid systems which arise in many manufacturing environments and study the optimal control of such models. The framework uses a queueing network to describe the movement of jobs through a manufacturing facility. As jobs wait in queues arid get processed in servers, their physical Characteristics: change according to differential equations. The state of each job has a t e m p o r a l component whose evolution is described by discrete-event queueing dynamics, and a physical component whose evolution is described hy time-driven dynamics. Calculus of variations techniques are used to derive optimal policies.
IbITRODUCTION
Hybrid systems are those that combine event-driven dynamics with time-driven dynamics. Several modeling frameworks have been proposed to study such systems. These frameworks can be broadly divided into two categories: Those that extend the traditional event-driven models to include time-driven dynamics; and those that extend the traditional time-driven models to include eventdriven dynamics. Examples from the fist category include extensions to the timed state automata and Petri net models to allow state transition times to be determined by timedriven dynamics as in [ 71 and [ 1 11 respectively. Examples from the latter category include time-driven models with multiple time scales (a fast one for the time-driven dynamics and a slow one for the event-driven dynamics) and the use of singular perturbation theory as in [8], or [61 where discrete-events are injected as jump processes into a time-driven model. These as well as other methods are also described in [1,2,10,131 which give a cross section of the current state of the art in the very active area of hybrid systems research.
The modeling framework we propose in this paper falls into the first category and our objective is to address issues relating to the optimal control of such models. The framework is motiv,ated by the structure of many manufacturing environments where we have discrete jobs * This work was suppcated in part by the moving through a network of machines which process the jobs to change their physical state. We represent the network of machines using event-driven queueing dynamics, and allow the physical state of the jobs to evolve according to time-driven dynamics while the jobs wait in queues and receive processing in servers. Such a framework allows for a systematic study of the interaction between the event-driven and time-driven components of the system. In particular, we use the framework to study the multiobjective optimal control problem of meeting temporal demands on job completion times and physical demands on the quality of the completed jobs.
PROBLEM FORMULATION
We consider manufacturing systems of the type commonly encountered in the process industries (e.g., steelmaking, food processing, semiconductors, chemical, pharmaceutical, etc.). In such systems, "raw material" enters a manufacturing plant and is processed at several machines (or workcenters) to become a finished product. Machines have finite capacity, so that only a certain number of "parts" can be processed by a particular machine at any one time. Material handling equipment transfers parts from one machine to another and buffering in between machines is usually necessary. The operation of the manufacturing plant as a whole can be described by a queueing network.
In our model, we allow the physical characteristics of the parts to change according to time-driven dynamics while they wait in the queues and get processed in the servers. In order to describe the hybrid dynamics in our model, we associate with each part a pair of states: (a) a physical state to describe variables such as temperature, size, chemical composition, bacteria level, quality, etc., and (b) a temporal state to identify things like processing start time, total processing time, and processing completion times. The physical state is subject to time-driven dynamics described by differential (or difference) equations, while the temporal state satisfies event-driven queueing dynamics which we will describe through max-plus equations (see [3,5]). The state of the hybrid manufacturing system at any time instant involves the temporal and physical state of all of the parts present in the system at that time. where the temporal state ak is the arrival time of the part, and xk(ak) is the physical state of the part at time ak. The part waits an amount af time wk in the queue until its turn comes to be processed. The physical state of a part can change according to some time-driven dynamics while it waits in the queue (e.g., its temperature may decrease due to cooling). Thus, at the point the kth part enters the server, its state is given by the pair (ak+wk, xk(ak+wk)), and it need not be true that xk(aki-wk) = xk(ak), adding to the complexity of the problem. with initial physical state x (ak+wk) and some, possibly multivariate, control uk. fn a closed-loop setting, the control will typically depend not only on the observed physical state xk(pk+wk). but also on the temporal state ak+wk, thus revealing the hybrid nature of the system. Event -D r ive n component : The e v e n t -d r i v e n component describes the dynamics of the temporal state. For the single-server example in Figure 2 .1, these dynamics are given by a max-plus recursive equation of the form where dk is the departure time of the kth part. What is important to observe is that dk depends on the processing time sk(uk) which depends on the control U In general, there is a network of queues and servers and ti.2) becomes a vector matrix equation in the max-plus algebra.
Control of the system involves the simultaneous satisfaction of demands on the temporal state, the physical stale, and the control. That is, over a time horizon defined by the production of N parts, our objective is to find Example: Let D , be a desired delivery date for the kth part, and let qk denote a target quality level for the physical state xk(dk) of the part (assumed scalar for simplicity). Then a natural choice for the objective function would be,
which we seek to minimize by selecting the control variables uk (r) with re [ak+wk, dk] and k = 1 ,. . . Ju.
If all quantities in (2.1) and (2.2) are deterministic, then one way to solve (2.3) is with classical Calculus of Variations (CV) techniques (see [4] ). Regarding the use of such techniques, a crucial observation is the following. In a conventional CV problem, the dynamics are given by discrete-time difference equations and k counts synchronized clock ticks. In our case, however, k does not correspond to time steps, but rather to the score of the departure event in (2.2). Moreover, time is no longer the synchronizing agent, that is, the kth stage does not correspond to the kth "clock tick", but rather to the asynchronous occurrence of the kth departure event. Nonetheless, even though the interpretation of k is different, the mathematical representation of the event-driven dynamics is the same as that of a time-driven discrete-time system with a particular form of nonlinearity brought about by the "max" operation.
We point out that, in general, the hybrid system model described by (2.1) and (2.2) is not deterministic, but that event times such as part arrivals are usually stochastic in nature. CV techniques are not designed to handle stochastic systems. Despite this, we use them because they allow us to address transient objectives instead of steady-state objectives addressed by the usual stochastic optimal control methods. To use CV techniques, our procedure will be to assume the system is deterministic, solve the problem to find structural properties of the optimal policy, and use those properties to design algorithms for the uncertain case.
ANALYSIS OF A SIMPLE HYBRID SYSTEM
Let the temporal state of the jobs be described by a Lindley recursion, where k is the job index, dk is the departure time of the kth job, U k is its arrival tiime, and Sk is its service time. Assume that the external input, the arrival sequence, is given (i.e., deterministic). Let the physical state of each part be given by
where Xk is the physicill state of the kth job, Uk is the control applied to the job during service, and q is the desired final state. For this example we assume that the physical state does not change while jobs wait in the queue, and that the control applied to each job is held constant throughout the duration of service. Solving (3.2) yields
In this formulation, therefore, the control uniquely determines the service time. In this way the time-driven dynamics affect the event-driven dynamics. The resulting trade-off is made clear in the cost metric 3.1. Necessary Coniditions As phrased above, the problem is a deterministic multistage optimal control problem. Analyzing the problem through calculu,s of variations we can obtain a set of necessary conditions which must be satisfied by an optimal control. 
CL
Note, to deal with the discontinuous nature of the "max" operation, we set its derivative to be zero at the point of discontinuity, i.e., ad,
In general, an optimal policy can be found by solving a two-point boundary-value problem (TPBVP) taking dk forward kom do = 0 via the state equation, and a k backward from AN via the costate equation. To do so, however, requires complete a priori knowledge of the arrival sequence. Our goal is to exploit the properties of the optimal policy to develop an algorithm for the more realistic case where the arrival times are uncertain.
Properties of the Optimal Policy
To develop the properties, we use the following notation. Assume that we have somehow solved for the optimal control sequence; call it (uk-11 k=1, ...,N. Associated with the optimal control sequence is an optimal departure sequence; call it [ d k ] . When we look at the optimal sample path, we see busy periods consisting of those jobs for which d p a k + l , and idle periods starting at d k and ending at U k + l when d k S a k + l . For now, let us assume that d k < U k + l for all idle periods (i.e., d k = a k + l never occurs). The reason for this will be made clear shortly. The first property concems the idle periods.
PROPERTY 1: Idle periods decouple busy periods.
Proof: Consider some job 1 5 k 5 N , and let B be the index of the last job in the busy period that contains job k.
The control for job k is given by (3.5) where the costate &, given by (3.7), depends only on other jobs in the busy period and does not depend on jobs in any other busy period. This is because, 4 This "idle period decoupling" is a characteristic property of the "max" operation (see also [9]) and is useful because it shortens the horizon over which we need to solve a TPBVP. Instead of solving one large TPBVP over a horizon of N jobs, we can decompose the problem into the solution of several TF'BVP's, one for each busy period. The next property concems the length of the busy periods.
PROPERTY 2:
The controls are monotonically increasing in the number of jobs in a busy period. (Equivalently, the service times are monotonically decreasing in the number of jobs in a busy period.) Proof: Consider a busy period on an optimal sample path. Since busy periods are decoupled (by Property 11, let us index the first job in the busy period as k = 1 and the last job as k = B . Again, assume that dB is strictly less than ag+l. Combining the optimality equation (3.5) with the costate equation (3.7), we can write the control for the first job in the busy period as U, 3 -a 4 --( 4 + d 2 + * * * + d B ) (3.13)
B
Now suppose we insert another job into the busy period in such a way that the busy period is still followed by an idle period of nonzero duration. Note, this additional job may be inserted anywhere after the first job in the busy period. The control for the first job in the enlarged busy period is given by,
P where the carat is to remind us that the control and departure times in (3.13) and (3.14) are not necessarily the same. Completing the proof involves induction on the job index k. We only give the basis step here and show the result for the first job in the busy period. To do so, we assume that the control in (3.13) is larger than the control in (3.14). Using the fact that the service time is inversely proportional to the control, we obtain a sequence of implications which lead to a contradiction. (Note, since dF0, all departure times are positive.)
+ 0 > + contradiction CL The next two properties show that the optimal controls are given by the solution to a set of coupled quartic equations with a specific form, and that these quartics admit a unique SOl U tion.
PROPERTY 3:
Under the assumption that dk<ak+l for every idle period, the optimal controls are obtained as solutions to sets of coupled quartic equations of the form x4 -A X -B = 0 with A , B positive and real.
Proof: Consider a busy period. Index the first job in the busy period by k=l and the last by k=B. Combining the optimality equation (3.3, the costate equation (3.7), and the state equation (3.6), the control for the kth job in the busy period is given by, 
J
To obtain the controls for a busy period containing B jobs involves a nonlinear programming problem involving B coupled quartic equations. When solving the quartic equations we are interested in their positive real roots. This is because the controls must be positive and real. The following lemma shows that each quartic has only one such positive real root. This implies that the controls are unique.
LEMMA 2:
The quartic form x" -A x -B = 0 with A , B positive and real has a unique positive real root (the other three roots have negative real parts).
Proof:
The proof here boils down to a stability question. We can use the Rourh stability criterion (c.f., [12] ) to show that the quartic has a single unstable root, i.e., only one of the four roots has a positive real part. Then, since the coefficients are real, we can use the fact that any complex roots must occur in conjugate pairs to argue that this unstable root must be real. ct 3.3. The properties presented above have some important implications that are most easily illustrated by examining a problem with N = 2. To motivate the discussion, we introduce the notion of "critical departure times." These are the optimal departure times when the busy periods are separated from one another by idle periods of nonzero duration. The first such critical departure time is the optimal departure lime of the first job when it is in a busy period of length 1. Let us denote this critical departure time by dl,l and its associated control by ~0 ,~. In this notation the first subscript is the job index and the second is the number of jobs in the busy period. For the N = 2 case, the next critical departure time is the optimal departure time of the first job when it is in a busy period of length 2. This departure time and its associated control are denoted by d1,2 and u0,2 respectively. From the monotonicity property (Property 2) we know that the
Critical Departures and Partial Coupling
control uo,1cuo,2 and hence the departure time dl,1>d1,2. With this in mind, we cim conduct a thought experiment:
Assume that as won as job k=l arrives we compute the critical departure times dl.1 and d1,2 We can do this, since they depend only on the measurable quantity al, the arrival time of the first job (se$ (3.16)). Then we wait for the second job to arrive. Depending on its arrival time, there are three cases to consider.
CASE I: a2 > dl,]
When the second job arrives after time d1.l the two jobs are decoupled by an idle period into two busy periods. In this case the optimal control for the first job is u~,~.
CASE 11: a2 < d1,2 When the second job arrives before time dl,z the two jobs are coupled into a single busy period. In this case the optimal control for the first job is u03.
CASE 111: d1.2 < a2 c d~,~ Here it is not obvious what the control for the first job should be. We claim that it should be such that the departure time of the first job is precisely equal to the arrival time of the second, i.e., choose the control uo such that dl=a2. To see this consider slight perturbations. If the control is made smaller, the service time increases, and the two jobs coalesce into a single busy period, in which case the control should I n such that the departure time is 4 2 (Case 11). But d1,2 is less than a2 which would open up an idle period between the two jobs, so this cannot be the optimal control. Conversely, if the control is made larger, the service time decreases, and an idle period opens up between the two jobs, in which case the control should be such that the departwe time is dl,l (Case I). But dl,l is greater than a2 which would put the two jobs in the same busy period, so this cannot be the control either. For any perturbation we get a contradiction and the only control that makes sense is the cine giving dl=a2. We refer to this case as partial coupling because the first job is coupled to the second, but the second job is decoupled from the first (by an idle period of zero duration).
The three cases above reflect the three ways in which the arguments of the "mu" operation can be related. When dk<ak+l we get decoupling, when d p a k + l we get coupling, and when dl:=Uk+l we get partial coupling. Partial coupling occurs %when a job arrives in the interval between critical departure times. In fact, this is the only situation that gives an optimal sample path in which a departure time is exactly equal to an arrival time. Note, the partial coupling case introduces boundary conditions on the state equation (3.6) which result in the addition of another Lagrange multiplier to the costate equation (3.7). Because this complicates the proofs, we have been excluding the partial coupling so as not to obscure the discussion.
In general, between any two jobs in a busy period there is a sequence of such critical departure times which define what we call coupling regions. Note, by Lemma 2 and (3.16) the critical departure times are uniquely determined by the arrival time of the job that starts the busy period. and the third job is coupled to the first two, then the arrival of the fourth job could cause the first two jobs to become partially coupled. Similar remarks apply to the coupling regions for other jobs in the busy period. 
An Algorithm
The above properties suggest an on-line algorithm that can be used in conjunction with predictions of future arrivals to determine control policies. The algorithm is given in Table 3 .1 and works as follows. Consider a job which starts a busy period. Index this job as k. Then grow a busy period by adding jobs to the current busy period. Denote the current number of jobs in the busy period by B. Use predictions of future arrivals and a TPBVP solver (e.g., steepest descent, see [4]) to compute the controls and the departure times for all jobs k, ..., k+B-1.
Step through the jobs k, ...,IC+ B-1 looking for a decoupling between any two of them. For example, suppose we find that dk+b I Uk+b+l for some 0 S b I B. This means that the controls U k , ..., uk+b given by the TPBVP solver are the optimal ones, and we execute them. We then set job k+b to start a new busy period, reset the busy period length to B=l, and repeat the process, growing a busy period forward from this job. We stop when all N jobs are included in a busy period.
ONGOING RESEARCH
In this paper we presented some early results on a proposed modeling framework for hybrid systems. The framework is motivated by the structure of many manufacturing environments where there is a network of machines whose function is the change the physical characteristics of the parts being processed. To describe these systems we introduce a state which includes a temporal component to describe things like job completion time, and a physical component to describe things like size, temperature, quality, etc. The temporal component evolves according to event-driven queueing dynamics, and the physical component evolves according to time-driven dynamics. CV techniques are used to study optimal control policies for such models. To demonstrate the feasibility of the proposed framework we presented an analysis of a simple single-server manufacturing process. In our ongoing research we are currently addressing more complex dynamics on the physical state as well as more complex temporal dynamics involving, for example, networks of queues.
The motivation for pursuing CV techniques was to address transient performance. CV techniques allow us to obtain policies which give guaranteed optimal performance to every job. This is in contrast to stochastic optimal control methods which normally give policies which give optimal performance in an expected value sense. Our approach is more suitable to environments, like manufacturing, where the number of jobs processed per shift is relatively small, and where the system is almost always operating in a transient mode. Because determination of guaranteed optimal policies requires complete knowledge of future job arrivals, our method is necessarily suboptimal when uncertainty is present. However, by studying the optimal policy and exposing its structural properties, it appears that one might be able to develop robust algorithms which are able to mitigate to some extent the performance degradation introduced by the uncertainty. Our ongoing research is addressing this important issue, and the results will be presented in a forthcoming paper.
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