An improvement on the Rado bound for the centerline depth by Magazinov, Alexander & Pór, Attila
ar
X
iv
:1
60
3.
01
64
1v
2 
 [m
ath
.M
G]
  1
6 O
ct 
20
17
An improvement on the Rado bound for the
centerline depth*
AlexanderMagazinov† Attila Pór‡
October 15, 2018
Abstract
Let µ be a Borel probability measure in Rd . For a k-flat α consider the value
infµ(H), where H runs through all half-spaces containing α. This infimum is
called the half-space depth of α.
Bukh,Matoušek andNivasch conjectured that for everyµ and every 0≤ k < d
there exists a k-flat with the depth at least k+1
k+d+1
. The Rado Centerpoint The-
orem implies a lower bound of 1
d+1−k
(the Rado bound), which is, in general,
muchweaker. Whenever theRado bound coincides with the bound conjectured
by Bukh, Matoušek and Nivasch, i.e., for k = 0 and k = d −1, it is known to be
optimal.
In this paper we show that for all other pairs (d ,k) one can improve on the
Rado bound. If k = 1 and d ≥ 3 we show that there is a 1-dimensional line with
the depth at least 1
d
+ 1
3d3
. As a corollary, for all (d ,k) satisfying 0 < k < d −1
there exists a k-flat with depth at least 1
d+1−k
+ 1
3(d+1−k)3
.
Keywords: Half-space depth, centerflat, centerline, Rado theorem.
MSC classification: 52C35, 52A30, 68U05.
1 Introduction
Let α be a k-flat and µ a Borel probability measure in Rd (0 ≤ k < d). Define the
depth of α as follows:
depthµ(α)= inf{µ(H) :H is a closed half-space, α⊂H }.
Sometimes the depth defined above is called half-space depth or Tukey depth in or-
der to distinguish it from other commonly used notions of depth. We will write sim-
ply depth(α) if the measure is clear from the context.
One of the most important results concerning the notion of half-space depth is
the Rado Centerpoint Theorem.
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Theorem (Rado Centerpoint Theorem, [8]). For every Borel probability measureµ in
R
d there exists a point x such that depth(x)≥ 1
d+1
.
Bukh,Matoušek andNivaschproposed the following conjecture, which, if proved,
would be a generalization of the Rado Theorem.
Conjecture (Bukh, Matoušek, Nivasch, [2]). Let (d ,k) be a pair of integers with 0 ≤
k < d. Then for every Borel probability measure µ in Rd there exists a k-flat α in Rd (a
centerflat) such that
depth(α)≥
k+1
k+d +1
. (1)
The conjecture is true for k = 0 (in this case the conjecture turns exactly into
the Rado Theorem), k = d −1 (a trivial case), and k = d −2 (a case settled by Bukh,
Matoušek and Nivasch [2] themselves).
A result by Klartag [6] implies that, if d −k is fixed, then for every ε > 0, with d
sufficiently large depending on ε, and for every Borel probability measure µ in Rd
there exists a k-flat α in Rd such that
depth(α)>
1
2
−ε.
One can see that for k = 0 and k = d − 1 the constant k+1k+d+1 in (1) cannot be
increased. This is also the case for k = 1, as shown by Bukh and Nivasch [3].
For the purposes of our paper it will be convenient to think about a depth of a
flat in terms of projections. Ifµ is a Borel probabilitymeasure inRd , andα is a k-flat,
wewill writeπα for the orthogonal projection from R
d onto the (d−k)-space β=α⊥
(i.e., πα(α) is a single point). Let µα be a projection of µ along α, i.e., a measure in β
such that for every Borel set X ⊆β one has
µα(X )=µ(π
−1
α (X )).
(Of course, µα is a Borel probability measure in β.) Then for the point o =πα(α) one
has the identity
depthµα (o)= depthµ(α).
We also note that a projection of a measure is sometimes called amarginal, see [6].
The Rado Centerpoint Theorem implies that for every d , k and µ as above one
can find a k-flat α such that
depth(α)≥
1
d −k+1
. (2)
(In fact, such a k-flat exists in any k-dimensional direction.) The bound of (2) will
be called the Rado bound.
In this paper we prove that for k = 1 the Rado bound (2) is not optimal, except
for the case d = 2. Namely, we have the following result:
Theorem 1. For every d ≥ 3 and for every Borel probability measure µ in Rd there
exists a (1-dimensional) line ℓwith
depth(ℓ)≥
1
d
+
1
3d3
.
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Theorem1 also implies that the Radobound (2) is optimal only for the cases k = 0
and k = d −1, as stated in the following Corollary 2. We emphasize that there is still
a huge gap between the inequality (3) we were able to prove, and the conjectured
inequality (1).
Corollary2. For every d ≥ 3, every k such that 1≤ k ≤ d−2 and every Borel probabil-
ity measure µ in Rd there exists a k-dimensional flat αwith
depth(α)≥
1
d −k+1
+
1
3(d −k+1)3
. (3)
Reduction to Theorem 1. Choose an arbitrary (k −1)-dimensional flat β. After pro-
jecting along β onto Rd−k+1 we can apply Theorem 1. Namely, we conclude that
there is a line ℓ⊂Rd−k+1 such that
depthµβ (ℓ)≥
1
d −k+1
+
1
3(d −k+1)3
.
To finish the proof it is enough to put
α=π−1β (ℓ).
In the rest of the paper we prove Theorem 1. The body of the argument is con-
tained in Sections 2–4. Sections 5–9 incorporate the proofs of the technical state-
ments declared in Section 2.
2 Geometric part: statements
First, it will be convenient for us to prove Theorem 1 for the (d + 1)-dimensional
space rather than for the d-dimensional. Next, we aim for a proof by contradiction.
Therefore we assume that for every one-dimensional direction ℓ no point of the d-
dimensional plane ℓ⊥ has depth (with respect to the projected measure µℓ)
1
d+1
+
1
3(d+1)3
or greater. For brevity, we will write
a0 = a0(d +1)=
1
d +1
+
1
3(d +1)3
.
2.1 Nicemeasures
A Borel probabilitymeasure µ in a Euclidean d-spaceV will be called a nicemeasure
if it has a density function fµ :V →R satisfying the following properties:
1. fµ is continuous.
2. fµ(x)> 0 for every x ∈V .
3. There exist C1,C2 > 0 such that fµ(x)<C1e
−C2 |x| for every x ∈V .
We supply the space M (V ) of nice measures in V with a metric — the L1 distance
between density functions:
‖µ−µ′‖= ‖ fµ− fµ′‖L1 =
∫
V
| fµ(x)− fµ′ (x)|dx.
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Let I so(V ) be the group of all isometries of V . Then every element F ∈ I so(V )
admits a natural push-forward F∗ :M (V )→M (V ). Namely, we define the measure
F∗(µ) via
F∗(µ)(X )=µ(F
−1(X ) for every Borel set X ⊆V .
Recall that I so(V ) has a natural topology. Every F ∈ I so(V ) can be represented as
F (x)= Ax+ v , where A ∈O(V ), v ∈ V , and the convergence F → Id is equivalent to
the simultaneous convergence A→ Id and v→ 0.
In the next proposition (Proposition 3) we collect themost important facts about
nice measures that we will use in the paper. We omit the proof, as it is plainly stan-
dard.
Proposition 3. The following assertions hold:
1. Let µ ∈M (Rd). Then
lim
F→Id
‖µ−F∗(µ)‖= 0,
where F runs through Iso(Rd ).
2. Let α⊂Rd be a k-flat, where k < d, µ ∈M (Rd). Then µα is a nice measure.
3. Let α⊂Rd be a fixed k-flat. Consider µα :M (R
d )→M (α⊥) as a function of µ.
Then µα is continuous in M (α
⊥).
4. Consider depthµ(x) :M (R
d)×Rd →R as a function of µ and x. Then depthµ(x)
is continuous inM (Rd )×Rd (with the product topology).
In the proof of Theorem 1 we will assume that µ is nice. Then the case of an
arbitrary µwill follow from a standard approximation argument.
2.2 Properties of Tukeymedians
Write
Ma(V )= {ν ∈M (V ) : sup
x∈V
depthν(x)< a}.
Wewill considerMa(V ) as a subspace ofM (V ) with the induced topology. Note that
the Rado Centerpoint Theorem implies Ma(V )=∅ for all a ≤
1
d+1
.
Recall the notation a0 =
1
d+1
+ 1
3(d+1)3
. In order to prove Theorem 1 in Rd+1 by
contradiction we have to assume that
µℓ ∈Ma0(ℓ
⊥)
for every line ℓ ∈RPd .
For ν ∈ M (V ) we will call a point o ∈ V a Tukey median of ν if depthν(o) =
sup
x∈V
depthν(x). The following Lemma 4 concerns the properties of Tukey medians.
The idea of such statement is certainly not new, see, for instance, [1].
Lemma 4. Let V be a Euclidean d-space, a ∈
(
1
d+1
, 1
d
)
. Then the following assertions
hold.
1. Let ν ∈ Ma(V ), o be a Tukey median of ν. Then there exists d +1 half-spaces
H1,H2, . . . ,Hd+1 ⊂V such that o ∈ ∂Hi ,
d+1⋂
i=1
Hi = o, and ν(Hi )= depthν(o).
4
2. For every ν ∈Ma(V ) the Tukey median of ν is unique.
3. Let o(ν) denote the Tukey median of ν for every ν ∈Ma(V ). Then depthν(o(ν))
depends continuously on ν.
4. o(ν) is a continuous function of ν if ν runs throughMa(V ).
The proof will be given in Section 5.
Define
M
◦
a (V )= {ν ∈Ma(V ) : o(ν)= 0}.
I.e.,M ◦a (V ) contains all thosemeasures inMa(V ) whose Tukeymedian is the origin.
By Lemma 4, assertion 2, for every ν ∈ Ma(V ) there exists a unique translation F
such that the translated measure ν◦ = F∗(ν) belongs to M
◦
a (V ) (namely, F is the
translation by −o(ν)).
Lemma 4, assertion 4, and Proposition 3, assertions 1 and 4, imply that ν◦ is a
continuous function of ν.
2.3 Geometry ofmeasures inM ◦a0(V )
LetV be a Euclidean d-space. Denote byT (V ) the set of all unordered (d+1)-tuples
{e1,e2, . . . ,ed+1}, ei ∈V such that
dimconv{e1,e2, . . . ,ed+1}= d ; 0 ∈ intconv{e1,e2, . . . ,ed+1}.
Of course,T (V ) can be considered as a topological space with the topology induced
from V d+1/Sd+1, whereSd+1 is the symmetric group with the usual action on the
(d +1)-th power of V .
The main geometric statement of the paper is provided below in Lemma 5. We
say that an isometry F :V1→V2 between two aEuclideand-spaces is linear if itmaps
the origin of V1 to the origin of V2. Every such isometry naturally defines a push-
forwardmap F∗ :M
◦
a (V1)→M
◦
a (V2) and the map F :T (V1)→T (V2) resembling the
usual notation:
F ({e1,e2, . . . ,ed+1})= {F (e1),F (e2), . . . ,F (ed+1)}.
Lemma 5 (Structural Lemma). Let a ∈
(
1
d+1
,a0
)
. Then for every Euclidean d-space V
one can define a continuous map
TVa :M
◦
a (V )→T (V )
such that
1. TVa is continuous.
2. For any two Euclidean d-spaces V1 and V2 and any linear isometry F :V1→V2
the following diagram is commutative:
M
◦
a (V1) M
◦
a (V2)
T (V1) T (V2)
F∗
T
V1
a T
V2
a
F
.
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The intuition behind the Structural Lemma can be roughly explained consider-
ing, in some sense, a “typical” representative of M ◦a (V ) for some a ∈
(
1
d+1
,a0
)
. Let
{e1,e2, . . . ,ed+1} ∈T (V ), and let
ν=
1
d +1
(ν1+ν2+ . . .+νd+1),
where νi is a nice measure sharply concentrated around ei . (We also require o(ν)=
0, but this can also be settled by the particular choice of νi .) It is not hard to check
that depthν(0) is close to
1
d+1
, so, in particular, ν ∈M ◦a (V ). If we were restricted only
to this type of measures, then it would have been natural to put
TVa (ν)= {e1,e2, . . . ,ed+1}.
Our goal will be to formalize this intuition showing that every ν ∈ M ◦a (V ) be-
haves, in a certain sense, similarly to the describedmeasures.
3 Topological part
WewriteRPd for the space of all one-dimensional directions inRd+1 as this is indeed
the real projective space.
Let ξ = (E ,RPd ,p) be the tautological quotient bundle [4, §2.2.3] over RPd . I.e.,
the total space E can be written as a quotient space
E = {(u,v) : u ∈Sd ,v ∈Rd+1,〈u,v〉 = 0}/∼,
where the equivalence relation ∼ is defined by (u,v) ∼ (−u,v), and the projection
p : E→RPd is as follows:
p(u,v)= ℓ⇔ ℓ ∥u.
There is a natural way to identify the fiber p−1(ℓ) and the hyperplane ℓ⊥: a point
(u,v)∼ (−u,v), where u ∥ ℓ is identified with the point v ∈ ℓ⊥. (The last inclusion is
due to the property 〈u,v〉 = 0.)
Let us state and prove the key lemma of the topological part. After presenting the
formal proof we will also give its less formal (but also non-rigorous) interpretation.
The term k-fold covering of RPd will refer to a projection p : X →RPd appearing
in the common definition of a covering space (see, for example, [5, §1.3]), and k
denotes the cardinality of each set p−1(ℓ), where ℓ runs through RPd .
Lemma 6. Let d ≥ 2, ξ = (E ,RPd ,p) be the tautological quotient bundle as above.
Then there is no space E ′ ⊂ E such that
1. The projection p |E ′ is a (d +1)-fold covering of RP
d by E ′.
2. For every ℓ ∈RPd one has E ′∩p−1(ℓ) ∈T (p−1(ℓ)).
Proof. Suppose that such E ′ exists. Since π1(RP
d ) = Z2, then E
′ splits into 1-fold
and 2-fold subcovers.
We will show then that in each case ξ admits a non-vanishing section. That is,
there exists F ⊂ E such that p |F is a homeomorphism from F to RP
d , and for every
ℓ ∈RPd the point F ∩p−1(ℓ) is not the origin of the fiber p−1(ℓ).
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If there is a 1-fold subcover F ⊂ E , then it is a non-vanishing section itself. If
there is a 2-fold subcover G ⊂ E ′, then for each ℓ ∈RPd define
f (ℓ)= g1+ g2, where {g1,g2}=G∩p
−1(ℓ).
(The sum of vectors is well defined in the fiber p−1(ℓ).) Put
F = { f (ℓ) : ℓ ∈RPd }.
Since d ≥ 2, and g1 and g2 are two vertices of the simplex S(ℓ), which contains the
origin inside, the sum g1+ g2 cannot vanish. Hence F is a non-vanishing section.
Consider the cohomology ring H∗(RPd ,Z2). We have
H∗(RPd ,Z2)=Z2[x]/(x
d+1),
where x ∈ H1(RPd ,Z2) (see [7, Lemma 4.3]). If sw(ξ) ∈ H
∗(RPd ,Z2) is the Stiefel-
Whitney class of the bundle ξ, thenwehave sw(ξ)= 1+x+. . .+xd (see [7, §4, Example
3]).
Hence the top (d-th) Stiefel-Whitney class of ξ is non-zero, and, consequently, ξ
cannot have a non-vanishing section (see [7, § 12] and references therein). A con-
tradiction finishes the proof.
Remark (non-rigorous “proof” of Lemma 6). We reduce the lemma to non-existence
of a non-vanishing section of ξ just as above. Assume, for a contradiction, that ξ has
a non-vanishing section. Equivalently, there exists an even non-vanishing tangent
vector field v for the sphere Sd (i.e., v(−x)= v(x)).
Let us also allow v to have isolated finite-index singularities. An example is the
field v0 of unit vectors pointing nothwards. The singularities of v0 are the north and
the south poles. One can see that the index of v0 at the poles is±1. Hence the points
with odd index split into an odd number of pairs (each pair consists of twomutually
antipodal points). We claim that this property holds not only for v0, but also for all
possible vector fields.
Let C be a centrally symmetric simplicial subdivision of Sd isomorphic to the
(d+1)-crosspolytope such that the poles ofSd do not belong to the (d−1)-skeleton
of C .
Let Σ be a simplex of C , and uΣ be a vector field on ∂Σ. We assume only that uΣ
is tangent to Sd and has no singularities. Then all continuations of uΣ onto Σ have
the same sum of indices over all singularities. Denote this sum by s(Σ,uΣ).
If a vector field u is defined on skd−1(C ), we write
s(u)=
∑
(Σ,−Σ)
s(Σ,u |∂Σ).
(In the summation above we account for each pair (Σ,−Σ) of antipodal simplices
exactly once; the order in which the pair is accounted for does not affect the parity
of s(u), because s(Σ,u |∂Σ)≡ s(−Σ,u |∂(−Σ)) (mod 2) for every even field u.) We want
to prove that s(u) has to be odd.
We can assume that u coincides with v0 on skd−2(C ); this can be done by a con-
tinuous perturbation of u.
Let us notice that, whenever a change of u affects only a pair of antipodal (d−1)-
faces of C , the parity of s(u) remains unchanged. Indeed, if the simplices Σ and Σ′
share one of the chosen faces, then the two terms,
s(Σ,u |∂Σ) and s(Σ
′,u |∂Σ′ )
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may either change or not change their parity simultaneously, and all the other terms
remain unaffected. Hence, identifying u with v0 face-by-face, we indeed get
s(u)≡ s(v0 |skd−1(C ))≡ 1 (mod 2).
Remark. The present version of Lemma 6was suggested by R. Karasev and works for
every dimension. For all dimensions, except d = 3 and d = 7, one can consider the
tangent bundle of Sd with an embedded (d +1)-fold cover. This gives d +1 affinely
independent vector fields inSd (and therefore d linearly independent vector fields),
which is also impossible.
4 Deduction of Theorem 1 from Lemmas 4, 5 and 6
Let µ be a nicemeasure in Rd+1. If ξ= (E ,RPd ,p) is the tautological quotient bundle
overRPd as in previous section, we can think of a projectedmeasureµℓ as ameasure
in p−1(ℓ).
We will argue by contradiction. If Theorem 1 is false, then there exists a measure
µ ∈M (Rd+1) such that for every ℓ ∈RPd one has µℓ ∈Ma0(p
−1(ℓ)).
Let us introduce the notation that we will refer to as the local picture at ℓ0.
Let ℓ0 be an arbitrary point of RP
d . Then we can choose a neighborhood U ⊂
RPd of ℓ0 and a homeomorphism
φ : p−1(U )→U ×V ,
whereV is a Euclidean d-space, such that the restrictionφ |p−1(ℓ) is a linear isometry
of the spaces p−1(ℓ) and {ℓ}×V . (We set the origin of {ℓ}×V to be the point (ℓ,0),
where 0 is the origin of V .) Let π : U ×V → V be a projection preserving the V -
component.
In the local picture at ℓ0 define
νℓ = (π◦φ |p−1(ℓ))∗(µℓ).
It is clear that ν(ℓ) ∈ Ma0(V ). Also, assertions 1–3 of Proposition 3 imply that νℓ
depends continuously on ℓ. By Lemma 4, the Tukey median of νℓ is unique and
continuous, so the measure (νℓ)
◦ depends continuously on ℓ as well. Finally, it is
evident that
(νℓ)
◦ = (π◦φ |p−1(ℓ))∗(µ
◦
ℓ).
Write a(ℓ)= depth(µℓ)◦ (0p−1(ℓ)). In the local picture at ℓ0 we have
a(ℓ)= depth(νℓ)◦ (0),
where 0 is the origin of V . Thus, by Lemma 4 and the continuous dependence of νℓ
on ℓ, we conclude that a(ℓ) depends continuously on ℓ inU . In particular, a(ℓ) is
continuous at the point ℓ= ℓ0. But ℓ0 is arbitrary, hence the continuity of a(ℓ) in the
entire RPd follows.
By compactness of RPd , the function a(ℓ) attains its maximum, so sup
ℓ∈RPd
a(ℓ)<
a0. Therefore one can choose a1 < a0 such that (µℓ)
◦ ∈ M ◦a1(p
−1(ℓ)) for every ℓ ∈
RPd .
8
Define a space E ′ ⊂ E , using Lemma 5, as follows:
E ′ =
⋃
ℓ∈RPd
T
p−1(ℓ)
a1 ((µℓ)
◦).
(Recall that we use the notation ξ = (E ,RPd ,p) for the tautological quotient bundle
over RPd .)
We claim that the (d +1)-tuple of points E ′∩ p−1(ℓ) (= T
p−1(ℓ)
a1 ((µℓ)
◦)) depends
continuously on ℓ.
Consider the local picture at ℓ0. Sinceφ is a homeomorphism and ℓ0 is arbitrary,
it will be sufficient to prove that
φ
(
T
p−1(ℓ)
a1 ((µℓ)
◦)
)
depends continuously on ℓ at ℓ = ℓ0. Since the U -coordinate of all points in the
above expression is ℓ (and so depends continuously on ℓ), we can ignore it. Thus,
effectively, we need to prove the continuity of
(π◦φ)
(
T
p−1(ℓ)
a1 ((µℓ)
◦)
)
.
By condition 2 of Lemma 5, we have
(π◦φ)
(
T
p−1(ℓ)
a1 ((µℓ)
◦)
)
= (π◦φ |p−1(ℓ))
(
T
p−1(ℓ)
a1 ((µℓ)
◦)
)
=
TVa1((π◦φ |p−1(ℓ))∗(µℓ)
◦))= TVa1 (νℓ).
But νℓ depends continuously on ℓ, and, by condition 1 of Lemma 5, T
V
a1
is continu-
ous. Therefore TVa1 (νℓ) indeed depends continuously on ℓ. The claim is proved.
Consequently, the projection p |E ′ is a (d +1)-fold covering of RP
d by E ′. More-
over, by construction, E ′∩p−1(ℓ) ∈T (p−1(ℓ)). Hence E ′ satisfies the conditions of
Lemma 6, which is impossible. The contradiction finishes the proof of Theorem 1.
5 The Tukeymedian of ameasure
This entire section is devoted to the proof of Lemma 4.
If n ∈ Rd is a unit vector, denote by H(n) the half-space such that the origin 0
belongs to ∂H(n) and n is the outer normal to ∂H(n), i.e., n is orthogonal to ∂H(n)
and is directed outwards the half-space H(n).
Assertion 1. Without loss of generality assume that o coincides with the origin 0.
Define N to be the set of all unit vectors n ∈ Rd such that ν(H(n)) = depthν(0).
Clearly, the set N is compact.
Assume that 0∉ convN . Then convN can be separated from 0by a hyperplane.
Or, equivalently, there exists a unit vector v such that
inf
n∈N
〈n,v〉 > 0.
This is impossible, since for small enough δ> 0 we have depth(δ ·v)> a. Indeed,
if we translate ν by a vector −δ · v , then depth(0) increases. The reason is that the
translation of ν by −δ · v increases the measure of each H(n) for all n in some open
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neighborhood ofN and does not sufficiently decrease the measure of all other half-
spaces with 0 in the boundary. The contradiction shows that 0 ∈ convN .
The Carathéodory Theorem implies that
0 ∈ conv{n1,n2, . . . ,nk } (ni ∈N , 2≤ k ≤ d +1).
By the choice of ni we have
ν
(
k⋂
i=1
H(−ni )
)
= 0,
because the intersection is a (d +1−k)-dimensional affine plane through 0. Equiv-
alently,
ν
(
k⋃
i=1
H(ni )
)
= 1.
But ν(H(ni ))= 1−ν(H(−ni ))= depthν(0)< a, so
ka >
k∑
i=1
ν(H(ni ))≥ ν
(
k⋃
i=1
H(ni )
)
= 1.
Thus k > 1
a
> d . This leaves the only option k = d +1.
Therefore we have obtained a (d +1)-tuple of half-spaces
(H(−n1),H(−n2), . . . ,H(−nd+1))
satisfying the requirements of Assertion 1.
Assertion 2. Without loss of generality assume that 0 and o 6= 0 are two different
Tukey medians of ν. Since 0 is a Tukey median of ν, we can choose a (d +1)-tuple of
half-spaces
(H(−n1),H(−n2), . . . ,H(−nd+1))
as in the proof of Assertion 1. Then for some i we have o ∈ intH(ni ).
Consider the half-space H such that
o ∈ ∂H , ∂H⊥ni , and H ⊂H(ni ).
By construction, µ(H) < µ(H(ni )) = depthν(0). Hence depthν(o) < depthν(0). But
we assumed that o is a Tukey median, i.e., depthν(o)= sup
x∈V
depthν(x)= depthν(0), a
contradiction.
Assertion 3. For every ν,ν′ ∈ Ma(V ) and their respective Tukey medians o,o
′ we
have
depthν(o)−‖ν−ν
′
‖≤ depthν′ (o)≤ depthν′ (o
′)≤
depthν(o
′)+‖ν−ν′‖≤ depthν(o)+‖ν−ν
′‖. (4)
Hence Assertion 3 follows.
Assertion 4. Let ν ∈Ma(V ). Denote o = o(ν).
To prove the assertion, it is enough to prove the following claim: given an arbi-
trary neighborhoodU of o there exists ε> 0 such that o(ν′) ∈U whenever ν′ ∈Ma(V )
and ‖ν−ν′‖ < ε.
Choose a (d +1)-tuple of half-spaces
(H1,H2, . . . ,Hd+1)
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satisfying the requirements of Assertion 1.
Next, choose a (d +1)-tuple of half-spaces
(H ′1,H
′
2, . . . ,H
′
d+1)
such that
∂Hi ∥ ∂H
′
i , Hi ⊂ intH
′
i , and S =
d+1⋂
i=1
H ′i ⊂U .
By construction, S is a d-simplex, and o ∈ intS.
Denote
δ= min
1≤i≤d+1
ν(H ′i )−ν(Hi ).
Since ν is nice, δ> 0. We will show that ε= δ/2 is sufficient.
Indeed, let ν′ satisfy the assumptions of our claim. Assume, for a contradiction,
that o(ν′) ∉ S. Then for some i we have o(ν′)∈Rd \H ′
i
. Therefore
depthν′ (o(ν
′))≤ ν′(Rd \H ′i )≤ ν(R
d \H ′i )+‖ν−ν
′‖≤ ν(Rd \Hi )−δ+‖ν−ν
′‖
< depthν(0)−δ+
δ
2
= depthν(0)−
δ
2
.
On the other hand, according to (4), depthν′ (o(ν
′))> depthν(0)−δ/2. A contra-
diction shows that o(ν′) ∈ S ⊂U . Thus our claim and Assertion 4 are proved.
6 Generating (d +1)-tuples of half-spaces
Let V be a Euclidean d-space. A (d +1)-tuple of closed half-spaces
(H1,H2, . . . ,Hd+1), Hi ⊂V
will be called generating if it satisfies
d+1⋂
i=1
Hi = {0}. (See also the two-dimensional
illustration, Figure 1.)
This definition implies, in particular, 0 ∈ ∂Hi for i = 1,2, . . . ,d+1. Another equiv-
alent definition would be as follows: a (d +1)-tuple of closed half-spaces
(H1,H2, . . . ,Hd+1), Hi ⊂V
is generating if for every i one has 0∈ ∂Hi and
V \0=
d+1⋃
i=1
intHi .
Note that Lemma 4, assertion 1 in the case o = 0 claims exactly the existence of a
generating (d +1)-tuple with a certain property.
In this section we prove several auxiliary facts concerning generating (d + 1)-
tuples of cones.
For a generating (d+1)-tuple (H1,H2, . . . ,Hd+1) define the corresponding (d+1)-
tuple of simplicial cones (B1,B2, . . . ,Bd+1) by
Bi =
⋂
1≤ j≤d+1
j 6=i
H j . (5)
Clearly, different (d+1)-tuples of half-spaces generate different (d+1)-tuples of sim-
plicial cones.
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H1
H3H2
B1
B3 B2
0
Figure 1: A generating 3-tuple in the plane.
Lemma 7. Let (H1,H2, . . . ,Hd+1) be a generating (d + 1)-tuple of half-spaces in the
Euclidean d-space V , (B1,B2, . . . ,Bd+1) — the corresponding (d +1)-tuple of simpli-
cial cones. Assume that a point bi ∈ intBi be chosen for each i = 1,2, . . . ,d +1. Then
conv{b1,b2, . . . ,bd+1} is a non-degenerate d-simplex, and
0 ∈ intconv{b1,b2, . . . ,bd+1}.
Proof. For each plane ∂Hi denote by ni the unit normal vector directed outwards
Hi . We have
0 ∈ intconv{n1,n2, . . . ,nd+1}, (6)
otherwise
d+1⋂
i=1
Hi 6= {0}.
By construction, for every i 6= j we have
〈bi ,ni 〉 > 0,
〈
bi ,n j
〉
< 0.
Now we argue by contradiction. Assuming that the statement of lemma is false,
there is a planeα that separates 0 from every bi . (The separation need not be strict.)
If n is the normal vector to α pointing towards the open half-space with all bi , then
〈bi ,n〉 ≥ 0 for all i .
Due to (6), we may assume without loss of generality that
n =λ1n1+λ2n2+ . . .+λdnd ,
where λi ≥ 0 and not all λi are zero. Then
〈bd+1,n〉 = λ1 〈bd+1,n1〉+λ2 〈bd+1,n2〉+ . . .+λd 〈bd+1,nd 〉 < 0,
a contradiction.
A generating (d +1)-tuple (H1,H2, . . . ,Hd+1) of half-spaces is said to haveweight
a with respect to a measure ν, if
min
i
ν(Hi )= 1−a.
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Then we will write
weightν(H1,H2, . . . ,Hd+1)= a or weightν(n1,n2, . . . ,nd+1)= a,
where ni is an outer normal for Hi .
Lemma 8. Let V be a Euclidean d-space, ν ∈M (V ), ε ∈
(
0, 1
(d+1)(2d+1)
]
. Assume that
a generating (d +1)-tuple (H1,H2, . . . ,Hd+1) of half-spaces in V satisfies
weightν(H1,H2, . . . ,Hd+1)<
1
d +1
+ε.
Then the corresponding (d +1)-tuple of simplicial cones (B1,B2, . . . ,Bd+1) satisfies
1.
d+1∑
i=1
ν(Bi )> 1− (d +1)ε.
2. 1d+1 − (2d +1)ε< ν(Bi )<
1
d+1 +ε.
Proof. One can see that the set
d+1⋃
i=1
Bi is exactly the region that is covered exactly d
times by the covering family of half-spaces Hi . In turn, the set V \
d+1⋃
i=1
Bi is covered
at most d −1 times. Hence
d
d+1∑
i=1
ν(Bi )+ (d −1)
(
1−
d+1∑
i=1
ν(Bi )
)
> (d +1)
(
1−
1
d +1
−ε
)
,
or
(d −1)+
d+1∑
i=1
ν(Bi )> d − (d +1)ε.
This proves Assertion 1.
Without loss of generality let
ν(B1)≤ ν(B2)≤ . . .≤ ν(Bd+1).
Assume that the second inequality in Assertion 2 is false, and ν(Bd+1)≥
1
d+1
+ε.
Then
ν(Hd+1)< 1−ν(Bd+1)≤ 1−
1
d +1
−ε.
Consequently, weightν(H1,H2, . . . ,Hd+1)>
1
d+1
+ε, a contradiction.
Assume that the first inequality in Assertion 2 is false, and ν(B1)≤
1
d+1
−(2d+1)ε.
Then, by Assertion 1,
d+1∑
i=2
ν(Bi )≥
d
d +1
+dε.
Thus ν(Bd+1) ≥
1
d+1 + ε, contradicting the second inequality of Assertion 2, which
has already been proved. Therefore Assertion 2 is proved completely.
Lemma9 (Bijection Lemma). LetV be a Euclideand-space,ν ∈M (V ), ε ∈
(
0, 1
(d+1)(3d+2)
]
.
Assume that there are two generating (d +1)-tuples of half-spaces in V ,
(H1,H2, . . . ,Hd+1), (H
′
1,H
′
2, . . . ,H
′
d+1),
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satisfying
weightν(H1,H2, . . . ,Hd+1),weightν(H
′
1,H
′
2, . . . ,H
′
d+1)<
1
d +1
+ε.
Then the corresponding (d +1)-tuples of simplicial cones
(B1,B2, . . . ,Bd+1), (B1,B2, . . . ,Bd+1)
satisfy
ν
(
Bi ∩B
′
σ(i)
)
>
1
d +1
− (3d +2)ε ν
(
Bi ∩B
′
σ( j )
)
= 0
for every i , j ∈ {1,2, . . . ,d +1}, i 6= j and some permutation σ of the set {1,2, . . . ,d +1}.
Proof. Consider the bipartite graphG whose vertex set is {B1 ,B2, . . . ,Bd+1}∪{B
′
1,B
′
2, . . . ,B
′
d+1
}
(the parts are {B1,B2, . . . ,Bd+1} and {B
′
1,B
′
2, . . . ,B
′
d+1
}), and an edge (Bi ,B
′
j
) is present
inG if and only if ν(Bi ∩B
′
j
)> 0.
We claim that G is a perfect matching. First we prove that G contains a perfect
matching as a subgraph.
Assume that there is no perfect matching in G. Then, up to a permutation of
indices, there exist k,m ∈ N, k < m, such that B1,B2, . . . ,Bm are connected only
with B ′1,B
′
2, . . . ,B
′
k
. Indeed, this is a direct consequence of the Hall’s Marriage Theo-
rem [10, Theorem 25.1].
Thus the set
m⋃
i=1
Bi is covered by the set
k⋃
i=1
B ′i ∪
(
V \
d+1⋃
i=1
B ′i
)
.
Hence
d+1⋃
i=m+1
Bi ∪
(
V \
d+1⋃
i=1
Bi
)
∪
k⋃
i=1
B ′i ∪
(
V \
d+1⋃
i=1
B ′i
)
=V ,
and, consequently,
d+1∑
i=m+1
ν(Bi )+ν
(
V \
d+1⋃
i=1
Bi
)
+
k∑
i=1
ν(B ′i )+ν
(
V \
d+1⋃
i=1
B ′i
)
≥ 1.
As ε < 1
(d+1)(3d+2)
< 1
(d+1)(2d+1)
, it is possible to apply Lemma 8, replacing ν(Bi ),
ν(B ′
i
), ν
(
V \
d+1⋃
i=1
Bi
)
andν
(
V \
d+1⋃
i=1
B ′
i
)
with their respective upper bounds. This yields
(d +1+k−m)
(
1
d +1
+ε
)
+2(d +1)ε> 1,
or
ε>
m−k
(d +1)(3d +3+k−m)
≥
1
(d +1)(3d +2)
,
a contradiction. ThereforeG contains a perfect matching.
Up to a permutation of indices we can assume that for each i an edge (Bi ,B
′
i
) is
present inG. Nowwe aim to show that no other edge ofG exists.
Without loss of generality, assume that (B1,B
′
2) is also an edge of G. Choose a
point b1 ∈ intB1∩B
′
2. For each i > 1 choose a point bi ∈ Bi ∩B
′
i
.
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We have bi ∈ intBi for each i . Hence, by Lemma 7,
0 ∈ intconv{b1,b2, . . . ,bd+1}.
On the other hand,
0 ∉ intH ′1 ⊃ conv{b1,b2, . . . ,bd+1},
a contradiction. ThereforeG is exactly a perfect matching.
Finally, according to Lemma 8, ν(Bi )>
1
d+1
− (2d +1)ε, and
ν(Bi \B
′
i )≤ ν
(
V \
d+1⋃
i=1
B ′i
)
≤ (d +1)ε.
Hence
ν(Bi ∩B
′
i )>
1
d +1
− (3d +2)ε.
7 The central ray of a simplicial cone
Let us assume for this entire section that V is a Euclidean d-space, and a measure
ν ∈M (V ) is fixed.
Let B be a d-dimensional simplicial cone in V with vertex 0. For t ∈ (0,1] define
H (B, t)= {H :H is a half-space, 0 ∈ ∂H , and ν(H ∩B)≥ tν(B)}.
The cone B does not contain any straight line entirely. Therefore we can choose
a unit vector n such that 〈n,b〉 > 0 for every b ∈ B \0.
Consider the central projection πc of V with the center at 0 onto the plane
Π= {y :
〈
n, y
〉
= 1}.
Define the probability measure ν∗ in the plane Π as follows:
ν∗(X )=
ν(π−1c (X )∩B)
ν(B)
for everymeasurable X ⊆Π. Thismeans, for instance, that the support ofν∗ isπc (B),
so ν∗ ∉M (Π), but we will not need the inclusion.
Let H be a half-space in V such that ∂H is not orthogonal to n. Then H ∩Π is a
half-space in Π and
ν∗(H ∩Π)=
ν(H ∩B)
ν(B)
.
If t ≥ d−1d , then, by the Rado theorem,⋂
H∈H (B ,t )
(H ∩Π) 6=∅.
The intersection above is contained in B , hence there exists a non-zero vector e ∈ B
such that ⋂
H∈H (B ,t )
(H ∩B)⊇ {λe :λ≥ 0}.
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The above argument for t = d
d+1
> d−1
d
implies that the set
C (B)=
⋂
H∈H
(
B , d
d+1
)(H ∩B)
is a convex cone of positive measure. We will call C (B) the central cone of B .
Let Sd−1 be the unit sphere in V centered at the origin. Define
e(B)=
∫
Sd−1∩C (B )
xdx
∥∥∥∥∥ ∫
Sd−1∩C (B )
xdx
∥∥∥∥∥
,
where dx is the element of the (d −1)-dimensional Lebesgue measure in Sd−1. We
will call e(B) the central vector of B , and the ray along e(B) the central ray of B .
We emphasize that e(B) is a unit vector, and that e(B) ∈C (B).
Remark. As one can see, the definition of C (B) and e(B) depends on the measure ν.
Whenever an ambiguity related to the varying measure ν is possible, we will use the
notation C (B ;ν) and e(B ;ν).
Let us state some properties of central cones and central vectors.
Proposition 10. C (B ;ν) and e(B ;ν) change continuously with a continuous change
of ν and B.
Remark. In order to make Proposition 10 explicit, we need to define a continuous
change of a cone. For instance, it is enough to define a basic neighborhood of a con-
vex d-dimensional coneC ⊂V containing no entire straight line. Namely, choose an
arbitrary pair of closed convex cones Cint and Cext such that
Cint ⊂ intC , C ⊂ intCext .
Then Cint and Cext span the following basic neighborhood ofC : the set of all closed
cones C ′ satisfying
Cint ⊂ intC
′, C ′ ⊂ intCext .
The proof of Proposition 10 is routine, and we therefore skip it.
Lemma 11. Let B and B ′ be simplicial cones, both with vertex 0. Suppose that
max(ν(B),ν(B ′))≤
1
d +1
+
1
3(d +1)3
,
ν(B ∩B ′)≥
1
d +1
−
3d +2
3(d +1)3
.
Then
B ⊇C (B ′) and B ′ ⊇C (B).
Proof. The conditions are symmetric for B and B ′, so it is enough to prove that B ⊇
C (B ′). Let C (B ′) \B 6=∅. Then there exists a half-space H such that
0 ∈ ∂H , B ⊂H , and C (B ′) \H 6=∅.
But we have
ν(H ∩B ′)≥ ν(B ∩B ′)≥
1
d +1
−
3d +2
3(d +1)3
≥
d
d +1
(
1
d +1
+
1
3(d +1)3
)
≥
d
d +1
ν(B ′).
HenceC (B ′)⊂H by definition ofC (B ′). A contradiction.
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Remark. This is the point of the paper where the strongest assumptions are made.
Indeed, the lower bound for ν(B ∩B ′) will come from Lemma 9. To make this lower
bound work in Lemma 11, we need ε ≤ 1
3(d+1)3
, which is much stronger than the
assumption of Lemma 9.
Remark. Notice that the value t = dd+1 for H (B, t) is not optimal. We could use any
t > d−1
d
, but decreasing t gives only a minor improvement to our results.
Corollary 12. If B, B ′ are as in Lemma 11, then
e(B) ∈B ′ and e(B ′) ∈B.
8 Ordered (d +1)-tuples of small weight
In this section we continue to write V for a Euclidean d-space. For brevity, we write
a0 =
1
d +1
+
1
3(d +1)3
.
From now on, we start to distinguish ordered and unordered (d + 1)-tuples of
half-spaces (cones). To emphasize the distinction, wewrite unordered (d+1)-tuples
in circle brackets, and the ordered (d +1)-tuples in square brackets.
Given a measure ν ∈M (V ) and a ∈ (0,1), let Rν(a) denote the family of all (un-
ordered) generating (d +1)-tuples of half-spaces (H1,H2, . . . ,Hd+1) satisfying
weightν(H1,H2, . . . ,Hd+1)≤ a.
Assume, in addition, that ν ∈M ◦a (V ) for some a ∈ (0,a0). Starting from the family
Rν(a), we want to obtain a family R
∗
ν(a) of ordered (d+1)-tuples with the following
natural properties.
(R1) There is a bijection between Rν(a) and R
∗
ν(a): every unordered (d +1)-tuple
(H1,H2, . . . ,Hd+1) ∈Rν(a) corresponds to a unique ordered (d +1)-tuple
[Hσ(1),Hσ(2), . . . ,Hσ(d+1)] ∈R
∗
ν(a),
where σ is some permutation of {1,2, . . . ,d +1}.
(R2) If
[H1,H2, . . . ,Hd+1], [H
′
1,H
′
2, . . . ,H
′
d+1] ∈R
∗
ν(a),
[B1,B2, . . . ,Bd+1] and [B
′
1,B
′
2, . . . ,B
′
d+1
] are the corresponding (d +1)-tuples of
cones, then ν(Bi ∩B
′
i
)> 1d+1 −
3d+2
3(d+1)3
.
Lemma 13. For every a ∈
(
1
d+1
,a0
)
and every ν ∈M ◦a (V ) there exists a family of or-
dered (d +1)-tuples of half-spaces R∗ν(a) satisfying the conditions (R1) and (R2).
Proof. Choose an arbitrary unordered (d +1)-tuple from Rν(a) and select an arbi-
trary order for it, say,
[H1,H2, . . . ,Hd+1].
According to Lemma 9, for any unordered (d +1)-tuple
(H ′1,H
′
2, . . . ,H
′
d+1) ∈Rν(a)
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there exists a permutation σ of {1,2, . . . ,d +1} such that
ν
(
Bi ∩B
′
σ(i)
)
≥
1
d +1
−
3d +2
3(d +1)3
ν
(
Bi ∩B
′
σ( j )
)
= 0, (7)
where Bi and B
′
i
denote the respective simplicial cones. Then put
[H ′σ(1),H
′
σ(2), . . . ,H
′
σ(d+1)] ∈R
∗
ν(a).
Let
[H ′1,H
′
2, . . . ,H
′
d+1], [H
′′
1 ,H
′′
2 , . . . ,H
′′
d+1] ∈R
∗
ν(a).
Then, combining (7) and Lemma 8 for the cones Bi , we obtain
ν
(
Bi ∩B
′
i
)
>
1
2
ν(Bi ), ν
(
Bi ∩B
′′
i
)
>
1
2
ν(Bi ).
Therefore
ν
(
B ′i ∩B
′′
i
)
> 0.
Lemma 9 implies
ν
(
B ′i ∩B
′
i
)
≥
1
d +1
−
3d +2
3(d +1)3
.
Hence R∗ν(a) meets the required conditions.
Let us also notice that the proof of Lemma 13 implies the following proposition.
Proposition 14. If a family R∗ν(a) satisfies the conditions (R1) and (R2), then any
other family satisfying these conditions is obtained by choosing an arbitrary permu-
tation σ and applying it to each element of R∗ν(a).
Lemma 15. Let a ∈
(
1
d+1 ,a0
)
, ν ∈ M ◦a (V ), a1 ∈ (a,a0). Assume that the family of
ordered (d+1)-tuplesR∗ν(a1) is chosen. Then for everymeasure ν
′ ∈M ◦a (V ) satisfying
‖ν′−ν‖ < a1−a one can choose the family of ordered (d +1)-tuples R
∗
ν′
(a) satisfying
(R1), (R2) and the additional condition
R
∗
ν′ (a)⊆R
∗
ν(a1).
Proof. We start with the observation that Rν′ (a) 6=∅. Indeed, this follows from the
assumption ν′ ∈ M ◦a (V ) and assertion 1 of Lemma 4. Therefore we can choose a
(d +1)-tuple (H1,H2, . . . ,Hd+1) ∈Rν′ (a).
Since ‖ν′−ν‖ < a1−a, we conclude that
(H1,H2, . . . ,Hd+1)∈Rν(a1).
Without loss of generality assume that [H1,H2, . . . ,Hd+1] ∈R
∗
ν(a1).
Choose R∗
ν′
(a) so that [H1,H2, . . . ,Hd+1] ∈R
∗
ν′
(a).
Assume that [H ′1,H
′
2, . . . ,H
′
d+1
] ∈R∗
ν′
(a). Then
(H ′1,H
′
2, . . . ,H
′
d+1)∈Rν(a1).
But we have ν′(Bi ∩B
′
i
)≥ 1d+1 −
3d+2
3(d+1)3
, and therefore
ν(Bi ∩B
′
i )≥
1
d +1
−
3d +2
3(d +1)3
− (a1−a)> 0,
because a1−a < a0−a <
1
3(d+1)3
. Hence indeed [H ′1,H
′
2, . . . ,H
′
d+1
] ∈R∗ν(a1).
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To state the next lemma note that R∗ν(a) can be treated as a subset of the com-
pact space (Sd−1)d+1 with the natural topology. Indeed, an ordered (d +1)-tuple of
half-spaces can be identified with the ordered (d +1)-tuple of their outer unit nor-
mals.
Lemma 16. For every a ∈
(
1
d+1
,a0
)
, ν ∈M ◦a (V ) the setR
∗
ν(a) is compact.
Proof. Consider an arbitrary converging sequence
[H
( j )
1 ,H
( j )
2 , . . . ,H
( j )
d+1
] ∈R∗ν(a) ( j = 1,2, . . .).
Let [B
( j )
1 ,B
( j )
2 , . . . ,B
( j )
d+1
] be the respective (d + 1)-tuples of simplicial cones. Write
Hi = lim
j→∞
H
( j )
i
.
By property (R2) of R∗ν(a), we have
ν(B (1)
i
∩B
( j )
i
)≥
1
d +1
−
3d +2
3(d +1)3
.
Lemma 11 implies
C (B (1)
i
)⊆B
( j )
i
.
Therefore, for each 1≤ i , i ′ ≤ d +1, i 6= i ′ one has
C (B (1)
i
)⊂V \H
( j )
i
, C (B (1)
i
)⊂H
( j )
i ′
.
For each i = 1,2, . . . ,d +1 take a unit vector bi pointing to the interior of C (B
(1)
i
).
If H is a half-space with 0 ∈ ∂H , let n(H) denote the outer unit normal to ∂H .
As bi is separated from the boundary ofC (Bi ), there exists δ> 0, independent of
j , such that for any 1≤ i , i ′ ≤ d +1, i 6= i ′ one has〈
n(H
( j )
i
),bi
〉
≥ δ,
〈
n(H
( j )
i ′
),bi
〉
≤−δ.
Taking the limit, we obtain
〈n(Hi ),bi 〉 ≥ δ, 〈n(Hi ′ ),bi 〉 ≤−δ.
By Lemma 7,
0 ∈ intconv{b1,b2, . . . ,bd+1}.
Hence, if H∗
i
is a half-space such that bi =n(H
∗
i
), then the (d +1)-tuple
(H∗1 ,H
∗
2 , . . . ,H
∗
d+1)
is generating. Let
(B∗1 ,B
∗
2 , . . . ,B
∗
d+1)
be the corresponding (d +1)-tuple of simplicial cones. Then one has
n(Hi ) ∈ intB
∗
i .
Lemma 7 immediately yields
0 ∈ intconv{n(H1),n(H2), . . . ,n(Hd+1)}.
19
Hence the (d +1)-tuple [H1,H2, . . . ,Hd+1] is generating. Denote the corresponding
simplicial cones by Bi (i = 1,2, . . . ,d +1).
By continuity of the weight function,
weightν(H1,H2, . . . ,Hd+1)≤ a.
Finally, suppose that
[H1,H2, . . . ,Hd+1] ∉R
∗
ν(a).
Then there is a non-trivial permutation σ such that
[Hσ(1),Hσ(2), . . . ,Hσ(d+1)] ∈R
∗
ν(a).
Due to the property (R2), for each j = 1,2, . . . we have
ν(Bσ(i) ∩B
( j )
i
)≥
1
d +1
−
3d +2
3(d +1)3
.
Taking the limit for j →∞ yields
ν(Bσ(i) ∩Bi )≥
1
d +1
−
3d +2
3(d +1)3
,
which is impossible. A contradiction shows that
[H1,H2, . . . ,Hd+1] ∈R
∗
ν(a).
Thus R∗ν(a) is closed and hence compact.
9 Proof of Lemma 5
We continue using the notation of the previous section. Also, throughout this sec-
tion we will assume that a ∈
(
1
d+1
,a0
)
is fixed. We prove Lemma 17 to enable the
definition of TVa . Lemma 18 shows that the image of T
V
a is indeed a subset of T (V ).
Property 1 of Lemma 5 follows from Lemma 19 and Corollary 20. Property 2 follows
immediately from the definition, because all the auxiliary objects we use change
naturally under isometries.
Let us define a vector function
ei (ν;n1,n2, . . . ,nd+1) :M
◦
a (V )× (S
d−1)d+1→V .
I.e., the arguments are a measure ν ∈M ◦a (V ) and d +1 unit vectors in V .
In order to do that, choose, according to Lemma 13, the family R∗ν(a) of ordered
(d+1)-tuples of half-spaces satisfying the properties (R1) and (R2) from the previous
section.
Given a unit vector n ∈V denote byH(n) the half-space inV such that 0 ∈ ∂H(n)
and n is the outer unit normal for H(n). Let us also write Hi =H(ni ). The definition
of the function ei will consist of twomutually disjoint cases.
Case 1. [H1,H2, . . . ,Hd+1] ∉R
∗
ν(a). Put
ei (ν;n1,n2, . . . ,nd+1)= 0.
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Case 2. [H1,H2, . . . ,Hd+1] ∈R
∗
ν(a). Then, writing Bi for the i th simplicial cone cor-
responding to the generating (d +1)-tuple (H1,H2, . . . ,Hd+1), put
ei (ν;n1,n2, . . . ,nd+1)=
(
a−weightν(H1,H2, . . . ,Hd+1)
)
e(Bi ;ν). (8)
Here e(Bi ;ν) denotes, as in Section 7, the central vector of the cone Bi with respect
to the measure ν.
The definition of ei (ν;n1,n2, . . . ,nd+1) is complete. Let us prove the following
continuity property.
Lemma 17. Let ν ∈ M ◦a (V ) be fixed. Then ei (ν;n1 ,n2, . . . ,nd+1) is continuous as a
function from (Sd−1)d+1 to V .
Proof. Consider the two cases.
Case 1. ei (ν;n1,n2 , . . . ,nd+1)= 0 holds. Then there are two subcases.
Subcase 1.1. [H1,H2, . . . ,Hd+1] ∉ R
∗
ν(a). By Lemma 16, the set R
∗
ν(a) is compact.
Therefore
[H(n′1),H(n
′
2), . . . ,H(n
′
d+1)] ∉R
∗
ν(a)
for any (d+1)-tuple [n′1 ,n
′
2, . . . ,n
′
d+1
] of unit vectors close enough to [n1 ,n2, . . . ,nd+1].
Hence
ei (ν;n
′
1,n
′
2, . . . ,n
′
d+1)≡ 0
in some neighborhood of [n1,n2, . . . ,nd+1].
Subcase 1.2. [H1,H2, . . . ,Hd+1] ∈R
∗
ν(a) and weightν(H1,H2, . . . ,Hd+1)= a. Let arbi-
trary ε> 0 be given. Then for any (d +1)-tuple [n′1,n
′
2 , . . . ,n
′
d+1
] of unit vectors close
enough to [n1,n2, . . . ,nd+1] one has
weightν(H(n
′
1),H(n
′
2), . . . ,H(n
′
d+1))≥ a−ε.
Consequently, ‖ei (ν;n
′
1,n
′
2, . . . ,n
′
d+1
)‖ < ε. This ends the proof of the subcase, since
ε is arbitrary.
Case 2. ei (ν;n1,n2 , . . . ,nd+1) 6= 0. Then
[H1,H2, . . . ,Hd+1] ∉R
∗
ν(a) and weightν(H1,H2, . . . ,Hd+1)< a.
Let arbitrary ε> 0 be given. Then, if a (d+1)-tuple [n′1,n
′
2, . . . ,n
′
d+1
] of unit vectors is
close enough to [n1,n2, . . . ,nd+1], one has
weightν(H(n
′
1),H(n
′
2), . . . ,H(n
′
d+1))< a.
The property (R2) and the uniqueness part of the property (R1) imply
[H(n′1),H(n
′
2), . . . ,H(n
′
d+1)] ∈R
∗
ν(a).
Thus in some neighborhood of [n1,n2, . . . ,nd+1] the function ei is defined according
to (8). But both multipliers in the right-hand side of (8) are continuous (the second
one due to Proposition 10), hence Case 2 follows.
We continue by defining the function ei (ν) :M
◦
a (V )→V as follows:
ei (ν)=
∫
(Sd−1)d+1
ei (ν;n1,n2, . . . ,nd+1)dn1dn2 . . .dnd+1. (9)
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Due to Lemma 17, the integration is indeed possible.
We emphasize that the ordered (d +1)-tuple
[e1(ν),e2(ν), . . . ,ed+1(ν)]
depends on the choice of R∗ν(a) from (d +1)! possible variants, but the unordered
(d +1)-tuple
(e1(ν),e2(ν), . . . ,ed+1(ν))
does not. Therefore we have a map TVa :M
◦
a (V )→V
d+1/Sd+1 defined by
TVa (ν)= (e1(ν),e2(ν), . . . ,ed+1(ν)).
Our aim will be to show that TVa satisfies the requirements of Lemma 5. We do
it in the next lemmas, leaving aside property 2, which is straightforward from the
definition of TVa .
Lemma 18. For every ν ∈M ◦a (V ) one has T
V
a (ν) ∈T (V ).
Proof. Equivalently, we have to prove
0 ∈ intconv{e1(ν),e2(ν), . . . ,ed+1(ν)}. (10)
Assertion 1 of Lemma 4 implies that
weightν(H1,H2, . . . ,Hd+1)= depthν(0)< a
for some generating (d +1)-tuple (H1,H2, . . . ,Hd+1). Consequently,
ei (ν;n1,n2, . . . ,nd+1) 6≡ 0.
LetBi denote the simplicial cones corresponding to the (d+1)-tuple (H1 ,H2, . . . ,Hd+1).
Choose an arbitrary (d +1)-tuple
[H ′1,H
′
2, . . . ,H
′
d+1] ∈R
∗
ν(a)
satisfying
weightν(H
′
1,H
′
2, . . . ,H
′
d+1)< a.
If [B ′1,B
′
2, . . . ,B
′
d+1
] is the corresponding (d +1)-tuple of simplicial cones, and n′
j
is
the outer unit normal to H ′
j
, then
ei (ν,n
′
1,n
′
2, . . . ,n
′
d+1) ∈ intC (B
′
i )⊂ intBi . (11)
Note that (11) holds in a set of positivemeasure, for instance, in some neighborhood
of [n1,n2, . . . ,nd+1].
If a (d + 1)-tuple of unit vectors [n′1,n
′
2, . . . ,n
′
d+1
] cannot be obtained in such a
way
ei (ν;n
′
1,n
′
2, . . . ,n
′
d+1)= 0. (12)
Integrating according to (9), one obtains that
ei (ν) ∈ intBi ,
and, in particular, ei (ν) 6= 0.
Applying Lemma 7, we immediately get (10).
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Lemma 19. Let ν ∈ M ◦a (V ). Writing a1 =
a0+a
2
, assume that there is an infinite se-
quence of measures ν j ∈M
◦
a (V ) ( j = 1,2, . . .) such that ‖ν j −ν‖ <
a1−a
2
for each j , and
lim
j→∞
ν j = ν. Let R
∗
ν j
(a)⊆R∗ν(a1) for each j , and alsoR
∗
ν(a)⊆R
∗
ν(a1). Then for every
sequence n1,n2, . . .nd+1 (nk ∈S
d−1) and every i = 1,2, . . . ,d +1 one has
lim
j→∞
ei (ν j ;n1,n2, . . .nd+1)= ei (ν;n1,n2, . . . ,nd+1).
Proof. Consider the two possible cases.
Case 1. ei (ν;n1,n2, . . . ,nd+1)= 0. If, as before, H j is a half-space with outer normal
n j and 0 ∈ ∂H j , then there are three subcases.
Subcase 1.1. [H1,H2, . . . ,Hd+1] ∉R
∗
ν(a1). Then for every j
[H1,H2, . . . ,Hd+1] ∉R
∗
ν j
(a1),
hence ei (ν j ;n1,n2, . . . ,nd+1)= 0.
Subcase 1.2. [H1,H2, . . . ,Hd+1] ∈R
∗
ν(a1) and weightν(H1,H2, . . . ,Hd+1) ≥ a. Let ar-
bitrary ε> 0 be given. Then for every j ≥ j0 one has
weightν j (H1,H2, . . . ,Hd+1)> a−ε,
hence ‖ei (ν j ;n1,n2, . . . ,nd+1)‖< ε. Since ε is arbitrary, Subcase 1.2 is proved.
Subcase 1.3. [H1,H2, . . . ,Hd+1] ∈R
∗
ν(a1), weightν(H1,H2, . . . ,Hd+1)< a, but
[H1,H2, . . . ,Hd+1] ∉R
∗
ν(a).
We claim that this subcase is impossible. Indeed, (R1) implies that there exists a
non-trivial permutation σ of {1,2, . . . ,d +1} such that
[Hσ(1),Hσ(2), . . . ,Hσ(d+1)] ∈R
∗
ν(a)⊆R
∗
ν(a1).
A contradiction to the uniqueness part of (R1) applied to R∗ν(a1).
Case 2. e j (ν;n1,n2, . . . ,nd+1) 6= 0. Then
weightν(H1,H2, . . . ,Hd+1)< a.
Consequently, for some j0 and every j > j0 one has
weightν j (H1,H2, . . . ,Hd+1)< a.
Then [H1,H2, . . . ,Hd+1] ∈ R
∗
ν j
(a). Indeed, otherwise there exists a non-trivial per-
mutation σ of {1,2, . . . ,d +1} such that
[Hσ(1),Hσ(2), . . . ,Hσ(d+1)] ∈R
∗
ν j
(a)⊆R∗ν(a1),
which leads to a contradiction similarly to Subcase 1.3.
Hence for j > j0 the vector ei (ν j ;n1,n2, . . . ,nd+1) is defined according to (8). We
have
lim
j→∞
weightν j (H1,H2, . . . ,Hd+1)=weightν(H1,H2, . . . ,Hd+1),
and lim
j→∞
e(Bi ;ν j )= e(Bi ;ν)
(the last identity is due to Proposition 10). Hence Case 2 follows.
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Corollary 20. The map TVa (ν) is continuous.
Proof. Choose an arbitrary measure ν0 ∈ M
◦
a (V ). Let us prove the continuity of
Ta(ν) at ν= ν0.
Since Cauchy and Heine definitions of continuity are equivalent in our case, we
will use the latter. I.e., for an arbitrary sequence ν j → ν0 ( j = 1,2, . . ., ν j ∈M
◦
a (V )) we
will prove
lim
j→∞
Ta (ν j )= Ta(ν0).
Without loss of generality we can assume that ‖ν j−ν0‖< a1−a, where a1 =
a+a0
2
.
Choose R∗ν0 (a1) and the families
R
∗
ν j
(a)⊆R∗ν0 (a1) ( j = 0,1,2, . . .)
satisfying the requirements of Lemma 15,
By Lemma 19, the sub-integral function for ν j in (9) converges pointwise to that
of ν0. Also, by definition,
‖ei (ν j ;n1,n2, . . . ,nd+1)‖≤ a.
Hence, by the Bounded Convergence Theorem (see, for example, [9, Section 4.2]),
ei (ν j ) converges to ei (ν).
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