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Die vorliegende Arbeit ist unter dem Titel "Probabilistische Verfahren zur Verbesserung der 
Testbarkeit synthetisiener digitaler Schaltungen" von der Fakultät fUr Informatik der Universität 
Karlsruhe (Technische Hochschule) als Dissenation zur Erlangung des akademischen Grades 
eines Doktors der Naturwissenschaften genehmigt worden. Die mündliche Prüfung fand arn 
10. Dezember 1986 statt, erster Gutachter war Prof. DrAng. D. Schmid aus Karlsruhe, zwei-
ter Gutachter war Prof. DrAng. W. Geisselhardt aus Duisburg. 
Die Dissertation behandelt den Selbsttest hochintegriener digitaler Schaltungen mit zufallig er-
zeugten Mustern. Es wird ein Verfahren vorgestellt, um die Wahrscheinlichkeit zu schätzen, mit 
der ein Fehler durch ein zufällig erzeugtes Muster erkannt wird, und um darauf aufbauend die 
notwendige Zahl von Zufallsmustern zu bestimmen. 
Beim konventionellen Zufallstest benötigen viele Schaltungen unwinschaftlich große Muster-
mengen. Um dieses Problem zu lösen, wird eine Methode vorgeschlagen, fUr Zufallsmuster 
solche optima1en Verteilungen zu bestimmen, die eine besonders hohe Fehlererfassung erwanen 
lassen. In vielen Fällen kann so die nötige Musterzahl um mehrere Größenordnungen gesenkt 
werden. Zur Ausführung eines einfachen Selbsnests wird ein Modul vorgestellt, der auf dem 
Chip integrien werden kann und im Testmodus die Muster mit den gefordenen Verteilungen er-
zeugt. Der Mehraufwand an Schaltelementen für den Selbsnest mit optimienen Zufallsmustern 
ist mit dem beim herkömmlichen Zufallstest vergleichbar. 
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Ziel der Arbeit 
Bei steigender Integrationsdichte wird der Test zu einem dominierenden Kostenfaktor bei der 
Herstellung integrierter Schaltungen. Abhilfe bringt der Test mit zufallig erzeugten Mustern, die 
mit geringem Mehraufwand auf dem Chip selbst erzeugt und ausgewertet werden können. 
Bei diesem Vorgehen gibt man der Schaltung eine Menge zufaIIig erzeugter Muster ein. Reagiert 
sie auf alle Muster korrekt, so nimmt man an, daß sie fehlerfrei ist. Dazu ist vorab aus der 
Schaltungsstruktur die Zahl der anzulegenden Muster und die Reaktion der Schaltung darauf zu 
bestimmen. Ein weiteres Problem werfen solche Schaltungen auf, die daflir unwirtschaftlich 
viele Muster benötigen. Die vorliegende Arbeit behandelt beide Probleme. 
Es wird ein Verfahren dafür angegeben, die Wahrscheinlichkeit zu schätzen, mit der ein Fehler 
durch ein zufallig erzeugtes Muster erkannt wird. Es wird ferner eine Methode vorgeschlagen, 
ftirZufallsmuster solche Verteilungen zu bestimmen, die eine besonders hohe Fehlererfassung 
erwanen lassen. In vielen Fällen kann so die nötige Musterzahl um mehrere Größenordnungen 
gesenkt werden. Zur Ausführung eines einfachen Selbstlests wird ein Modul vorgestellt, der 
auf dem Chip integriert werden kann und im Testmodus die Muster mit den geforderten 
Veneilungen erzeugt. Der Mehraufwand zur Erzeugung der optimienen Zufallsmuster kann 
dabei sogar geringer als beim herkömmlichen Zufallstest sein. 
Umfeld der Arbeit 
Seit dem Erscheinen der ersten integrierten Schaltung hat sich die Zahl der Transistoren pro 
Chip etwa alle zwei Jahre verdoppelt /Nomu85/, und es ist zu erwarten, daß die technisch 
machbare Integrationsdichte im gleichen Maße weiter steigt. Die Komplexität vieler Aufgaben 
beim Entwurf und beim Test wächst jedoch noch schneller als die Zahl der in den Schaltungen 
integrienen Funktionen. 
Zu diesen Aufgaben gehören die Plazierung, Verdrahtung, Kompaktierung, Logiksynthese, 
Simulation und Prüfprogrammerzeugung. Ihre hohen Kosten stehen dem breiten Einsatz kun-
denspezifischer Schaltungen für Spezialfunktionen in kleinen und mittleren Stückzahlen entge-
gen. Für sehr hoch integriene Schaltungen in freier Logik sind diese Aufgaben manuell nicht 
mehr zu bewältigen, so daß man auf effiziente Verfahren flir den rechnerunterstützten Entwurf 
angewiesen ist. Aber auch deren Leistungstahigkeit reicht vielfach nicht aus, um den hohen 
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Anforderungen gerecht zu werden. Daher erlangen in steigendem Maße die algorithmischen 
Probleme der Emwurfsautomarisierung gebenüber den technologischen Problemen Bedeutung. 
Beim automatisierten Emwurfkann die Komplexität der zu lösenden Aufgaben dadurch gesenkt 
werden, daß man auf verschiedenen Abstraktions- und Hiernrchieebenen die Schal!ungs-
funktion beschreibt. Beispiele solcher Ebenen sind die Schaltkreisebene, die logische Ebene, 
die Register-Trnnsferebene und die algorithmische Ebene (Verhaltensbeschreibung durch eine 
höhere Progranuniersprache). 
Diese Ebenen haben sich im Rahmen des hierarchischen Entwurfs bisher herausgebildet, jedoch 
verlangt beispielsweise die neue Entwicklung von sogenanmen Ein-Chip-Rechnem /Saka8S/ 
bereits die Beschreibung von Schaltungen auf der Ebene der Rechnerarchitektur /John84/. 
Für jede dieser Ebenen müssen dem Entwerfer geeignete Werkzeuge zur Verfügung stehen. So 
existieren auf der Schaltkreisebene unter anderem analoge Simulatoren, um das elektrische 
Verhalten der Schaltungsteile wiederzugeben. Auf einer höheren Ebene sind Werkzeuge 
verl .... igbar. die dem Entwerfer eine Bibliothek bereits entwickelter und simulierter Zellen an die 
Hand geben und deren Plazierung, Verdrahtung und Simulation weitgehend automatisieren (z. 
B. das Programmsystem VENUS /OÖ1l84/, /HORN8S/). Zu derselben Ebene gehören die 
"Silicon Compiler", die ausgehend von einer Beschreibung der Funktion und der Struktur 
entsprechende Zellen aus einer Bibliothek auswählen oder parametrisien erzeugen, plazieren, 
verdrahten und die Validierung der generierten Struktur unterstützen (vgl./Ayre83/, /BLAC8S/, 
/KREK8S/). 
Die hohe Komplexität der produzierbaren Schaltungen verlangt auch zunehmend Werkzeuge flir 
die rechnergestützte Erstellung der logischen Struktur aus Beschrei bungen der Schaltungsfunk-
lion in einer höheren Programmiersprache. Diese sogenannte Logiksynthese ist gegen wärtig ein 
stark bearbeitetes Forschungsfeld (siehe INewt8S/,/Camp8S/), Eine komfonable und effiziente 
Logiksynthese verkürzt die Zeit für die Entwicklung einer Schaltung. Allerdings können 
Testvorbereitung, TestersteIlung und Testdurchführung in manchen Fällen bis zu 60 % der 
Oesamtkosten pro Chip in Anspruch nehmen /Benn84/. Je mehr es deshalb gelingt, die Ent-
wurfskosten zu senken, desto stärkere Bedeutung erhält der Kostenanteil des Tests. 
Diese Kosten sind in der Regel beträchtlich, obwohl hochintegrierte Schaltungen häufig mit 
Zusatzlogik ausgestattet und ihre Funktionen modifizien werden, um den Test zu erleichtern 
oder überhaupt erst zu ennöglichen ("Design for Testability", Dm. Die Logiksynthese muß die 
mr den Test notwendigen Entwurfsmodifikationen automatisch ausfUhren, wenn einer ihrer 
wesentlichen Voneile, die Korrektheit per Konstruktion, erhalten bleiben soll. Außerdem ginge 
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die erwünschte Beschleunigung des Entwurfsvorgangs wieder verloren, falls die Logikstruktur 
zur Testeneugung manuell aufgearbeitet werden müßte. 
Am Institut für Informatik IV der Universität Karlsruhe wird daher seit einigen Jahren die 
Integration von Logiksynthese und Test als Forschungsgebiet bearbeitet !SCHM84!. In der 
vorliegenden Arbeit wird der Test mit Zufallsmustern als eine für synthetisierte Schaltungen 
geeignete Teststtategie vorgeschlagen, da er im Selbsuest ohne teure Hochleistungstestgeräte 
und ohne die rechenzeitaufwendige Testrnusterbestimmung mit geringen Kosten durchgeführt 
werden kann. 
Die Ergebnisse dieser Arbeit sind als Programmpaket PROTEST (probabilistische Testbar-
keitsanalysc) /Wu85! implementiert und Bestandteil des Systems zur Logiksynthese CADDY 
(Carlsruhe Digital Design System, vgl. /Rose84!,!SCHM84!, /RoCa85/). 
Gliederung der Arbeit 
Im ersten Kapitel der Arbeit werden einige Grundlagen des Testproblems für intcgriene 
Schaltungen zusammengestellt. seine technischen und ökonomischen Aspekte skizziert und 
Besonderheiten des Testproblems ftir synthetisierte Schaltungen herausgearbeitet 
Das zweite Kapitel stellt grundlegende Definitionen und Sachverhalte zusammen, umreißt die 
Ziele dieser Arbeit und grenzt sie von den bislang geleisteten Vorarbeiten ab. 
Das drine Kapitel behandelt probabilistische Verfahren in der Testeneugung und Testbarkeits-
analyse. Zunächst werden einige Aussagen über den Aufwand und die Genauigkeit bekannter 
Methoden zur probabilistischen Analyse von Schalmetzen hergeleitet. Die dabei gewonnenen 
Erkenntnisse dienen als Grundlage ftir ein neues Verfahren zur Bestimmung von Signalwahr· 
scheinlichkeiten, Fehlerentdeckungswahrscheinlichkeiten und Testlängen. 
Das vierte Kapitel behandelt optimierte Zufallstests für Schaltnetze. Grundlage dieser Optintie-
rung ist, daß sich die zu erwartende Fehlerüberdeckung eines Zufallstests bedeutend steigern 
läßt, wenn jeder primäre Eingang des zu testenden Schaltnetzes mit einer für ihn spezifischen 
Wahrscheinlichkeit auf logisch "I" gesetzt wird. Ein optimaler Zufallstest stimulien dann jeden 
Eingang des Schalmetzes derart, daß die notwendige Testlänge minimal wird. Es werden Pro -
bleme der Existenz und Eindeutigkeit optimaler Tests diskutiert, und es wird ein effizientes 
Verfahren angegeben, um solche Verteilungen zu bestimmen, die einem optimalen Test nahe-
kommen. 
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Das 5. Kapitel wendet die Ergebnisse der beiden vorhergehenden Kapitel bei der Schaltungs-
synthese an. Es wird eine Schaltung vorgestellt, die optimale Zufalls tests erzeugen und aus-
wenen kann und sich flir den Selbsuest auf dem Chip unterbringen läßt. 
Im 6. Kapitel werden die gewonnenen Aussagen anhand von Beispielen validien. Darunter sind 
auch solche, die als "Benchmarks" flir Testwerkzeuge in die Literatur eingegangen sind. 
In einem Anhang finden sich schließlich weitere experimentell gewonnene Daten der 
vorgeschlagenen Verfahren und der Beweis einer Aussage über optimale Zufallsmuster. 
1. Das TestptobJem für ;nteerjerte Schaltuncen 
In diesem Kapitel werden die Voraussetzungen und Randbedingungen zusammengestellt, die 
rur das Verständnis der später vorgestellten Testverfahren notwendig sind. Einfluß auf den 
Test haben Sachverhalte aus untern:hiedlichen Gebieten: 
Fertigungstechnik: Hier entscheidet sich, mit wievielen und mit welchen physikalischen 
Fehlern bei der Schaltungsherstellung zu rechnen ist Die Ausbeute an elementaren Schaltungs-
teilen, z. B. Kontakten oder Leitungen, bestimmt wichtige Anforderungen an einen Test. 
Technologie: Unterschiedliche Schaltungstechnologien, z. B. dynamische oder statische 
MOS-Entwürfe, fUhren bei denselben physikalischen Fehlern zu unterschiedlichem logischen 
Verhalten. 
Entwurfsstil: Je nach Funktion und Struktur der irnplementienen Schaltung bieten sich unter-
schiedliche Testverfahren an. Insbesondere gibt es eine Vielzahl von Möglichkeiten des prüf-
gerechten Entwurfs. 
SchaItl/1Igsanwendllng: Die Auflage und der Verwendungszweck der Schaltung bestimmen 
die notwendige Fehlererfassung und die noch wirtschaftlichen Kosten des Tests. Wobei sich 
die Testkosten je nach gewähltem Verfahren unterschiedlich in Kosten für die Anwendung. 
Testmusterbestimmung oder Kosten fUr den prüfgerechten Entwurf aufteilen. 
In Abschnitt 1.1 diskutieren wir die fenigungstechnischen Sachverhalte, die für das später ge -
wählte Testverfahren von Bedeutung sind. Abschnitt 1.2 behandelt den Einfluß der gewählten 
Technologie auf den Test. Hier konnte nicht allein auf bekannte Sachverhalte zurückgegriffen 
werden. sondern es mußten neue Auswirkungen auf den Test untersucht werden, die von inno-
vativen Technologien wie dynamischen MOS ausgehen. Einflüsse des Entwurfs auf den Test 
werden in Abschnitt 1.3 behandelt, une! in Abschnitt 1.4 werden die bekannten wesentlichen 
Teststrategien und die Probleme bei der Testdurchführung und Testrnusterbestimmung 
skizziert. 
J.I Die Rolle des Produktionstests 
Sowohl bei der Entwicklung von Software als auch beim Entwurf digitaler Schaltungen sind die 
Arbeitsschritte der Verifikation oder zumindest der Validierung wesentlich. Während zur Verifi -
kation bewiesen werden muß, daß ein Entwurf seiner funktionalen Beschreibung genügt, kann 
man sich bei der Validierung darauf beschränken, fUr eine ausreichende Zahl geeignet gewählter 
Beispiele die korrekte Behandlung zu zeigen. 
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Im Gegensatz dazu stellt der Test jedoch eine Besonderheit integrierter Schaltungen insofern 
dar, als er nichts mit der Verifikation zu tun hat, da nicht die Korrektheit einer Beschreibung, 
sondern physikalische Eigenschaften einer Schaltung festgestellt werden sollen. Er schließt die 
Validierung nur insoweit ein. als sie nicht durch Simulation auf dem Rechner, sondern durch 
Experimente an der realen Schaltung durchgeführt wird. Zum Test gehören einerseits die Ent-
wurfsvalidierung oder der sogenannte Prototyptest und andererseits der Produktionslesl 
beim Hersteller, der ähnlich wie der Wareneingangstcst beim Kunden durchgefUhrt wird. 
Der Prolotyplesl ist notwendig. da ein nicht vollständig automatisiener Ent wurfsvorgang wie 
bei allen komplexen Systemen auch bei integrierten Schaltungen Entwurfsfehler erwarten läßt, 
so daß die Entwürfe validiert werden müssen. In vielen Fällen ist hierzu die Simulation anhand 
vorab geschlitzter Parameter rur das elektrische Verhalten nicht ausreichend. sie muß durch den 
Test an Prototypen der Schaltung ergänzt werden. Dabei ist nicht nur wesentlich, ob die Schal-
lung die gewünschte Spezifikation einhält. sondern es ist bei Abweichungen auch wichtig. 
deren genaue Ursachen zu kennen. Für diese Fehlerdiagnose mUssen daher sehr aufwendige 
Testmethoden eingesetzt werden. um möglichst viele Infonnationen zu gewinnen. Hierzu gehö-
ren die Potentialkontrastmethode beim Test mit dem Elektronenstrahl /FAZE83/, der Röntgen-
test !Marc831 und andere Diagnoseverfahren (vgl. (Wu85a1, Kapitel 1.3). 
Solche aufwendigen Testverfahren sind für einen Entwurf nur zu Beginn des Herstellungspro-
zesses, bei Änderung der Prozeßparameter oder bei unerwarteten Ausrallen der Schaltung im 
Feld akzeptabel. Bei einem Zellentwurf kann es in vielen Fällen genügen, nur die Zellbibliothek 
diesen Tests zu unterwerfen, mit welcher eine Vielzahl von Entwürfen gefenigt werden kann. 
Der Produktionstesl hat dagegen die Aufgabe, für jedes produzierte Exemplar einer 
Schaltung die korrekte Funktion sicherzustellen. Denn zumeist ist wegen Parameterschwankun· 
gen in der Produktion oder prozeßbedingten punktuellen Fehlern nur von einem Bruchteil der 
produzierten Schaltungen zu erwarten, daß sie entsprechend der Spezifikation funktionieren. 
Dies gilt auch dann, wenn man solche systematischen Fehler nicht berucksichtigt, wie sie 
beispielsweise durch unzulängliche Entwurfsregeln oder bei der Herstellung durch Masken ver-
schiebungen verursacht werden können. 
Es ist aber in der Serienproduktion nicht möglich und auch nicht notwendig, jedes einzelne 
Schaltungsexemplar den aufwendigen Diagnoseverfahren des Prototyptests zu unterwerfen. Da 
eine Reparatur ausgeschlossen und Prozeßmodifikationen in der Regel nicht beabsichtigt sind, 
ist die Fehlerlokalisierung überflüssig, und es genügt die Fehlererkennung. Allerdings muß der 
Produktionstest für jedes einzelne SchaItungsexemplar durchgeführt werden, so daß er zumeist 
in weit höherem Maße zu den Gesamtkosten beiträgt als der aufwendigere Prototyptest einer 
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relativ kleinen Zahl von Schallungen. Der Prototyptest ist nicht Gegenstand der folgenden 
Untersuchungen. und wenn fortan von Test gesprochen wird, ist stets der Produktionstest 
gemeint 
J.J.J Die Kosten des Iests 
Aufgabe des Produktionstests ist es. aus der Charge produzierter Schaltungen diejenigen aus-
zuwählen. welche die intendiene Funktion erfUllen. Dazu werden in einem Pre-Iest die gefer-
tigten Wafer auf leicht erkennbare. z. B. auffallige systematische Fehler untersucht. und später 
wird jedes Chip einem Parameter- und einem Funktionstest unterzogen. Beim Funktionstesl 
wird die Schaltung mit einer Folge von Priifmustcm stimuliert in der Erwartung, daß eine feh-
lerhafte Schaltung andere Testantworten liefen als eine fehlerfreie. Hier liegen wesentliche 
Probleme des Iests hochintegriener Schaltungen: 
1. Die Bestimmung von TeSlmusterfolgen aus der Schaltungsstruktur ist höchst 
rechenzeitintensiv. Auch wenn berücksichtigt wird. daß die Schaltungen vermehn 
mit Zusatzlogik zu Iestzwecken ausgestattet sind. zeigen Erfahrungen aus der 
Praxis. daß der Rechenaufwand rur die Iesterzeugung quadratisch bis kubisch mit 
der Schaltungsgröße wächst UGoeI80/./GoeI82/}. 
2. Die Validierung vorgegebener Prüffolgen durch Fehlersimulation erforden in der 
Praxis eine Rechenzeit. die quadratisch mit der Schaltungsgröße zunimmt 
UGoeI80/./GoeI82/}. 
3. Der Umfang der Iestdaten nimmt quadratisch zu. die Iestzeit verlängen sich wegen 
der Leistungssteigerung der Iestautomaten nicht ganz so drastisch UGoeI80/. 
GoeI82/}. 
4. Falls die Schaltungen nicht rur den Selbsttest geeignet sind. müssen die Iestgeräte 
zumindest die Zeitanforderungen der zu prüfenden Chips erfullen. da aus techni-
schen Gründen eine ganze Reihe von Fehlern nur erkannt wird, wenn die Prüfmu-
ster in der gewünschten Betriebsgeschwindigkeit angelegt werden. Hochleistungs-
testgeräte, die mit einer maximalen Geschwindigkeit bis zu 100 MHz an 256 An-
schlüssen eines Chips die Prüfmuster mit einer Genauigkeit bis zu 20 Pico-Sekun-
den bringen und die Antwonen mit einer Auflösung von wenigen Pico-Sekunden 
aufnehmen können. kosten nach einer Marktübersicht aus dem Jahr 1984 zwischen 
0.5 und 2.7 Millionen USoS /Bier84/. 
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Dies sind die vier wesentlichen Gründe daftir, daß der Kostenanteil des Tests an der Herstel-
lung ständig gestiegen ist und in manchen Fällen bereits mehr als die Hälfte der Gesamt kosten 
der Sl.:haltung ausmacht. Die Ergebnisse der vorliegenden Arbeit berühren alle vier Kosten-
ursachen. 
\Vesentlichen Einfluß auf die Testkosten haben die Anforderungen, wie gut Fehler erkannt wer-
den und wie wei t der Test geui.ben werden soll. Als Fel,leriiberdeckrmg (Fehlererfassung) 
einer Prüfmusterfolge wird der Prozentsatz der Fehler verstanden. die durch den Test mit dieser 
Prüfmusterfolge erkannt werden können. Die Kosten für die Testerzeugung. Testdun:hfUhrung 
und in vielen Fällen für notwendige Zusatzaustanungen der Schaltungen zu Test zwecken wach-
sen überproponional mit der gefordenen Fehleriiberdeckung /GoeI80/. Die erforderliche Fehler-
überdeckung wird vom Verwendungszweck der Schaltung und auch von winschafLlichen Kri-
terien bestimmt. Technologische Randbedingungen sind hierfür in erster Linie, wie hoch die 
erwartete Ausbeute des Fenigungsprozesses ist und mit welchen punktuellen Defekten gerech· 
net werden muß. 
1.1.2 Die Ausbeule 
Die Ursachen der punktuellen Defekte sind vielfach. In allen Herstellungsschritten. bei der 
Waferproduktion, der Oxidierung. der Diffusion und Ionen-Implantation, beim 
Ätzen und bei der Metallisierung treten mit statistischer Gesetzmäßigkeit Fehler auf; einen 
Überblick über die Faktoren. welche die Ausbeute beeinflussen. gibt z. B. /Ben83/. Zumeist ist 
bei sehr hoch integrierten Schaltungen in kleinen und mittleren Auflagen nur eine AusbeUle von 
wenigen Prozent zu erwanen, auch wenn durch Prozeßoptimierung und durch Prozeßüber· 
wachung das Auftreten systematischer und punktueller Defekte minimien wird lMitc83/. 
Um rur einen gegebenen Herstellungsprozeß die Ausbeute eines Schaltungsentwurfs vorab 
schätzen zu können. wurde eine Vielzahl von AusbeuternodelIen vorgeschlagen (vgl. /Ben83/). 
Das Stapper-Modell (jStap75/./Su.p76/) hat sich als hinreichend genau erwiesen. die Ausbeute 
Y bzgl. einer Schaltungskomponente (z.B. Ausbeute an Kontakten) vorherzusagen: 
(1.1) Y; (1 + sAD)'l/s 
A ist die aktive Räche. welche die betrachtete Schaltungskomponente belegt. D ist die durch-
schnittliche Fehlerdichte fLir diese Komponente. und s ist ein aus dem Prozeß zu bestimmender 
Parameter. Hieraus läßt sich die Gesamtausbeute an funktionierenden Schal tun gen als Produkt -
modell herleiten: 
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(1.2) Y=e·AD· 
Hier ist A die aktive Räche der gesamten Schalrung und D' die gewichtete Fehlerdichte. die sich 
aus dem Logikentwurf und den Fehlerdichten der darin vorkommenden Komponenten be· 
stimmt. Es zeigt sich, daß fUr verschiedene Entwürfe die Ausbeute zwar nicht exponentiell mit 
deren Fläche abnehmen muß. da verschiedene Entwürfe auch zu verschiedenen gewichteten 
Fehlerdichten führen können. daß aber die AusbeUle sehr wohl exponentiell mit der Anzahl 
abnimmt. mit der dieselbe Logikstruktur auf einem Chip realisien wird. falls dieselben Feni· 
gungsverfaluen beibehalten werden. da dann die Fehlerdichte unvemnden bleibt. 
Dieser Sachverhalt setzt auch dem Ansatz Grenzen, viele zusätzliche Schaltungs teile allein zu 
Testzwecken auf dem Chip zu integrieren. Die Mehrkosten rur dieses "Design for TestabiJity" 
wachsen überproponional mit der dafür aufgewendeten Siliziumfläche. da auch die Ausbeute an 
funktionierenden Chips abnimmt. 
LU Dje Prodllktgllalität 
Forderungen über die Zuverlässigkeit einer Schaltung gehören zur funktionalen Spezifikation 
des Chips und müssen auf jeden Fall erfullt werden. Hierzu gehön auch die Wahrschein· 
lichkeit. daß der Chip nach Bestehen des Tests tatsächlich fehlerfrei ist. Dies legt eine untere 
Grenze ftir die notwendige Fehleruberdeckung fest. 
Falls diese eingehalten wird. redulien sich die Entscheidung über die erforderliche Fehleruber· 
deckung auf eine einfache Kostenabwägung. Unter der Produklqualiläl einer Schaltung ver-
steht man den Prozentsatz der nach dem Test ausgelieferten Chips. die spezifikationsgemäß 
funktionieren . Ihr Komplement ist die DeJeklrale. der Prozentsatz der fehlerhaften ausgelie· 
fenen Schaltungen. 
Ist für eine Schaltung die zu erwartende Ausbeute bekannt. lassen sich aus der erreich ten Feh-
leruberdeckung Produktqualität und Defektrate abschätzen. In der Literatur wurden hierftir von 
Agrawal et al. in /AAS81/. von Wadsack in /Wads811 und von Williams et al. (/BrWi81/. 
/Will81/) Modelle vorgeschlagen. Williams hat aus seiner Modellierung Anforderungen an den 
Zufallstest hergeleitet (fWiU84/. /WiU85/). wir geben im folgenden seine Abschätzung wieder. 
Für die Ausbeute Y gilt nach dem Produktmodell in Gleichung (1.2) Y ; e·AD·. Wir nehmen 
an. der Test habe eine Fehleruberdeckung von 100T % mit 0 " T " I . Es wird weiter 
vorausgesetzt, daß sich die nicht entdeckten Fehler gleichmäßig unter aUen Fehlern verteilen 
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und daher für die Dichte der unentdeckten Fehler überall 0° = (1-1)0' gilt. Wenn IOOYS % 
die Produktqualität und 
(1.3) IOODL%= lOO(l-Y&>% 
der Defektlevei sind, so erhält man 
(1.4) YS=Y(l-n, 
Aus Gleichung (1.4) folgt für eine gefordene Produktqualität die notwendige Fehlerüber-
deckung eines Tests. 
Mit betriebswinschaftlichen Methoden lassen sich die Testkosten zur Erzielung der Produkt-
qualität gegenüber den Kosten abwägen. die fehlerhafte Chips verursachen. die ausgeliefen und 
in ein komplexeres System eingebaut werden. Eine Faustregel ist die "Regel der 10", die eine 
Kostensteigerung um den Faktor \0 annimmt. je später der Fehler entdeckt wird: erst auf dem 
Chip. erst auf der fehlerhaften Platine. erst nach dem Einbau in das System oder erst nach der 
Auslieferung im Feld /WiIl81/. 
Jedoch kann stets nur mit einer gewissen Wahrscheinlichkeit angenommen werden, daß der 
Chip nach Bestehen des Testes auch tatsächlich korrekt ist und bis zu seiner weiteren Verwen-
dung auch fehlerfrei bleibt. Dies ist ein Sachverhalt. der auf alle Teststrategien zutrifft und keine 
Besonderheit des Tests mit Zufallsmustem ist 
1,2 Ebenen der Fehlermod.l!j<:run~ 
Nur in Ausnahmefallen ist es möglich. die Funktion einer Schahung erschöpfend zu testen. Zu -
meist muß man sich auf die Annahme beschränken, daß nur eine bestimmte Menge von Fehl-
funktionen auftritt. Eine solche Menge von Fehlfunktionen definiert ein FelliermodeJ/, dessen 
Auswahl technologieabhängig erfolgen muß. 
Die in der Einleitung erwähnten Beschreibungsebenen einer Schaltung korrespondieren mit den 
Beschreibungsmöglichkeiten rur ein Fehlermodell. Auf der untersten Ebene flihren Abweichun-
gen in der physikalischen Struktur der Schaltung zu einem Fehler, sobald das resultierende 
elektrische Verhalten außerhalb der Spezifikation liegt. Auf höheren Ebenen lassen sich die Feh-
ler evtl. nicht mehr eindeutig Abweichungen der physikalischen Struktur zuordnen, vielmehr 
führt die Fehlennodellierung in der aufsteigenden Hierarchie von Transistor-, Schalter-, Gat-
ter-, Register-Transfer- und algorithmischer Ebene sowohl zu abnehmender Komplexität der 
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Testerzeugung und Testbarkeitsanalyse als auch zu abnehmender Genauigkeit der 
Modellierung. 
Aus diesem Grund ist die Modellierung der Fehler auf der Gatterebene neben der "mixed 
mode"·Modellierung zu Simulationszwecken (jAGRA80/, IUlri8S/) am weitesten verbreitet und 
bildet deshalb auch die Basis der folgenden Untersuchungen. 
Auf Gatterebene ist das HaftfeMermodell am bekanntesten, bei dem angenommen wird, daß 
ein Anschluß eines Gatters ständig auf "I" (s·a·!) oder ständig auf "0" (s·a·O) liegen kann. 
Diese Annahme beschreibt besonders bei bipolaren Technologien die Auswirkungen solcher 
Fehler wie "ständig offene Leitungen" oder "kurzgeschlossene Transistoren", wobei letztere 
auch sehr häufig auftretende Prozeßfehler sind ("Oxidation·induced stacking faults", /Parr83/). 
Haftfehler bei kombinatorischen Gattern können nie zu sequentiellem Fehlverhalten führen. sie 
lassen sich deshalb auch algorithmisch einfach behandeln. 
Unter den gleichen physikalischen Fehlerannahmen verhalten sich MOS-Gatter etwas kompli-
zierter (jAbBa83/, /CHEN84/). Im folgenden sei ein Ansatz zur Fehlennodellierung skizziert, 
mit dem der Autor in /WuRo86/ Fehler dynamischer MOS-Schaltungen modelliert hat und der 
auf viele andere MOS-Entwurfstechniken anwendbar ist. Bild l.1 zeigt den prinzipiellen Auf-
bau eines nMOS ··pull down"-Gatters (pd-Gatter). 
1 
z 
A 
B 
Schaltend •• 
Netz 
-
A 
B 
Bild 1.1: nMOS-pull-down Gatter 
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\Vesenllicher Bestandteil der "pull down"- sowie der meisten anderen MOS-Techniken ist das 
schaltende Netz (für eine genaue Untersuchung siehe /Haye82f) mit dem Endpunkt D am Gilt-
terausgang und dem Punkt S an der Masse. Für die Anti valenzfunktion ist in Bild 1.2 das zu-
gehörige schallende Netz dargestellt 
D 
---.11- A 
s 
Bild 1.2: Schaltendes Netz (Antiv.lenz) 
Die Transmissionsfunktion o"(e) •..• cn) eines schaltenden Netzes ist eine Boolesche Funktion, 
die genau dann wahr (" 1 ") ist. wenn zwischen Sund D ein leitender Pfad existiert. Jedes schal -
tende Netz läßt sich induktiv wie folgt konstruieren: 
I) Eine Unterbrechung ist ein schaltendes Netz (Cf == 0). 
2) Eine Verbindung ist ein schaltendes Netz (0" I). 
3) Ein Schalter (= Transistor) ist ein schaltendes Netz (0 = et oder 0 = -.el). 
1) bis 3) bezeichnen elementare schaltende Netze, aus denen iterativ komplizienere Netze zu-
sammengesetzt werden können : 
4) Die Serienschaltung zweier schaltender Netze NI und N2 ist wieder ein schaltendes 
Netz N (0 = 01"(2)' 
5) Die Parallelschaltung zweier schaltender Netze NI und N2 ist wieder ein schaltendes 
Netz N (0 = 01+(2). 
In einem schaltenden Netz seien die folgenden physikalischen Fehler möglich: 
-_ _---
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a) Eine Leitung ist unterbrochen; 
b) ein Schalter ist stets offen; 
c) ein Schalter ist stets geschlossen. 
Jede dieser Fehlerannahmen überflihn ein nach I) bis 3) elementares schaltendes Netz wieder in 
ein elementares Netz. Deshalb bleiben kompliziener zusammengesetzte schaltende Netze auch 
im Fehlerfall schaltende Netze mit einer kombinatorischen Transmissionsfunktion. Da die 
Funktion eines nMOS-pd-Gauers invers zu seiner Transmissionsfunktion ist, können die ge-
nannten Fehler in den scha1tenden Netzen kein sequentielles Verhalten des Gatters hervorrufen. 
Dieser Sachverhalt trifft auch zu, wenn Kurzschlüsse im schaltenden Netz zu berücksichtigen 
sind. Wegen der großen Zahl der möglichen Kurzschlußfehler einer Zelle benötigt aber deren 
automatische ModelIierung einen sehr hohen Aufwand, der nur gerechtfenigt erscheint, falls für 
eine Technologie Kurzschlüsse zwischen Leitungen häufig vorkommende Fehler sind. Ein 
großer Teil von ihnen wird jedoch bereits durch das Haftfehlermodell abgedeckt UBrFr76f). 
Messungen haben ergeben, daß Leitungen ohne Verbindung mit der Stromversorgung binnen 
einiger Millisekunden ihre Ladung verlieren und das Signal "0" tragen {Rjde79/. Daher können 
unterbrochene Eingangsleitungen eines schal lenden Netzes und auch ein stets sperrender Last-
transistor als Haftfehler an 0 (s-a-O) modellien werden. 
Diese Überlegungen gelten jedoch nicht in nMOS "pass transistor"-Netzen (pt-Netzen). wo 
durch offene Leitungen oder Transistoren sequentielles Verhalten induzien werden kann (Bild 
1.3). 
Unterbrechung 
B----, 
I I 
// 
y 
A ________ -; ____ -, 
I I 
T 
c C 
Bild 1.3: Fehlerhafter Multiplexer in pt-oMOS 
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Ohne die eingezeichnete Leitungsunterbrechung übernimmt Y den \Vert von B. falls C auf "1" 
liegl. und sonSl den Wen von A. ISI der Multiplexer jedoch fehlerhafl. und iSl C="I". so behäll 
Y seinen allen Wen. Die Tabelle I gibl das Verhallen des Mulliplexers im fehlerhaflen und im 
fehlerfreien Fall an : 
A B C Y(I+Ö) Yrl+Ö) 
0 0 0 0 0 
0 0 I 0 yrl) 
0 0 0 0 
0 1 yrl) 
0 0 I 1 
1 0 1 0 yrl) 
1 0 1 
1 I I yrl) 
Tabelle J: Funktion eines fehlerhaften und fehlerfreien Multiplexers mit nMOS-"Pass-
Transistoren". 
Auch bei Schallungen in Slatischer CMOS Technologie fUhren offene Leilungen ("Sluck open") 
zu scquenliellem Verhallen /Wads78/. Bild 1.4 (Seile 15) zeigl den prinzipiellen Aufbau eines 
CMOS-Gauers. 
SNI ist hier ein schaltendes Netz aus pMOS-Transisloren. und SN2 ein schaltendes Netz aus 
nMOS-TransiSloren . Für alle Eingangsbelegungen (X, ..... xn) erfüllen die beiden zugehörigen 
Transmissionsfunklionen o\(X\ . ... . xn);t 02(X\ ..... x n). Falls im Fehlerf.1I 
O"I(xl l' '' 'xn) = 0"2(xI ,"" xn) ;::; 1 vorkommt, führt dies zu einem Kurzschluß zwischen 
Stromversorgung und Masse und kann je nach dem Widerstand beider Netze unterschiedliche 
Konsequenzen auf die logische Funktion haben. 
GUI erkennbar iSl der Fehler. falls der WidefSland des fehlerhaflen Nelzes ausreichend klein iS! 
und der Gauernusgang tatsächlich einen fal schen logi sehen Wert annimmt. Schwerer zu testen 
sind fehlerhafte Netze mit hohem Widerstand. da sich hier der Ausgang auf den richtigen Jogi · 
sehen Wen einpegeh. aber das gesamte Gatter als "pull up"- oder "pull down"-Element . rbeile!. 
Dieser Arbeitsmodus ist langsamer, der Geschwindigkeitsverlust ist abhängig vom Verhiiltnis 
zwischen dem Widerstand des berrach!e!en Ne\zes im fehlerfreien und im fehlerhaflen Fall. Hier 
bietet sich ein Hochgeschwindigkeitstesl 3n, der u. a. durch Selbsttesttechniken zu erreichen ist. 
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Falls aber für eine Eingangsbelegung O"I(X!>,,,xn) = "2(xI""xn) = 0 vorkommt, erhält der 
Ganerausgang weder zur Versorgungsspannung noch zu Masse eine Verbindung. sondern be-
hält seinen vorhergehenden logischen Wen bei. Es ergibt sich dadurch sequentielles Ver· 
halten im Fehlerfall. 
Schaltendes 
Netz 
(p-Transistoren) 
y 
Schaltendes 
Netz 
(n-Translstoren) 
Bild 1.4: CMOS-Gauer 
Bei statischem CMOS (Bild 1.4) muß die beabsichtigte logische Funktion des Gauers stets 
zweimal implementien werden, zum einen als schaltendes Netz in p-Transistoren und zum an-
deren invers als schaltendes Netz in n-Transistoren. Diese doppelte Implementierung der Funk-
tion kann bei dynamischem (Domino-)CMOS wieder eingespart werden (Bild 1.5). Ein 
weiterer Vorteil ist, daß das angenommene physikalische FehlennodeU bei Domino-CMOS kein 
sequentielles Verhalten hervorruft (fBARZ84/, /KoOk84/). 
Es werden durch den Takt <I> ein p-Kanal- und ein n-Kanal-Transistor gesteuen. Zum Zeitpunkt 
....,<!l wird ein interner Knoten Y über den p-Transistor geladen und zum Zeirpunkt c:t> durch das 
schaltende Netz SN und durch den n-Transistor entladen. Der gültige Ausgang Z ist der in ver-
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tiene \Ven von Y. Die logische Funktion eines Domino-Gatters entspricht exakt der Transmis· 
sionsfunktion von SN. 
Bild l .S: 
" ----j 
" ----i 
'n---I 
SN 
Gatter in Domino-CMOS 
Voo 
y 
I 
Vss 
Ein Schaltnetz aus Domino-Gattem wird durch einen einzigen Takt gesteuen (Bild 1.6). 
Vo V o V o 
" -1 z, 
'. 
V
S8 
Bild l .6: Schaltnetz aus Domino-Gattem 
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Während ~<I> sind die Ausgänge aller logischen Gatter auf niedriger Spannung, folglich kann 
zum Zeitpunkt <l> die Spannung eines Knotens nur steigen oder unverändert bleiben. Dies hat 
auf die Tes!barkei! wesen!lichen Einfluß, da keine Signalwenläufe en!S!ehen können. 
In (/BARZ84/, lKoOk84/) wurde gezeigt, daß die erwähnten Fehlerannahmen bei Domino-
eMDS nicht zu sequentiellem Fehlverhalten führen. Für Fehler innerhalb des schaltenden 
Netzes wurde dies bereits erwähnt. Es sind also noch die folgenden vier Fehler an den Tran si-
Sloren T I und T 2 nach Bild 1.5 zu unterscheiden. 
I) T I ist ständig offen. 
Dann wurde Y noch nie geladen, und es entsteh! rur Z ein Haf!fehler an" I". 
2) T t ist ständig geschlossen. 
Hier sind zwei Fälle zu unterscheiden: 
a) Der Widerstand von TI ist sehr viel kleiner als der Widerstand von T 2 und 
des schaltenden Netzes zusammen. 
Dann wird Y nie entladen, und Z ist stets "0". 
b) Andernfalls braucht Y längere Zeit bis zur Entladung. Durch einen Hochge-
schwindigkeitslest kann dies als ein Haftfehler an "0" erkannt werden. 
3) T 2 ist ständig offen. 
Dann kann Y nicht entladen werden, und Z bleibt stets "0". 
4) T 2 ist ständig geschlossen. 
Dieser Fehler kann auf der logischen Ebene nicht modelliert werden, da zum Zeit-
punkt ~<l> alle Eingänge ij• die ja Ausgänge anderer Domino-Gatter sind, auf "0" 
liegen, und daher auf keinen Fall ein leitender Pfad von Y zu V ss existiert. Da je-
doch die Eingangssignale mit unterschiedlichen Verzögerungszeitcn eintreffen kön-
nen, ist das exakte Verhalten des Gatters für diesen Fehler nicht zu bestimmen. Der 
Fehler kann unentdeck! bleiben, da der Transistor T 2 nicht aus logischen Gründen, 
sondern wegen des Zeitverhaltens eingefLigt ist. 
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Domino-eMOS hat also nicht nur die Vorteile des kleineren Flächenbcdarfs, der Venncidung 
von Hazards und SignalwetUäufcn. sondern es kommt auch mit einem kombinatorischen Feh-
lermodell aus. 
Ähnliches trifft auf dynami sche oMOS -Schaltungen zu. \Vährend Schahungen aus statischen 
"pull-down"·Guucrn in oMOS hohe Verlust leistungen haben können, zeichnen sich Realisie-
rungen in dynamischem oMOS durch geringere Leistungsaufnahme bei gleichzeitig erhöhter 
Geschwindigkeit aus. Bild 1.7 zeigt das Prinzip eines solchen Gatters: 
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Bild 1.7: Prinzipieller Aufbau eines Gatters in dynamischem nMOS 
Ein Ganer in dynamischem oMOS besteht aus einem schaltendem Netz, dessen heide Enden mit 
demselben Takt <I> verbunden sind . Die Eingänge werden ebenfalls durch diesen Takt gesteuert . 
Wenn <l> aktiv ist, wird der Gatterausgang z vorgeladen, und die Eingänge des Gatters erhalten 
eine Ladung entsprechend ihrem logischen Wert. Geht <I> auf "0'", so wird Tn+1 gesperrt. und z 
wird genau dann entladen, wenn die Transmissionsfunklion von SN wahr ist. Die logische 
Funktion eines Gatters in dynamischem nMOS ist daher invers zu seiner Transmissionsfunk-
tion. 
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Die Eing:inge eines Gatters werden genau in dem Moment blockiert, wenn sein Ausgang einen 
gül!igcn \Ven annimmt. Daher muß man zwei nichtüberlappende Takte verwenden, wenn man 
aus dynamischen nMOS-Gauern ein Schaltnetz aufbauen will (Bild 1.8\. 
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Bild 1.8: Schaltnetz in dynamischem nMOS 
Der Autor hat in iWuRo86! gezeigt, daß die genannten physikalischen Fehlerannahmen auch bei 
Gaucrn in dynamischem nMOS nur zu kombinatorischem Fehlverhalten führen können. Hier 
sei diese Untersuchung kurz skizziert: 
1) Einer der Transistoren Ti. i=I, .... o ist ständig gesperrt. 
Dann wurde der Knoten ij noch nie geladen. was sich als Haftfehler an "0" 
auswirkt. 
2) Einer der Transistoren Ti> 1= 1 , ... . n ist ständig leitend. 
Während -,<I>} existiert von i j nach ij ein leitender Pfad, und zur gleichen Zeit ist 
auch der Takt <1>2 aktiv und lädt i j . Also wird der Ausgang z entladen, wenn fUr die 
Transmissionsfunktion t(i1 .... lj ..... in) = I gilt. Dies entspricht einern Haftfehler 
an "I" . 
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3) Tn+1 iSi sländig gesperrt. 
\Vir haben bereits erwähnt. daß eine Leitung nach einigen Millisekunden ihre La-
dung verliert und das Signal "0" erhüh. Dies geschiehl hier auch mil dem Ausgang 
z, da z zur Zeit ...,<1»1 nie Ladung haben kann. denn wenn T 0+1 ständig gesperrt ist , 
kann z nur durch das schaltende Netz SN geladen werden. Dies ist jedoch nur dann 
der Fall. wenn eine enlsprechende Eingangsbelegung die Transmi ssionsfunklion 
wahr macht. Dann ist diese Transmissionsfunktion auch zur Zeit -,<l» wahr, und z 
wird dann wieder enlladen. Folglich haflet z an "0". 
3) T 0+1 ist ständig leitend. 
Dann erhält z natürlich stets den \Vert des Taktes und ist zum Zeitpunkt <1>1 auf "0". 
Wir haben hier den interessanten Sachverhalt, daß sowohl ein ständig sperrender als 
auch ein ständig leitender Transistor T n+ I zu demselben logischen Fehlverhalten 
führen. 
Folglich führen Realisierungen in dynamischem MOS nicht nur zu Verbesserungen des Zeit ver· 
haltens. zu geringerer Verlusueistung oder zu kleinerem Aächenbedarf. sondern sie erhöhen zu-
gleich auch die Testbarkeit der Schaltung durch den weitgehenden Ausschluß sequentiellen 
Fehlverhaltens. 
Alle Unlersuchungen in den folgenden Kapiteln gellen für ein Fehlermodell. das beliebig< 
kombinatorische Fehlfunktionen der logischen Gatter zuläßt und somit die Fehlennöglich-
keiten der meisten bipolaren und MOS-Technologien weitgehend abdeckt Der einfacheren Dar-
stellung wegen werden die Algorithmen stets nur anhand des Haftfehlenncxiells erklärt, sie sind 
jedoch auf der Grundlage des allgemeinen Fehlennodells implementiert. 
Das sequentielle Fehlverhalten von Schaltungen in statischer CMOS-Technologie oder von 
nMOS "pass transistor"-Netzen wurde nicht berücksichligt, zumal sich in der Literatur bereits 
Ansätze finden, wie es durch mehrfache Anwendung von Tests für kombinatorische Fehler er -
kannt werden kann (/Chan83/./Ch Vr83/. /REDD84f). 
J.J Testbarkejtsmaße uDd TestrecelD 
Für den Test einer Schaltung unler Annahme eines gegebenen Fehlermodells sind Eingangsbe-
legungen gesucht. bei denen die Schallung im Fehlerfall anders antworte I als im fehlerfreien 
Fall. Als geeignete Verfahren wurden hierftir der D-Algorithmus. Pfad-Sensibi lisierungsverfah-
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ren, die Methode der Booleschen Differenzen u. a. m. vorgeschlagen (vgl. z. B. /GÖrk73/) . Es 
hat sich jedoch gezeigt, daß so nur kleinere Schaltungen zu behandeln sind und daß bereits bei 
Schaltungen mittlerer Komplexität die Effizienz dieser Algorithmen nicht mehr ausreicht, um 
den Test in akzeptabler Zeit zu erzeugen. 
Die Testerzeugung wird erleichtert, wenn bereits während des Entwurfs die folgenden Faustre-
geln beachtet werden: 
Die Schaltung sollte rein synchron sein. 
Alle speichernden Elemente sollten leicht initialisierbar sein. 
Die sequentielle Tiefe der Schaltung sollte nicht zu groß sein. 
Daten- und Taktleitungen sollten nicht verknüpft werden. 
Analoge und digitale Teile sind auf dem Chip getrennt zu halten und zu beobachten. 
Eine umfassendere Aufzählung findet sich zum Beispiel in lBenn84/. Falls die Testerzeugung 
dennoch nicht möglich ist, kann man mit einem "Testbarkeitsmaß" versuchen. Schaltungsgebie-
te von geringer Beobachtbarkeit oder Steuerbarkeit zu finden. um dann zusätzliche Elemente zu 
integrieren. die nur zur Unte"tützung des Tests betrieben werden /Fike75/. 
Zur Bewertung der Testbarkeit wurden aus der Systemtheorie die Begriffe "Beobachtbarkeit" 
und "Steuerbarkeit" entlehnt und auf digitale Systeme angewendet/Gold79/. Eine Schaltung 
wird im folgenden als ein gerichteter Graph aufgefaßt, dessen Knoten die Ausgänge der ele-
mentaren Bauelemente und der primären Eingänge sind. Zwei Knoten A und B bilden dann eine 
Kante, wenn A an einen Eingang des zu B gehörenden Elements angeschlossen ist. 
Die Sleuerbarkeit eines Knotens versucht zu quantifizieren. welcher Aufwand getrieben wer-
den muß, um einen Knoten auf "0" und auf" 1" zu setzen. 
Die I1eobaclllbarkeit eines Knotens versucht zu quantifizieren, wie gut sein jeweiliger logi-
scher Wert an einem primären Ausgang der Schaltung erkannt werden kann. 
Die meisten der vorgeschlagenen Testbarkeitsmaße bestimmen diese beiden Maßzahlen da-
durch. daß sie mit linearem Aufwand die Zahl derjenigen Knoten schätzen, denen ein Testerzeu-
gungsalgorithmus einen Wert zuweisen muß, damit der untersuchte Punkt beobachtet oder ge-
steuert werden kann (TESTSCREEN in fKovi79/, TMEAS in /Gras79/. SCOAP in /GoTh80/. 
ITTAP in /GoMc821, HECTOR in /Tris84/, u. a. m; einen ähnlichen, modifizierten Ansatz ver-
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wirklicht CAMELOT IBENN81/). Es hat sich jedoch gezeigt, daß diese Maße den tatsächlichen 
Testaufwand nur mit geringer Zuverlässigkeit vorhersagen können (/AgMe821, /MeUn84/). 
Andere Ansätze zur Bewenung der Testbarkeit fassen eine Schaltung als Kanal zur Übenragung 
von Information auf und benutzen den Shannonschen Entropiebegriff. um eine entsprechende 
Maßzahl festzulegen (/Ouss78/, /FoFu82!). 
Allen erwähnten Testbarkeitsrnaßen ist gemeinsam. daß sie nicht ve~uchen. den Aufwand für 
einen bestimmten. vorgegebenen Testerzeugungsalgorithmus zu schätzen, sondern daß sie ihre 
Maßzahlen unabhängig von der Testslrntegie bestimmen. 
Trotz des sehr begrenzten \Venes ihrer Aussagen dienen sie beim manuellen Entwurf nach wie 
vor als Entscheidungshilfe für Schaltungsmodifikationen zur Verbesserung der Testbarkeit. 
Diese können beispielsweise darin bestehen, mit Multiplexem die Schaltung rur den Testbetrieb 
zu panitionieren, durch Testpunkte solche Knoten zu beobachten oder zu setzen, für die dies im 
Normalbetrieb schlecht möglich ist, oder Speicherelementc von außen zugänglich zu machen. 
Einen Überblick über Ad-hoc-Maßnahmen zur Modifikation geben Muehldorf /MuSa81/ und 
Bennetts IBenn84/. ein System zur Unterstützung des manuellen Entwurfs durch ein Testbar-
keitsmaß hat TrischIer vorgeschlagen /Tris84b/. 
Auch synthetisierte Schaltungen müssen Testregeln einhalten. Für das Synthesesystem 
CADDY, worin Testverfahren im Rahmen dieser Arbeit integrien wurden, gilt (/WuKu85b/, 
/Rose84/ pp. 27): 
Die erzeugten Schaltungen sind rein synchron; 
Takt, Datenpfad und Steuerung, Verarbeitungs- und Speicherfunktionen sind je-
weils getrennt in verschiedenen Komponenten untergebracht: 
alle Speicherelemente sind initialisierbar; 
weitestmöglicher Verzicht auf Redundanz; 
Schaltnetzrealisierungen werden bevorzugt. 
Wenig sinnvoll ist es, synthetisiene Entwürfe durch Ad-hoc-Maßnahmen zu verbessern, denn 
es ist in der Regel effizienter, Schaltungen gleich testbar zu synthetisieren, statt sie nach der 
Konstruktion weiter zu ergänzen. Die Teststrategie ist bereits bei der Synthese bekannt, so daß 
der Testaufwand weit genauer abgeschätzt werden kann, als es mit allgemeinen Testbarkeits-
maßen möglich ist. Daher sollte die Schaltungsstruktur gezielt so synthetisien werden, daß rur 
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die gewählte Teststrategie der Mehrverbrauch an aktiver Fläche und die Beeinträchtigungen der 
Leistung und des Zeitverhaltens möglichst gering bleiben. 
1.4 Teststrateeien für synthetisierte SchaltuDeen 
Im Unterschied zu den eben diskutierten Ad-hoc-Maßnahmen zur Verbesserung der Testbarkeit 
werden in diesem Abschniu wichtige Methoden des systematischen Entwurfs test barer Schal-
tungen vorgestellt. Diese Methoden werden auch dahingehend untersucht, wie sie bei der Schal-
tunsssynthese eingesetzt werden können. Der Stand der Wissenschaft auf diesem Gebiet wird 
kurz umrissen, und einige Vorteile des Zufallstests werden aufgezählt. 
Zu einer Teststrategie für eine integrierte Schaltung gehören ein Fehlennodell, das durch den 
Test abgedeckt werden soll, ein Verfahren, Testmuster für diese Fehler zu erzeugen, und Ent-
wurfsresniktionen. welche die Fchlerentdeckung erleichtern sollen. 
1.4.1 Dos Scan Pesien 
Im allgemeinen ist die detenninistische Testerzeugung flir große Schalt werke (Bild 1.9) nicht 
effizient dun:hflihrbar. Daher zwingt die Entscheidung für den detenninistischen Test den Ent-
werfer dazu, so strukturiert zu entwerfen, daß nur ftir Schaltnetze Tests erzeugt werden müs-
sen. Derartige Enrwurfsmethoden werden unter dem Begriff "Scau Design" zusarnmengefaßt. 
Bild 1_9: 
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Den ersten Ansatz dieses Scan Designs publizierte 1973 M.J.Y. Williams als Prüfpfad 
IAnWi7J/. Wie in Bild 1.9 dargestellt. wird die Schaltung getrennt für den kombinatorischen 
Teil und für ihre Spcichcrelcmcme betrachtet. 
Das Prinzip des Prüfpfades zeigt Bild 1.10. Vor jedes Spcicherclement wird ein Multiplexer ge-
schaltet. Alle Multiplex.er haben die gemeinsame Steuerung "Scan Seleet", die bestimmt, ob das 
Speicherelemenl mit dem Wert am zugehörigen Ausgang des Schaltnctzes oder mit dem 'Verl 
des vor~lngchcnden Speicherelementes geladen wird. In diesem Fall bilden dann alle Speicher-
elemente cin einziges Schiebcrcgistcr. das durch "Se an Dateneingang" seriell geladen und an 
"Scan Datenausgang" seriell ausgelesen werden kann. Ist "Scan SeIeet" gleich "0", trennen die 
Multiplexer das Schieberegister auf, und die Speicherclcmcmc Y 1 bis Y n werden mit dem 
Schaltnetz verbunden. 
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Bild 1.10: Prinzip des Prüfpfads 
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Der Test einer Schaltung im Scan Design besteht aus einem üblichen Register-Test (vgl I.B. 
IBrFr761) und dem Test für den kombinatorischen Teil der Schaltung, also das Schalt netz. 
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Jedes Testmuster flir das Schaltnetz wird in das Schieberegister geschoben (Scan Select gleich 
"I "), dann werden die Antwonen des Schaltnetzes parallel in die Speicherglieder übernommen 
("Scan Select" gleich "0") und schließlich werden zugleich die Antwonen des Schaltnetzes aus 
dem Register heraus- und ein Dcues Muster hineingeschoben. Die Testzeit kann infolgedessen 
beträchtlich sein, da jedes Testmuster seriell einzugeben ist. 
Offensichtlich funktionien diese Konstruktion nur dann sicher, wenn als Speicher elemente aus-
schließlich Master-Slave Aipflops zugelassen sind. Dies fühn zusammen mit den Multiplexem 
zu großem Aächenverorauch und zu geringer Aexibilität beim Entwurf. Neuere Ansätze des 
Scan Design versuchen deshalb, bei des zu optimieren. Das von IBM entwickelte "Level 
Sensitive Scan Design" (LSSD) läßt auch den Einsatz von "Latches" zu /EiWi77/, und die 
Angaben über den Mehrverbrauch an Chipfläche eines LSSD-Entwurfs reichen von 1.3 % bis 
20 % (/EiLi83/, /EiWi77/). 
Der von Fujitsu entwickelte Prüfbus (Random Access Scan, RAS) gestattet es, jedes Speicher-
element getrennt zu adressieren, zu setzen und zu beobachten /And080/. Mit der Scan/Set-Logik 
von Sperry-Univac können bei höherem Aächenaufwand nicht nur Register, sondern auch aus-
gewählte Knoten des Datenpfades gesetzt und beobachtet werden /Stew78/. Bewenungen der 
verschiedenen "Scan Design"-Techniken geben Williams und Parker in fPaWi82/ und 
McCluskey in iMcCI84/. 
Alle Versionen des Sean Design haben gemeinsam. daß nur noch rur Schaltnetze Tests erzeugt 
werden mUssen. 
),4,2 Tesls für Schaltungen im Sean Design 
Die aus dem Scan Design resultierenden Schaltnetze werden unter Umständen so groß, daß sie 
mit den klassischen Testalgorithmen nicht mehr zu behandeln sind. Modeme Testcrzeugungs-
verfahren rur Schaltnetze reduzieren die Testerz.eugung auf eine DEPTH-FIRST-Suche, die von 
heuristischen Funktionen gesteuert wird (vgl. PODEM /GoeI81/, /GoRo81/ oder FAN 
/FuSh83/). Auch diese Verfahren sind noch sehr rechenzeitaufwendig und können bei hoch in-
tegrienen Schaltungen Rechenzeiten in der Größenordnung von Tagen benötigen /GoeI82/. 
Wesentlich effizientere Algorithmen für die Testerzeugung sind nicht zu eIWarten. Dies verdeut-
licht folgender Sachverhalt: 
SATZ 2.1 (IBARRA, SAHNI1975): Das Problem, festzustellen, ob ein Schaltnetz redundante 
Teile enthält, ist NP-vollständig bzgl. der Zahl der primären Eingänge f\bSa75/. 
26 
Daher ist auch die Testerzeugung NP-han. denn ein Testmuster existiert für einen Fehler genau 
dann. wenn der entsprechende Anschluß nicht redundant ist. Selbst bei starken zusätzlichen An· 
forderungen an die Struktur des Schaltnetzes bleibt das Problem NP-vollständig !FuTo821. Dies 
setzt dem Versuch Grenzen, bei steigender Komplexität der Schaltungen detenninistisch Test-
muster zu erzeugen, selbst wenn im Sean Design entworfen wurde. 
Auch die Anwendung deterministisch erzeugter Tests für Schaltungen im Sean Design ist sehr 
aufwendig. da besonders große Mustermengen in hoher Geschwindigkeit eingebracht werden 
müssen. Das erfordert Hochleistungstestgeräte mit spezieller Ausstattung zur Ansteuerung eines 
Prüfpfades. 
Abhilfe ist möglich, wenn die Schaltung die detenninistischen TeSlmuster selbst erzeugt und 
auswertet. Hierzu wurden verschiedene Ansätze vorgeschlagen. Die Tests können direkt oder 
codiert in einem ROM abgelegt werden (/AgCe81/. /AbCe82/). oder ein nichtlineares Schiebe · 
register kann ähnlich wie bei einem BILBO (s.u.) die Muster erzeugen. Die erste Lösung ver· 
langt eine größere Zusatznäche des Chips zu Testzwecken. während bei dem zweiten Ansatz 
neben dem NP·vollständigen Problem der Testmusterberechnung noch das NP·vollständige 
Problem der Konstruktion des jeweils geeigneten nichtlinearen Schieberegisters gelöst werden 
muß !Daeh83/. 
Jedoch lassen sich Schaltungen im Scan Design auch mit Zufallsmustern testen, was Testerzeu· 
gung und ·anwendung wesentlich erleichtert (/EiLi83b/. /MOn83/). Scan Design läßt sich ohne 
großen Aufwand bei der Synthese verwirklichen, da statt normaler Speicherelemente nur für 
das jeweilige Scan Konzept geeignete Speicherzellen verwendet werden müssen. Die Reihen· 
folge, in der diese Elemente zu einem Pfad geschaltet werden, bestimmt sich erst am Ende des 
Entwurfsprozesses aus der Plazierung. Auf diese Weise arbeitet z. B. eine bereits angekündigte 
Version des Layout-Werkzeugs VENUS /GeNe84/. Scan Design mit Zufallstest war die erste in 
das Synthesesystem CADDY integrierte Teststrategie IWuKu85b/. 
].4.3 Synthese reculiirer Strukturen 
Manche Algorithmen lassen sich auf einem Chip auch in Form iterativer logischer Arrays (lLA) 
verwirklichen. Ein ILA ist eine digitale Schaltung. die aus einem regulären Feld gleicher Zellen 
besteht. Ein ILA heißt C-testbar (fFrie73/. !FeSh83/). wenn die Zahl der Testmuster unabhängig 
von der Zahl der Zellen ist. d. h. die Zahl der Testmuster ungeachtet dcr Größe und Datenbreite 
der realisierten Schaltung konstant bleibt. 
27 
Die Zellen selbst brauchen keine Schaltnetze zu sein. Bei den sogenannten systolisclrel1 
Arrays bestehen sie im allgemeinem aus Schaltwerken. Es kann gezeigt werden, daß man mit 
einem gewissen Mehraufwand die Zellen jeder ILA so konstruieren kann, daß sie C-testbar 
werden /HaSr8 1,'. 
Schaltungen in Bitscheiben-Architektur sind ein Spezialfall hiervon. Eine solche Schaltung heißt 
I-testbar, wenn Tests gefunden werden können, bei denen die Antworten aller Bitscheiben iden-
tisch sind. Die Testauswenung reduziert sich dann auf einfaches Vergleichen. Es wurde eben-
falls gezeigt, daß sich jede Bitscheiben-Architektur Cl-testbar machen läßt /HaSr81/. Deranige 
Schaltungen können auf einfache Weise für den Selbstlest ausgerüstet werden /AbCe83/. 
Die Realisierung eines Schaltnetzes als PLA kann ebenfalls eine bedeutende Steigerung der Re-
gularität und Verbesserung der Testbarkeit mit sich bringen, falls das PLA noch durch Zusatz-
ausstattungen ergänzt wird /DaMu81/. 
Allerdings sind die Einsatzmöglichkeiten regulärer Strukturen beschränkt. Auch sind der Ent-
wurfsaufwand und die Mehrkosten an Fläche, um Cl-testbare Strukturen zu realisieren, mitun-
ter beträchtlich. Weiter können die notwendigen Modifikationen die Leistung und das Zeitver-
halten der Schaltung deutlich verschlechtern, so daß die vorgegebene Spezifikation mit dieser 
Teststratcgie nicht einzuhalten ist. Schließlich vereinfachen einige der genannten Vorschläge 
zwar die Testerzeugung und reduzieren auch den Teslmusterumfang, benötigen aber dennoch 
Hochleistungsprüfautomaten. 
Der Einsatz solcher Strukturen ist jedoch in vielen Einzelfällen möglich und sinnvoll. Künftige 
Forschungsaktivitäten können die Anwendungsfelder der Logiksynthese erweitern, wenn sie 
auch die Erzeugung der jeweils besonders geeigneten regulären Strukturen ermöglichen. 
1.4.4 Teslcrzeueuoe alls der Fuoktjoosbeschrejbuoc 
Ist die Beschreibung der Schaltungsfunktion in einer programmiersprachlichen Form gegeben, 
lassen sich zur Testerzeugung auch solche Verfahren anwenden. die nur die vorkommenden 
Operationen, Verzweigungen, Schleifen usw. testen. Einen Überblick über die Methoden funk -
tionaler Testerzeugung gibt /LiSu84/. 
Für die Eingabesprache von CADDY, DSL, schlug R. Weber eine entsprechende Testerzetl-
gung vor /Webe86/. Ein deraniges Verfahren bietet den Voneil, ein Prüfprogramm effizient 
erzeugen zu können, ohne auf die Kenntnis der tatsächlich implementienen ooer synthetisierten 
Struktur angewiesen zu sein. Nachteilig ist jedoch, daß man nach der Durchftihrung eines sol-
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ehen TeSlS keine Angaben über die tatsächlich erzielte Fehlererfassung für ein technologieab-
hängiges Fehlennodell machen kann. Falls eine bestimmte Produktqualität mit großer Zuverläs-
sigkeit einzuhalten ist. muß deshalb ein technologieabhängiger oder gar ein vollständiger Test 
eingesetzt werden . Weiter löst der Funktionstesl trolZ seiner einfachen und kostengünstigen 
Erzeugung nicht das Problem der Testdurchfilhrung mit HochleislungsprüfautOrn:llcn. Daher ist 
auch diese Teslstrategie für synlhctisiene Schalrungen nur rur einen Teil möglicher Anwendun-
gen geeignet. 
Auch bei einer Einschränkung auf Scllaltnelze ist ein Einsatz der funktionalen Testerzeugung 
in der Synthese kaum sinnvoll. Derartige Verfahren wurden am Institut für Informatik IV der 
Universität Karlsruhe in Dissenationen von Boctor lBoct80/ und ehen /Chen84/ entwickelt. um 
für Bausteine mit unbekannter innerer Struktur Tests zu generieren. Dies ist eine Situation, wie 
sie ruf den Wareneingangstcst oder rur den Test von bestückten Leiterplattcn typisch ist. In 
jenen Arbeiten werden Boolesche Funktionen in disjunktive Fonnen umgewandelt und an-
schließend rur Literalfehler Tests konstrUien. Dies verlangt keinen geringeren Aufwand als die 
Testerzeugung aus der Struktur selbst, letztere ist aber an ein strukturorientienes Fehlennodell 
angepaßt. Da während der SchallUngssynthese sowohl die generiene Struktur als auch zumeist 
die Technologie bekannt sind, ist es nicht sinnvoll. während der Testerzeugung auf diese zu-
sätzliche Information zu verzichten. 
1.4.5 Per Test mit Zufallsmustern 
Angesichts der rasch wachsenden Koslen bei detenninistischen Teststrategien für Schaltungen 
hoher Komplexität gewinnt der Test mit Zufallsmustern zunehmend an Bedeutung. 
Das Vorgehen bei dieser Teststrategie ist denkbar einfach: An die Schaltung oder an einzelne 
Schaltungsteile wird eine größere Menge zufaJlig erzeugter Muster angelegt, und die Antworten 
werden mit den Sollanlworten verglichen. Weichen sie nicht von den korrekten Antworten ab, 
die z. B. anhand einer Simulation bestimmt wurden, so nimmt man für die Schaltung Fehler-
freiheit an. Diese Teststrategie bietet einige wichtige Vorteile: 
Die rechenzeitintensive deterministische Testmusterberechnung entfällt. 
Die Zufallsmuster können bei der Testdurchführung auf einfache Weise erzeugt 
werden: Linear rückgekoppelte Schieberegister führen eine Polynomdivision aus, 
wobei das Polynom durch die lineare. rückkoppelnde Funktion bestimmt wird. Ist 
das Polynom primitiv, so ninunt ein n-stelliges Schiebe register im autonomen Ver-
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halten 2"-1 verschiedene Zustände an. Es läßt sich zeigen, daß die durch den Inhalt 
des Schiebe registers bestimmte Musterfolge wichtige Eigenschaften erfullt, die für 
wjällig erzeugte Muster zu gelten haben IGol067/. 
Die TestdurchfUhrung kann in deutlich höherer Geschwindigkeit geschehen. Da-
durch können technologieabhängige Fehler leichter erkannt werden (fWuR086/, 
/Tsai83/). 
Eine Zufallsmustermenge, mit der die Fehler eines bestimmten Fehlermodells mit 
ausreichender Sicherheit erkannt werden, ist umfangreicher als eine detenninistische 
Testmenge und deckt auch viele Fehler auf, die nicht im Fehlermodell berücksichtigt 
sind ( z.B. Mehrfachfehler). 
Die Auswertung der TestantwoI1en kann mit einem Signaturregister erfolgen. Dies 
sind ebenfalls linear tückgekoppeltc Schieberegister. in welche die Antworten ein-
gespeist werden /LeWa83/. Sie lassen sich so konstruieren, daß Fehler im Test-
datenstrom mit ausreichender Sicherheit erkannt werden können (/Leis82/. 
/HeLe83/). 
Der Registeneil einer Schaltung läßt sich mit geringem Mehraufwand so modi-
fizieren. daß er im Selbsltesl die Testmuster für den kombinatorischen Teil der 
Schaltung sowohl erzeugen als auch auswenen kann. Hierfür wurden bereits zahl-
reiche Verfahren vorgeschlagen, am bekanntesten ist wohl das "BILBO" (Built-In 
Logic Block Observation /KOEN79/). Diese Schaltung kann auf verschiedene Anen 
betrieben werden: Sie kann im die normale Registerfunktion ausfUhren, wobei die 
Speicherelemente gegebenenfalls simultan zurückgesetzt werden können. Sie kann 
so angesteuen werden, daß sie als Schieberegister ähnlich einem Prüfpfad arbeitet, 
und sie kann als linear rückgekoppeltes Schieberegister konfigurien werden, so daß 
Testmuster erzeugt und durch Signaturanalyse ausgewenet werden können. 
Durch den geeigneten Einbau von BILBOs anstelle normaler Register zerfallt die 
Schaltung wie in Bild 1.1l. 
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Bild 1.11: Partitionierung durch BILBOs 
Während des Tests werden zuerst das linke BILBO als Zufallsgenerator und das 
rechte zur Signaturanalyse benutzt. Danach wird der Inhalt des rechten BILBOs 
ausgegeben, anschließend werden das rechte BILBO zur Erzeugung der Zufalls-
muster und das linke zur Auswertung verwendet. Der Test der beiden Schaltnetze 
kann daher bei hoher Geschwindigkeit allein durch eine geeignete Steuerung der 
BILBOs durchgeführt werden. 
Dieser Selbsnest kann als Produktionstest, als Wareneingangstest und auch im Feld 
durchgefUhrt werden. 
Der Zufallstest wird hauptsächlich auf Schaltnetze angewendet, da sequentielle Schaltungen eine 
gesonderte Behandlung von Clear, Rescl und anderen Steuerleitungen erfordern und Initiali-
sierungssequenzen benötigen. Will man die Zufallsmuster rur Schaltnctze extern durch ein 
Schieberegistcr erzeugen, so genügen ein Entwurf im Scan Design und eine geeignete Steue-
rung der TestdurchfUhrung. Prüfpfad und BILBO lassen sich gleichennaßen einfach während 
der Synthese erzeugen. 
Die notwendigen Modifikationen für den ZufallsteSI, BILBO oder Prüfpfad, können jedoch 
Leistung, Geschwindigkeit und Räche der Schaltung so stark beeinträchtigen, daß die Schal-
tung evtl. bestimmten Forderungen nicht mehr genügt. Hinzu kommt. daß ein konventionell 
durchgeführter Zufallstest im Gegensatz zu einem deterministischen Test keine exakten Aus-
sagen über die Überdeckung eines bestimmten Fehlennodells machen kann. Aus diesen Grün-
den ist insbesondere der konventionelle Zufallstest auch nicht für alle Schaltungsanforderungen 
geeignet. 
Weitere Probleme sind die Bestimmung der Zahl der Zufallsmuster, die angelegt werden müs-
sen, um mit einer geforderten Wahrscheinlichkeit Fehlerfreiheit annehmen zu können, und die 
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Existenz von Schaltungen. fUr die diese Zahl unwirtschaftlich groß wird. Dies sind z.B. Schal-
tungen. in denen Ganef mit sehr hohem Fan-In vorkommen. Für diese Probleme werden in der 
vorliegenden Arbeit Lösungen angeboten. 
1.4.6 Der eeeenwärliee Stand der Inteeration yon Test und Synthese 
Die Diskussion in den vorhergehenden Abschnitten hat verdeutlicht. daß es keine TeststIategie 
gibt. die flir alle Schaltungsanforderungen gleichennaßen gut geeignet ist. Daher versuchen die 
modemen Silicon Compiler. möglichst viele Teststrategien bei der Layout-Erzeugung zu be-
rücksichtigen. So wird der von GTE entwickelte Silicon Compiler SILC /BLAC851 ein so-
genanntes "Automatie Design for Testability (ADrn" anbieten IFUNG851. das die durch SILC 
gencrienen Strukturen um die notwendige Zus3tz3usst3ttung ergänzt. die zur Durchführung 
einer der in den vorhergehenden Kapiteln erwähnten Teslstrategien nötig ist. Ein Regelsystem 
unterstützt den Benutzer bei der Auswahl der geeigneten StIategie für jeden Schaltungsteil. Das 
von CDC entwickelte Programm Y ASC (Yet Another Silicon Compiler) /KREK851 wird durch 
ein ähnliches System des ADfT ergänzt IAGRA84/. 
Für die Schaltungssynthese wird sich diese Aufgabe auch stellen. wenn es gelingt, fUr die gan-
ze Bandbreite möglicher Anforderungen die geeigneten Schaltungen zu generieren. 
Die Forschungsarbeiten über die automatische Erzeugung logischer Strukturen aus reinen Funk-
tionsbeschreibungen an der Carnegie-Mellon University (/KoTh83/. /WaTh851). in Berkeley 
lNewt851 oder an der University of Southern Califomia IGran851 konzentrieren sich auf die 
Entwicklung von Synthesetechniken. die auf möglichst schnelle Weise zu effizienteren Ent-
würfen fUhren sollen ICamp851. Da dieselbe Funktionsbeschreibung auf mannigfaltige Art in 
konkrete Elemente abgebildet werden kann, ist die Suche nach einer optimalen Realisierung 
sehr aufwendig. Bei geeigneter Fonnalisierung läßt sich zeigen. daß dieses Problem NP-voll-
ständig ist und sinnvoll nur approximativ angegangen werden kann (fSAHN80/./CoSa831). Die 
Integration von Test und Logiksynthese aus reinen Verhaltensbeschreibungen wurde bislang 
noch nicht eigenständig in der wissenschaftlichen Literatur behandelt. 
Das aktuelle Anwendungsgebiet der Schaltungssynthese beschränkt sich derzeit auf das soge-
nannte "Rapid Prototyping". auf die schnelle Umsetzung von Aigorith men in Hardware. ohne 
daß Effizienz. Leistung und optimale Flächenausnutzung der Schaltung sehr wesentlich sind. 
Dieses Vorgehen ist sinnvoll, wenn ohnehin nur in kleineren Stückzahlen produziert oder die 
Schaltung vorab schnell auf den Markt gebracht werden soll. Bei kleinen Stückzahlen fallt aber 
auch der Aufwand zur Testerzeugung stärker ins Gewicht als die Mehrkosten an Silizium. die 
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ein eingebauter Zufallstest erforden. Hinzu kommt, daß die wohl vorwiegend kleineren Auf-
lagen flir synthetisiene Schaltungen den Einsatz von Hochleistungsprüfgeräten nicht rentabel 
machen. 
Aus diesen Gründen erscheint beim derzeitigen Stand der Entwicklung der sogenannte "low 
cost"-Test flir synthetisiene Schaltungen vordringlich. Die vorliegende Arbeit konzentrien sich 
daher auf den Zuf.lIstest, d. er hierflir besonders gut geeignet erscheint. 
2 Grundlaeen. Definitionen und Vorarbeiten 
Im ersten Abschnitt dieses Kapitels werden Begriffe und elementare Sachverhalte für alle fol-
genden Untersuchungen bereitgestellt. Er gibt das Handwerkszeug. um das Ziel der vorliegen-
den Arbeit genauer formulieren und im letzten Teil von den bislang geleisteten Vorarbeiten ab-
grenzen zu können. 
2.1 Grundleeende Sachverhalte und Definitionen 
2.1.1 Schaltnetzanalyse 
Die folgenden Untersuchungen werden sich im wesentlichen auf Schaltnetze beziehen. Ein 
Schaltnetz S ist ein gerichteter Graph ohne Zyklen mit den Knoten K := <kt .. ... k,:>. Be-
sonders ausgezeichnete Knoten sind die primären Eingänge I := <i l .... . in> und die primären 
Ausgänge 0 := <Ot •...• om>. Alle anderen Knoten entsprechen entweder Invertern oder AND-
Gauern mit zwei Eingängen. 
Letztere Konvention wird nur zur Vereinfachung der Darstellung getroffen und schränkt die 
Gültigkeit der diskutierten Sachverhalte nicht ein. 
Eine Eingangsvariable x eines Schaltnetzes S sei im weiteren eine Boolesche Zufallsvaria-
ble. und P(x) sei die Wahrscheinlichkeit. daß x wahr wird. Das Tupel X := <Xi I iE I> ordne 
jedem primären Eingang von Seine Boolesche Zufallsvariable zu und sei insgesamt unab-
hängig (siehe /Fe1l68/. pp. 70). d. h. rur jede Teilmenge Q der primären Eingänge I gelte 
(2.1) 
p(IIx;} = IIp(x) 
i_ Q iaQ 
Für Boolesche Zufallsvariablen x. y und z gelten die folgenden Beziehungen: 
(2.2) P(-,x) = j-P(x) 
(2.3) 
P(x&y&Z) = 
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P(x)*P(y)*P(Z). 
falls x. y und Z unabhängig sind; 
P(y&z). falls x=y ist; 
sonst sind zur Berechnung weitere Infonna· 
lionen nötig. 
xb und yb seien Boolesche Variablen. Dann wird die Menge der auf der 2-elementigen Boole· 
schen Algebra definienen Funktionen 
(fb:(TRUE. FALSE}n-> (TRUE. FALSE I n E N) 
durch folgende Vorschrift isomorph in die Menge der arithmetischen Funktionen 
(f':(0. l}n -> (0. I) 1 n E N} 
abgebildet: 
(2.4) (1) TRUE 1-> 1 
(2) FALSE I-> 0 
(3) xb&yb 1-> x*y 
(4) ~xb 1-> I-x 
Die Booleschen Zufallsvariablen xl •... • xn seien insgesamt unabhängig und mit den Wahr-
scheinlichkeiten Zj wahr. d. h. P(Xj) = Zj. Die arithmetischen Variablen yl •...• yn seien eben-
falls insgesamt unabhängige Zufallsvariablen. die jedoch mit den Wahrscheinlichkeiten Zj den 
arithmetischen Wen 1 annehmen und sonst 0 sind (d.h. P(Yj= l) = Zj) . Diese Variablen haben 
daher den Erwanungswen E(Yj) = 'i. 
Für jede Boolesche Funktion iSI die Wahrscheinlichkeit. daß sie wahr wird. gleich dem Erwar-
tungswert der entsprechenden arithmetischen Funktion: 
Die aritllmetische Einbetlung einer Booleschen Funktion 
fb: (TRUE. FALSE}n -> (TRUE. FALSE) 
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ist die reelle Funktion f:[O.I]n --> [0.1]. die rur Zj e [0.1] definiert ist durch 
wobei die x I •...• xn wieder insgesamt unabhängige Boolesche Zufallsvariable mit P(Xj) = Zj 
für i= l .... n sind. 
Die arithmetische Einbenung einer Booleschen Funktion läßt sich bequem mit der in (2.4) defi-
nierten Abbildung berechnen. Künftig benutzen wir die Wahrscheinlichkeit einer Booleschen 
Zufalls variablen und den Erwartungswen ihres arithmetischen Pendants als miteinander aus-
tauschbar. 
BEISPIEL: Gesucht sei die arithmetische Einbettung g(zl.z2) der Funktion 
Es ist 
Mit (2.3) und (2.4) erhält man 
Auf diese Weise konsnuiert PROTEST automatisch rur alle logischen Grundelemente arithmeti-
sche Einbettungen und legt sie in einer Bibliothek ab. 
LEMMA 2.1: Es sei X:= <xl ..... xn>. und es seien fb.I(X) und fb,2(X) zwei disjunkte, d.h . 
sich gegenseitig ausschließende Boolesche Funktionen. Weiter sei 
Dann gilt flirdie arithmetischen Einbetrungen 
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BEWEIS: Es ist 
und es ist. da sich die beiden Funktionen gegenseitig ausschließen. 
FOLGERUNG 2.2: Für jede arithmetische Einbettung 
f(Xt. ···.xn) 
gilt 
FOLGERUNG 2.3: Die arithmetische Einbettung einer Booleschen Funktion ist die Summe 
der arithmetischen Einbettungen ihrer Minterme. 
Die Eingangsvariablen definieren für jeden Knoten k E Keine Boolesche Zufallsvariable Xk 
mit der Signalwahrscheinlichkeit P(xk). Für jeden primären Eingang i E I ist die Ein· 
gangswahrscheinlichkeit von i die Signalwahrscheinlichkeit P(Xj). Bei einem konventio-
nellen Zufalls test ist jedem primären Eingang eine Eingangsvariable mit der Signalwahrschein-
lichkeit 0.5 zugeordnet. 
Wir kommen nun zur Fehlerbehandlung. Es seien ein Tupel von Eingangsvariablen X und ein 
Haftfehler f gegeben. Die Fehlerentdeckungswahrscheinlichkeit Pr von f ist die Wahr-
scheinlichkeit, daß f von einem Muster entdeckt wird. das nach den Veneilungen von X zufällig 
erzeugt wurde. 
Die beiden folgenden Sätze beschreiben den Aufwand. mit dem die Berechnung der Fehlerent-
deckungswahrscheinlichkeiten auf die Berechnung von Signalwahrscheinlichkeiten zuriickge· 
führt werden kann. 
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SATZ 2.4: Es sei fein Haftfehler des Schaltnet<es S mit r Knoten. Es existien ein Schaltnet< 
S· mit O(r) Knoten, derselben Zahl primärer Eingänge und einem ausgezeichneten Knoten kr, 
so daß gilt: Für jede Eingangsbelegung ist kr = "I" in S· gen.u dann, wenn die Eingangsbeie· 
gung ein Testmuster für f in 5 ist. 
BEWEIS: (Skizze) \Vir verzichten auf eine Fonnalisierung und machen uns diesen Sachverhalt 
wie folgt plausibel: Mit Aufwand O(r) läßt sich von S eine Kopie Sr anfenigen, die den Fehler f 
enthält. S und Sr werden zu dem Schaltnetz S+ zusammengefühn, indem die jeweiligen primä-
ren Eingänge miteinander verbunden, die jeweiligen Ausgänge mit der Antivalenz und deren 
Ausgänge wiederum disjunktiv verknüpft werden (Bild 2.1). 
I I I 11 
I 111 11 
5 SI 
~ ., ~ 
>1 
5+ 
I 
Bild 2.1: Fehlerentdeckung 
Will man jedoch auf der Grundlage dieses Satzes die Berechnung von Fehlerentdeckungswahr-
scheinlichkeiten auf die Bestimmung von SignaIwahrscheinlichkeiten zurückführen. so müßte 
man dazu ein Schaltnet< der Größenordnung 0(r2) konstruieren. Aber mit geringerem Aufwand 
läßt sich die Wahrscheinlichkeit damr bestimmen, daß von einem Punkt in der Schaltung zu 
einem primären Ausgang genau ein Pfad sensibilisiert wird. Diese Beobachtung machte Savir in 
ISA VI83/ und ISA V184/. Sie setzt voraus, daß die Zahl der Kanten, die von einem Knoten weg· 
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führen, durch eine Konstante beschränkt ist. Dies ist aber in realen Schaltnetzen stets der Fall . 
da die Treiberleistung eines Bauelements begrenzt ist. Die Beobachtung kann durch folgenden 
Satz genauer beschrieben werden: 
SATZ 2.5: Es sei Sein Schalt netz mit einem primären Ausgang 0 und n Gattern. Es existiert 
ein Schahnetz So der Größe O(r) mit denselben primären Eingängen. das rur jeden Bausteinan· 
schluß A von S einen Knoten K(A) enthält. der für eine Belegung genau dann wahr ist. wenn 
bei dieser Belegung von A nach 0 genau ein Pfad sensibilisiert wird. 
BEWEIS: Die Knoten <k l ... .• kl> seien so numerien, daß i <j gilt. falls es einen Pfad von kj 
nach ki gibt (Signalflußrichtung). Für jeden Anschluß A konstruieren wir eine Boolesche For· 
mel SIA. die genau dann wahr ist, wenn von A nach 0 exakt ein Pfad sensibilisiert wird. und 
eine Boolesche Fonnel nIA. die geoau dann wahr ist. wenn von A nach 0 kein Pfad sensibili-
sien wird. Bild 2.2 verdeutlicht diese Konstruktion an einem Beispiel. 
h 
J k 
Sta = I. nta = 0; stb = -Co ntb = c; s!c = b. n!c = b; std = f&stb. ntd = ntb OR~f; 
str = d &stb' ntr = ntb OR ~d; stg = e&st,. ntg = e OR ntc: stc = g&stc• nie = g OR~ntc; 
sth = std. nth = ntd; sti = stc• nti = ntc; st) = (sth & ntg) OR (stg &nt.). nti = ntg&nth; 
stk= (sti & ntj) OR (sti &nti)' ntk= nti&nth; 
Bild 2.2: Pfadsensibilisierung 
Die Konstruktion geschieht mit absteigender Reihenfolge der Knotennummern. 
Für i = rist kj am primären Ausgang 0 angeschlossen. und für den zugehörigen Gatteran-
schluß A ist stA stets wahr und ntA stets falsch . 
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Ansonsten seien gl, .. ,gp diejenigen nachfolgenden Gauereingänge, an die kj angeschlossen ist, 
und A sei der zu k j gehörende Ganerausgang. 
Setze 
und 
Falls Ader Ganerausgang eines Inveners ist, erhält der Invenereingang dieselbe Formel für nt 
und st. Ist A Ausgang eines ANO mit den Eingängen Bund C, an welche die Knoten bund c 
angeschlossen sind, so ist nIB:= ntAOR~c und stn:= stA&C. Der Anschluß C wird ent-
sprechend behandelt. 
Es gibt jedoch Fehler, die sich nur durch gleichzeitige Sensibilisierung mehrerer Pfade erkennen 
lassen. Daher wird eine Bestimmung von Fehlerentdeckungswahrscheinlichkeitcn mittels Satz 
2.5 stets zu einer systematischen Unterschätzung fUhren. Dennoch bietet dieser Satz eine effi-
ziente Möglichkeit, um die Abschätzung von Fehlerentdeckungwahrscheinlichkeiten auf Sig-
nalwahrscheinlichkeiten zuruckzufUhren. Die Entdeckungswahrscheinlichkeiten sind Grundlage 
für viele Anwendungen, und man hat sich daher seit längerer Zeit bemüht, effiziente Berech-
nungsverfahren zu finden. 
2,1.2 Ootimierune 
Wir stellen nun einige Sachverhalte bereit, die in der Optimierungstheorie bewiesen werden 
(vgl. z.B./CoWe71/). 
DEFINITION 2.6: Eine Punktmenge K des Rn heißt konvex, wenn mit je zwei Punkten XI 
und x2 aus K auch alle Punkte OO<t+(l-CX)x2 mit 0,; cx,; I in K liegen. 
Offensichtlich ist [!l, I-!l]I konvex. 
DEFINITION 2.7: B sei eine konvexe Teilmenge des Rn. Eine fUr x E B definiene reell -
wenige Funktion <I>(x) heißt konvex in B, wenn für x, y E B und alle reellen CX mit 
o ,; cx ,; 1 gilt 
(2.7) <I>(cxx+(l-cx)y)'; cx<l>(x)+(l-cx)<I>(y). 
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Für jeden Vektor x E Rn bezeichne x' den transponierten Vektor. 
DEFINITION 2.8: Eine reelle. symmetrische, n-reihige quadratische Matrix A heißt positiv 
definit, wenn x'Ax > 0 für alle von 0 verschiedenen x E Rn ist, und sie heißt positiv 
semidejinil, wenn x'Ax?: 0 für alle x E Rn ist. 
SATZ 2.9: Jede auf einer kompakten Menge definierte stetige, reellwenige Funktion nimmt 
don ein Maximum und ein Minimum an. 
SATZ 2.10: Ist c:t>(x) streng konvex auf einer konvexen Menge des Rn, so gibt es höchstens 
einen Minima1punkt. 
Sowohl rur die lokale als auch rur die globale Optimierung ist der folgende Satz von Bedeutung: 
SATZ 2.11: <I>(X) sei auf einer konvexen Menge B des Rn definiert und besitze dort stetige 
zweite partielle Ableitungen. Ist die Matrix 
(2.8) 
für alle X E B positiv definit, so ist c.I>(X) streng konvex auf B. 
2.J.3 SChjebc[ecjslerfolgen 
Seit langem werden linear rückgekoppelte Schieberegister (LRS) zur Muster- und Code gencric-
rung in der Nachrichtentechnik eingesetzt. Ihr Einsatz zur Mustererzeugung und Signaturanaly-
se beim Produktionstest integrierter Schaltungen wird erstmals in IFroh??1 im Hewlett 
Packard-lournal beschrieben; einen Überblick über die Möglichkeiten ihres Einsatzes gibt 
IBhHe81!. Bild 2.3 zeigt das Prinzip eines linear rückgekoppelten Schieberegisters in der Nor-
malfonn I und der Nonnalfonn 11 (vgl./HeLe83/). 
I 
a) Normalform I 
qn (x) __ A~--1 5 .. -I f.-0- S .. _2!--{+}-
g ~ 1 
I 
b) Normalform II 
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i'}- ----.-: i'}- --+ + 
e n (x) 
Bild 2.3: Prinzip des linear rückgekoppelten Schiebercgislers (LRS) ($ bedeulet Addi-
tion mod 2 bzw. Antivalenzverknüpfung.) 
Hier seien die Si bzw. tj Speicherelemente, die gj sind Schalter, die bei gj = 1 geschlossen 
sind, und $ bezeichne die Addition mod 2. Die Eingangsfolge E kann als die Folge der Koeffi-
zienten eines Polynoms vom Grade n interpretiert werden: 
Die Schalter gj repräsentieren die Koeffizienten eines Divisoll'olynoms: 
und die Ausgangsfolge A steht rur die Koeffizienten des Quotientenpolynoms: 
Mit diesen Bezeichnungen ruhrt die Schaltung in Normalform I eine Polynomdivision aus: 
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Zu jedem Zeilpunkt beschreiben die Speicher tj die Dualbrucildarsle/lllng des Rest polynoms 
dividien durch das Eingangspolynom. Auch in Nonnal[onn Il fühn die Schaltung eine Poly-
nomdivision durch: 
en(x)/g,(x)=qn(X)+S,_l (x)/g,(x) . 
Hier reprnsentien der Speicherinhalt stelS das Restpolynom 
Sr_l (x):=sr_1 Xr_l + ... +51 X+S() 
Von besonderem Interesse ist das autonome Verhalten dieser Schaltungen für den Fall. daß 
en = I und sonst alle Elemente von E gleich 0 sind. Da dies der Eingabe des Polynoms x n ent-
spricht, müssen sich beide Schaltungen nach außen äquivalent verhalten. Es läßt sich zeigen. 
daß die Schaltungen genau dann 2'-1 verschiedene Zustände annehmen. wenn das Divisorpoly-
nom gr(x) primitiv ist. In diesem Fall nennen wir die rückgekoppelten Schieberegistcr 
maximal .. 
2.2 Die Aulj:abenstelJllne 
Falls für die Fehler einer Scha)(ung die Entdeckungswahrscheinlichkeiten bekannt sind. wird 
die Lösung einer ganzen Reihe von Aufgaben erleichtert oder erst ermöglicht. Aus den Fehler-
entdeckungswahrscheinlichkeiten ist der Umfang einer Zufallstestmenge zu bestimmen, der nol-
wendig ist, um mit einer geforderten Sicherheit die Korrektheit einer Schaltung feststellen zu 
können (Abschnitt 3.1). Ihre Kenntnis kann auch die deterministische Testerzeugung beschleu -
nigen, indem man versucht, stets nur für Fehler mit geringster Entdeckungswahrscheinlichkeil 
Tests zu generieren und zu simulieren, ob diese Tests auch die Fehler mit größerer Ent-
deckungswah~cheinlichkeit erkennen. 
Ein effiziemes Verfahren zur Bestimmung von Fehlerentdeckungswahrschcinlichkeitcn ist not-
wendig. um ein Gütekriterium dafür zu emwickeln, welche Wahrscheinlichkeiten für die Ein-
gangs variablen des Schaltnetzes besonders gut flir einen Zufalls test geeignet sind. Geeignet be -
deutet hier: 
A) Eine Mustennenge mit gegebenem Umfang N entsprechend diesen Eingangswahr-
scheinlichkeiten entdeckt die gesamte Fehlennenge mit hoher Wahrscheinlichkeit; 
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B) um die gesamte Fehlermenge mit einer gefordenen Wahrscheinlichkeit zu cm-
decken, ist der notwendige Umfang N einer Mustermenge mit solchen Eingangs-
wahrscheinlichkeiten minimal. 
Häufig wird gegen den Test mit Zufallsmustern eingewendet. daß Schaltungen. in denen Fehler 
mit sehr niedriger Entdeckungswahrscheinlichkeit vorkommen, äußerst unwirtschaftlich große 
Mustermengen rur einen verläßlichen Test benötigen (jShMc75/. /Agra78!). Solche Fehler treten 
beispielsweise bei Gattern mit einer großen Zahl von Eingängen auf. In der Tat zeigen die 
Tabellen im Anhang für solche Schaltungen wie Vergleicher. Dekodierer und sogar einfache 
Konjunktionen und Disjunktionen mit vielen Eingängen für einen konventionellen Zufallstest so 
große Musterzahlen, daß ein Test nicht mehr in angemessener Zeit durchgeführt werden kann. 
Mit optimierten Eingangswahrscheinlichkeilen konnte jedoch in allen untersuchten Beispielen 
der notwendige Testumfang soweit gesenkt werden, daß ein Zufallstest winschaftlich oder gar 
erst möglich wird. 
Zur Bestimmung optimiener Eingangswahrschein!ichkeiten wird neben einem geeigneten Güte· 
kriterium noch ein effizientes Optimierverfahren benötigt Beides leiten wir im 4. Kapitel her. 
Im 5. Kapitel stellen wir eine Selbsuestarchitektur vor, mit der die Muster entsprechend den op · 
ti mienen Veneilungen erzeugt werden können, und die dennoch nur einen Hardware-Mehrauf· 
wand in annähernd gleicher. zum Teil sogar geringerer Größenordnung wie das BILBO benö-
tigt. 
Die wichtigsten Ergebnisse der Arbeit bestehen daher in folgenden drei Punkten: 
Entwicklung eines effizienten Verfahrens zur Schätzung von Signal- und Fehlerent· 
deckungswah ... cheinlichkeiten. 
Herleirung und Implementierung eines Verfahrens zur Bestimmung optimierter Zu-
fallsmuster. 
Vorschlag einer Anordnung zur Erzeugung optimierter Zufallsmuster für den 
Selbstlest einer Schaltung. 
Diese Punkte haben dadurch besondere Bedeutung. daß die Klasse der Schaltllllgell !'er-
größert wird. die sich mit Zufallsmustern selbst testen können. ohne daß dabei gegenüber ei-
nem traditionellen Zufallstest Mehrkosten entstehen. Staudessen werden die Testzeiten noch 
verkürzt. 
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2.,3 vorarbgiten "on :lnderer Seite lind Abgrenzung der En;:ebnjssc 
2.3.1 Vorarbeiten zur Bestimmung "00 Signal. lind 
Feh 1 eren Idee k t! n gswa h [sehe; D I i (' h k (' i t co 
Schon 1975 haben Prathima und Vishwani Agrawal einen Algorithmus vorgeschlagen. der in 
linearer Komplexität flir Schaltnetze ohne rekonvergente Zweige die Signal wahrscheinlichkeiten 
an den Knoten bestimmt IAgAg751. Im selben Jahr publizierten Parker und McCluskey eine lö-
sung des allgemeinen Falls. die jedoch exponentiellen Aufwand erfordert und somit nur für 
relativ kleine Schaltungen praktikabel ist UMcPa75a/. /McPa75b/). 
Aus diesem Grund haben Savir et al. 1983 ein Verfahren vorgestellt. das an jedem Knoten eine, 
Schaltnetzes eine obere und eine untere Schranke rur seine Signalwahrscheinlichkeit berechnet 
ISA VI83/. Hier wird durch die Struktur der Schaltung ein festes Intervall für einen Knoten be-
stimmt. so daß in ungünstigen FäHen nur wenig Information über den tatsächlichen \Yen erlangl 
wird. Dieselben Autoren verfeinerten diesen Algorithmus durch heration und schlugen weitere: 
Ergänzungen vor. die dann ebenfalls exponentiellen Aufwand verursachen können ISA VI84/.. 
Einige der in 1.3 erwähnten Testbarkeitsmaße setzen voraus, daß die Signalwahrscheinlichkei-
ten leicht bestimmbar sind. Zumeist wird vorgeschlagen. die Signal wahrscheinlichkeiten durch 
Richtigsimulation mit einer ausreichend großen Zahl von Zufallsmustem zu ennitteln UDuss78/. 
/FoFu82/). Das Programm STAFAN versucht. auf der Grundlage solcher Simulationsergebnis-
se die Fehlerentdeckungswahrscheinlichkeiten zu bestimmen I AgJa84/. 
Auf diese Weise ist jedoch eine verläßliche Bestimmung von Signa!wahrscheinlichkcitcn bei 
solchen Funktionen schwierig. die fast immer "I" oder fast immer "0" als Wert annehmen. 
Falls beispielsweise gefordert wird. daß die Aussage "Funktion konstant" höchstens mit der 
Wahrscheinlichkeit 0.02 falsch sein darf, dann müßten an ein AND Gatter mit 8 Eingängen 
gemäß der in Kapitel 3 hergeleiteten Formel insgesamt log(O.02)/Oog(255)-log(256)) - 1000 
Zufallsmuster angelegt werden. obwohl nur 256 verschiedene Muster möglich sind. 
Karp und luby haben ein Verfahren vorgestellt. das für eine Boolesche Fonnel in di sjunktiver 
Form die Wahrscheinlichkeit schätzt. daß sie wahr wird /KaluS3/. Ihr Verfahren bestimmt für 
die Wahrscheinlichkeit f(w) einen Schätzwert f(w). so daß 
P(lf(w)·f(w)l/f(w) > Il) < 0 
mit den Parametern ß > 0 und 0 < 0 <I gilt. Ihr Algorithmus ist polynomial in 1/0. I/ß und 
der Fonnellänge von w. 
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Leider beruht er wesentlich darauf. daß die Formel in disjunktiver Form vorliegt. Daher ist er 
als Schätzverfahren fur Fehlerentdeckungswahrscheinlichkeiten ungeeignet. denn die Rückfüh-
rung auf die disjunktive Fonn kann wiederum exponentiellen Aufwand verursachen. 
Wir werden im 3. Kapitel feststellen. daß der exponentielle Aufwand. den alle bekannten An-
sätze zur Berechnung der genannten Wahrscheinlichkeiten haben, in der Komplexität des Pro-
blems begründet ist. Für größere Schaltungen muß man sich mit einem Schä(zverfahren für 
Fehlerentdeckungswahrscheinlichkeiten zufrieden geben. das jedoch folgende Randbedingun-
gen erfullen sollte: 
i) Die Schätzung soll möglichst genau erfolgen; 
ii) die Bestimmung der Schätzwerte soll so effizient sein, daß sie als zu opti mierende 
Gütefunktion wiederholt aufgerufen werden kann~ 
iii) das Verfahren soll eindeutig interpretierbare Werte liefern. 
Diese Randbedingungen sind nötig, damit die geliefenen Werte benutzt werden können , um 
einerseits optimale Eingangswahrscheinlichkeiten für einen Zufallstest zu finden und um an-
dererseits mit diesen Werten die notwendige Zahl von Zufallsmustern ermitteln zu können. 
SCOAP und andere bekannte konventionelle Testbarkeitsmaße korrelieren nur höchst unzu läng-
lich mit der Fehlerentdeckungswahrscheinlichkeit und erfüllen weder i) noch iii) (/AgMe82/. 
IMeUn84/). Die älteren Verfahren zur exakten Berechnung von Signalwahrscheinlichkeiten 
nach (/McPa75a/. /McPa75b/) sind fUf große Schaltnetze bei weitem zu ineffizient Zur Analyse 
großer Schaltnetze reicht die Effizienz der neuen Verfahren. die auf Fehler- oder Logik-
simulation beruhen, zwar aus, sie ist jedoch rur die Optimierungsprozeduren unzureichend. 
Auch der "Cutting Algorithmus" von Scvir erfullt nicht alle gestellten Anforderungen. da er nur 
Intervalle liefert und damit iii) nicht einhält. 
Das im 3. Kapitel vorgestellte neue Schätzverfahren wurde 1984 erstmalig publiziert fWu84/. 
1985 international vorgestellt fWu85/ und als Programmsystem mit dem Namen PROTEST 
(Probabilistic Testability Analysis) implementien. Einige der darin verwendeten Heuri-
stiken haben auch Agrawal und Seth in einem jüngst publizierten. ähnlichen Ansatz zur Schät-
zung von Fehlerentdeckungs- und Signalwahrscheinlichkeiten verwirklicht (/SETH85/. 
/SETH86/). 
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2.3.2 Gfgenwärliger Stand bej der QOljmjerum: "00 
Ej0l:aneswjJb esche; 01 ich keilen 
Für Schal lungen. die keine Verzweigung enlhahen. haben P. und V. D. Agrawal einen Algo-
rithmus vorgeschlagen. der die Eingangswahrscheinlichkeiten so bestimmt. daß von den primä · 
ren Eingängen zu dem primären Ausgang mit großer Wahrscheinlichkeit Pfade scnsibilisicn 
sind (JAgAg75a/./AgAg76{). Solche Schallungen mil ßaumstruklur kommen jedoch sehen vor 
und stellen auch an die detenninistische Testerzeugung geringe Anforderungen. 
Für den allgemeinen Fall haben V. D. Agrawal und SeIh optimierte Eingangswahrscheinlichkei-
ten mit infonnationstheoretischen Mitteln gesucht, wobei sie eine logische Funktion als Kanal 
zur Informationsübertragung auffassen (JAgra81/./AgSe82/). Sie haben angenommen. daß eine 
Schallung besonders gut durch Zufallsmuster testbar ist. wenn diese Zufallsmuster die Informa -
tion an den primären Ausgängen maximieren. Die Berechnung solcher Eingangswahrscheinlich-
keilen erfordert jedoch wiederum die Kenntnis der Signalwahrscheinlichkeiten, so daß auch hier 
ein Schätzverfahren durch Logiksimutation oder durch analytische Methoden nöti g ist. 
Schnurman hat diesen Ansatz zur praktischen Erzeugung der Tesunuster benutzt, indem er wäh-
rend der Testdurchführung die Signaländerungen am Schaltungsausgang gemessen und damit 
die Verteilungen der einzugebenden MUSler geSleuert hal/SCHN75/. 
Ein wesentlicher Einwand gegen dieses Vorgehen ist, daß weder das Fehlermodell noch die 
konkrete zu testende SchaJrungssrruktur in die Bestimmung der Eingangswahrscheinlichkeiten 
eingehen. Daher können die heiden oben genannten Kriterien durch dieses Optimierverfahren 
nur sehr unzureichend erfüllt werden . Experimentelle Untersuchungen des Autors haben dann 
auch ergeben. daß so die Effizienz eines Zufalls tests in der Regel nur gering verbessert und in 
manchen Fällen sogar deutlich verschlechlert wird /Wu84/. 
Lieberherr hat zwei Verfahren zur Optimierung von Eingangswahrscheinlichkeiten gegenüber-
gestellt ILieb84/: Die Bestimmung eines Tupels von Eingangswahrscheinlichkeiten. das die 
Wahrscheinlichkeit der Pfadsensibilisierung maximiert. und die Erzeugung solcher Zufallsmu-
SIer. die SIelS gen au k Eingänge auf "I" selzen. Im lelzlen Fall muß k so gewähh werden. daß 
die Fehlerenldeckungswahrscheinlichkeil maximal wird. Jedoch wurde kein Verfahren zur Opti-
mierung der Eingangswahrscheinlichkeilen oder gar der Zahl k enlwickelt 
In der vorliegenden Arbeit wird eine neue Gütefunktion für Eingangswahrscheinlichkeiten defi-
niert. die mit dem im 3.Kapitel entwickelten Schätzverfahren bestimmt werden kann. Zugleich 
werden mathematische Verfahren flir ihre Optimierung untersuchl und entwickelt 
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Da bislang noch keine praktikablen Verfahren zur Optimierung von Eingangswahrscheinlichkei-
(en bekannt waren, existieren in der Literntur ebenfalls noch keine Vorschläge. mit welcher Zu-
s3tzbeschahung optimierte Zufatlstests erzeugt werden können. Eine solche Zusatzausstauung 
wird im 5. Kapitel vorgestellt. 
3 Feblerentdeckungs- und Sjgnalwabrscbcinlicbkvit('D 
In diesem Kapitel wird ein Verfahren zur Bcstillunung von Signalwahrschcinlichkeitcn hergelci-
tet. Darauf kann die Bestimmung der Fehlerentdeckungswahrscheinlichkeiten wie in den Sätzen 
2.4 und 2.5 zurückgeführt werden. Dies wird daher hier nicht noch einmal behandelt. standes-
sen wird mil der ModelIierung des Signalflusses in Abschniu 3.4 ein Verfahren angegeben, das 
auf Kosten der Genauigkeit möglichst schnell Schätzwerte liefert . 
Die folgenden Abschnitte untersuchen Anwendungen des Schätzverfahrens beim Zufallstest und 
auch bei der deterministischen Testmustererzeugung. Anschließend werden die Auswirkungen 
der Tatsache diskutiert, daß bei diesen Anwendungen nur Schätzwerte für die \Vahrschein-
Iichkeit zur Verfügung stehen. 
3.1 Die Au(gabensteJlllog lind ihre Kown!exjtijt 
Daß die Verfahren zur Berechnung der Signalwahrscheinlichkeiten flir größere Schaltnetze nicht 
praktikabel sind, hat seine tiefere Ursache in folgendem Sachverhalt : 
SATZ 3.1: Die Berechnung von Signalwahrscheinlichkeiten ist NP-han bezüglich der Schal-
lungsgrö!le. 
BEWEIS (SKIZZE): Es genügt zu zeigen, daß mit einem polynomialen Algorithmus zur Bestim-
mung von Signalwahrscheinlichkeiten auch ein NP-vollständiges Problem in polynomialer Zeit 
gelöst werden kann. 
Nach Satz 2.4 existiert mit einem polynomialen Algorithmus zur Berechnung von Signalwahr . 
scheinlichkeiten auch einer zur Berechnung von Fehlerentdeckungswahrscheinlichkeiten. Nach 
Satz 1.1 ist die Erkennung von Redundanz NP·vollständig. Redundanz liegt aber genau dann 
vor, wenn die Erkennungswahrscheinlichkeit eines Fehlers gleich 0 ist. 
Daraus folgl sofort: 
FOLGERUNG 3.2: Die Berechnung von Fehlerentdeckungswahrscheinlichkeiten ist NP-han 
bezüglich der Schallungsgrö!le. 
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Eine Konsequenz ist, daß die Berechnung der Fehlerentdeckungswahrscheinlichkeiten im un-
günstigsten Fall nicht weniger aufwendig als die detenninistische Testmustererzeugung selbst 
ist und deshalb nicht als Testbarkcitsmaß taugt. Daher stellen wir uns im folgenden die Aufga-
be. diese Wahrscheinlichkeiten zu schiilzen. Zuvor geben wir ein Verfahren zur exakten 
Berechnung von Signalwahrscheinlichkeitcn an, um es dann im nächsten Abschnitt soweit zu 
modifizieren, daß es mit annähernd linearem Aufwand Schätzwerte liefern kann. 
3.2 Die exakt" Berechnung von Sjgnalwahrscbeinlicbkeiten 
Wie in Satz 3.2 seien die Knoten der Schaltung entsprechend dem Signalfluß numeriert. Für 
jeden Knoten k sei V(k) die Menge aller Vorgängerknoten, d. h. deJjenigen Knoten, von de-
nen ein Pfad zu k fUhrt. Succ(k) sei die Menge der unmillelbaren Nachfolgerknoten von k. 
Induktiv bestimmen wir für i = 1 ...• r die Signalwahrscheinlichkeiten P(kj) bzw. die Erwar-
tungswcne E(ki). wenn wir arithmetische Variablen benutzen. 
(3.1 ) 
(I) Der Knoten kj ist ein primärer Eingang: 
Dann ist P(kj) als Eingangswahrscheinlichkeit gegeben. 
(2) Der Knoten kj ist Ausgang eines Inverters mit dem Eingangsknoten kj' Dann wurde 
P(kj) bereits bestimmt, und es ist P(kj) = I-P(kj). 
(3) Der Knoten kj ist Ausgang eines AND mit den beiden Eingangsknoten kj und kh. 
Hier müssen wir zwei Fälle unterscheiden: 
Wenn diese beiden Knoten keine gemeinsamen Vorgänger haben. dann sind 
sie statistisch unabhängig und nach (2.3) gilt P(kjl = P(kj)·P(khl. 
In diesem Fall ist nicht mehr garantiert, daß die beiden Knoten unabhängig 
sind, so daß (2.3) nicht angewendet werden kann. Der Durchschnitt V bildet 
ein Teilschaltnetz gemäß Bild 3.1. 
(3.2) 
(3.3) 
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Das TeilschalUletz hat eigene primiire Eingänge. und flir jede [esle Belegung 
dieser Eingänge sind die beiden Variablen kj und kh unabhängig. 
k l 
kh~ L.,kJ 
:!J I I 
I I 
I 
V 
Bild 3.1: Gemeinsame VorgängerknOlcn 
Jede solche feste Belegung bestimmt die Werte von ganz V. Es genügt also. 
für jede Belegung von V deren Wahrscheinlichkeit und die dazugehörende 
bedingte Wahrscheinlichkeit beider Variablen zu bestimmen und dann nach 
der erweilcnen Shannon Fonnel die gewichteten Produkte aufzusummieren. 
Jede Belegung von V kann durch einen Booleschen Ausdruck folgender Ge-
stalt repräsentien werden: 
A := TIk&TIlC V. l 
ke t ke V't 
Hierbei ist t diejenige Teilmenge von Knoten aus V. die unter der betreffen-
den Belegung wahr sind. Nun ist rekursiv die Wahrscheinlichkeit zu berech-
nen. daß AY•t erfüllt ist. d.h. P(AY.tl. Damit ergibt sich 
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Hiem»t ist die Induktion vollständig. 
Sofort sieht man. daß der exponentielle Aufwand im letzten Schritt liegt, den wir im nächsten 
Abschnitt mooifizieren werden. 
3.3 Schätz,,",,: der Sicoalwahrschcjolichkeiten im Pcocrammsystem PROTEST 
Offensichtlich wächst der Aufwand des eben skizzierten Berechnungsvetiahrens exponentiell 
nUt der Mächtigkeit der Menge der gemeinsamen Vorgängerknoten V. Die Schätzung der Wahr-
scheinlichkeiten geschieht, indem stets nur eine begrenzte Teilmenge VO von V betrachtet wird. 
Die Auswahl dieser Teilmenge erfolgt nUt drei Heuristiken. 
I) Der Rand 
Der Rand von V besteht aus denjenigen Knoten k E V, ftir die 
ist. Dies sind genau diejenigen Knoten aus V. die einen unmittelbaren Nachfol ger haben, der 
entweder Vorgänger von kj und nicht von kh ist oder der Vorgänger von k h und nicht von kj 
ist (vgl. Bild 3.2). 
v 
nild 3.2: Rand gemeinsamer Vorgängerknoten 
Jeder Punkt von V, der nicht auf dem Rand liegt, hat bei einer festen Belegung des Randes kei -
nen direkten Einnuß auf den Wert von kj oder kh. Es genügt also, nur Randknoten zu betrach~ 
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ten, und die Formel (3.3) berechnet noch immer exakte Wahrscheinlichkeiten. lm folgenden ge · 
hen wir stets davon aus, daß V nur aus Randknotcn besteht. 
Parker und McCluskey haben in ihrem Verfahren zur Berechnung von Signalwahrschcinlichkci-
ten die gemeins~men Vorgängerknoten der Schaltung stets bis auf die primären Eingänge ex-
pandiert. Die hier vorgeschlagene Beschränkung auf den Rand führt in der Regel zu einer klei-
neren Zahl zu beaachtcnder Knoten und ist auch als exaktes Verfahren effizienter. 
2) Der Abstand 
Der Abstand o(a,b) eines Knotens b von einem Vorgängerknoten a ist die Zahl derjenigen Kno-
ten, die auf dem kürzesten Pfad <a .... b> zwischen ihnen liegen, vennindert um die Zahl der 
Inverter, die bei diesem Pfad durchlaufen werden müssen. 
In der Regel haben die logischen Werte deIjenigen Vorgängerknoten mit einem großen Abstand 
geringeren Einfluß als die näheren Vorgänger (wobei mühelos auch Ausnahmen konstruien 
werden können). 
PROTEST gestanet es, einen Parameter MAXLIST zu spezifizieren, so daß nur Vorgängerkno-
ten mit einem Abstand 0 S MAXLIST betrachtet werden. Wird dieser Parameter nicht angege-
ben, kann bereits die Berechnung der gemeinsamen Vorgänger an einem Gatter mit mehreren 
Eingängen quadratischen Rechenaufwand erfordern. 
3) Die Korrelation 
Für jede Teilmenge W V bezeichne der Ausdruck 
A W •I := IIk & IIk 
ke t ke \'V\t 
eine Belegung von W. Entsprechend teschreibe die Fonnel 
(3.4) 
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die Schätzwene. die durch Beschränkung der Shannon Formel auf W erzielt werden. Für einen 
beliebigen gemeinsamen Vorgängerknoten x sei W:= V\(x}. Dann läßt sich durch Einsetzen 
und Umfannen leicht zeigen: 
(3.5) P(kj)·Pw(k j) = Kov(kj,x)*Kov(kh,x)Nar(x). 
Kov(a,b) bezeichne die Kovarianz zwischen a und b, In deren Berechnung gehen wieder Sig-
nalwahrscheinlichkeiten cin . Falls die Signalwahrscheinlichkeitcn mit einer Teilmenge W ge-
schätzt wurden. sei Kovw die entsprechende Schätzung der Kovarianz. 
Der Benutzer von PROTEST hat die Möglichkeit, mit dem Parameter MAXVERB die maximale 
Anzahl der zu betrachtenden gemeinsamen Vorgänger anzugeben. Ist nach Berücksichtigung 
der Kriterien I) und 2) die Mächtigkeit von V immer noch größer als MAXVERB, wird eine 
Teilrncnge Vo wie folgt ausgewählt 
I. Setze VO := 0 
2. Wähle ein XE V\VO und setze W := VOu (x} , bis 
IKov V' (kj,x)*Kov V' (kh,x)N arV (x)1 
maximal ist. Dann setze V:= W. 
3. Ist IVol < MAXVERB, so gehe zu 2), sonst STOP. 
Die notwendigen Wahrscheinlichkeiten zur Auswertung von Formel (3.5) während dieser 
Prozedur sind natürlich auch Schätzwerte. die in gleicher Weise gewonnen werden. 
3.4 Modelljerune des SjeD"lOusSfS 
Die Sätze 2.4 und 2.5 bieten die Grundlage daflir, die Berechnung von Fehleremdeckungs-
wahrscheinlichkeiten auf die Berechnung von Signalwahrscheinlichkeiten zurückzuflihren. Die 
in Kapitel 4 vorgestellten Optimierungsverfahren laufen effizienter ab, wenn sie neben diesen 
genaueren Schätzverfahren auch eine weniger genaue. aber daftir weit einfacher zu berechnende 
Schätzung zur Verfligung haben. 
Dies kann durch die ModelIierung des Signalflusses erfolgen. Hierzu ordnet man jedem 
Anschluß a eines logischen Gatter seinen arithmetischen Wert s(a) zu, der die Wahrscheinlich -
keit repräsentieren soll , daß das Signal von a bis zu einern primären Ausgang fließen kann. Für 
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jeden Eingang a eines Gatters Fist dF/da die Boolesche Differenz von F nach a Sie ist eine von 
a unabhängige Boolesche Funktion, dFlda := F(a=O) '" F(a= I), die genau dann wahr ist, 
wenn der \Ven des Gattereingangs a am Ausgang von F erkannt werden kann. Die arithme-
ti sche Einbetlung dieser Funktion bezeichnen wir mit dF a-
Für zwei Zahlen x und y sei x#y := x+y-2xy. Dann bestimmen wir: 
s(a) := 
I. falls a ein primärer Ausgang ist; 
S('I)#,,#S('j)' wenn a Ausgang eines Gatters iSI 
und direkt an die Anschlüsse x 1 .... Xj führt; 
dF a ' s(y), falls a Eingang des Gatters F mit dem Ausgang y 
ist. 
Die Fehlerentdeckungswahrscheinlichkeit eines s-a-i-Fehlers (i=O,I) 3m Anschluß a kann dun:h 
P(a)s(a) bzw. (I · P(a»s(a) modellien werden. 
Zur Modeliierung des Signalflusses genügt es, die Signalwahrscheinlichkciten im ursprungli -
ehen Schalmetz zu bestimmen. Dies braucht natürlich nicht mit dem oben geschilderten Verfah -
Ten von PROTEST zu geschehen, sondern kann auch mit anderen Methoden wie etwa durch 
Logiksimulation bei STAFAN 1 AgJa841 erfolgen. 
Die Schätzung der Fehlerenldeckungswahrscheinlichkeit durch Einfach-Pfad-Sensibilisicrung 
(Satz 2.5) und durch ModelIierung des Signalflusses verlangen ebenso wie dic Schätzung der 
Signalwahrschcinlichkeiten nur linearen Aufwand. Wir kommen nun zu einigen Anwendungen 
dieses Schälzverfahrens. 
3.5 Anwenduncen 
3.5.1 UnlerstÜtzunc deterministischer Iesterzcucunc 
Fast alle modemen Programme zur Erzeugung von Teslmustern für Schaltnctze aus der Struk -
turbeschreibung benutzen heuristische Funktionen, um die Reihenfolge zu bestimmen. in der 
versucht wird. Pfade zu sensibilisieren. Letztendlich bestimmen die heuristischen Funktionen 
die Reihenfolge, in der die Bclegungen dcr primären Ein gänge aufgezähll und dahingehend ge· 
prüft werden, ob sie einen gegebenen Fehler teSlen. Beispiele hierfür sind PODEM IGoe181 /, 
FAN !FuSh83/ , A TWIG rrris841 und viele andere. 
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Als heuristische Funktion sind die erwähnten allgemeinen Testbarkeitsmaße wie CAMELOT 
und SCOAP weit verbreitet. Jedoch existieren bereits Versuche, die Signalwahrscheinlichkeiten 
und die Fehlerentdeckungswahrscheinlichkeiten als Steuerfunktion flir die implizite Aufzählung 
der Eingangsbelegungen zu verwenden /AGRA85/. Diese Wahrscheinlichkeiten können mit den 
vorgestellten Verfahren effizient geschätzt werden. 
\Veiterhin ist nicht nUT die Reihenfolge von Interesse. in der die Eingangsbelegungen für einen 
Fehler durchprobiert werden, sondern auch die Reihenfolge, in der die Fehler selbst behandelt 
werden. Denn viele Verfahren zur automatischen Testmustererzeugung konstruieren iterativ eine 
Testmenge flir ein Fehiermodell F , das der Einfachheit wegen nur aus erkennbaren Fehlern be-
stehe, indem sie für i := 1. .. Fehlennengen Fj bestimmen, welche die noch zu bearbeitenden 
Fehler enthalten: 
(I) Fo := F . 
(2) Es wird zufällig oder heuristisch ein Muster erzeugt, und sämtliche Fehler aus Fl 
werden damit simulien. 
(3) Falls in Schritt (2) weitere Fehler XCFj entdeckt wurden, werden Fj+ 1 := Fj\X 
und i := i+ I gesetzt, und es wird wieder zu (2) gegangen. Falls kein Fehler (oder 
in anderen Versionen : faUs wiederholt kein Fehler) neu entdeckt wurde, wird mit (4) 
fortgefahren . 
(4) Es wird ein Fehler fE Fj gewählt, für diesen Fehler mit einem delerminislischen 
Testmustergenerator ein Muster konstruien, und sämtliche Fehler aus Fi werden mit 
diesem Muster simuliert. 
(5) Mit den in Schritt (4) enldeckten Fehlern XcFj werden F j+1 := Fj\(Xu{f}) und 
i := i+l gesetzt. 
(6) FaUs 1-(IFjl~F1) kleiner als die geforderte Fehlerüberdeckung iSI, wird mil (4) forl-
gefahren und sonSI beendet. 
Dieses Vorgehen iSI der Kern vieler in der Lileralur dargesleUler Teslerzeugungsalgorilhmen 
(/App83/,IBOTr/7/, /E180/,/GoR081/, fYMA77/ elc.). Es faUen insbesondere zwei Sachver-
halte auf: 
1. Mit einem zufallig, heuristisch oder deterministisch generierten Muster werden stets 
aUe noch nicht enldecklen Fehler simuliert. 
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2. Der Umschaltpunkt zwischen Simulation und deduktiver Mustererzeugung wird a 
postenori bestimmt - erst nachdem sich die Erfolglosigkeit der Simulation heraus-
gestellt hat. 
Diese bciden Punkte fUhren zu stark erhöhtem Simulationsaufwand rur die Fehler mit einer ge -
ringen Fehlerentdeckungswahrscheinlichkeit. Fehler, von denen mit großer Sicherheit ange-
nommen werden kann. daß sie nicht zufoillig durch Simulation gefunden werden können, so ll -
ten daher durch den Testalgorithrnus bevorzugt deterministisch behandelt werden. 
Dazu benötigt man ein Verfahren zur Bestinunung von Fehlerentdeckungswahrscheinli!:hkCllcn. 
Für jeden Fehler f seien sr die zu erwartenden Kosten, um den FehleT durch Fehlersimulation zu 
finden. sr hängt direkt von der zu erwanenden Zahl der notwendigen Muster und daher von dcr 
Fehlerentdeckungswahrscheinlichkeit ab. Der \Vert 0 sei ein empirischer \Ven. der für eincn 
gegebenen detenninistischen Testerzeugungsalgorithmus die durchschnittlichen Kosten wieder-
gibt. die bei einem Schaltnetz gegebener Größe rur einen Fehler anfallen. 
<ft, ... ,fnF> sei eine bezüglich der Fehlerentdeckungswahrscheinlichkeit monoton sleigende 
Aufzählung aller entdeckbaren Fehler. Für i := 1 •...• nF werden die Mustennengen TI und di~ 
mit diesem Mustennengen zu erkennenden Fehler Fi folgendennaßen bestimmt: 
i= 1: Ist sfl SO. so ist für alle Fehler aus F zu erwanen. daß die Testerzeugung durch 
Simulation billiger als eine detenninistische Testerzeugung ist. Folglich werden op -
timierte oder konventionelle Zufallsmuster simuliert. 1st jedoch Sr t > D, so wird 
i=j+ I : 
rur fI ein Testmuster t erzeugt und TI := {t} gesetzt. Durch Fehlersimulation aller 
Fehler aus F wird die Menge der Fehler F) bestimmt. die durch T entdeckt werden . 
Falls f i bereits entdeckt wurde. d. h. es ist fl E FJ• so setzt man Tl := TJ und 
F j := Fr Sonst werden im Falle von sn S 0 alle Fehler aus F\FJ durch Simulal ion 
behandelt, und bei sfi > D wird ein Muster t deterministisch für f i generierl. Durch 
Simulation werden alle Fehler G als Teilmenge von F\FJ gefunden. die t entdc<.:kt. 
und schließlich setzt man F,: = GuF) und Ti := Tju {t} . 
Dieses Vorgehen fühn im Durchschnitt zu kleineren Testmengen und damit auch zu gerin-
gerer Rechenzeit und geringerer Testanwendungszeit. Für seine Validierung wurden für mehre· 
re Schaltungen Testmengen erzeugt und jedem Fehler das Testmuster zugeordnet, das ihn zuerst 
entdeckt. Behandelt man die Fehler in aufsteigender Entdeckungswahrscheinlichkeit durch 
Simulation mit diesen Mustern, werden bei den unrersuchlen Schaltungen im Durchschnitt ca. 
10 % weniger Testmuster benötigt als in der ursprünglichen unsortierten Reihenfolge. Die 
Einsparungen durch das Sortieren der Fehlerlislc sind im Anhang tahellien. 
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3.$.2 Berechnung von TesllÖncen 
In der Zuverlässigkeirstheorie wird unter der Fthlerlatenz die Zahl der Zeiteinheiten verstan· 
den, die durchschniHlich zwischen dem Auftreten eines Fehlers und dem Zeitpunkt verstrei-
chen, an dem er erkannt wird (vgJ./ShMc75/). Die Berechnung der Fehlerlatenz erfolgt in glei-
cher Weise wie die Berechnung der Zahl der Zufallsmuster, die angelegt werden müssen, um 
einen Fehler f mit einer vorgegebenen Sicherheit zu erkennen . Ist Pr seine Entdeckungswahr-
scheinlichkeit, so ist 1-( I-p [lN die Wahrscheinlichkeit, daß er mit Nunabhängigen Zufallsmu-
stern erkannt wird. 
Jedoch ist beim Produktionstesl nicht so sehr gefragt. mit welcher \Vahrscheinlichkeit ein be-
stimmter Fehler entdeckt wird, vielmehr ist die minimale Tesllänge gesucht. welche die Über-
deckung des gesamten Fehlermodells garantien. Savir und BardelI /BaSa84/ haben unter fol -
genden zwei Voraussetzungen Abschätzungen flir die Testlängen gegeben: 
Die Tesunengen für zwei verschiedene Fehler sind disjunkt. 
Alle Fehler haben dieselbe Entdeckungswahrscheinlichkeit 
Mit diesen Annahmen konnten sie eine einfache Formel für die notwendige Testlänge angeben 
und zeigen, daß die so ermittelte Zahl im allgemeinen Fall eine obere Schranke darstellt. 
Im folgenden wird auf beide Voraussetzungen verzichtet, denn in den seltensten Fällen sind die 
Testmengen tatsächlich disjunkt. im Gegenteil reicht zumeist eine kleine Testmenge :lUS, um 
sehr viele verschiedene Fehler zu entdecken. Der Verzicht auf die zweite Voraussetzung führt 
zwar dazu, daß sich die Abschätzung der Testlänge nicht mehr als einfache Formel angeben 
läßt,jedoch kann man sie staudessen mit einem einfachen und effizienten Verfahren berechnen. 
Hierfür wird nur die zusätzliche Annahme benötigt. daß die Entdeckung zweier verschiedener 
Fehler durch dieselbe Testmenge der Mächtigkeit N zwei voneinander unabhängige Ereignisse 
sind. Diese Annahme wird umso besser erfüllt, je größer N ist. 
F sei im folgenden eine Haftfehlermenge, die erkannt werden soll, G ein Zu fall smustcrgenera· 
lor, der Muster mit den Eingangswahrscheinlichkeitcn X := <Xi I ie I> erzeugt, und d sei die 
gefordene Sicherheit, mit der ganz F erkannt werden soll. Der Wen von d wird durch die gefor-
dene Produktqualität bestimmt; eine ausführliche Herleitung gibt Williams in /WiIl84/ und 
/WiIl85/. Unter der oben genannten Voraussetzung muß eine Z,hl N von Zufallsmustern ange-
legt werden, so daß gilt 
SB 
(3.6) 
d", TI(1-(1-p/) 
feF 
Unabhängig vom AUlor haben empirische Untersuchungen !MaYa84/ ergeben. daß Formel 
(3.6) trotz ihrer vereinfachenden Voraussetzung die Wahrscheinlichkeit rur die Fehlerüber-
deckung korrekt modellien. 
Aus Formel (3.6) läßt sich N sehr effizient dun:h eine Intervallschachtelung bestimmen. Denn 
da d stets nahe I sein wird. sind die Terme (I-pr)N von sehr kleinem Betrag und lassen fol gen-
de Abschätzung zu: 
(3.7) 
Daraus folgt 
(3.8) 
In(d) = -LCl-p/ 
f. F 
Es sei nun <Cl •... ,fr> eine Aufzählung der Fehler mit aufsteigender Entdeckungswahrschein . 
lichkeit. Dann ist für alle z S r und für alle natilrlichen Zahlen m die Formel 
(3.9) 
m ~ m 
Iz(rn) := -(r-z+ 1 )(I-Prz) - .. ~.,(l-Pfi) 
KZ 
eine untere Schranke rur den Logarithmus der Wahrscheinlichkeit. daß m Muster alle Fehler 
entdecken. Entsprechend ist 
(3.10) 
eine obere Schranke hierfilr. Somit gilt 
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(3.11) 
I.ern) ~ -L,Cl-Prt < u.(rn) 
re F 
Ist ftir ein z" r weiter Iz(m) 2: In(d), dann ist m größer als die erforderliche Musterzahl N, ist 
jedoch uz(m) " In(d), so ist m kleiner als die erforderliche Mustcrzahl. 
Bereits in IBIDa76/ und in IBaSa84/ wurde erkannt, daß die Musterzahl N nur von den am 
schlechtesten erkennbaren Fehlern bestimmt wird. Um die gesuchte Musterzahl N mit der For-
mel (3.1 I) einzuschachteln, kann daher z in der Regel recht klein gewählt werden. 
Die Gleichung (3.7) dient auch zu einer "worst case"-Abschätzung des Aufwandes beim Zu-
fallstes!. Gesetzt sei der ungünstigste Fall, daß alle r Fehler gleich schlecht mit Wahrscheinlich-
keit p erkennbar sind. Dann wird (3.7) zu 
(3.12) 
ct=e 
N 
-r(l -p) 
Die Konfidenz d des Zufalls tests soll nahe bei I sein, und es folgen 
(3.13) 
-(I-d) -r(l-p) 
e =e 
(3.14) 1-d ~ r(I -p)N. 
Da im ungünstigen Fall p sehr klein ist. gelten 
(3.15) 
und 
(3.16) 
I -d -pN 
-~e 
r 
N ~ (In(r)-In(l-d»/p. 
N 
Unmittelbar aus (3.16) erhalten wir die Abhängigkeit der Zufallsmustermenge von den 
wichtigsten Test- und Schaltungsparametern: 
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Die Testmenge wächst logarithmisch mit der Fehlenah!. 
Die Testmenge wächst logarithmisch mit dem Kehrwert der zulässigen Unsicherheit 
(I -d) des Tests. 
Die Testmenge wächst umgekehrt proportional zur minimalen Fehleremdeckungs . 
wahrscheinlichkeit p. 
Die ersten beiden Punkte unterscheiden den Zufallstest von anderen Teststrategien. bei denen 
die Schaltungsgröße direkt exponentiell in den Testaufwand eingeht. Jedoch kann der Kehrwen 
von p ebenfalls exponentiell mit der Zahl der primären Eingänge der Schaltung wachsen. In Ka -
pitel 6 finden sich Schaltungsbeispiele aus der Praxis, die flir einen konventionellen Zufallstest 
über 1011 Muster benöligen. Hier ist ein Zufallstest nicht mehr wirtschaf~ich durchflihrOOr. 
Abhilfe ist zum einen möglich, wenn PROTEST beim Entwurf oder bei der Synthese als Test-
barkeitsmaß eingesetzt wird, um ein Absinken der minimalen Fehlerentdeckungswahrschein-
lichkeit unter ein bestimmtes Minimum zu verhindern. Zum anderen kann bereits ohne jeden 
Eingriff in die SchahungsstruklUr die notwendige Musterzahl drastisch gesenkt werden, wenn 
flir die primären Eingänge einer Schaltung ihre spezifischen optimalen Eingangswahrscheinlich -
keiten angelegl werden. 
3,6 Behandlune yon Redundanz 
Die Fonneln zur Abschätzung von Testlängen können dadurch verzem werden, daß stets nur 
Schätzwene für die Fehlerentdeckungswahrscheinlichkeit zur Verftigung stehen. Da die Wahr-
scheinlichkeit geschätzt wird, ob Fehler durch Sensibilisierung eines einzigen Pfades entdeckt 
werden, und da dies systematisch unter der tatsäch lichen Fehlerentdeckungswahrscheinlichkeit 
liegt, liefern die im vorhergehenden Kapitel aufgestellten Formeln tendenziell längere Tests, als 
tatsächlich notwendig wären. Diese Verzerrung brauchte jedoch nicht ausgeglichen zu werden. 
da sie zu einer Erhöhung der Wirksamkeit eines Zufallstest und nicht zu einer Verringerung 
führt . 
Anders verhält es sich beim Vorkommen von Redundanz. Wenn der oben vorgestellte Algorith-
mus eine Signalwahrscheinlichkeit von exakt 0 (exakt I) schätz!, dann ist der tatsächliche Wen 
der Signalwahrscheinlichkeit ebenfalls exakt 0 (I). Folglich wird in diesem Fall Redundanz 
erkannt. Allerdings kann man im umgekehnen Fall nicht immer Redundanz erkennen. Es kann 
nicht entdeckbare Fehler geben, für die PROTEST eine Entdeckungswahrscheinlichkeit > 0 
schätzt. Dies ist eine einfache Folge von Satz 2.1. 
61 
LOKALE REDUNDANZ: 
Lokale Redundanz liegt vor. wenn es in einem kleinen Teilschaltnetz einen Fehler gibt, der auf 
das Verhallen dieses Teilschallnetzes nach außen keinen Einfluß hat. Bild 3.3 zeigt einen 
Komparator, der meldet, ob das Wort A größer oder gleich dem Wort Bist. 
UO ANDO 
- KO 
.!2. & 
-
= 
ANDI 
UI 
- KI & 
- !-
-= _ .. 
. ... 
· .. . 
I---· ~I ... 
· I 
-
UI3 r=l 
KI3 TI3 
-
ANDI4 
UI4 
- f- & KI4 TI4 
-
UI5 
l ANDI5 
I- & 
- KI5 Tl5 
-
Bild 3.3: Komparator 
In der Schaltung kommen 16 I-bit-Komparatoren nach Bild 3.4 vor. In keinem dieser kleinen 
Komparatoren ist der eingezeichnete Haftfehler an "1" zu erkennen, denn dieser Haftfehler 
könnte nur mit (A,B) = (1,0) nach U weitergeleitet werden, aber mit dieser Belegung ist T 
wahr. Wenn ein ANDj Gauer aus Bild 3.3 das Sigr.al von U an das OR GaUer weiterleitet, dann 
ist stets auch der Ausgang des ANDj-l Gauers wahr. Also ist auch der Ausgang des ORs wahr 
und der Fehler nicht erkennbar. 
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Dies wird von PROTEST auch gemeldeI, selbst dann, wenn der 16·bil·Komparalor aus ßild 
3.3 Teil eines größeren Schaltnetzes ist und somit lokale Redundanz vorliegt. Insgesamt wird 
lokale Redundanz solange sicher erkannt, wie die Zahl der dazu nOlwendigen Verbindungskno· 
len in dem Teilschaltnelz den ParameIer MAXVERD nichl übersleigt. 
... ,
Bild 3.4: 1 ~bit·Komparator 
GLOßALE REDUNDANZ 
Globale Redundanz liegt vor, wenn in keinem Teilschaltnetz der Schaltung bis zu einer be-
stimmten Größe lokale Redundanz vorliegt, aber dennoch in der Gcs<lmtschaltung nicht ellt -
dcckb.'U'c Fehler sind. \Vir betrachten hierfUr die von Texas Instruments vorgeschlagene Knsb.-
dierung ihres 4·ßil Komparators SN7485 !f180/. Jeder dieser Komparatoren haI folgenden 
Schaltplan (ßild 3.5): 
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Schaltplan und Funklionstabelle des SN7485 nach!fI801 
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A<B 
A-B 
-A>B 
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A>B 
Kaskadierung von 4-Bit Komparatoren nach Texas Instruments {fl80/ 
Wir stellen fest. daß am Ausgang des Moduls l folgende Belegungen nicht vorkommen: 
(A>B.A<B.A=B) "" (HHH), (HLH), (LHH). Aber gen.u diese Belegungen wären notwendig, 
um in Modulll die mit X markienen Gatter auf ständig 0 zu testen. Selbst wenn in Modull und 
in Modulll keine lokalen Redundanzen sind, so gibt es in der k.skadierten Gesamtschaltung 
globale Redundanz, da Pfade, die in Modull verzweigen, erst viel später rekonvergieren. Diese 
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Redundanzen können mit kleinen Werten flir MAXVERB von PROTEST zumeist nicht erkannt 
werden. 
PROTEST ennöglicht es jedoch, seine Vorhersagen mir einer statischen Fehlersimulation zu 
validieren. Falls dabei die erwartete Fehleruberdeckung nicht erreicht wurde. kann Redundanz 
vorliegen. Hier bleibt einem manuellen Entwerfer nur die Möglichkeit. seine Schaltung zu über-
arbeiten. Die Entwürfe des Synthesesystems CADDY sind in der Regel minimiert und daher 
auch redundanzfrei (siehe Kapitel I und IRose84/. p.28). 
Im Fall von Redundanz bieten der Zufallstest und die Zufallstestbarkeitsanalyse keine VOrleih: 
gegenüber den anderen Testsrrategien, die dies ebenfalls nicht behandeln können. 
4 Die ßestimwlInc e;ffizjenter Zufallstests 
In diesem Kapitel untersuchen wir, wie für ein Schaltnetz Eingangswahrscheinlichkeiten herge-
leitet werden können, die rur einen Zufallstest besonders geeignet sind. In Abschnitt 4.1 stellen 
wir für Eingangswahrscheinlichkeiten eine neue Gütefunktion auf, die ihr Minimum annimmt, 
wenn besonders kurze Testlängen benötigt werden. 
Im darauf folgenden Abschnitt untersuchen wir solche mathematische Eigenschaften dieser 
Gütefunktion, die ihre Minimierung erleichtern. Wir werden feststellen, daß nur in Sonderfällen 
ein effizienter Algorithmus angegeben werden kann, der ein globales Minimum findet, da in der 
Regel die Gütefunktion keiner der bekannten Klassen von Optimierproblemen angehön. 
Es ist jedoch möglich, ein einfaches Kriterium anzugeben, bei dessen Erfüllung die Gütefunk -
tion konvex ist, so daß in diesem Fall mit relativ einfachen Mitteln ein globales Oplimum be-
rechnet werden kann. Zumeist ist dieses Kriterium jedoch nicht erfüllt, und es muß mit approxi-
mativen Verfahren versucht werden, zumindest ein lokales Minimum zu fInden. Zur Konstruk -
tion solcher approximativer Verfahren zeigen wir in Abschnitt 4.4, daß für eine Eingangsvaria-
ble genau eine optimaJe Eingangswahrscheinlichkeit existiert und sehr effizient berechnet wer-
den kann, wenn vorausgesetzt wird, daß die anderen Eingangswahrscheinlichkeiten konstant 
sind. Diesen Sachverhalt benutzen wir, um danach effiziente Heuristiken zur Minimierung der 
Gütefunktion aufzustellen. 
Die Analyse der bekannten Beispielschaltungen Hir Testwerkzeuge in Kapitel 6 zeigt, daß mit 
den so optimienen Zufallsmustern in den Fällen, wo ein konventioneller Zufallstest zu umfang-
reich und damit undurchführbar wäre, eine ausreichende FehleTÜberdeckung zu erreichen war 
und daß sich der Umfang der notwendigen Mustermenge um mehrere Größenordnungen redu-
zierte. 
4,) GÜ)efunkljonen für den Zufalls)esl 
Zur Begründung der Gütefunktion greifen wir auf die Ergebnisse von Abschnitt 3.5 zurück. 
Don wurde in Formel (3.6) die Wahrscheinlichkeit angegeben, daß N Zufallsmuster ganz F 
entdecken: 
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Da die Entdeckungswahrscheinlichkeit eines jeden Fehlers fe F von den Eingangswahr-
scheinlichkeiten X := <Xi I ie i> e [0,1 JI abhängt, wird dieser Parameter noch hinzugefügt , 
und es gilt 
(4. 1) 
dN(X) = II(1-(l-pt<X»N). 
feF 
Wie in Kapitel 3.5 wird umgeformt, und man erhält ein Analogon zu Formel (3.8): 
(4.2) 
~ N ~ -Np,(X) 
In(dN(X» = - .L.P-Pr(X» ) = -.L.Je -
fe F fe F 
Daher nennen wir im folgenden ein Tupel X von Eingangswahrscheinlichkeiten optimal 
bezüglich N, wenn die Gütefunktion 
(4.3) 
minimal in [O,lIl ist . 
4,2 Ej~eDschafleD der GÜlefupkljop 
Wir nehmen an, daß wir für jeden primären Eingang der Schaltung Zufallsmuster mit einer 
beliebigen Wahrscheinlichkeit aus [I1, I-I1J, 0 < 11« I, erzeugen können. Weiter setzen wir 
im folgenden stets voraus, daß die Schaltung nur einen primären Ausgang hat. Die diskutienen 
Sachverhalte gelten sämtlich auch ftir Schaltnetze mit mehreren Ausgängen, die elementaren Er-
weiterungen der Beweise seien dem Leser überlassen. 
Obwohl wir bei der Optimierung der Funktion aus (4.3) ein stochastisches Problem zu lösen 
haben. sind die Werkzeuge. die in der Theorie der stochastischen Optimierung bereitge· 
stellt werden, hierfür ungeeignet. Die Aufgabe der stochastischen Optimierung besteht in der 
Suche nach geeigneten Zufallsvariablen aus einem beliebigen Raum, zumeist dem Raum der 
reellen Zahlen Rn. Unsere Zufallsvariablen stammen jedoch aus einem zweiwenigen Boole-
sehen Raum, und wir können daher statt mit den Verteilungsfunktionen direkt mit den Erwar· 
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tungswenen rechnen. Dadurch wird das stochastische Optimierproblem auf ein deterministi-
sches zurückgeflihn. das leichter zu behandeln ist (vgl. /Hadl69/. /BrSe81/). 
Aber auch detenninistische Optimierungs aufgaben lassen sich nur in Sonderfällen analytisch 
lösen (vgl. /Bl0e75/). Wir werden sehen. daß unsere Oplimieraufgabe ebenfalls nur in Ausnah-
men exakt behandelbar ist. und können flir den allgemeinen Fall nur Heuristiken angeben. 
Wir haben es mit einem Problem der sla/ischen Optimierung zu tun und können daher we-
der auf die etablierte Variationsrechnung noch auf die Theorie der optimalen Prozesse zurück-
greifen. für die eine Reihe von Existenz- und Eindeutigkeilsbeweisen existien (vgl. /PONT62/ 
und eine Anwendung durch den Autor in /WuWa84fJ. 
Auf dem Gebiet der statischen Optimierung läßt sich das Problem ebenfalls nicht in eine der 
leicht behandelbaren Klassifizierungen einordnen. Offensichtlich ist die zu optimierende Güte-
funktion stark nichtlinear, so daß weder die Existenz- und Eindeutigkeitsbeweise der linearen 
Theorie noch deren numerische Verfahren anwendbar sind. Im Bereich der nichtlinearen Pro-
granunierung haben wir es ebenfalls nicht mit einer quadratischen Optimierungsaufgabe zu tun. 
Im folgenden untersuchen wir. inwieweit es zumindest möglich ist. Ergebnisse der konvexen 
oder lltrimodalen Theorie zu verwenden . 
4.2.1 Zur Konvexität dfr GÜtfÜmktjoo 
In Abschnitt 2.1.2 haben wir einige grundlegende Sachverhalte über konvexe Optimierung zu-
sammengestellt. Nach Satz 2.9 nimmt jede stetige. reellwenige Funktion und damit auch die 
Gütefunktion auf [Jl.I -Jll1 ein Minimum an. Nach Satz 2.10 gilt ftir Schalt netze mit einer kon-
vexen Gütefunktion: 
Es gibt genau ein Tupel optimaler Eingangswahrscheinlichkeiten. 
Jedes relative Optimum ist auch global in [Jl.I-Jll1. 
Im Anhang haben wir ein Kriterium dafür hergeleitet. daß die in diesem Satz beschriebene 
Hessescile Matrix der Gütefunktion streng positiv definit und daher die Gütefunktion nach 
Satz 2.11 konvex ist. Zur Darstellung dieses Kriteriums und ftir die Herleitung des gewählten 
Optimierverfahrens im kommenden Abschnill verwenden wir die Tatsache. daß auch die Funk-
tion Pt<x) eine arithmetische Einbellung ist. und zwar eine Einbellung derjenigen Booleschen 
Funktion, die genau dann wahr wird. wenn ein Testmuster für fanliegt. 
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Jetzt stellen wir für unsere Gütefunktion JN(X) die Hessesehe Matrix auf. Es bezeichnen 
p!<X,Oj) bzw. p!<X,lj) die Entdeckungswahrscheinlichkeit des Fehlers f, wenn die i-te Kompo-
nente der Eingangswahrscheinlichkeit X mit einer 0 bzw . einer 1 ausgetauscht wurde. Nach 
Folgerung 2.2 gilt: 
Die Gütefunktion 
(4.5) 
JN(X) := 2,e-NP'(X) 
feF 
besitzt die ersten partiellen Ableirungen 
(4.6) 
Für i $ j erhälr man die zweiten Ableitungen 
(4.7) 
und für i = j 
(4.8) 
2 
d JN(X) '" 2 2 1'~X)N 
2 = L"N (Pt<X,O)-pt<X,l) e 
d Xi fe F 
Die Hessesche Matrix hat daher ftir unsere Gütefunktion die Gestalt 
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(4.9) 
H(X) = N 2( Le'P,o<)N(A~X) - ~B~X))) 
fe F 
hierbei sind 
und Ar<X) :~ (a(X)jj) Matrizen mit 
a(X)jj :~ (Pr<X,Oj)-Pr<X, Ij))«pr<X,Oj)-pr<X, I j)' 
Definieren wir den Vektor 
(4.10) ar<X) :~ «Pr<X,O 1)-pf(X, 11» .... ,(Pr<X'On)-pf(X, In)))', 
so ist 
Ar<X) ~ar<X)*ar<X)'. 
Es sei Sj(X) die Wahrscheinlichkeit, daß der Eingang i am Schalmngsausgang zu beobachten, 
d. h. daß die Boolesche Differenz der Schaltungsfunktion nach Xj wahr ist. Dann ist die Ent-
deckungswahrscheinlichkeit des Haftfehlers an 0 gleich Xj*Sj(X) und des Haftfehlers an I 
gleich (l-Xj)*Sj(X). 
Im Anhang beweisen wir, daß fUr eine ausreichend große Mustenahl N die GUtefunktion dann 
konvex ist, wenn flir alle Eingänge i der SchailUng die minimale Fehlerentdeckungswahrschein-
lichkeit p aus dem Fehlermodell F folgende Ungleichung erfüllt: 
(4.11) 
1 s;(X) 
p > x;s;(X) - N ln( 2 ) 
(I-x;) P 
Das Argument des Logarithmus ist eine Zahl deutlich größer als I, und daher ist die rechte Seite 
der Ungleichung tatsächlich kleiner als XjSj(X). Bei der Herleitung dieser AbsChätzung wurde 
mehrmals sehr grob gerundet, so daß in vielen Fällen Konvexität vorliegt, obwohl (4.11) nicht 
erfUllt ist. Im Einklang mit den Abschätzungen nach Abschnitt 3.5 wurde fUr die Größe von N 
hierbei NSj(X) ~ 2n1FI/112 vorausgesetzt. 
Qualitativ fUhrt uns (4.11) zu folgender Aussage: 
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Die GÜlcfunktion rur ein Schaltnetz ist in einem Gebiet aus I~.l-~]1 konvex , wenn don alle 
Haftfehler an den primären Eingängen annähernd dieselbe Entdeckungswahr.;cheinlichkeit und 
die sonstigen Fehler eine deutlich höhere Entdeckungswahrscheinlichkeit haben. 
Jedoch ist im allgemeinen Fall die Gütefunktion nicht konvex. Im kommenden Abschnitt wer-
den zur Demonslr.l.tion einfache Beispiele flir Konvexität und ftir Multimodalität angeführt. 
4.2.2 "eiSDiele für konvexe lind multjrnQdale GÜte[uoklioDCD 
SI sei ein 16-bit-Dekodierer. der rur den Wert 54321 ein Signal erzeuge. Die Funktion dieser 
Schaltung wird wahr für die Eingabe 
x = <xO •. ..• xI5> = <1000110000101011> 
(vgl. Bild 4.1). 
( ") ) ( ') ( ( ') 
& 
Bild 4.1: Dekodierer 
Die Fonnel 
S(X):= 
bezeichnet die Wahrscheinlichkeit. daß die Funktion wahr wird. Für jedes 
i = O. 4. 5. 10. 12. 14. 15 
71 
ist 
die Wahrscheinlichkeit, daß von xi zu dem Funktionsausgang ein Pfad sensibilisien wird. Für 
die übrigen Eingänge i gilt 
Es bezeichne rn-i den Haftfehler an 0 am Eingang i und fl-i en Haftfehler an I. Die entspre-
chenden Entdeckungswahrscheinlichkeilen sind dann 
und 
Wenn alle xi die Eingangswahrscheinlichkeit 0.5 haben, dann haben alle diese Fehlercnt-
deckungswahrscheinlichkeiten den Betrag von 2-16. 
Um alle Haftfehler an den primären Eingängen zu entdecken, müssen für folgende Fehler Tests 
angelegt werden: 
1-7 Für alle i=O, 4, 5,10, 12, 14, 15 müssen die Haftfehler an I getestet werden. 
8·16 Für die restlichen Eingänge müssen die Haftfehler an 0 getestet werden. 
17 Für ein i=O, 4, 5, 10, 12, 14, 15 ist ein Haftfehler an 0 oder für einen anderen 
Eingang ein Haftfehler an 1 zu testen. 
Dies sind zusammen 17 Fehler, und nach Formel (3.6) ist die Wahrscheinlichkeit d, daß N kon-
ventionell erzeugte Zufallsmuster alle Fehler finden, ungefahr gleich 
Fordern wir d = 0.95. so ist etwa eine Mustennenge nötig vom Umfang 
d 
In(1-17) 
N = -16 = 380 000. 
In(I-2 ) 
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Folglich wäre ein erschöpfender Test sogar noch um ein Vielfaches kürzer als ein konventionel-
ler Zufallstes!. Diese Schaltung gehört zu den in der Literatur erwähnten Problemfallcn, in de-
nen hohes Fan-In den Zufallstest erschwert IShMc75/. 
Für xi = 0.5 ist das Kriterium (4.11) erflillt und die Gütefunktion konvex . Optimieren wir daher 
und legen an die Schaltung Muster der Eingangswah~cheinlichkeit 
XOPI := <15/16,1/16,1/16,1/16,15/16,15/16,1/16, 1/16,1/16, 1/16, 15/16, 1/16, 15/16. 
1/16, 15/16, 15/16> 
an, so ist die minimale Fehlerentdeckungswahrscheinlichkeit 
(1/16)(15/16)15' 0.024, 
die 16mal vorkomnu. und einmal 
(15/16)16. 0.356. 
Der drastische Anstieg der Fehlerentdeckungswahrscheinlichkeiten führt dazu. daß in diesem 
Fall nur ca. 240 Muster nötig wären. Obwohl an der Stelle Xopt das Kriterium (4.11) nichl 
mehr erfüllt ist, ist die aufgestellte Gütefunktion auch hier konvex. Unter Ausnutzung der Tat -
sache, daß rur jeden Fehler die Enldeckungswahr.;cheinlichkeil als arilhmelische Einbeuung ei -
"es einzigen Mintenns ausgedrückt werden kann, läßt sich ähnlich wie beim Beweis von (4. 11) 
im Anhang sogar zeigen. daß die zu dieser Schaltung gehörende Gütefunktion überall konvex 
ist, daher ein eindeutig bestimmtes Minimum hat und an diesem Minimum zu moderaten Test-
längen fühn . 
Völlig ander.; iSI der Sachverhalt bei der folgenden Schallung S2. 
Diese Schallung vergleichl zwei Worte v und w der Länge 16 und iSI bei Gleichheil wahr (vgl. 
Bild 4.2). Die AufgabensteIlung komml u. a. beim Signalurvergleich vor. 
Sowohl von Vi als auch von Wj ist ein Pfad zu einem primären Ausgang genau dann sensi-
bilisiert, wenn für alle j "$ i stets W j = Vj gilt. Wenn wir arilhmelische und Booleschc Varia-
blen gleich bezeichnen, so folgl 
s.(v,w) = I1(1-w.-v.+2v.w .) 
I I~J J J J J 
Der Haflfehler s-a-O von Wj hai die Entdeckungswahrscheinlichkeit 
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s-3-1 hat die Entdeckungswahrscheinlichkeit 
(I-Wj)'Si(v. w). 
und die vi verhalten sich entsprechend. Sofort sieht man. daß flir 
<v. w> - <0.5 •.. .. 0.5> 
das Kriterium (4.11) erftiUt und die Gütefunktion in einer Umgebung um diesen Punkt konvex 
ist Alle Fehler haben hier ebenfalls die sehr geringe Entdeckungswahrscheinlichkeit 
0.5'( 1-0.5-0. 5+2 '0.5'0.5) 15_2.16. 
und wir benötigen daher eine ähnliche Mustennenge von mehreren 100 000 Mustern wie bei 
Schaltung SI. 
v 0 
v'4- P 
v '5_ 1 paO 
'2 0 ~'4- 0 v
13
-
v,o 
P f"'5- 0 -- I PaO I 
V'L o p w~~ 0 EN I P-o 0 
-
0 : ,11- 0 I P EN 
- I P-O U- 0 
- 0 
-
0 
, 
- EN 
- P 
-I 
-
0
0 
- 1 
- EN 
Bild 4.2: 
I 
EN 
v6 
-V7 P v4 0 w - PaO 
- P 
6 _ r-v
5 
_ w
7 
_ 0 
v2 Pp 
1 P_Q 
v3 -
w4 _ 0 rN w5 _ 0 w 2 - I paO I w~- Po EN 
P_O - I 
N 
16-bil-Vergleich er kaskadiert aus Elementen der VENUS-ZellbibliOlhek 
/SEMI85/ 
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Am Punkt 
<0.95, ... ,0.95> 
steigt jedoch die Entdeckungswahr.;cheinlichkeit beträchtlich, es ist rUf aUe i 
Sj(V,w) a 0.22, 
die minimale Fchlerentdeckungswahrschcinlichkcit ist größer als 0.01 , und nur wenige hunden 
Muster sind nötig. 
Genau denielbe Sachverhalt trifft jedoch auch bei 
<0.05, .... 0 .05> 
zu. Da 
1/2·<0.05 .... ,0.05> + 1/2·<0.95 ..... 0.95> = <0.5, ... ,0.5> 
ist und zugleich die Gütefunktion sowohl bei 0.05 als auch bei 0.95 kleiner ist als bei 0.5, kann 
diese Funktion nicht auf ganz [0, I I1 konvex sein. Es läßt sich sogar zeigen, daß die Güte-
funktion dieser Schaltung mindestens 216 verschiedene lokale Minima hat. An diesem Gegen-
beispiel sieht man unmittelbar. daß in der Regel die Gütefunktion nicht konvex und nicht einmal 
unimodal ist. sondern mehrere relative Minima besitzen kann. 
Da sich aJIerdings auch bei relativen Minima die Musterzahl sehr wesentlich reduzieren kann . 
wird im nächsten Abschnitt ein Verfahren vorgeschlagen, relative Minima zu approximicren. 
4.3 Zur Auswahl des OPljmicryerfnhrcns 
Wir haben festgestellt. daß sich die Gütcfunktion in keine der bekannten Klassifizierungen von 
Optimierungsproblemen einordnen läßt, die leicht behandelbar sind. Sie gehört im Gegenteil in 
den Bereich der glatten Probleme mit mehreren Extrema ("smooth multi-extremal problems"). 
A. S. Nemirovsky und D. B. Yudin haben in !NeYu83f veniucht, eine Komplexittitstheorie für 
stetige Optimierungs probleme aufzustellen, und konnten zeigen, daß rur diese Problemklasse 
im Durthschnitt exponen tieUer Aufwand bezüglich der Zahl der Variablen und der geforderten 
Genauigkeit des Ergebnisses erwaner werden muß. 
75 
Daher müssen wir auf die Suche nach einem globalen Optimum verzichten und beschr'dnken uns 
auf Verfahren, die ein lokales Optimum approximieren. Hier hilft uns der Satz (siehe z. B. 
/OrRh73/): 
SATZ 4.1: Es sei f:[O.I)1 --> R differenzierbar. Wenn an x E [0.1]1 alle df(x)/dx; = 0 sind 
und die Hessesche Maoix an x positiv definit ist. dann nimmt f an x ein lokales Minimum an. 
Eine Konsequenz von Satz 4.1 ist die Konvexität einer zu optimierenden Funktion in der Um-
gebung eines solchen lokalen Optimums. Zahlreiche Optimierverfahren nut zen dies, jedoch 
kommen die meisten dieser Verfahren wegen Besonderheiten unserer Gütefunktion nicht in 
Betracht. 
Die Optimierverfahren. die auf den (erweitenen) Newton-Algorithmus aufbauen, verlangen 
Berechnungen mit der Hessesehen Matrix. Dies ist jedoch ftir unsere Gütefunktion aus Kom-
plexitätsgründen nicht möglich. Denn beim Scan Design und auch bei Selbsttestverfahren mil 
BILBOs wird jedes Speicherelement zu einer zu optimierenden Variablen, so daß Schaltnetze 
mit mehreren hunden bis tausend Eingängen entstehen. Bei jedem Iterntionsschritt wäre also er-
neut eine (lOCK)'" 1(00) Matrix zu berechnen. wobei jedes Element der Matrix durch das in 
Kapitel 3 beschriebene Testbarkeitsmaß bestimmt werden muß. Diese Berechnung erfolgt in 
linearem Aufwand zur Schaltungsgröße. so daß sich insgesamt ein kubischer Mindestaufwand 
ergibt. Dies ist flir VLSI-Schaltungen nicht mehr praktikabel. 
Die sogenannte "Variable Melric Method" /RPo63/ verzichtet auf die explizite Berechnung der 
Hesseschen Matrix und erstellt stattdessen iterativ Matrizen. die sich der Inversen der Hesse-
sehen Matrix annähern. Hierzu sind bei jedem Iterationsschritt Matrix multiplikation und -inver-
sion notwendig, die für solche großen Matrizen mit Hunderten bis Tausenden von Variablen 
nicht mehr effizient ausgeftihrt werden können. Dies gilt auch für andere Varianten dieses Vor-
gehens (siehe z. B. /KÜNZ79/. Kapitel 15). 
Es bleiben daher nur noch elementare Methoden wie das Verfahren des "steilsten Abstiegs" und 
das Verfahren des "zyklischen Abstiegs". Diese beiden Verfahren sind nicht nur deshalb beson-
ders gut geeignet. weil sie Matrixoperationen venneiden, sondern auch, weil sie den Gradien-
tenvektor unserer GUtefunktion (dJN(X)/dxj) benutzen. der mit geringem Aufwand berechnet 
werden kann. Bevor wir diese beiden Verfahren analysieren, notieren wir noch einige Beobach-
tungen über die Gütefunktion. 
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4.4 Ontjmicrlloe bezÜglich einer variablen 
In diesem Absehnin zeigen wir, daß für ein gegebenes Tupel von Eingangswahrscheinlichkeiten 
X : ~ <Xi I ie I> und ftir jede Komponente Xj genau ein Wert Y existiert, so daß J N(X') mini -
mal wird. wenn in X' der Wen von Xj durch y ersetzt ist. Mit der bereits oben eingeführten 
Schreibweise hat also die Funktion JN(X'Yi) (~ JN(X'» für festes X genau ein lokales und 
damit auch globales Minimum an Y im Einheitsintervall. 
\Vir werden zeigen. wie dieses eindeutig bestimmte Minimum analytisch zu finden ist, und wir 
werden ein effizientes Verfahren ftir seine Berechnung angeben. Kern dieses Verfahrens ist die 
sehr einfache Bestimmung der partiellen Ableitung an Xi' 
BEOBACHTUNG 4.2: Für ein beliebiges festes X e JO,I(1 und für ein N, das die Anforde-
rungen nach Abschnitt 3.2 erfüllt, gehen sowohl JN(X) < JN(X,Oi) als auch 
JN(X) < JN(X, I i) ' 
Dies folgt daraus, daß rur eine konstante Eingangsbelegung mindestens ein Haftfehler am Ein -
gang nicht erkennbar, also mindestens ein pf(X'Yi) ~ 0 und daher JN(X'Yi) > eO ~ I ist. 
BEOBACHTUNG 4.3: Auf dem gesamten Einheitsintervall ist d21N(X)/d2xi > O. 
Diese Beobachtung folgt unminelbar aus der bereits oben abgeleiteten Fonnel: 
(4.8) 
Die nachstehende Schlußfolgerung ist die Basis für das tatsächlich implementierte Optimier-
verfahren: 
FOLGERUNG 4.4: 
Für ein festes X existiert genau ein y im Einheits intervall mit 
dJN(X,Yi)/dy = O. 
Für ein festes X existiert genau ein y im Einheitsintervall, so daß -N (X'Yi) 
minimal ist. 
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Zur Bestimmung dieses globalen Minimums ist die Gleichung 
(4.12) 
zu lösen. 
Die einmalige Berechnung der paniellen Ableitung kann sehr effizient durch Aufrufen des Test-
barkeitsmaßes mit der Belegung <X,Oi> und mit der Belegung <X,l i> erfolgen: 
(4.6) 
wobei wir uns an 
ennnern. 
~N( fY 0 (X 1) -pl",y;)N LJ P 1'''' j)-pc 'j)e 
Ce F 
P~X'Yi) = P~X,Oi) + y(p~X, 1 i)-P~X,Oi» 
Sind bereits einmal die Entdeckungswahrscheinlichkeiten p ~X,Oi) und p~X,1 i) bestimmt wor-
den, so ist zur Berechnung von dJN(X'Yi)/dy nur noch die Summe (4.6) auszuwerten. Aber 
auch dies hat nicht für ganz F zu geschehen, sondern. wie in Kapitel 3 bereits ausgeführt, nur 
flir den kleinen Bruchteil der Fehler mit der geringsten Entdeckungswabrscheinlichkeit. 
Genau dasselbe gilt auch fllr die Berechnung der zweiten partiellen Ableitung: 
(4.8) 
Eine numerische Iteration, die auf der Grundlage panieller Ableitungen arbeitet, muß unab-
hängig von ihrer Länge nur zweimal Fehlerentdeckungswahrscheinlichkeiten schätzen. Daher 
benötigt die Newtonsehe Iteration bezüglich einer Variablen nur geringfligig mehr Aufwand als 
der doppelte Aufruf des Schätzalgorithmus von Kapitel 3. Diese Iteration berechnet ausgehend 
von einem Wen y den Folgewen y+ durch 
(4.13) 
78 
dJN(X,y,) 
+ dy Y : = Y - --';:2--:-"--
d JN(X,y) 
2 (dy) 
Nach Folgerung 4.4 ist sicher, daß das Verfahren zu einer eindeutigen Lösung konvergiert . In 
den nächsten beiden Abschnitten untersuchen wir, wie diese Ergebnisse für eine globale 
Oplimierung genutzt waden können. 
4,5 Die Methode des steilsten Abstiees 
Im folgenden bezeiche JN'(X) den Gradientenvektor (dJN(X,Yi)/dy). Anschaulich beschreibt 
die Gütefunktion ein "Gebirge'" in [O. IJI. Die Methode des steilsten Abstiegs beSIeht darin. von 
einem gegebenen Punkt aus eine bestimmte Strecke in diejenige Richtung zu gehen. in welcher 
das Gefalle am größten ist. D.h. es wird eine Folge konstruiert durch 
(4.14) y+ = Y - ClJN'(y), 
wobei IX E R , Cl;:' O. mit minimalem JN(Y-cxJN'(y» ist. 
Der Vektor -cxJN'(Y) ist die Richtung des Sleilsten Abstiegs. Diese Richtung ist zwar besonden; 
günstig im Punkt Y. sie kann aber umso unbrauchbarer sein. je weiter man vom Ausgangspunkt 
Y entfernt. d. h. je größer Cl iSl. Insbesondere zwei Eigenschaften der Gütefunktion werfen bei 
dieser Methode Probleme auf: 
Die Bestimmung des Gradienten JN'(Y) kann quadratischen Aufwand bezüglich der 
Schaltungsgröße erfordern. wobei für i=I, ... n die Berechnung der dJN(X'Yi)/dy 
nacheinander zu geschehen hat Es erscheint unmittelbar einsichtig, daß ein genaue-
res Ergebnis ohne Mehraufwand zu erreichen ist, wenn die Bestimmung von 
dJN(X.Yi)/dy auf der Grundlage bereits optimierter Yj. j = 1 .. )-t, tlfolgl. 
Es muß in jedem Schritt die eindimensionale Minimierungsaufgabe 
JN(y-cxJN'(y» gelöst werden, um den Relaxationsfaktor zu finden. Cl ist zwar ein-
dimensional, dennoch sind alle Komponenten der Gütefunktion J N berührt. so daß 
dies nicht auf die Optimierung bezüglich einer Variablen zurückgeführt werden 
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kann. Die Bestimmung des a. erfonden vielmehr in mehrfacher Iteration die Aus-
wenung von JN und des Testbarkeitsmaßes. 
Die große Zahl der Eingangsvariablen unserer Gütefunktion ist die tiefere Ursache rur diese bei-
den Nachteile. Auch andere Varianten des Gradientenverfahrens wie die Methode der konjugier-
ten Richtungen u. a. m. werfen diese Probleme auf. Aber sie können durch das folgende , im 
Endeffekt sogar einfachere Verfahren gelöst werden: 
4.6 Die Methode des zyklischen Abstiees 
Während bei der oben geschildenen Methode eine beliebige Richtung für den Abstieg kon-
struiert wurde, wird jetzt pro Iterationsschrin nur der Abstieg in Koordinatenrichtung zugelas-
sen. 
Für i := I, ... ,n sucht man das durch (4.13) eindeutig bestimmte Minimum von JN(X,y;) und 
setzt sofort xi:= Yi. 
Der Zyklus wird so lange wiederholt, bis JN'(X) ~ 0 ist. Dieses Verfahren findet garan tiert ei-
nen Punkt mit verschwindender Ableitung. Wegen der Multimodalität der Gütefunktion kann 
man jedoch daraus nicht schließen, daß tatsächlich ein lokales oder gar ein globales Minimum 
gefunden wurde. Dies muß mit dem Kriterium (4.11 ) oder mit dem Satz 4.1 überprüft werden. 
Die Methode des zyklischen Abstiegs wunde in PROTEST implementien, und der Benutzer hat 
die Möglichkeit, einen Stanvektor rur X vorzugeben, von dem aus das beschriebene Verfahren 
ein Optimum sucht. Falls die Optimierergebnisse unzureichend erscheinen, kann der Benutzer 
durch wiederholten Aufruf mit unterschiedlichen Startvektoren bessere Ergebnisse suchen. 
Hier bieten sich weitergehende Untersuchungen an. wie diese Auswahl automatisiert werden 
kann. Das mathematisch ähnlich gelagene Problem der optimalen Plazierung bei der automa-
tischen Layouterzeugung kann wie unser Problem mit Minimierungsmethoden gelöst werden. 
die auf einem Newton-Verfahren beruhen [DuSh85]. Dieses Vorgehen kann allerdings auch 
durch Verfahren des sog. "statistischen Kühlens" (simulated annealing) ergänzt oder gar ersetzt 
werden (siehe z.B. [KiVe83)). Da jedoch noch keine eindeutigen Erfahrungen darüber vor-
liegen, ob und in welchem Umfang letztere Methode anderen diskreten Optimierungsverfahren 
überlegen ist (vgl. [NSS86)), wurde bislang auf eine solche automatische Suche nach geeig-
neten Start vektoren verzichtet. 
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Für den praktischen Einsatz optimiener ZufallsmuSler ist ein stabiles Verhalten bezüglich gerin· 
ger Abweichungen der tatsächlich realisierten Wahrscheinlichkeiten wichtig. Aus Formel (4.4) 
geht hervor, daß die Fehlerentdeckungswahrscheinlichkeiten linear von der Signalwahrschein· 
lichkeit an einem Eingang abhängen. In Abschnitt 3.5.2 wurde gezeigt, daß die notwendige 
Zahl von Zufallsmustern umgekehrt proportional mit der Erkennungswahr.;cheinlichkeit der am 
schwer.;ten teSlbaren Fehlern wächst. Aus beiden Sachverhalten folgt, daß geringe Abweichun· 
gen von den als optimal erkannten Eingangswahrscheinlichkeiten auch nur geringe Vergröße-
rungen der Testlänge nach sich ziehen. Daher kann man sich bei einer Hardware-Implemen-
tierung eines Mustergenerators darauf beschränken, die Zufallsvariable nur in einem fe sten 
Raster zur Verfugung zu stellen (vgl. Kapitel 5). 
4.7 FehlersjmulalioD mit ontjmj('r1cn ZlIwlJsmusle[o 
In Kapitel 6 werden Ergebnisse der Optimierung anhand einer größeren Zahl von Dei spielschal· 
tungen aus der Praxis vorgestellt. Es hat sich bislang gezeigt. daß in denjenigen Fällen, in de-
nen ein konventioneller Zufallstest wegen zu großer Testlängen unmöglich ist, durch Opti· 
mierung ökonomische Testzeiten erreicht werden können. 
In PROTEST ist ein Zufallsmustergenerator integriert, welcher die als besonders geeignet er· 
kannten Signalwahrscheinlichkeiten berücksichtigt. Mit einer statischen Fehlersimulation 
(TESTDETECT, vgl. !Roth80/) können die Fehlererfassung dieser Testmenge feSlgeSlel1t und 
die Schätzungen durch PROTEST validien werden. Weiter können aus der Zufallsmustem,enge 
diejenigen Testmuster ausgewählt werden, die einen bislang nicht entdeckten Fehler erkennen, 
und durch wiederholte Permutation dieser immer kleiner werdenden Teilmenge kann eine mini -
miene detenninislische Testmenge gefunden werden. 
Dieses Vorgehen wurde bereits für konventionell erzeugte Zufallstests vorgeschlagen 
/SCHU75/, scheitert jedoch häufig an der viel zu großen Mustermenge, die für eine aus· 
reichende Fehlerüberdeckung nötig ist. Der Einsatz optimierter Zufallsmengen reduzien die 
Musterzahl nunmehr so weit, daß das Verfahren winschaftlich wird. 
Bei den erwähnten Beispielen aus der Praxis konnten andere Autoren mit einer kon vemionellen 
Fehler.;imulation keine ausreichende Fehlerüberdeckung erzielen /CART85/. Alle diese Deispie· 
le fUhrten bei Einsatz optimierter MUSlermengen zu einer befriedigenden Fehlerüberdeckung. 
Die Zufallsmuster erzeugt PROTEST, indem zuerst mit der additiven Kongruenzmethode 
(/Jöhn69/, !Knut69/) auf [O,IJ gleichveneilte Zufallszahlen x erzeugt werden. Soll ein Eingang 
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mit der Signalwahrscheinlichkeit p stimulien werden, so wird rur x < p eine "I" ausgegeben 
und für x ;;, p eine "0". 
4,8 BemerkuDCfn zlIr Redundanz 
Alle unsere Überlegungen zu Oplimierverfahren gingen davon aus, daß wir genaue Kenntnis 
der Signal- und Fehlerentdeckungswahrscheinlichkeiten haben. Tatsächlich stehen uns jedoch 
nur Schätzwene zur Verfligung, und die Optimierung resultien darin, daß Eingangswahrschein -
lichkeiten gesucht werden, für welche die Schätzung der Fehlerentdeckung besonders gute 
Resultate liefen. Hier trifft das in Abschnitt 3.7 Gesagte in entsprechender Weise zu. 
Problematischer ist jedoch das Vorkommen von Redundanz. PROTEST eliminien zwar die-
jenigen Fehler aus der FehlerUste, für die es lokale Redundanz feststellt, dennoch kann globale 
Redundanz vorhanden sein, so daß rur nicht entdeckbare Fehler eine minimale Entdeckungs-
wahrscheinlichkeit geschätzt wird. In diesen Fällen kann das beschriebene Optimierverfahren in 
die Irre gehen. 
Dieses Problem kann in synthetisierten und minimierten Schaltnetzen nicht auftreten, die Re-
dundanz vermeiden. Bei einem manuellen Entwurf kann in diesem Fall nur eine Fehlersirnula-
tion mit Testmengen helfen, die den optimierten Eingangswahrscheinlichkeiten genügen. Falls 
dabei Fehler nicht entdeckt werden, müssen sie auf Redundanz geprüft und bei positivem 
Ergebnis vor einem erneuten Durchlauf des Optimierverfahrens aus der Fehlerliste entfernt 
werden. Wie solche optimienen Testmengen ersteHt werden, untersuchen wir im folgenden 
Kapitel. 
5, Anwenduncen bei Test- lind Smthese-Alcorilhmen 
In diesem Kapitel befassen wir uns damit , wie Zurallsmustermengen gemäß den optimierten 
Veneilungen erzeugt und bei Tesl und Synthese eingesetzt werden können. Zuerst diskutieren 
wir Anforderungen an Mustermengen. die erfüllt sein müssen, damit man sie tatsächlich als 
zuflillig anerkennen kann. 
Die Einsatzmäglichkeiten von per Soflware erzeugten Mustern sind Fehlersimulation, Validie-
rung des Zufallstesls und deterministische Testmustererzeugung. In diesem Kapitel werden 
auch Schaltungen vorgestellt. die entweder auf dem Chip integrien werden können oder extern 
den Chip mit solchen Zufallsmustem versorgen. Es wird untersucht, inwieweit derart erzeugte 
Muster den Anforderungen genügen und welche Einflüsse die Integration dieser Zusatzausstat -
tung auf das Schaltungsverhalten hat. 
5.1 AnrQrderlln~fn an PSfudoztl[alisfoll:fD 
Es wurde bereits erwähnt, daß sich die Optimierung relativ stabil verhält und es daher genügt , 
Zufallsfolgen mit Wahrscheinlichkeiten in einem Raster etwa der Schrittweite 1/8 zu erzeugen. 
Damit die Ergebnisse des Schätzverfahrens aus Kapitel 3 und des Optimierverfahrens anwend -
bar sind, müssen die zugeführten Muster das Kriterium aus Kapitel 3 erfüllen: Die Menge der 
Variablen, die den primären Eingängen zugeordnet ist, soll insgesamt unabhängig sein. 
Sie ist dies, wenn für eine beliebige Teilmenge dieser Variablen das Produkt der Erwartungs-
wene stets gleich dem Erwanungswert des Produkts ist Dies ist eine Forderung darüber, wie 
sich die verschiedenen Bitstellen der Muster zu verhalten haben. Ihre Einhaltung garantien aber 
noch nicht, daß die Muster tatsächlich zufallig sind. Denn auch die Musterfolge an einem ein-
zigen Eingang muß bestimmten Restriktionen genügen, um als zufällig anerkannt zu werden. 
So ist es z. B. nicht gestattet. einen Eingang immer abwechselnd auf 1 und auf 0 zu setzen, ob -
wohl dabei die Unabhängigkeit erfullt ist und auch die Eingangswahrscheinl ichkeit 0.5 betrtigt. 
Die Restriktionen, die eine Bitfolge an einem Eingang erfüllen muß, übernehmen wir von 
Golomb /001067/. 
RI Die Anzahl der auftretenden Einsen, dividiert durch die Länge der Musterfolge, ist 
annähernd gleich der geforderten Wahrscheinlichkeit. 
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R2 Ein "Lauf' sei ein mehnnaliges, unmittelbar aufeinander folgendes Vorkommen der 
"I ". Z. B. ist ein Lauf der Länge 3 das dreimalige Aufeinanderfolgen der "I ", und 
dieser Lauf enthält zwei Läufe der Länge 2. Sei p die geforderte Wahrscheinlich-
keit. Dann haben lOOp % aller Läufe die Länge I, IOOp2 % die Länge 2, lOOp3 % 
die Länge 3 usw. 
R3 Es sei n die Gesamtlänge der Bitfolge. Es wird gefordert, daß die Au/okor-
relationsfunktion C(t) eine zweiwertige Funktion ist, mit unterschiedlichem 
Wert rur t = 0 und rur 0 <t< n. Es sei ai der Binärwert der Zufallsfolge zum Zeit -
punkt i, dann ist die Autokorrelationsfunktion defmiert durch: 
Diese drei Forderungen sind eine Spezialisierung von allgemeinen Anforderungen an die Zufal -
ligkeit von Zahlenfolgen (siehe z.B. !1öhn69n. Die Tatsache, daß es sich um zweiwertige 
Zufallsvariablen handelt, vereinfacht auch den Test auf die Zufalligkeit. 
In PROTEST sind ftir die Validierung von Zufallsgeneratoren drei einfache Prozeduren imple-
mentiert. die die Abweichungen von den oben genannten drei Forderungen messen. 
5.2 Der externe Test mit optimjgrten Zufallsmustern 
Die wesentlichen Vorteile des Tests mit Zufallsmustern können nur genutzt werden, wenn er im 
Selbsttest oder zumindest "off-line" durchgeftihrt wird. In diesem Abschnitt stellen wir ein Ver-
fahren vor, die Schaltung durch einen zusätzlichen Chip mit optimierten Zufallsmustern zu ver-
sorgen und ihre Antworten auszuwerten. Abschnitt 5.3 behandelt dann den tatsächlichen Selbst-
test, bei dem alle notwendigen Zusatzschaltungen auf dem Chip integriert sind. 
5.2_1 TeslkQnfi~uralion für den exlernen Tesl mil Zufallsmuslern 
Der Zufallstest mit extern erzeugten Mustern beschränkt sich im allgemeinen auf Schaltungen im 
Scan Design, um die schwerwiegenden zusätzlichen Probleme zu umgehen, die durch sequen -
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tielle Schaltungen hervorgerufen werden. Bild 5.1 zeigl die Testkonfiguration für eine solche 
Teststrnlegie. 
Im Prinzip kann man natürlich auch diese gesamte Konfiguration auf ein Chip inlegrieren. 
wodurch eine gewisse Anzahl von BILBOs zur Musterzeugung eingespan wird. indem sie 
durch einen normalen Scan Path erselzl werden (/BuEI83/. /EiLi83a1). 
Bild 5.1: 
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LRS zur 
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analy •• 
Zufallstest rur Schaltungen im Sc.n Design nach IBaMc82/ 
Es ist jedoch zumeist nicht möglich, durch ein LRS parallel Musler zu erzeugen und damit meh· 
rere Prüfpfade zu versorgen (Bild 5.2). 
Hier ruhn das Abgreifen der Muster an verschiedenen Siellen des LRS zu Korrelationen der 
Variablen untereinander. Diesen Sachverhalt nannten Bardell cl al. "strukturelle Abhängigkei-
ten", und sie haben zur Abhilfe eine besondere Architektur von Schieberegistem vorgeschlagen 
IBaMc84/. 
Falls die Muster jedoch außerhalb des Chips erzeugl werden, ist diese Architeklur nichl nOI· 
wendig. Denn selbst wenn innerhalb der zu testenden Einheit mehrere Prüfpfade vorhanden 
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sind, bemüht man sich, die zusätzlichen Anschlüsse des Chips zu Testzwecken möglichst 
gering zuhalten. Daher werden diese Prüfpfade sequentiell versorgt, und die Zufallsmuster 
müssen nicht parallel erzeugt werden. 
PrOfpf.d 1 PrOfpfad 2 
l-
a 
-
-
-
-I ..... 
-
'-,.. : 
-
L I 
~ 
Bild 5.2: Parallele Mustererzeugung kann Korrelationen verursachen 
Es unterscheidet sich somit ein für den externen Zufallstest entworfenes Chip in keiner \Veise 
von einer Schaltung im üblichen Scan Design. Für den optimienen Test müssen jedoch die ex-
ternen LRS aus Bild 5.1 durch einen Modul ersetzt werden, der tatsächlich ungleichveneilte Zu-
faJI smuster erzeugen kann. 
5.2.2 Ein Chip zur externen Erzeucuog optimierter ZufallsIDlIster 
Im folgenden diskutieren wir das Prinzip einer Schaltung zur Erzeugung optimiener Muster, 
wie es unter Mitwirkung des Autors in /WuKu85a1 vorgestellt wurde. Diese Schaltung wurde 
flir die Unterstützung des externen Tests im Rahmen einer Studien arbeit auch als Chip gefenigt 
!Berg85/. 
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Ausgangspunkt sind die in Kapitel 2.1.3 eingeführten maximalen linear rückgekoppelten 
Schieberegister (LRS ). Ihre Ausgangsfolge A erfüllt die Forderungen RI-R3 mit p = 0.5 
/Gol067/. 
Das Prinzip des Mustergenerators aus /WuKu85b/ und /Berg85/ besteht darin, von Speicherele-
menren eines maximalen Schicberegisters die logischen Wene abzugreifen und sie mit Hilfe 
einer Booleschen Funktion so zu verknüpfen. daß diese Funktion mit der gewünschten Wahr-
scheinlichkeit p wahr wird. Der Ausgang dieser Funktion kann ein Register bzw. eine ganze 
Folge von Speicherelementen speisen, die alle mit der Wahrscheinlichkeit p oder bei Inver-
tierung mit der Wahrscheinlichkeit I-p logisch" I" werden. Schließlich stehen die Werte in die· 
sem Register wieder zur Verfügung. wn zusammen mit Werten aus dem maximalen LSR neue 
Wahrscheinlichkeiten zu generieren. Es entsteht dadurch eine Registerkeue (Bild 5.3) . 
. , 
p:O .S '''' 
" 
'" '" 
• 
0.315 .. '" 0'1;5 o ' I1S 
., 
~.~------------~~----------~~.~--------~ 
'2 
paO.5 
Bild 5,3: Registerkeue nach /WuKu85b1 
'4 
p"O .5 
Die Eingänge EI, E2, E3 und E4 beziehen ihre Werte aus dem maximalen LRS. Es fällt auf, 
daß jedes einzelne R<:gister nochmals rückgekoppelt und mit den Ej anrivalent verknüpft wurde. 
Dies geschieht. um die Korrelation der Werte in den einzelnen Speicherelemcmcn zueinander zu 
mUlurueren. 
Die Korrelation wird durch eine ähnliche strukturelle Abhängigkeit wie in Bild 5.2 verursacht: 
Wir nehmen an, EI beziehe seinen Wert vom Speicherelement sk des maximalen LRS . Dann 
werden sowohl die Werte von sk+l als auch von f1 zum Zeitpunkt t+ 1 auf Grundlage des Werts 
von sk zum Zeitpunkt t berechnet und können daher korreliert sein. Wenn sowohl f1 als auch 
sk+1 Eingänge eines Schaltnetzes sind, dann ist die wesentliche Forderung, daß die Zufalls va-
riablen an den primären Eingängen des Schaltnetzes unabhängig sein müssen, nicht mehr er-
füllt. 
Die zusätzlichen Rückkopplungen sollen dies verhindern, was jedoch nur annähernd gelingt, 
zumal zur Einstellung verschiedener Wahrscheinlichkeiten im allgemeinen mehrere Register-
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keuen nach Bild 5.3 abgegriffen werden müssen. Bild 5.4 zeigt das Beispiel einer solchen Ge-
samtschaltung: 
S-E ... 
, 6GB·· 
.~ 
" 
Bild 5.4: Generation von Zufallsmustern unterschiedlicher Wahrscheinlichkeit nach 
IWuKu85bl 
Diese Schaltung ist jedoch zur Verwendung für den reinen Selbsuest schlecht geeignet. da bei 
einer Unterbringung auf dem zu testenden Chip folgende Nachteile besonders ins Gewicht 
fallen: 
sehr großer zusätzlicher Verdrahtungsaufwand; 
großer Aufwand an Zusatzlogik. 
Es kann keine ausreichende Unabhängigkeit der einzelnen Variablen garantiert wer-
den. 
5.2.3 Schall\lncschnraklerislika beim exlernen Zufallstest 
Wie bereits erwähnt. unterscheidet sich ein für den externen Zufallstest entworfenes Chip nicht 
von einer Schaltung im üblichen Scan Design. Man kann deshalb zur Abschätzung des zu. ätz-
lichen Flächenaufwands und des Leistungsverlustes auf die Studien zurückgreifen, die für die 
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jeweilige Technik dun;hgefühn wurden. Beide Parameter hängen von der An des Scan Designs 
und von der gewählten Technologie ab. 
Die einzige Besonderheit besteht nur darin, daß in der Schaltungssynthese die entsprechenden 
Teststrukturen automatisch erzeugt werden. Sinnvoll läßt sich das verwirklichen, wenn der 
Priifpfad o. ä. nicht auf eine bereits bestehende Schaltung aufgesetzt wird, sondern wenn alle 
Speicherzellen bereits entsprechend entworfen wurden, In einem Standardzellen·Entwurfs· 
system fUr CMOS haben Agrawal et al. die automatische Integration eines Priifpfades verwirk· 
licht/AGRA85/, wobei sie dem Benutzer Hilfsmittel geben, den Mehraufwand abzuschätzen. 
Es hat sich insbesondere gezeigt, daß die Beeinträchtigungen durch das Scan Design deutlich 
verringert werden, wenn die Reihenfolge, in der die Speicherelementc in den Pfad geschaltet 
werden, er.;t nach dem Layout aller anderen SchallUngsteile festgelegt wird. Als repräsentatives 
Beispiel wurde eine Schaltung diskutien, bei der die Festlegung der Reihenfolge des Priifpfads 
während des Logikentwurfs zu 16.93 % Mehraufwand an Siliziumfläche und zur Verringerung 
der maximalen Betriebsgeschwindigkeit auf 87 % gefühn haI. Bei einer Festlegung der Reihen· 
folge des Priifpfades bei dieser Schaltung er.;t in der Layoutphase kostete seine Verwirklichung 
nur 11,9 % Aäche, und die Betriebsfrequenz vermindene sich nur auf 91 %. 
Diese Zahlen wurden ftir einen manuellen Entwwf ennittelt Da sie im Prinzip auch für die auto-
matische Logiksynthese gelten, haben sie zur Konsequenz, daß die Implementierung der Zu· 
s3tzausstattungen zu Testzwecken aus der Synthesephase herausgenommen und in die Layout-
phase verlagen werden muß. 
5,3 Der Selhsttest mit optimierten Zufallsm\lstern 
Im folgenden wird eine neue Schaltung vorgestellt, 
welche optimiene Zufallsmuster erzeugt und dabei die Anforderungen R I bis R3 in 
ausreichendem Maße erfuUt, 
deren zusätzlicher Verdrahtungs· und Schaltungsaufwand in der Regel nicht größer 
als bei einem konventioneUen Bll.BO ist, 
die zur vollständigen Dun;hflihrung des Selbsuests geeignet ist, indem sie die fol· 
genden vier Betriebsweisen zuläßt: 
• Erzeugung optimierter Zufallsmuster .. 
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.. Normales Schieberegistcr zur Initialisierung und zum Auslesen der Test-
antwoncn. 
• Linear rückgekoppeltes Schieberegister zur Signaturanalyse. 
• Betrieb als normales Register innerhalb der Schaltung. 
Zunächst wird das Prinzip der Mustererzeugung und danach die Gesamtschaltung im Detail vor-
gestellt. 
5.3.} verfahren zur ErzclIClInr: optimierler Zufallsmuster 
Ausgangspunkt sind maximale, linear rückgekoppelte Schieberegister (LRS), welche Muster-
folgen der Wahrscheinlichkeit 0.5 erzeugen /HeLe83/. Für jede Wahrscheinlichkeit p := 1/8, 
2/8.3/8 konstruieren wir ein Modul Mp. das als Eingabe eine Pseudozufallsmusterfolge mit ei-
ncr beliebigen \Vahrscheinlichkeit zwischen 1/8 und 7/8 erhält. Die Periode dieser eingehenden 
Folge bestimmt auch die Periode der vom Modul Mp erzeugten Muster. In Mp sind ebenfalls 
Schieberegister enthalten, deren Speicherelemente mit Wahrscheinlichkeit p oder l-p logisch 
"1" werden. Die resultierenden Variablen sind annähernd unabhängig. 
Der Gesamtaufbau der Testhardware besteht aus einem maximalen LRS und einer Kette solcher 
Moduln Mp (Bild 5.5). 
1 1 J I I I I I I I I 
J I I I I 
-- - -
p I -- - --
I I 
'--1.-'--' ____ _ 
I I 
0.5 
P2 
- Maximales LRSR 
an jeder Slelle 
Wahrscheinlichkei l 
p=O.5 
- Mehrere Moduln 
- an jeder Slelle 
p=0.5, p, i I-p i 
Bild 5.5: Sclbsttestkonfiguration Hir optimiene Zufallsmuster 
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Wir untersuchen Mp im einzelnen: Es besteht wiederum aus einem maximalen LRS etwa der 
Unge 6, welches z.B. das Divisorpolynom P(X):=X 6H S+x3+x2+1 repräsentien, einer Boole· 
sehen Funktion dreier Variablen, deren arithmetische Einbettung f(0.5,O.5,O.5) = perfüllt, 
und einem von f gespeisten Schieberegister. worin ein Speicherelement den \Ven des vorher-
gehenden direkt oder negien übernimmt, je nach dem, ob p oder I-p realisien werden soll (Bild 
5.6). 
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l1ebiger 
Zu 
b. 
~. hnc heinlic hkeit 
r- r-
~ I--
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Bild 5.6: 
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Modul Mp tur Erzeugung von Mustern der Wahrscheinlichkeiten p und I-p 
Die Funktion f(xl,x2,x4) erzeugt eine zufällige Bilfolge mil einer von f abhängigen WallrSchcin-
lichkeit. Falls das verwendete LRS von der Normalfonn I wäre. so würde zu jedem Zeitpunkt 1 
gelten: xl(t) = x2(t+l) = x4(t+3). Offensichtlich kann dann die von f erzeugte Zufallsfolge 
stark autokorreliert sein und somit R2 verletzen. Wir zeigen im folgenden. daß das verwendete 
LRS in der Normalform 11 bei geeigneter Wahl der Funktion f und der Abgriffspunkte diesen 
Nachteil nicht aufweist und den Anforderungen genügt. 
RJ: 
Wenn jeder der 26 möglichen Zustände des LRS mit gleicher Wahrscheinlichkeit angenommen 
werden kann, dann sind alle sechs Zufallsvariablen xo, .... "s insgesamt unabhängig und in je-
dem Speicherelement tritt die "I" mil Wahrscheinlichkeit 0.5 auf. Genau dies iSI die Voraussel-
zung, damit f die geforderte Wahrscheinlichkeit realisien. 
Es genügl also zu zeigen, daß jeder Zustand mil gleicher Wahrscheinlichkeil erreichl wird, 
wenn in das LRS eine Zufallsfolge eingespeisl wird. Hierzu bettachlen wir die Folge der Zu-
slände des LRS als Markov-Kelle. Der Zuslandsraum S bestehl aus den sechssIeIligen Dual-
zahlen und hat somit 64 Elemente. Von jedem Zustand sind genau zwei weitere Zusllinde direkl 
erreichbar, abhängig davon, ob in der Eingangsfolge E gerade eine" I" oder eine "0" anliegl. 
Die Wahrscheinlichkeit w, die von der Eingangsfolge E realisiert wird, bestimmt die Über-
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gangsmatrix P. P enthält rur jeden Zustand eine Zeile und eine Spalte. in der genau einmal w, 
einmal 1 ~W und sonst 0 stehen. 
Weiter ist von einem gegebenen Zustand jeder andere mit einer positiven Wahrscheinlichkeit 
erreichbar. Diese Wahrscheinlichkeit hängt von der Veneilung der eingehenden Folge E ab, sie 
ist aber positiv, da bei der Polynomdivision jeder Zustand ein Restpolynom repräsentien und 
auch vorkommen kann. Wir haben also den Fall einer aperiodischen, endlichen Markov-Kette. 
In der Stochastik zeigt man, daß in diesem Fall die Folge der Manizen P" komponentenweise 
gegen eine Grenzmanix Q konvergien, alle Zeilen von Q identisch sind (d. h. 'lij = qj für alle i) 
und alle Elemente von Q positiv sind (qj > 0 für alle j). Es gilt für den Zeilenvektor q = qP 
und außerdem ist Q eindeutig (Vgl.[Ross83J, Theorem 4.3.3). Offensichtlich entspricht eine 
M.nix, deren Elemente alle den Wen 1/64 haben, den Anforderungen der Grenzmanix Q. Aus 
deren Eindeutigkeit folgt somit, daß jeder Zustand des LRS mit derselben Wahrscheinlichkeit 
1/64 angenommen wird. 
R2: 
Die Forderung, daß ein Lauf der Länge n mit der Wahrscheinlichkeit p" auftaucht, läßt sich 
nicht in derselben AUgemeinheit wie die Forderung RI zeigen. Denn dies hängt davon ab, wel· 
ehe Variablen des LRS von der Funktion f verknüpft werden. Für das gewählte LRS sind die 
Abgriffspunkte rur f so geschickt gewählt, daß Testläufe nur unwesentliche Abweichungen von 
den erwarteten La.uflängen zeigten. 
R3: 
Zur Validierung von R3 untersuchen wir, wie sich die Argumente der Funktion f zu den 
verschiedenen Zeitpunkten bestimmen. Die folgende Tabelle drückt den Speicherinhalt von Xo 
bis Xs zum Zeitpunkt t in den Werten dieser Speicher zum Zeitpunkt t =: 0 aus, wobei e die 
Addition mod 2 bedeutet: 
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Zeitpunkt Speicher x 
0 2 3 4 S 
0 0 I 2 3 4 S 
Seleo 0 t9S 295 3 46S 
2 ct649S Seleo Oe4$S 164ejl 2$5 36465 
3 "2$364$S et646S eo$364ejl 0$361 t649Q 26490 
4 "3El>264ejl "26364$5 cl$2$S91 00$2El>3$1 0$3$1 t92$ t 
S e4$1$2$1 c,$264ejl "2$364$ e,$t9S$1 00$29 oet6 
S$I$2$1 3$1 2$3 
Tabelle 2: Speicherinhalt des maximalen LRS von Mp zu verschiedenen Zeitpunkten 
Bevor wir diese Tabelle interprelieren. halten wir noch folgende Beobachtung fest : x und y sei-
cn beliebige Zufallsvariablen. v sei eine unabhängige Variable mit Erwanungswcrt 0.5. Dann 
hat xEllv den Erwanungswert 0.5 und xEllv und y sind zwei unabhängige Variablen. 
In Tabelle 2 sind die Spalten 1.2 und 4 von besonderem Interesse. Mit genannter Beobachtung 
sieht man sofort, daß zu verschiedenen Zeitpunkten alle Variablen aus den drei Spalten paar· 
weise unabhängig sind. Hinzu kommt. daß an zwei unmittelbar aufeinanderfolgenden Zeit-
punkten fo := f(xl.x2.X4) und f l := (xo.XtEllxS.x3) insgesamt unabhängige Variablen als 
Argumente haben und daher in dem auf f folgenden Schieberegister zwei aufeinanderfolgende 
Speicherelemente stets unabhängig sind. Die von f ausgegebene Musterfolge erfüllt somit 
C(t) = 0 für t = I. Mit der oben gemachten Beobachtung läßt sich auch für größere t die Un-
abhängigkeit aus der Tabelle ablesen. Jedoch ist auch hier kein allgemeiner Ansatz möglich. 
sondern die Tatsache. ob und wie gut Unabhängigkeit erfüllt wird. hängt ebenfalls von der 
geschickten Wahl der zu verknüpfenden Variablen ab. Für die Schaltung in Bild 5.6 wurde für 
die notwendigen dreistelligen Funktionen f und für alle zulässigen Wahrscheinlichkeiten der 
Eingangsfolge empirisch die Autokorrelationsfunklion ausgewertet. Die Ergebnisse finden sich 
im Anhang, es ergaben sich keine aumUJigen Abweichungen von der Forderung R3 . 
5.3.2 Zusal7,beschaltune riIr den Selbsltesl mil onlimierlen Zufallsmuslern 
In diesem Abschnitt stellen wir eine Schaltung GR vor. die zur Mustererzeugung sich wie ein 
Modul Mp konfiguriert. aber zusätzlich als normales Register. als Schieberegister und unter 
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Ausnutzung aller Speicherelemente als großes LRS zur Signaturanalyse arbeiten kann . Ähn-
liches leistet für konventionelle Zufallsmuster das BlLBO, welches auf einem LRS der Nor-
malform I beruht. Jedoch wurde im vorhergehenden Abschnitt deutlich, daß unser Vorgehen 
zur Erzeugung optimiener Zufallsmuster nur mit einem LRS der Normalform II möglich ist. 
Elementare Grundfunktionen der Schaltung GR werden durch die Teilschaltungen TI und T2 
ausgeruhn: 
Grundfunktion der Grundfunktion der 
Teilschaltung T! Teilschaltung T2 
A B C BI Bo D A B BI Bo D 
X X X 0 0 B"C X X 0 0 B 
X X X 0 I B X X 0 I B 
X X X I 0 A"B"C X X I 0 A"B 
X X X I I A X X I I A 
Tabelle 3: Funktionen von Basiselementen 
Mögliche Realisierungen der Grundfunktionen zeigen Bild 5.7a und Bild 5.7b. 
A 
tl 
A 
10 
M 
U D 
01 x B 0 
B MUX 0 
00 ~ 1 
c 
a)T! b)T2 
Bild 5_7: Basiselemente T! und T2 
Hieraus bauen sich die'Grundzellen G I und G2 der Schaltung auf, indem der Ausgang D von 
T! oder T2 an den Dateneingang eines als Schieberegisterzelle verwendbaren Flip-Flops FF, z. 
B. eines Master-Slave-Flip-Flops angeschlossen wird (Bild 5.8a und Bild 5.8b). Diese Grund-
zellen lassen sich zum Aufbau von Schiebcregistem kaskadieren. 
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a) Grundzelle GI 
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CL 
- C Q Q ' 
T2 
B ~ux Qs 
'1 I 0 FF Q' ~.1 I 
. 
I s 
b) Grundzelle G2 
Bild 5.8: Kaskadierbare Grundzellen 
Die Gesamtschaltung besteht aus den beiden Moduln LR und SR. LR (Bild 5.9) ist eine Anein-
anderreihung der Grundzellen GI unrl G2. beginnend mit G I und ansonsten in einer Reihen· 
folge. welche die Rückkopplungsfunktion des LRS aus Mp festlegt. Dabei ist stets der Daten-
ausgang Qs einer Zelle mit dem Eingang B der nachfolgenden Zelle zu verbinden. Der Daten-
ausgang der letzten Grundzelle kann unmittelbar als Schiebcregistcrausgang LRout verwendet 
werden. Er wird zusätzlich über einen Multiplexer MI. der ihn ftir B t = 0 durchschaltet. an die 
Eingänge C aller Grundzellen GI zurückgefühn. Der Registereingang LRIß ist der Eingang B 
der ersten Grundzelle. und die Funktion F verknüpft die Datenausgänge dreier Grundzellen. 
, e 
,. 
• , 
• , 
LR 
LI ~ 
G' 
I'" 
Bild 5.9: 
I I I I JJ 
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1 
Teilschahung LR 
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Der Modul SR (Bild 5.10) ist eine Reihung von Grundzellen G2, wobei jedoch der Datenaus-
gang Qs einer Grundzelle oder sein Inverses Q·s an den B-Eingang der nachfolgenden Zelle an-
geschlossen wird. abhängig davon, ob 3n der entsprechenden BitsteIle des Musters die \Vahr-
scheinlichkeit p oder (I-p) zu realisieren ist. 
CL G' G' G' G' 
F 
SR 
0 .. 
I, 
" 
Bild 5.10: Die Teilschaltung SR 
Die erste Grundzelle wird von einem Multiplexer M2 gespeist. der für Bo ::;: BI = 0 die Funktion 
F von LR und sonst LRout durchschaltet. Ocr Datenausgang der letzten Grundzelle von SR 
wird an den I-Eingang des Muhiplexers MI von LR gefühn. 
Bild 5.11 zeigt die Gesamtschaltung GR. Die Eingänge BO und B I sind die Steuereingänge die-
ser Schaltung, mit denen die vier verschiedenen Betriebsweisen festgelegt werden. 
Mit der Steuerbelegung 8 0 = 81 = 0 arbeitet GR als ZII!allsmllslergeneralor, da sich 
der Modul LR zu einem rückgekoppehen Schieberegister des Typs II konfigurien. Es werden 
durch diese Steuerbelegung nur solche Teile der Schaltung aktiviert, daß sie exakt wie der 
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beschriebene Modul Mp arbeitel. LR wird zum LRS von Mp. und die Wahl der verschiedenen 
Grundzellen G I und G2 bestimmt die lineare Rückkopplungsfunktion . 
"-• 
• 
.= • 
.=: 
• 
LR 
.... ". i ...L 
. , c • 
1" 
rtr 
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Bild 5.11: Die Gesamtschaltung GR 
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Mit der Steuerbelegung Bo = BI = 0 arbeitet GR als Zu/aUsmustergenuator, da sich 
der Modul LR zu einem rückgekoppelten Schieberegister des Typs 11 konfigurien. Es werden 
durch diese Steuerbelegung nur solche Teile der Schaltung aktivien. daß sie exakt wie der be-
schriebene Modul Mp arbeitel. LR wird zum LRS von Mp. und die Wahl der verschiedenen 
Grundzellen G I und G2 bestimmt die lineare Rückkopplungsfunktion. 
Mit der Steuerbelegung Bo = 1, BI = 0 wird die Gesamtschaltung zu einem lIorma/eu 
Sclzieberegister, das an manchen Stellen die vorhergehenden Wene invenien übernimmt. In 
dieser Betriebsan läßt sich der Baustein laden, und es kann nach einer Testphase die Signatur 
ausgelesen werden. 
Für BO = 0, BI = 1 bilden SR und LR gemeinsam ein großes, linear rückgekoppeltes 
Schicberegister, das zur Signaillranalyse von Testdaten dienen kann. Zur Durchführung der 
Signaturanalyse ist die TÜckkoppelnde Funktion eines Signaturregisters von geringerer Bedeu-
tung. Unter der Güte eines Signaturregisters versteht man den Quotienten aus der Zahl der er-
kannten fehlerhaften Bitfolgen dividien durch die Zahl aller möglichen fehlerhaften Bitfolgen . 
Sie ist wesentlich von der Länge des Signaturregisters und nicht von der Art seines die Rück-
kopplung bestimmenden Polynoms abhängig (fSMfT801./HeLe83/). P. David hat gezeigt, daß 
bereits ein einfach rückgekoppeltes Schieberegister mit hoher Auflösung Testdaten auswerten 
kann /Davi80/. Wenn wir aus LR und SR gemeinsam ein Signaturregister bilden, ist es daher 
nicht notwendig, in das normale Schieberegisler zusätzliche Antivalenzgaucr einzubauen, um 
ein bestimmtes Polynom zu realisieren. Stattdessen werden zur Erzeugung eines möglichst 
langen RegiSiers alle Speicherelemente einbezogen. 
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Mit der Steuerbelegung Bo = BI = 1 können die Hip-Hops der Grundzellen direkt ange-
sprochen werden, und der gesamte Baustein verhält sich wie ein normales Register, das ein 
an den Eingängen A anliegendes Muster übernimmt 
Durch Hintereinanderschalten mehrere solcher Moduln GR mit unterschiedlichen Booleschen 
Funktionen F läßt sich ein beliebig breites Register mit allen gewünschen Wahrscheinlichkeits-
wenen erstellen. Dabei wird der Ausgang SR eines Moduls GRi in den Eingang LRin des fol-
genden Moduls GRi+1 gespeist, so daß auf diese Weise Modul GRi+\ mit der für seinen Be-
trieb notwendigen zufalligen Bitfolge beliebiger Wahrscheinlichkeit versorgt wird. Die Ver-
sorgung des ersten Moduls GRO kann entweder durch einen externen Zufallsmustergenerator 
oder bei einem vollständigen Selbsttest durch einen geeignet konsouierten internen Modul LR 
geschehen. 
5.3.3 Mehrkosten mr den SeJbsttest mjt optimierten Zufallsmustern 
Die Kosten an F1äche und Leistung sind auch beim Selbsttest mit optimierten Zufallsmustem 
technologieabhängig. Er ist nur dann wirtschaftlich durchführbar, wenn bereits die elementaren 
Speicherzellen für diese Teststrategie ausgerüstet sind. Es soll im folgenden gezeigt werden. 
daß der Modul GR annährend dieselbe Zusatzbeschaltung benötigt wie das konventionelle 
BILBO. Daher können bei Entscheidungen über seinen Einsatz die Untersuchungen über die 
Mehrkosten eines Entwurfs mit BILBOs zugrundegelegt werden, die für verschiedene 
Technologien durchgefUhrt wurden. 
Der Aufwand für GR unterscheidet sich allerdings von einem normalen BILBO in fünf 
Punkten: 
I. GR enthält zusältlic" die Boolesche Funktion F, die durch ein Gatter mit drei 
Eingängen realisiert werden kann. 
2. GR enthält wsältlich einen Multiplexer MI zur Auswahl des SignalUrmodlls. 
3. GR enthält zusältlich einen Multiplexer M2 zur Auswahl des Schiebemodus. 
4. Ein BILBO enthält zumeist zusätzlich mehrere Antivalenzgauer in der linearen 
Rückkopplung zur Realisierung eines LRS der Normalform I. 
5. Ein BILBO enthält zusältlich einen Multiplexer, um zwischen Schiebe- und 
Rückkopplungsmodus zu schalten. 
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Die Grundzellen GI und G2 selbst bestehen wie die Grundzellen des B1LBO aus drei logischen 
Bauelementen, wobei es technologieabhängig ist, ob die Grundzelle G2 oder die Grundzelle des 
SILBO aufwendiger realisiert wird. Nur die Grundzelle GI scheint mehr Transistoren zu 
benötigen. Diese Zelle wird allerdings nur an wenigen Stellen zur Realisierung der Rück koppel-
funktion benötigt. Folglich ist die Selbsuestkonfiguration mit BILBOs oder mit optimierten Zu-
fallsmustern von ungeflihr gleichem Schaltungsaufwand. Sind viele Variablen auf einen anderen 
Wert als 0.5 einzustellen und sinkt dadurch die notwendige Musterzahl, so hat der Selbsuest mit 
optimierten Zufallsmustern gleich zwei Vorteile: 
1. Schaltungen. die im konventionellen Selbsuest mit Zufallsmustem nicht oder nicht 
wirtschaftlich testbar waren, können in jetzt praktikabler Anwendungszeit geprüfl 
werden. 
2. Der Zusatzaufwand an Hardware hierfür kann wegen der Einsparung an Antivalcnz-
gauem sogar noch geringer als bei der Realisierung eines konventionellen Selbst-
tests mit BILBOs sein. 
Die wirtschaftliche Implementierung eines B1LBOs oder eines optimierten Zufallsmustergenera-
lors verlangt genau wie beim Scan Design entsprechende Zelten. Es addieren sich dann zu den 
Kosten eines Prüfpfades die Kosten der rückkoppelnden Verdrahtung, der Multiplexer und der 
zusätzlichen logischen Gatter. Je nach Zahl der vorkommenden Speicherclemenle und nach 
Technologie verlangt diese Technik einen Mehraufwand von 10% bis 20 % /AIKr84/. Diese 
Mehrkosten reduzieren jedoch die Kosten anderer Testschritte, so daß der Gesamtaufwand für 
den Test deutlich geringer wird. In der Literatur wird geschätzt, daß ein Mehraufwand an Chip-
Fläche von 30 % bis 40 % für den Selbsnest höchstintegrierter Schaltungen in kleinen und 
miuleren Auflagen immer noch wirtschaftlich ist IV ARM84/. 
Ein großer Teil des Mehraufwands kann bei pipe li neani gen Strukturen eingespart werden. Hier 
wechseln sich Register und Schaltnetze ab, ohne daß es zwischen ihnen Verzweigungen oder 
gar Zyklen gäbe (Bild 5.12). 
Hier genügt es, vor und nach der Pipeline ein BILBO zu schalten und die übrigen Register un-
veränden zu lassen /KrAI85a/. Es läßt sich leicht verifizieren, daß ane hier fUr Schalmetze her-
geleiteten Schätz- und Optimieralgorithmen ebenfalls für Pipeline-Schaltungen gehen. Daher ge-
nügt es auch in diesem Fall, Generatoren optimierter Zufallsmuster vor die Pipeline zu schalten, 
um zu äußerst niedrigen Kosten einen sehr wirtschaftlichen Selbsuest zu erzielen. 
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Bild 5.12: Pipeline·Suuktur 
I 
Rlgl ••• r 
99 
1111 I 
SchlUnetz n 
-
..r:::-
-c... 
Signatur 
analyse 
Etwas kritischer sind die EinflUsse auf das Zeitverhalten. welche die Zusatzlogik rur den SeIbst-
test hervorrufen kann. In der Literatur wird der Geschwindigkeitsverlust auf ca. 30 % ge-
schätzt (fKrAI85b/./AIKr84/). so daß die Selbsttestarchitektur bei bestimmten Höchstleistungs-
anwendungen ihre Grenzen findet. Allerdings sind dies aber auch nicht die gegenwärtig bevor-
zugten Anwendungsgebiete der Schaltungssynthese.-
6 Praktische Ergebnisse 
In diesem Kapitel werden Erfahrungen mit den behandelten Verfahren und Algorithmen darge· 
stellt und bewenet. Zuerst werden die Schaltungen beschrieben. über deren Ergebnisse bei der 
Behandlung mit PROTEST Statistik geftihn wurde. 
Der nächste Abschnitt befaßt sich mit der Genauigkeit. mit der PROTEST Signal· und Fehler· 
emdcckungswahrscheinlichkeiten schätzt, und mit der Korrelation dieser Schätzwerte zu ex perl· 
mentell gewonnenen Daten. 
Anschließend wird untersucht. in welchen Größenordnungen die Zahl notwendigerZufallsmu· 
ster durch die Optimierung reduzien wird; durch Fehlersimulation wird belegt. daß dabei mit 
einer weit kleineren Testmenge eine weit höhere FehleIÜberdeckung erreicht werden kann. 
Schließlich geben wir die Architektur einer sich selbst testenden Schaltung ftir den opti mienen 
Zufallstest an. 
6.1 Untersuchte Scballuncen 
Als Basis für experimentelle Untersuchungen kommen nur Schaltnetze in Frage. gleichgültig. 
ob sie durch Schahnetzextraklion aus einem Chip im Scan Design gewonnen wurden oder ob 
die Schaltung von vornherein nur als Schaltnetz konzipien war. 
Die untersuchten Schaltnetze stammen aus zwei Gruppen. Die eine Gruppe bilden die von 
Brglez et al. vorgeschlagenen "Benchmarks für Testwerkzeuge" /BRGL85/. Dies sind Schalt· 
netze, die zum Tell durch Schahnetzextraktion aus realen Schahungen im Scan Design gewon · 
nen wurden und in einer Sitzung des International Symposium on Circuits and Systems 
(ISCAS). Kyoto 1985. zur Untersuchung der Leistungsfahigkeit verschiedener Testmusterge· 
neratoren und Simulatoren dienten. Es handelt sich um 10 Schaltnetze, deren wichtigste Maß· 
zahlen Tabelle 4 wiedergibt. 
Diese erste Gruppe von Schaltungen ist nicht speziell für den Zufallstest entworfen worden und 
soll als objektive Grundlage der Leistungsfiihigkeit der diskutienen Algorithmen dienen. Leider 
ist weder ihre Funktion noch ihr Kontext publiziert worden. Daher wurde noch eine zweite 
Gruppe von Schaltungen untersucht. deren Funktion bekannt ist. 
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Name Gatterzahl Knotenzahl primäre primäre 
Eingänge Ausgänge 
C432 160 432 36 7 
C499 202 499 41 32 
C880 383 880 60 26 
C1355 546 1355 41 32 
C1908 880 1908 33 25 
C2670 1193 2670 233 140 
C3540 1669 3540 50 22 
C5315 2307 5315 178 123 
C6288 2406 6288 32 32 
C7552 3512 7552 207 108 
Tabelle 4: Charakteristika von 10 untersuchten Schaltnetzen als Benchmarks /BRGL85/ 
Es handelt sich im einzelnen um: 
SI: Die Arithmetisch-Logische Einheit SN74181 nach dem Schaltbild aus m80/. 
S2: Ein nach /Han80/ hierarchisch konstruiener Addierer und Multiplizierer, der auf 8 
Bit Datenbreite die Funktion F:=A*B+C+D ausfühn. Er hat somit 32 prim,ire Ein-
gänge, genauso viele primäre Ausgänge und 1568 Gatter. 
S3: Die Kaskadierung der Vergleicher SN7485 nach m80/, wie sie bereits in Bild 3.6 
dargestellt wurde. Die bereits erwähnte Redundanz der Schaltung wurde elintinien. 
Die Schaltung besitzt 51 primäre Eingänge. 
S4: Ein 16-bit Komparator nach IWuKu85b/, der A" B feststellt (siehe Bild 3.5). 
S5: Der kombinatorische Teil eines 32-bit Dividierers nach IWuKu85a/. 
6.2 VaJjdieruD~ der Schätzer~ebDisse von PROTEST 
6.2.1 Die Melhode 
Durch Vergleich der geschätzten Signalwahrscheinlichkeiten ntit den Ergebnissen einer Logik si -
mulation ntit großen Zufallmustennengen wurde das Schätzverfahren aus Kapitel 3 validien. 
Für jeden Knoten k einer Schaltung seien PR(k) der von PROTEST geschätzte Wen für die 
Signalwahrscheinlichkeit und SIlk) der Quotient der Zahl der Muster, die kauf" I" setzen, divi-
dien durch die Gesamtzahl der Muster. Untersucht wurden die maximale Differenz 
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Merr := max{IPR(k)·SI(k)11 k E Kl, 
die dun:hschniuliche Differenz 
L;PR(k)-SI(k)1 
P< :;k.~K~ __ ~.-____ _ 
= .-- IKI 
und der Korrelationskoeffizient 
Co := Kor(SI.PR) 
dieser beiden Variablen, welcher durch eine einfache Momentenschätzung bestimmt wurde. 
Die Validierung der Vorhersagen rur die Fehlerentdeckungswahrscheinlichkeit ist jedoch auf 
diese Weise nicht möglich , da die Bestimmung der Variablen SI(I) fur alle Fehler f durch eine 
einfache Momentenschätzung bei weitem zu aufwendig wäre. SI(f) ist hier der Quotient der 
Zahl der Muster, die f entdecken. dividien durch die Zahl aller Muster. Für verläßliche Angaben 
müßte dieselbe Musterzahl wie bei der Validierung der Signalwahrscheinlichkeitcn simuliert 
werden, jedoch mit der bei weitem aufwendigeren Fehlersimulation anstelle einfacher Logiksi-
mulation. 
Daher bestimmen wir SI(f) rur jeden Fehler f nicht durch eine Momenten-, sondern durch eine 
Maximum-Likelihoodschätzung. Hierbei werden für jeden Fehler fE F in m verschiedenen 
Gruppen Simulationsläufe durchgeführt. In jeder Gruppe von Simulationen werden ni Zufalls· 
muster simulien, wobei die "j definiert sind durch 
Index des Musters, das f das erste Mal entdeckt 
MAX, falls f nach MAX Mustern noch nicht entdeckt wurde. 
Der zu schätzende Parameter ist die Fehlerentdeckungswahrscheinlichkeit Pr. Daß in der Gruppe 
i der Fehler nach "j Simulationen das erste Mal entdeckt wird, besitzt nach den Regeln der Pois· 
son·Veneilung die Wahrscheinlichkeit von 
Wird in der Gruppe i der Fehler nicht entdeckt, so ist nj = MAX, und die Wahrscheinlichkeit 
ftir diesen Fall ist 
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Aus der Funktion 
wird Pr durch Maximieren geschätzt. Dazu löst man die Gleichung F(pr)=O, setzt m' gleich der 
Anzahl von Gruppen, in denen f entdeckt wird und erhält 
m' 
SI(f) = Pr = ---
nl+ .. ·+nm 
Mit dieser Melhode wurde der Korrelationskoeffizient für die Fehlerentdeckung duch Model-
lierung des 5ignalflusses bestimmt. Bei allen untersuchten Beispielen lag er bislang stets über 
0.9 (siehe unten). 
Jedoch wäre die Validierung der Vorhersage schwierig, wie gut Fehler durch Einfach-Pfad-
Sensibilisierung erkannt werden, da keine Werkzeuge existieren, mit denen man prüfen kann, 
ob eine Belegung eines Schaltnelzes tatsächlich zur Einfach-Pfad-Sensibilisierung führt. Es 
wurden daher die Ergebnisse vom PROTEST ebenfalls zu den mit einer Maximum-Likelihood-
Schätzung bearbeiteten Resultaten der Fehlersimulation korreliert. Ein Beispiel mit einer Korre-
lation unter 0.95 wurde nicht gefunden. 
Die traditionellen Testbarkeitsmaße haben sich nicht das Ziel gesteckt, explizit Fehlerent-
deckungswahrscheinlichkeiten zu schätzen. Daher sind bei ihnen weit schwächere Korrelatio-
nen zu erwanen. In /AgMe82J wurde anhand größerer Schaltungen der Korrelationskoeffizienl 
für die von SCOAP vorhergesagten Ergebnisse bestimmt. Auch bei Schaltnetzen lag in diesen 
Untersuchungen der Koeffizient um 0.4. Spälere Untersuchungen /MeUn84/ ergaben leich I 
höhere Wene um 0.5. 
6.2.2 Sienalwahrscheinlichkeilen 
Alle bislang uniersuchten Beispiele haben - in Abhängigkeit von den beiden freien Parametern 
MAXVERB und MAXLIST - maximale Abweichungen der geschätzten von der tatsächlich 
simulienen Signalwahrscheinlichkeit unter 0.2, durchschnittliche Fehler unter 0.03 und Korre-
lationskoeffizienten über 0.98 erbracht. 
Tabelle 5 zeigt die Ergebnisse der Logiksimulation anhand der Schaltungen SI und 52 für die 
Schätzung der Signalwahrscheinlichkeiten. Hier sind MAXVERB der in Kapitel 3 eingeführte 
Parameter, ME der maximal aufgetretene Schätzfehler, AE der durchschnittliche Schätzfehler 
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und Co die Korrelation der Vorhersagen mit den Ergebnissen der Logiksimulation. Simuliert 
wurden jeweils Gruppen von 2000 Zufallsmustem. 
Schaltung MAXVERB ME AE Co 
SI 4 0.107 0.012 0.970 
SI 6 0.105 0.011 0.992 
SI 10 0.095 0.009 0.995 
S2 4 0.153 0.027 0.991 
S2 6 0.157 0.026 0.991 
S2 10 0.149 0.023 0.993 
Tabelle 5: Signalwahrscheinlichkeiten: Schätzung vs.Simulation 
Das etwas schlechtere Abschneiden der Schaltung S2 rührt daher, daß in der Schaltung durch 
den Übertrag bei Multiplikation und Addition extrem viele Knoten mit rekonvergierenden Zwei -
gen vorkommen. Im übrigen ist die Korrelation deutlich höher als bei den erwähnten konventio-
nellen Testbarkeitsmaßcn. 
6,2,3 Fehltrt"! deck,," i:swah eschein Ijcbkgitfn 
Die grobe Abschätzung durch die ModelIierung des Signalflusses dient im wesentlichen zur Be-
sch eunigung des Iterationsalgorithmus bei der Optimierung. Dennoch zeigt sich eine sehr hohe 
Übereinstimmung zwischen der Vorhersage und der durch Fehlersimulation enninelten Ent-
deckungs wahrscheinlichkeit: 
Schaltung 
SI 
S2 
Tabelle 6: 
MAXVERB 
4 
4 
ME 
0.15 
0048 
AE 
0.04 
0.11 
Co 
0 .97 
0.90 
Fehlerentdeckungswahrscheinlichkeit (Signalfluß): Schätzung vs. Simulation 
Es ist hier mangels geeigneter Werkzeuge nicht möglich. die Korrelation zwischen der Vorher· 
sage und der tatsächlichen Entdeckung durch Einfacll-Pfad-Sensibilisierung zu messen. Da 
aber dieselben Algorithmen wie zur Bestimmung der Signalwahrscheinlichkeiten verwendet 
werden, gibt es kein Indiz damr, wesentlich andere Werte als in Tabelle 5 anzunehmen. Wie er-
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wähnt führt die Schätzung durch Einfaclt-Pfad-Sensibilisierung zur einer systematischen 
Unterschätzung der Fehlerentdeckungswahrscheinlichkeiten. 
6.3 Musterzahlen für optimjerte und für nicht optimierte 
Ei n ea D eswa h [SC b ei D I jchkej ten 
In diesem Abschnitt stellen wir die von PROTEST geforderten Mustenahlen für die untersuch-
ten Schaltnetze zusammen und zeigen, daß diese Vorhersagen durch die Fehlersimulation bestä-
tigt werden . Tabelle 7 vergleicht geforderte Musterzahlen fUr den konventionellen und rur den 
optimierten Zufalistesl 
Schaltung 
SI 
S2 
S3 
S4 
S5 
C432 
C499 
C880 
CI355 
CI908 
C2670 
C3540 
C5315 
C6288 
C7552 
Tabelle 7: 
geforderte Musterzahl 
beim traditioneUen Zufallstest 
2.1 • 102 
9.6 • 102 
5.6' lOS 
9.7 • lOS 
2.0 • 1011 
2.5 • 103 
1,9 • 103 
3,7 • 1(J4 
2,2 • 1()6 
6,2 • 1(J4 
1,1 • 107 
2,3 • 1()6 
5,3 • 1(J4 
1,9' 103 
4,9 • 1011 
geforderte Musterzahl 
mit optimierten Zufallsmustem 
1,7 • 102 
3,0 • 102 
1,5 • 1(J4 
1,0' 1(J4 
4,0 • 1(J4 
I 5 • 103 , 
1,9' 103 
6,6' 102 
2,2 • 1()6 
1,3 • 1(J4 
6,9 • 1(J4 
1,7 • lOS 
8,1 • 103 
5,7 • 102 
1,2 • lOS 
Umfang der TeSlmengen beim traditionellen und beim optimierten ZufallsteSl 
(von PROTEST geschätzt) 
Für die einzelnen Schaltungen wurde gefordert. daß alle Fehler mit einer Wahrscheinlichkeit 
entdeckt werden, die über 0.98, mitunter auch über 0.999 liegt. Zur qualitativen Interpretation 
dieser Tabelle treffen wir die vereinfachende Annahme, daß alle Schaltungen mit 20 MHz be-
trieben werden und eine BILBO-Technik eingesetzt wird. die es erlaubt, innerhalb dreier Takt-
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zyklen ein "eues Muster zu erzeugen und auszuwenen. Ohne Initialisierung. Auswenung u. a. 
m. ergeben sich dann allein fUr den SelbstleS! folgende Anwendungszeiten in Sekunden: 
Schaltung 
S3 
S5 
C2670 
C7552 
Tabelle 8: 
Testzeit (sec) beim tra-
ditionellen Zufallstest 
84 
30000 
1,7 
73500 
Testzcit (sec) mit 
optimienen ZufallsnlUstem 
0,002 
0,006 
0,01 
0,002 
Testzeiten ftir den traditionellen und den optimierten Selbstlest in Sekunden 
In die obenstehende Tabelle haben wir nur diejenigen Schaltungen aufgenommen. für die ein 
konventioneller Zufallstest länger als eine Sekunde dauern würde. Für geringere Zeiten über· 
wiegen beim Test die mechanische Handhabung. Initialisierung oder Auswertung. Deutlich län· 
gere Testzeiten wirken sich jedoch auf den Durchsatz und damit auf die Kosten aus. BesondcP.i 
kritisch sind die Schaltungen S5 und C7552, die eine Testanwendungszeit von fast 9 und über 
20 Stunden benötigten. 
Bereits für kleine Auflagen der Schaltung ist hier ein konventioneller Zufallstest unwinschaftl· 
ich und nicht mehr möglich. Die Testzeit für den in dieser Arbeit vorgeschlagenen optimienen 
Zufallstest bewegt sich dagegen in allen Fällen im Millisckundenbereich. 
Im Anhang sind zur Illustration ftir einige der Schaltungen die von PROTEST gefundenen opti-
mienen Eingangswahrscheinlichkeiten angegeben, die zum Teil sehr stark vom konventionellen 
Wert 0.5 abweichen. 
6.4 Fehlersimulatjon mit optimierten und njcht optimierlen MuslermenucD 
Die Tabellen des vorangehenden Abschnitts gaben die Schätzungen von PROTEST wieder. Erst 
durch Fehlersimulation läßt sich feststellen, ob bei den erwähnten Schal tungen der traditionelle 
Zufallstest tatsächlich so unzureichende Ergebnisse liefert und ob die von PROTEST vorge-
schlagenen Verteilungen flIr optimierte Eingangswahrscheinlichkeiten tatsächlich die Fehler· 
überdeckung ansteigen lassen. 
Die Ergebnisse der Fehlersimulation sind jedoch nur so lange sinnvoll zu interpretieren. wie sie 
sich auf tatsächlich erkennbare Fehler beziehen. Daher wurden diejenigen Fehler, die PRO· 
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TEST als redundant erkannt hat, aus der Fehlerliste entfernt, und alle Prozentzahlen beziehen 
sich auf die Fehler, die PROTEST nicht als redundant erkennl 
Falls PROTEST Redundanz Ubersieht, sinkt die Oberhaupt erreichbare FehlerUberdeckung unter 
100 %. 
Schaltung 
S3 
S4 
S5 
C880 
C2670 
C7552 
Tabelle 9: 
nicht optimierte Muster und 
erreichte FehlerUberdeckung 
12 ()()() 180,7 % 
12 ()()() /77,2 % 
10 ()()() 181 ,2 % 
658/97,2 % 
4 ()()() I 88,0 % 
4096/93,9 % 
Tatsächlich erzielte FehlerUberdeckung 
optimiene Muster und erreichte 
FehlerUberdeckung 
12 ()()() 199,7 % 
12 ()()() 199,7 % 
10 ()()() 199,2 % 
658/100 % 
4 ()()() 199,7 % 
4 ()()() 198,9 % 
Auch in diese Tabelle wurden (bis auf e880) nur diejenigen Schaltungen aufgenommen, bei dc· 
nen aus den Vorhersagen von PROTEST auf unzureichende Ergebnisse im konventionellen Zu · 
fallstest zu schließen war. Diese unzureichenden Ergebnisse haben sich tatsächlich bestätigt, 
und Uberdies hat sich gezeigt, daß im optimienen Fall die normalerweise an die Fehlerüber· 
deckung gestellten Anforderungen übenroffen werden. 
Es konnec nicht untersucht werden, wieviele der im optimierten Fall an hundert Prozent fehlen-
den Promille der FehlerUberdeckung dUlCh Redundanz verursacht waren. Jedoch hat PROTEST 
bereits vor der Simulation erkannt, daß 4,5 % der Fehler in C2670 und 0,62 % der Fehler aus 
C7552 nicht erkennbar sind, und hat diese aus der Fehlerliste entfernt. Die Simulalionsergeb-
nisse im nicht optimienen Fall fUr C7552 wurden von eaner et al./CART851 übernommen und 
mußten auf die von PROTEST zugelassene Fehlerzahl umgerechnet werden. 
Auch die Fehlersimulation hat gezeigt, daß alle untersuchten, fUr einen traditionellen Zufallstest 
ungeeigneten Schaltungen mit optimierten Mustern zu behandeln waren. 
6,5 Ogljmjerle Muslererzeueune ger Hardware 
In diesem Abschnitt stellen wir die für die Schaltung C880 vorgeschlagenen Eingangswahr· 
scheinlichkeiten zusammen und beschreiben die dazu nötige Zusatzausstattung. PROTEST 
schlägt die folgenden Eingangswahrscheinlichkeiten als besonders geeignet vor: 
Wahrscheinlichkeit 
0.1 
0.2 
0.25 
0.3 
0.35 
0.4 
0.45 
0.5 
0.55 
0.6 
0.65 
0.7 
0.75 
0.8 
0.85 
0.95 
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Eingang 
50, 52 
55 
7,15,34,35,36,37,56,57 
53,59 
38,42 
24,25,26,27,28,29,43,46 
47 ,54 
18,19,20,21 ,22,23,30,44,60 
4,41 ,48 
8 
45,58 
6,11,16,40,43,46,51 
12,13,14,31.39 
2,9,32,49 
1,10,17,33 
3,5 
Tabelle 10: Optimierte Eingangswahrscheinlichkeiten Hir e880 
Diese Wahrscheinlichkeiten wurden durt:h stetige Optimierung erzielt und gerundet. Der ve rge -
schlagene Mustergenerawr kann jedoch nur im Raster von 1/8 Wahrscheinlichkeitcn einhalten. 
daher werden die Eingänge zunächst wie felgt zusammengefaßt: 
Wahrscheinlichkeit 
1/8 
2/8 
3/8 
4/8 
5/8 
6/8 
7/8 
Eingang 
50, 52 
7,15,34,35,36,37 ,53,55,56,57 ,59 
24,25,26,27,28,29,38,42,4 3,46 
4,18,19,20,21,22,23 ,30,41,44,47,48,54, 
60 
8,45,58 
2,6,9,11.12,13,14,16,31.32,39,40,43, 
46,49,51 
1,3,5,10,17,33 
Tabelle ll : Gruppierung der Eingangswahrscheinlichkeiten für den Selbs"est 
Da die optimienen Eingangswahrscheinlichkeilen nur angenä.hen werden können. verlangen 
wir, daß der Mustergenerator mindestens 2047 verschiedene Muster generieren können soll . 
Dazu muß das maximale LRS mindestens 11 Speicher enthalten. Da jedoch nur 14 Eingänge auf 
0.5 einzustellen sind, bleiben bloß 3 Speicher für alle maximalen LRS der 3 Module M t/l!(7/l1) ' 
M t/4 (3/4)' M318(S18) zusammen. 
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Abhilfe wäre dann möglich, wenn C880 nur einen Teil einer Gesamtschaltung bildete, in der 
noch weitere Speicherelemente vorkommen, die mit Wahrscheinlichkeit 0.5 auf" I" zu setzen 
sind. Ist dies jedoch nicht der Fall , bleibt die Möglichkeit, durch stärkere Rundung der gefor-
derten Eingangswah""heinlichkeiten die Eingänge wie folgt zu gruppieren: 
Wahrscheinlichkeit 
1/8 
(negien: 7/8) 
2/8 
(negiert: 6/8) 
0.5 
Eingang 
50, 52 
1,3,5,10,17,33 
7,15,34,35,36,37,53,55,56,57 ,59 
2,6,9,11,12,13,14,16,31,32,39,40,43, 
46,49,51 
4,8,18,19,20,21,22,23,24,25,26,27,28,29, 
30,38,41,42,44,45,47,48,54,58,60 
Tabelle 12: Endgültige Gruppierung der Eingangsw~heinlichkeiten 
Für die zwei zu realisierenden Moduln GR werden je 6 Speicherelemente mit Wahrschein lich-
keit 0.5, für das maximale LRS II Speicherelernente, also zusammen 23 benötigt, 25 stehen 
zur Verfügung. Auch die Fehlersimulation der Schaltung C880 mit 2000 so erzeugten, opti-
mierten Zufallsmuster im Selbsnest ergab eine vollständige Fehlerüberdeckung. 
Anhang 
J. Der Aufbau von PROTEST 
Für die in der Arbeit beschriebenen Algorithmen existien unter dem Namen PROTEST eine 
Prototypimplementierung in PASCAL. Die experimentiellen Daten wurden auf Rechnern der 
Fa. Siemens unter BS2000 gewonnen. Da die Implementierung nicht unter dem Gesichtspunkt 
erstellt wurde. sie unmittelbar in die industrielle Praxis zu überfuhren, war es nicht nötig, auf 
möglichst kurze Rechenzeiten zu achten. Daher sind die absoluten Rechenzeiten wenig aussage-
kräftig. Dennoch läßt sich aus den untersuchten Beispielen qualitativ ablesen, daß alle Schritte 
von PROTEST, auch die Optimierung, im Durchschnitt ein lineares Wachstum der Rechenzei! 
bzgl. der Schaltungsgröße besitzen. 
Zum Zeitpunkt der Drucklegung war die Implementierung als kommerzielles Werkzeug für Ent-
wurfsstationen in Zusammenarbeit mit einem industriellen Panner noch nicht vollständig abge-
schlossen, so daß ftir die Dokumentation absoluter Rechenzeiten auf spätere Arbeiten verwiesen 
wird. Das Enrwurfswerkzeug unterstützt alle wesentlichen genannten Aufgaben, die beim Test 
mit Zufallsmustern anfallen. Bild I zeigt die einzelnen Programmteile. 
PRObabi/islische T ESTbarkeiisanalyse 
Schätzung der 
Testmusterlänge 
Schätzung der 
F ehlerentdeckungs-
wah rsch ei n lichkeiten 
Schätzung der Signal-
wahrscheinlichkeiten 1 .... 1--
Bild 1: 
SCHALTUNGS-
BESCHREIBUNG 
Aufbau von PROTEST 
Optimierung der 
Eingangswahr-
scheinlichkeiten 
--t~ Generierung von 
Zufalls mustern 
FUNKTIONALE 
BIBLIOTHEK 
Statische 
Fehlersimulation 
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Funktionale Bibliothek: 
Der Benutzer kann für die logischen Zellen des Schaltnetzes mit Formeln und Hilfsvariablen die 
Funktion definieren. Daraus wird eine zweistufige. minimierte Fonn generiert und in ein 
PASCAL-Programm umgewandelt, das diese Funktion ausfUhrt. Technologieabhängig wird für 
jeden möglichen Fehler dieser Grundzelle die fehlerhafte Funktion erzeugt. Die Fehlfunktionen 
werden in Äquivalenzklassen eingeteilt und ebenfalls als PASCAL-Programme abgespeichert. 
Schallungseingabe: 
Hat der Benutzer seine funktionale Bibliothek spezifiziert, kann er in einem einfachen oder 
hierarchischen Netzlistenfonnat seine Schaltung beschreiben. Auf dieser Grundlage erzeugt 
PROTEST eine interne Netzliste. auf der Fehlerkollabierung, Analyse, Optimierung und 
Simulation ablaufen. 
F ehlerkollabierung: 
Es wird eine lokale Fehlerzusammenfassung durchgeführt. Die Fehleräquivalenzklassen be-
nachbarter Gatter werden zusammengefaßt, falls die Funktion beider Gatter nach außen für 
beide Fehleräquivalenzklassen gleich ist. Derart werden die Äquivalenzklassen von mehreren 
Gattern wiederholt behandelt. Das Programm verzichtet auf eine vollständige Kollabierung und 
hat linearen Aufwand. 
Sclwllungsa nalyse: 
Der Benutzer kann ein Tupel von Eingangswahrscheinlichkeiten vorgeben, und PROTEST 
schätzt fUr diese Verteilungen die Signal wahrscheinlichkeit an allen Knoten. Optional kann die 
Fehlerentdeckungswahrscheinlichkeit entweder durch die ModelIierung des Signalflusses oder 
durch Bestimmung der Wahrscheinlichkeit der Einfach-Pfad-Sensibilisierung geschätzt werden. 
Optimierung: 
Mit den beschriebenen Algorithmen werden optimiene Eingangswahrscheinlichkeiten gesucht. 
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Muslerlängen: 
Für die eingegebenen oder ftir die optimienen Eingangswahrscheinlichkeiten werden die 
notwendigen Musterzahlen nach den aufgestellten Formeln bestimmt. 
Aluslererzeugung: 
Für beliebige Eingangswahrscheinlichkeitcn kann ein Zufallsgenerator Testmuster erzeugen. 
Fehlersimulation: 
Die erzeugten Muster können mit einer statischen Fehlersimulation bearbeitet werden. Dies ge-
schieht zur VaJidierung der Vorhersagen von PROTEST. zur VaJidierung eines Selbsttests mit 
entworfener Zusatzausstattung oder zur Erzeugung einer deterministischen kleineren Test-
menge. 
2. Beweis der Formel (4.1!l 
Im weiteren beweisen wir folgende Behauptungen 
I) Für alle Fehler fist A!<X) positiv semidefinit. 
2) Falls F sämtliche Haftfehler an den primären Eingängen enthält. dann ist 
'" .NP'<X) L...e Ar(X) 
fEF 
positiv definit. 
3) Unter dieser Voraussetzung existien eine positive DiagonaJmatrix ~ mit 
~ .NpfX) 
Y'(~e Af(X))Y> Y'DN Y 
fEE 
rur alle Y. 
113 
4) Es gibt eine Zahl CN, so daß flir alle Y mitlYI = I 
~ .Npp<) 
CN < Y'(,L.}! BfX))Y 
rEF 
gilt 
Wenn es uns nach dem Beweis der Behauptungen I) . 4) noch gelingt, eine hinreichende 
Bedingung daflir anzugeben, daß flir alle Y mit IYI = I die Zahl Y'DNY größer oder gleich CN 
ist, dann haben wir ein Kriterium dafür gefunden, daß JN(X) eine konvexe Funktion ist. Wir 
beginnen mit dem Beweis der Behauptungen: 
1) Für aUe Fehler fist A/X) positiv semidefinit. 
Denn: 
2) FaUs F sämtliche Hafl/eMu an den primären Eingängen enthält, danll 
ist 
Ce F 
positiv definit, 
Wegen 
'" ,pfX)N '" _ 1'/X)N Y'(,,"-.. e A,(X)Y = ..c...,e (Y'a'(X)("-r(X)'Y) 
~F ~F 
genügt es zu zeigen, daß für jedes Y ERn ein fE F existien mit (a«X)'Y) '" 0. Dies ist 
genau dann der Fall, wenn sich aus Linearkombinationen der a«X) eine Basis des Rn 
aufspannen läßt. 
Dazu konstruieren wir Vektoren (O, .. ,Oj. IoZ,Oj+t, .. O), z'" O,wie folgt: 
fl sei der sO-Fehler am primären Eingang i und f2 der s I-Fehler, beide sind nach Voraus· 
setzung in F enthalten. Es sind 
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Es sei Sj(X) die Wahrscheinlichkeit, daß der Wen des Eingangs i am Schaltungsausgang zu 
beobachten, d.h. daß die Boolesche Differenz der Schaltungsfunktion wahr ist. 
Dann sind pn(X) = Xj'Sj(X), Pf2(X) = (I-Xj)'Sj(X) und Pn = x/(I-Xj)*Pf2(X) . Also ist 
mit 
Da fI ein sO-Fehler ist, gelten Pn(X,Oj) = 0 und Pn(X,l j) = Sj(X) und entsprechend für f2 
pf2(X,1 j) = 0 und Pf2(X,Oj) = Sj(X). Folglich ist 
(I) z=sj(X)/(I -xj)" O. 
Damit ist Behauptung 2) bewiesen. 
3) Es existiert eine positive Diagonalmatrix DN mit 
""'" -Np,cX) 
Y'(..t....Je At<X»Y > Y'DN Y 
fe F 
JUr alle Y. 
Es seien alte Bezeichnungen wie im Beweis von Behauptung 2). Für beliebige Y E Rn mit 
IYI = I gilt 
"" -p~X)N -p,,(X)N Y'(~ .. e Af,X»Y > e (Y'an(X)an(X),y) + 
fe F 
und aus dem vorhergehenden Beweis folgt 
Yj'z=an (X)'Y +(x;l( l-xj))af2(X)'Y , 
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Wir setzen 
a := an (X)'Y, 
dann ist 
af2(X)'Y = (a-y;*z)( 1-x;)/x;). 
Also ist 
gleich 
-p,,(X)N 2 -Pf2(X)N 2 I-x; 2 
dCa) := e a + e (a-ytz) (-) 
X; 
Wir setzen 
-Pn(X)N -Pf2(XlN 
pI := e und p2 := e , 
leiten d nach a ab. und finden das Minimum von d bei 
p2*y,z 
a=----'::--
xi 2 
p2+pl(T-x.) 
, 
und dies in dIa) eingesetzt ergibt 
2 p2pl\2)4 2 
2 plp2 I-Xi (1-",) 
(y izl ( x. 2 2 + x . 2 2 .. 2) = 
(p2+pl(I_~» (p2+PI(I_~» Xi 
, , 
2 plp2 
(y,z) X 2 
p2+pl( I_~) 
, 
Setzen wir den oben berechneten Wert für z ein, folgt 
und 
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2 2 
Y S(X) *p I *p2 
d(a) > " 2 2 
p2(l-x j ) +plx j 
2 2 
Y·S{X) , , 
2 x.s.{X)N 2 (l-x.)s.(X)N 
(I-X) e +\e 
2 
Sj(X) 
d,(X) := 2 ',',(X)N 2 (I-''>',(X)N 
(I-x,> e +X, e 
sind die Diagonalelemente unserer gesuchten Matrix DN-
4) Es gibt eine Zalll CN, so daß für alle Y mit IYI = J 
'" .Nef X ) C N < Y '(.L...e B,(X»Y 
fE F 
gilt. 
\Vir führen die Überlegungen vorerst nur rur einen einzigen Fehler f durch. Es war 
ip~X) 
B f := dxd i X j 
Der Ausdruck pJ<X) iSI die arithmetische Einbeuung derjenigen Booleschen Funktion, die gen.u 
dann wahr ist. wenn ein Testmuster anliegt, und kann nach Folgerung 4.9 als Summe der 
arithmetischen Einbettungen der Minterme l:t(X) geschrieben werden. Eine Einbenung eines 
Mintenns ist ein Produkt aus den Faktoren xi_ falls xi in dem Minterm bejaht ist, und aus (I-xi)' 
falls Xi in dem Minterm negiert vorkonunt. 
Im erSlen Fall iSI dl(X)/dxj = I(X)/Xj und im zweilen Fall dl(X}/dxj = -I(X)/(I-Xj). 
Wir setzen 
n(I,i) '-.-
I/Xj, die i-Ie Variable iSI in I bejaht 
-I/(1-Xj), die i-Ie Variable iSI in I negiert 
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Dann ist 
, 
d ppc) 
dxdx. 
, J 
eine Matrix mit Lt(X)*n(t.i)*n(tj) als Elemente für i 'I' j und mit 
1 
d ptXl 
1 = O. 
d X, 
Mit dem Vektor n(t) := (n(t. ll ... . n(t.n»)' folgt 
d' X) , d~~X = L, ~~) = ~(t*U(t)*U(t)'-e(t» 
I J I J 
wobei 8(t) die Oiagonalmatrix mit den Elementen t*n(t.i)2 ist. 
Die Matrix L.t*n(t)*n(t)' ist positiv-semidefinit. und die Elemente der Oiagonalmatrix LI8(t) 
sind aUe positiv. Unsere gesuchte Zahl CN ist somit das Maximum. das 
L,e-P,(X)N * L, Y'U(t)*U(t)'Yt 
fe F te f 
für IYI = I annehmen kann. 
Wenn wir den maximal möglichen Wert von I/I! für n(t) annehmen und die Schwarzsehe 
Ungleichung benutzen. folgt für jeden Fehler 
2. YQ(t)*Q(t)'Yt < 2.(2.y~)( n,)t = n,p,(X) 
, ,i f1 f1 
Hiermit ist auch Behauptung 4) gezeigt. Für die in Behauptung 3) gefundene positive 
DiagonaJmatrix ON gilt 
für IYI = I. 
, 
Si(X) 
Y'ON Y > mi.n 2 x.s ,(X)N 2 (l -x,.),.(X)N 
""(I-x) e " +xie 
Unsere Gütefunktion ist also sicher dann konvex, wenn für alle i der Wert von 
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(A) 
2 x.s.(X)N , (l-x.)s.(X)N 
I I - I I (I-X) e +X i e 
größer oder gleich 
(8) 
ist. 
\Vir multiplizieren beide Seiten mit dem Nenner von (A) und erhalten 
2 2 
!1 Ns;(X) 
n 
Diese Summe ist symmetrisch bezüglich Xi und i-xi. und wir können daher ohne Seein -
trächtigung der Allgemeinheit Xi ~ i-Xi annehmen. Für Pr(X) > XjSj(X) gehen die 
Summanden gegen Null und brauchen nicht mehr berücksichtigt zu werden. Andernfalls wird 
oben stehende Ungleichung dadurch verschärft, daß wir überall Pt<X) durch die minimale 
Fehlerentdeckungswahrscheinlichkeit persetzen: 
2 2 
!1 Ns;(X) 2 N(x,',(X}p (X» 2 N«t-x,)'P()-p IX» 
--'---~«l-x;l e +x;e )plFI 
n 
Dies ist tatsächlich eine Verschärfung, da nach den Abschätzungen von Abschniu 3.6 N " pi 
gehen soll. Falls wir zusätzl ich für N eine Größe fordern, so daß Nsj(X)" 2n'IFI/~2 erfüllt 
ist, so ist unsere Gütefunktion konvex, wenn für die minimale Fehlercntdeckungswahrschein-
lichkeit in der Schaltung gilt 
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3. Reduktion deterministischer Testmene;en 
Sowohl fUr die Schaltung S I als auch ftir die Schaltung S2 wurden Testmustermengen erzeugt. 
Jedes Tesunuster t erhält die reelle Zahl p(t} zugeordnet p(t} ist das Minimum der Entdeckungs-
wahrscheinlichkeilen der Fehler, die von t emdeckt werden. Die Testmuster werden einmal in 
absteigender Folge von p(t} und einmal in aufsteigender Folge von p(t} angelegt. 
Schaltung 
SI 
im Minel: 
S2 
im Minel: 
Tabelle 13: 
Musterzahl bei absteigender 
Fehlerentdeckungs 
wahrscheinlichkeit 
35 
34 
38 
39 
34 
36.3 
50 
57 
53.5 
Musterzahl bei aufsteigender 
Fehlerentdeckungs-
wahrscheinlichkeit 
31 
32 
31 
35 
34 
32.8 
49 
48 
48.5 
Umfang detenninistischer Tesunengen 
Es wurden fdr jede Schaltung mehrere Tesunengen erzeugt, um möglichst sichere experimen· 
teile Aussagen zu gewinnen. Die Tabelle verdeutlicht. daß durch Sortieren der Fehlerliste in der 
Reihenfolge aufsteigender Entdeckungswahrscheinlichkeit signifikante Einsparungen an Test-
umfang und an Testerzeugungszeit möglich sind. 
4. Die Aulokorrelalion der erzeucle" Zufnllsfolcc 
Wir untersuchen. wie stark die Zufallsfolge. die vom Modul Mp am Funktionsausgang f erzeugt 
wird, autokorrelien ist Da der Modul SR nur die Funktion eines Schieberegistcrs wahrnimmt, 
genügt dies. um die geforderte paarweise Unabhängigkeit (R3) nachzuweisen. Die Autokorre· 
lation ist abhängig von der Booleschen Funktion F, damit von der ausgegebenen 
Wahrscheinlichkeit, und von der Wahrscheinlichkeit. welche die eingehende Zufallsfolge E 
realisiert. Die nachfolgende Tabelle gibt für die ausgegebene Wahrscheinlichkeit A ws und rur 
die eingehende Wahrscheinlichkeit Ews den maximalen Wert des Betrags wieder. den die 
Autokorrelationsfunktion C(t} nach R3 rur t = 1 .... 16 bei 100.000 zuflillig erzeugten Mustern 
angenommen hat: 
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\ Aws 1/8 1/4 3/8 
Ews 
1/8 0.0017 0.0089 0.0084 
1/4 0.0044 0.0053 0.0053 
3/8 0.0112 0.0101 0.0071 
1/2 0.0080 0.0037 0.0063 
5/8 0.0016 0.0072 0.0100 
3/4 0.0043 0.0053 0.0107 
7/8 0.0051 0.0068 0.0045 
Tabelle 14: MaximaleAutokorrelationswene 
An keiner Stelle ist eine wesentliche Autokorrelation aufgetreten. so daß das untersuchte Mooul 
Mp mit der gewählten Rückkopplungsfunktion und mit den gewählten Abgriffpunktcn für die 
Funktion F auch die Anforderungen RJ enullt. 
S, Beispjele optjm;rrter Ejneangswahrscbejnlichkeiten 
Oie folgenden zwei Tabellen listen die Vorschläge von PROTEST ftir Eingangswahrscheinlich. 
keiten der Schaltungen S3 und 54 auf. Sie vennitteln einen Eindruck. wie weit ein optimierter 
Zufallstest von den traditionellen gleichveneilten Zufallsmustern entfernt ist. 
AO 0.63 BO 0.56 AI 0.61 BI 0.75 
A2 0.38 B2 0.38 A3 0.25 B3 0.31 
A4 0.13 B4 0.13 A5 0.94 B5 0.88 
A6 0.88 B6 0.88 A7 0.88 B7 0.88 
A8 0.88 B8 0.94 A9 0.94 B9 0.94 
AIO 0.88 BIO 0.88 All 0.88 BII 0.94 
AI2 0.88 BI2 0.88 AI3 0.88 BI3 0.94 
AI4 0.94 BI4 0.94 AI5 0.94 BI5 0.94 
A16 0.88 BI6 0.88 AI7 0.94 BI7 0.94 
AI8 0.94 BI8 0.88 AI9 0.94 BI9 0.94 
A20 0.94 B20 0.88 A21 0.94 B21 0.88 
A22 0.94 B22 0.94 A23 0.94 B23 0.88 
TU 0.63 TI2 0.63 TB 0.63 
Tabelle 15: Optimiene Eingangswahrscheinlichkeiten fUr die Schaltung S3 
DO 0.20 NO 0.57 01 0.13 NI 0.38 
02 0.13 N2 0.25 03 0.81 N3 0.88 
04 0.88 N4 0.88 05 0.88 N5 0.88 
D6 0.88 N6 0.88 07 0.94 N7 0.88 
08 0.94 N8 0.88 09 0.94 N9 0.88 
010 0.94 NIO 0.81 Oll 0.94 Nil 0.88 
012 0.88 NI2 0.88 013 0.88 NI3 0.88 
Dl4 0.88 NI4 0.88 015 0.88 NI5 0.88 
Tabelle 16: Optimiene Eingangswahrscheinlichkeiten ftir die Schaltung S4 
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