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THE BILINEAR HILBERT TRANSFORM IN UMD SPACES
ALEX AMENTA AND GENNADY URALTSEV
Abstract. We prove Lp-bounds for the bilinear Hilbert transform acting on
functions valued in intermediate UMD spaces. Such bounds were previously
unknown for UMD spaces that are not Banach lattices. Our proof relies on
bounds on embeddings from Bochner spaces Lp(R;X) into outer Lebesgue
spaces on the time-frequency-scale space R3+.
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2 A. AMENTA AND G. URALTSEV
1. Introduction
The bilinear Hilbert transform is the bilinear singular integral operator defined
on scalar-valued Schwartz functions f1, f2 ∈ S (R;C) by
(1.1) BHT(f1, f2)(x) := p. v.
ˆ
R
f1(x− y)f2(x+ y) dy
y
∀x ∈ R.
This operator was introduced by Caldero´n in the 1960s in connection with the first
Caldero´n commutator. The first Lp-bounds for BHT were proven by Lacey and
Thiele [27, 28] using a newly-developed form of time-frequency analysis, extending
techniques introduced by Carleson and Fefferman [11, 22]. Since then the bilinear
Hilbert transform has served as the fundamental example of a modulation-invariant
singular integral (see for example [37]) and as a proving ground for time-frequency
techniques. Since we are mainly interested in the vector-valued theory we direct
the reader to [36, 43] as starting points for further reading.
Consider three complex Banach spaces X1, X2, X3 and a bounded trilinear form
Π: X1×X2×X3 → C. With respect to this data one can define a trilinear singular
integral form on Schwartz functions fi ∈ S (R;Xi) by
BHFΠ(f1, f2, f3) :=
ˆ
R
p. v.
ˆ
R
Π
(
f1(x− y), f2(x+ y), f3(x)
) dy
y
dx.
This is the dual form to a bilinear operator BHTΠ, defined analogously to (1.1),
which will be discussed later in the introduction. We are interested in Lp-bounds
(1.2) |BHFΠ(f1, f2, f3)| .
3∏
i=1
‖fi‖Lpi (R;Xi) ∀fi ∈ S (R;Xi)
for a range of exponents pi quantified in terms of the the geometry of the Banach
spaces Xi. In this article we prove the following result for intermediate UMD
spaces.1
Theorem 1.1. Let (Xi)
3
i=1 be ri-intermediate UMD spaces for some ri ∈ [2,∞),
and let Π: X1 ×X2 ×X3 → C be a bounded trilinear form. Then for all exponents
p1, p2, p3 ∈ (1,∞) satisfying
∑3
i=1 p
−1
i = 1 and
(1.3)
3∑
i=1
1
min(pi, ri)′(ri − 1) > 1,
the trilinear form BHFΠ satisfies the bound (1.2).
The UMD property of a Banach space X has many equivalent characterisations.
The most natural from the viewpoint of harmonic analysis is given in terms of the
(linear) Hilbert transform on X-valued functions, defined by
Hf(x) := p. v.
ˆ
R
f(x− y) dy
y
∀f ∈ S (R;X) ∀x ∈ R :
the Banach space X is UMD if and only if H is bounded on Lp(R;X) for all p ∈
(1,∞). UMD stands for ‘Unconditionality of Martingale Differences’, a probabilistic
concept whose equivalence with boundedness of the Hilbert transform is due to
Burkholder and Bourgain [8, 9]. Examples of UMD spaces include separable Hilbert
spaces, most classical reflexive function spaces (including Lebesgue, Sobolev, Besov,
and Triebel–Lizorkin spaces), and non-commutative Lp spaces with p ∈ (1,∞). For
more information see for example [10, 23, 39].
1We extend this to sparse domination, provide a result for exponents p < 1, and discuss
particular examples of Banach spaces Xi and trilinear forms Π in Section 8. There we also discuss
the condition (1.2), which is optimal in a certain sense.
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All known examples of UMD spaces actually satisfy the formally stronger prop-
erty of being intermediate UMD :
Definition 1.2. For r ∈ [2,∞), a Banach space X is r-intermediate UMD if there
exists a UMD space Y and a Hilbert space H, forming a compatible couple, such
that X is isomorphic to the complex interpolation space [Y,H]2/r.
2 We say X is
intermediate UMD if it is r-intermediate UMD for some r ∈ [2,∞).
A basic example is X = Lp(R), which is r-intermediate UMD for all r >
max(p, p′), or for all r ≥ 2 in the special case p = 2. In [41] Rubio de Francia
conjectured that every UMD space is in fact intermediate UMD, and the question
remains open.3
Theorem 1.1 is stated for the trilinear form BHFΠ, which is dual to a bilin-
ear operator BHTΠ defined as follows: for f1 ∈ S (R;X1) and f2 ∈ S (R;X2),
BHTΠ(f1, f2) is an X
∗
3 -valued function on R defined by
(1.4) BHTΠ(f1, f2)(x) := p. v.
ˆ
R
Π(f1(x− y), f2(x+ y), ·) dy
y
∀x ∈ R,
where for vectors x1 ∈ X1, x2 ∈ X2, the functional Π(x1,x2, ·) ∈ X∗3 is defined by
〈Π(x1,x2, ·); x3〉 := Π(x1,x2,x3) ∀x3 ∈ X3.
An Lp-bound of the form (1.2) for BHFΠ is then equivalent to the bound
(1.5) ‖BHTΠ(f1, f2)‖Lp′3 (R;X∗3 ) . ‖f1‖Lp1 (R;X1)‖f2‖Lp2 (R;X2)
for the bilinear Hilbert transform BHTΠ.
4
As already stated, scalar-valued estimates for BHFΠ (that is, letting Π: C ×
C × C → C be the ordinary product) date back to the landmark papers of Lacey
and Thiele. Their technique handles the case in which X1 = X2 = H is a sep-
arable Hilbert space with inner product 〈·; ·〉, X3 = C, and Π(x,y, λ) := λ〈x; y〉
with only minor modifications, as orthogonality is more relevant here than finite-
dimensionality. Beyond the Hilbert space setting, the first estimates for BHFΠ are
due to Silva [42, Theorem 1.7], who studied the case X1 = `
R, X2 = `
∞, X3 = `R
′
with R ∈ (4/3, 4), where Π is the Ho¨lder form. This result shows that the Banach
spaces Xi need not be UMD (as `
∞ is not). Benea and Muscalu [4, 5] extended
this result to mixed-norm spaces, including L∞ and some quasi-Banach spaces, by
a new ‘helicoidal’ method.5 The multilinear extrapolation theorems of Lorist and
Nieraeth [32, 33, 38] allow for even more general function spaces, using the weighted
scalar-valued bounds of [12, 13] or the sparse domination proved in [6, 13].
In the aforementioned work the Banach spaces Xi are Banach lattices, i.e. Ba-
nach spaces equipped with a partial order compatible with the norm (see for exam-
ple [31]). This excludes many important Banach spaces, including Sobolev spaces
and non-commutative Lp-spaces. The main interest of our results is that they
make no use of lattice structure. Previously the only results in this general setting
were for discrete Walsh models of BHTΠ, namely the quartile and tritile operators,
which were established by Hyto¨nen, Lacey, and Parissis [26].6 These models are an
important step on the way to the ‘continuous’ operator, as although there are no
2For a discussion of complex interpolation see [7] or [23, Appendix C].
3In Section 8.5 we propose a quantitative strengthening of this conjecture with a view towards
improvement of Theorem 1.1.
4Such a bound can hold even when p′3 < 1, although in this case it is not equivalent to a bound
for BHFΠ. This is discussed in Section 8.3.
5The papers of Silva and Benea–Muscalu treat more general operators than just BHFΠ, but
this is beyond our focus.
6We recently proved the same bounds using the outer Lebesgue space framework [2].
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known methods to deduce bounds for BHTΠ from its Walsh models, analysing the
models is a great aid to understanding BHTΠ itself.
Our proof of Theorem 1.1 exploits a well-known wave packet representation of
BHFΠ. For all Schwartz functions ϕ ∈ S (R) and any point (η, y, t) ∈ R3+ =
R× R× R+, define the translation, modulation, and dilation operators
Try ϕ(z) := ϕ(z − y) Modη ϕ(z) := e2piiηzϕ(z) Dilt ϕ(z) := t−1ϕ
(z
t
)
as well as the composition
Λ(η,y,t) := Try Modη Dilt .
The function Λ(η,y,t)ϕ is called a wave packet at the point (η, y, t) ∈ R3+. For
f ∈ S (R;X) (where X is any Banach space) we define the wave packet embedding
of f with respect to ϕ at (η, y, t) ∈ R3+ by
(1.6) E[f ][ϕ](η, y, t) := 〈f ; Λ(η,y,t)ϕ〉 =
ˆ
R
f(x) t−1e−2piiη(x−y)ϕ
(x− y
t
)
dx,
so that E[f ][ϕ] : R3+ → X. To allow for different choices of ϕ we consider each
E[f ](η, y, t) as a linear operator from S (R) to X, i.e. as an X-valued tempered
distribution on R. For technical reasons we replaceS (R) with a particular subspace
Φ of band-limited functions, and we view E[f ] as a L(Φ;X)-valued function.
We work with a modified operator B˜HFΠ which has a simpler wave packet rep-
resentation: for fi ∈ S (R;Xi) we define
B˜HFΠ(f1, f2, f3)
:=
ˆ
R3
e2piix(ξ1+ξ2)1(0,∞)(ξ1 − ξ2)Π(f̂1(ξ1), f̂2(ξ2), f3(x)) dξ1 dξ2 dx
=
1
2
ˆ
R
Π(f1(x), f2(x), f3(x)) dx+
1
2pii
BHFΠ(f1, f2, f3).
Since B˜HFΠ is a nontrivial linear combination of BHFΠ and the Ho¨lder form, L
p-
bounds for B˜HFΠ are equivalent to those for BHFΠ. The wave packet representation
of B˜HFΠ is as follows: there exists a Schwartz function ϕ0 ∈ S (R) with Fourier
transform supported in B2−5 such that
(1.7)
B˜HFΠ(f1, f2, f3)
=
ˆ
R3+
Π
(〈f1; Λ(y,η+t−1,t)ϕ0〉, 〈f2; Λ(y,η−t−1,t)ϕ0〉, 〈f3; Λ(y,−2η,t)ϕ0〉)dη dy dt
=
ˆ
R3+
Π
(
E[f1][ϕ0](η − t−1, y, t),E[f2][ϕ0](η + t−1, y, t),E[f3][ϕ0](−2η, y, t)
)
dηdydt.
This integral converges absolutely as long as fi ∈ S (R;Xi). This motivates the def-
inition of the following BHF-type wave packet forms on L(Φ;Xi)-valued functions:
for Fi : R3+ → L(Φ;Xi), ϕ ∈ Φ, and any compact K ⊂ R3+,
BHWFϕ,KΠ (F1, F2, F3)
:=
ˆ
K
Π
(
F1[ϕ](η − t−1, y, t), F2[ϕ](η + t−1, y, t), F3[ϕ](−2η, y, t)
)
dη dy dt.
Then the preceding discussion says that
B˜HFΠ(f1, f2, f3) = lim
K↑R3+
BHWFϕ0,KΠ (E[f1],E[f2],E[f3]),
where the limit is taken over any increasing sequence of compact sets covering R3+.
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We proceed using the framework of outer Lebesgue spaces, as introduced by Do
and Thiele [21] and successfully utilised in a number of papers (see for example
[13, 14, 15, 18, 19, 20, 34, 44, 46, 47, 49]). The idea of this method is to con-
struct quasinorms ‖Fi‖LpiµiSi on functions Fi : R
3
+ → L(Φ;Xi) satisfying two key
properties: first, a Ho¨lder-type inequality
(1.8) |BHWFϕ0,KΠ (F1, F2, F3)| .
3∏
i=1
‖Fi‖LpiµiSi
for arbitrarily large compact sets K ⊂ R3+ of appropriate shape, and second, bounds
for the embedding map of the form
(1.9) ‖E[fi]‖LpiµiSi . ‖fi‖Lpi (R;Xi) ∀fi ∈ S (R;Xi).
If such quasinorms can be constructed, then the chain of inequalities
|B˜HFΠ(f1, f2, f3)| = lim
K↑R3+
|BHWFϕ0,KΠ (E[f1],E[f2],E[f3])|
.
3∏
i=1
‖E[fi]‖LpiµiSi .
3∏
i=1
‖fi‖Lpi (R;Xi)
gives Lp-bounds for B˜HFΠ, and hence also for BHFΠ. Without giving too much
detail, the quasinorms LpµS are outer Lebesgue quasinorms, defined in terms of the
following data:
• a collection B of subsets of R3+, called generating sets,
• a premeasure µ on B,
• a local size S on B, which gives a way of measuring the ‘size’ of a function
on each generating set B ∈ B.
The collected data (R3+,B, µ,S) is called an outer space, and we think of it as
a generalised geometric structure and corresponding integration theory. In this
article we construct outer Lebesgue quasinorms LpµiS
s
i and L
p
ν-L
q
µiS
s
i satisfying
Ho¨lder-type inequalities (Corollary 4.2) and having bounds for the embedding map
(Theorems 6.1 and 7.1, restated below), leading to Theorem 1.1 by the argument
above.
Theorem 1.3. Fix r ∈ [2,∞) and let X be r-intermediate UMD. Then the follow-
ing embedding bounds hold:
• For all p ∈ (r,∞) and all s ∈ (1,∞),
‖E[f ]‖LpµSs . ‖f‖Lp(R;X) ∀f ∈ S (R;X).
• For all p ∈ (1,∞), all q ∈ (min(p, r)′(r − 1),∞), and all s ∈ (1,∞)
‖E[f ]‖Lpν-LqµSs . ‖f‖Lp(R;X) ∀f ∈ S (R;X).
Our proofs introduce some new ideas in time-frequency analysis. Here we high-
light just two. First, the local sizes Ss that we use are defined in terms of γ-norms
(defined in Section 2), which represent continuous square functions in the Banach-
valued setting. Since we work on the continuous time-frequency-scale space R3+
rather than a discretised version, we can estimate γ-norms by controlling not only
the pointwise values of functions but also their derivatives, essentially arguing via
Sobolev embeddings. Second, to prove the Ho¨lder-type inequality (1.8) without
having to directly control R-bounds of embedded functions (see the argument pre-
sented in [2, §7.2]), we introduce defect operators on functions F : R3+ → L(Φ;X).
These measure how far F is from being an embedded function E[f ]. Outer space
theory on R3+ is well-adapted to keeping track of these quantities, and while a dis-
crete argument should be possible, it would be technically less convenient. The
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definition of the defect operators requires that we consider functions valued in
L(Φ;X) rather than X itself, and exploits the relation between different choices of
ϕ ∈ Φ.
Our analysis roughly follows the path laid out in our previous work [2] on the
tritile operator. We recommend that readers new to time-frequency analysis start
by reading that article, as it contains many of the core ideas of our arguments
without most of the annoying technicalities. More experienced readers may prefer
to read both articles in parallel.
Remark 1.4. As we were completing the first version of this article, we learned
of the article [16] being prepared independently by Di Plinio, Li, Martikainen,
and Vuorinen, in which Theorem 1.1 is proven as a consequence of a multilinear
Fourier multiplier theorem rather than embeddings into outer Lebesgue spaces.
Their techniques are fundamentally different to ours: they reduce matters to the
multilinear UMD-valued Caldero´n–Zygmund theory they developed in [17], while
our approach can be viewed as a direct (if long) reduction to linear Caldero´n–
Zygmund theory facilitated by the outer Lebesgue framework. Although we do not
prove results for multipliers other than BHFΠ in this paper, the embedding bounds
we prove in Theorem 1.3 are sufficiently strong and modularised to be used as a
black box in other time-frequency problems (such as bounds for variational Carleson
operators in [3], which we completed between the first and second versions of this
article). We thank the authors of [16] for making their preprint available to us.
1.1. The structure of the paper. The paper is long, and perhaps intimidating.
We would like to reassure the reader that part of the reason for its length is that
we have aimed for a complete exposition, and for self-containedness.
Here is a brief section-by-section overview of the paper, highlighting the place-
ment of important theorems and concepts.
Section 2: Preliminaries. This section is dedicated to the introduction of key
concepts and results in Banach-valued analysis, and of outer structures and outer
Lebesgue spaces. Key results in this section are
• Corollary 2.11, a Sobolev-type embedding into γ-spaces, adapted to the
Haar measure on R+;
• Theorem 2.21, a continuous Littlewood–Paley estimate for UMD spaces;
• Corollary 2.28, a three-factor Ho¨lder-type inequality for γ-norms.
Section 3: Analysis on the time-frequency-scale space. Section 3.1 intro-
duces the geometric structures of time-frequency-scale analysis (trees, strips, and
associated outer structures). In Section 3.2 we discuss functions R3+ → L(Φ;X),
where Φ is the space of band-limited wave packets, the most important example
being the embedding E[f ] of a function R → X. The wave packet differentials dθ,
dζ , dσ appear in Definition 3.5: these act on arbitrary functions R3+ → L(Φ;X)
by a change of wave packet, exploiting the additional structure of L(Φ;X)-valued
functions. These are used to construct the defect operators ζ , σ (3.13), which
vanish on embedded functions E[f ]. In Section 3.3 we define the local sizes of rele-
vance to us, making full use of the structure of L(Φ;X)-valued functions. The most
novel of these local sizes are the defect local sizes, which are introduced in order
to control quantities that in more na¨ıve arguments would lead to R-bounds, which
are difficult or impossible to control without additional assumptions on the Banach
spaces. The local sizes sum up to form one big complete local size Ss.
Section 4: the single-tree estimate. Here the Ho¨lder-type inequality (1.8) is
proven for the local sizes Ss. In more familiar time-frequency analysis terms this is
a single-tree estimate: an estimate for the trilinear form BHFΠ restricted to a tree.
In the abstract outer Lebesgue framework, BHFΠ is replaced by BHWF
ϕ0,K
Π and
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this trilinear form is evaluated on functions mapping R3+ to L(Φ;X). The single-
tree estimate involves a frequency-localised form which is in essence a multilinear
Caldero´n-Zygmund form. However, we establish bounds not in terms of classical
Lp norms, but in terms of sizes of L(Φ, X)-valued functions. Our proof relies
on integration by parts and wave packet decomposition arguments, exploiting the
potential of varying wave packets in L(Φ;X)-valued functions. The defect operators
and sizes allow us to control boundary terms arising from the integration by parts.
Section 5: Local size domination. The previous section reduces matters to
the boundedness of embedding maps detailed in Theorem 1.3. The outer Lebesgue
spaces in these bounds are defined with respect to the complete local sizes Ss;
recall that these are sums of smaller local sizes, including the defect local sizes. In
this section we show that while Ss cannot be controlled by any of these smaller
local sizes in general, it can be controlled by just one simpler local size, R2out,
when restricted to truncations of embedded functions E[f ]. The local size R2out
corresponds to a continuous tree-localised Littlewood–Paley-type square function.
Proposition 5.2 furnishes the abstract mechanism for this domination principle,
and Theorem 5.9 is the conclusion of the aforementioned domination of Ss by R2out
on embedded functions. The results in between establish the requisite domination
for the individual local sizes making up Ss. The upshot of this section is that the
embedding bounds of Theorem 1.3 need only be proven with respect to the smaller
local size R2out.
Section 6: Embeddings into non-iterated outer Lebesgue spaces. In
this section we prove the first bounds of Theorem 1.3, of the embedding map E
into non-iterated outer Lebesgue spaces LpµR
2
out (note that the previous section
lets us consider R2out in place of S
s). By interpolation it suffices to prove an L∞
endpoint (Proposition 6.2, whose proof is an application of the UMD property) and
a weak endpoint (Proposition 6.3). Our proof of the weak endpoint uses a gener-
alised orthogonality property for embedded functions on collections of disjoint trees.
Such an estimate, which is similar to the notion of Fourier tile-type introduced by
Hyto¨nen and Lacey [25], needs geometric assumptions on the Banach spaces. We
prove it as a consequence of the assumed r-intermediate UMD property (Theorem
6.5), combining embedding bounds in the Hilbert-valued setting with a bilinear
interpolation argument involving outer Lebesgue quantities.
Section 7: Embeddings into iterated outer Lebesgue spaces. To obtain
the full range of exponents in Theorem 1.1 we need the second embedding bounds
of Theorem 1.3, involving the iterated outer Lebesgue spaces Lpν-L
q
µR
2
out. These
are proven by ‘localising’ the embedding bounds into non-iterated outer Lebesgue
spaces; the precise localisation required is established in Lemmas 7.2, 7.3, and 7.4.
Section 8: Applications to BHFΠ. Here we combine the results of the pre-
vious sections to prove Theorem 1.1. In Section 8.2 we prove sparse domination
of BHFΠ as a consequence of the embedding bounds into iterated outer Lebesgue
spaces. This implies Lp-bounds for BHTΠ outside the range p ∈ (1,∞), stated in
Theorem 8.6 (the bounds in the range p ∈ (1,∞) follow from Theorem 1.1 by dual-
ity). In Section 8.4 we give examples of Banach spaces (Xi)
3
i=1 and trilinear forms
Π which do or do not fall within the scope of our results. Finally, in Section 8.5
we show that our results are essentially sharp within the general scope of bounded
trilinear forms Π.
1.2. Notation. For topological vector spaces X and Y we let L(X,Y ) denote the
space of continuous linear operators from X to Y , and we let L(X) := L(X,X).
For p ∈ [1,∞], we let Lp(R;X) denote the Bochner space of strongly measurable
functions R → X such that the function x 7→ ‖f(x)‖X is in Lp(R); for technical
details see [23, Chapter 1]. The X-valued Schwartz space S (R;X) consists of
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the smooth functions f : R → X such that supz∈R ‖〈z〉N∂Nz f(z)‖X < ∞ for each
N ∈ N, where we use the Japanese bracket notation
〈x〉 := (1 + |x|2)1/2 ∀x ∈ R.
We use the notation 〈·; ·〉 to denote the duality pairing between a Banach space X
and its dual X∗, as well as to denote the integral pairing between f ∈ S (R;X)
and g ∈ S (R;C) or g ∈ S (R;X∗):
〈f ; g〉 :=
ˆ
R
f(x)g(x) dx or
ˆ
R
〈f(x); g(x)〉dx.
The correct interpretation will always be unambiguous.
We denote open balls in R by Br(x) := (x− r, x+ r), and we write Br := Br(0).
When B ⊂ R is a ball and f ∈ Lploc(R;X) we let
‖f‖-Lp(B;X) :=
( 1
|B|
ˆ
B
‖f(x)‖pX dx
)1/p
denote the Lp-average over B, and
Mpf(x) := sup
B3x
‖f‖-Lp(B;X) ∀x ∈ R
denote the Hardy–Littlewood p-maximal operator. As always, we write M := M1.
For p ∈ [1,∞] we let p′ denote the conjugate exponent p′ := p/(p − 1). We say
that a triple of exponents (pi)
3
i=1 with pi ∈ [1,∞] is a Ho¨lder triple if
∑3
i=1 p
−1
i = 1.
1.3. Acknowledgements. We thank Mark Veraar, Christoph Thiele, and Francesco Di Plinio
for their encouragement and suggestions. We also thank Bas Nieraeth for discussions on sparse
domination and extrapolation, and for their overall enthusiasm for the outer Lebesgue framework.
Finally, we thank the anonymous referee for their detailed reading and comments. The first author
was supported by a Fellowship for Postdoctoral Researchers from the Alexander von Humboldt
Foundation.
2. Preliminaries
We begin with a preparatory discussion of vector-valued analysis and outer
Lebesgue spaces, including both new and well-known results.
2.1. Rademacher sums. First we introduce the fundamental ‘randomised norms’
used in Banach-valued harmonic analysis: the Rademacher (or ε−)norms. For an
in-depth discussion we refer the reader to [24, Chapter 6].
Fix a Banach space X, and consider the quantity
E
∥∥∥ N∑
n=1
εnxn
∥∥∥
X
=
ˆ
Ω
∥∥∥ N∑
n=1
εn(ω)xn
∥∥∥
X
dω =
∥∥∥ N∑
n=1
εnxn
∥∥∥
L1(Ω;X)
where (xn)
N
n=1 is a finite sequence of vectors in X and (εn)
N
n=1 is a sequence of
independent Rademacher variables (random variables taking the values ±1 with
equal probability) on a probability space Ω. By the Kahane–Khintchine inequalities
we have
E
∥∥∥ N∑
n=1
εnxn
∥∥∥
X
'p
(
E
∥∥∥ N∑
n=1
εnxn
∥∥∥p
X
)1/p
=
∥∥∥ N∑
n=1
εnxn
∥∥∥
Lp(Ω;X)
for all p ∈ (0,∞), with implicit constant independent of N . Thus the convergence
of an infinite Rademacher sum
∑
n∈N εnxn in L
p(Ω;X) is independent of the choice
of exponent p ∈ (0,∞), and with this mind we make the following definition.
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Definition 2.1. Given a Banach space X, we define ε(N;X) to be the Banach space
of sequences (xn)n∈N in X such that
∑∞
n=1 εnxn converges in L
1(Ω;X), equipped
with the norm7
‖(xn)n∈N‖ε(X) = E
∥∥∥∑
n∈N
εnxn
∥∥∥
X
=
∥∥∥∑
n∈N
εnxn
∥∥∥
L1(Ω;X)
.
As explained in [2, §3.1], these norms play the role of discrete square functions
for X-valued functions. Indeed, when X = C we have
E
∣∣∣∑
n∈N
εnxn
∣∣∣ ' (∑
n∈N
|xn|2
)1/2
= ‖xn‖`2(C),
and when X = Lq(S) for some measure space S and some q ∈ [1,∞), for all
sequences (fn)n∈N of functions in Lq(S) we have the square function representation
‖(fn)n∈N‖ε(Lp(S)) ' ‖(fn)n∈N‖Lp(S;`2(N)) =
∥∥∥(∑
n∈N
|fn|2
)1/2∥∥∥
Lp(S)
.
However, for general Banach spaces X, no simpler representation of the space ε(X)
is available. Properties of ε(X), and of Rademacher sums in general, are strongly
related to the concepts of type, cotype, and K-convexity.
Definition 2.2. Let p ∈ [1, 2] and q ∈ [2,∞]. A Banach space X is said to have
type p and cotype q if for all finite sequences (xi)
N
i=1 in X,( N∑
i=1
‖xi‖qX
)1/q
. E
∥∥∥ N∑
i=1
εixi
∥∥∥
X
.
( N∑
i=1
‖xi‖pX
)1/p
,
where (εi)
N
i=1 is a sequence of independent Rademacher variables, with the usual
modification when q =∞. One says that X has nontrivial type if it has type p for
some p > 1, and finite cotype if it has cotype q for some q <∞.
Definition 2.3. A Banach space X is K-convex if for all finite sequences (xn)
N
n=1
in X,
E
∥∥∥ N∑
n=1
εnxn
∥∥∥
X
' sup
(x∗n)
∣∣∣ N∑
n=1
x∗n(xn)
∣∣∣
with implicit constant independent of N , where the supremum is taken over all
sequences (x∗n)
N
n=1 in X
∗ such that
E
∥∥∥ N∑
n=1
εnx
∗
n
∥∥∥
X∗
= 1.
Every Banach space has type 1 and cotype ∞. At the other extreme, a Banach
space has both type 2 and cotype 2 if and only if it is isomorphic to a Hilbert space
[24, Theorem 7.3.1]. The Lebesgue space Lp(R) with p ∈ [1,∞) has type min(p, 2)
and cotype max(p, 2). However, L∞(R) is a special case, having neither nontrivial
type nor finite cotype. Every K-convex space has nontrivial type and finite cotype
[24, Propsition 7.4.12], and every UMD space is K-convex [23, Proposition 4.3.10].
Throughout the paper we will try to state the minimal Banach space assumptions
required for each result, but the reader should keep in mind that UMD spaces
always satisfy these assumptions.
7In [24] L2(Ω;X) is used in place of L1(Ω;X); of course, this leads to an equivalent norm.
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2.2. γ-radonifying operators and γ-norms. In general, ε(X) is like a better-
behaved version of `2(N;X), as Rademacher sums are more sensitive to the geom-
etry of X. This analogy can be extended to more general measure spaces S (in
place of N), yielding spaces γ(S;X) which play the role of L2(S;X)—but again,
better adapted to the geometry of X. These spaces are constructed in terms of
γ-radonifying operators.
Definition 2.4. Let H be a Hilbert space and X a Banach space. A linear operator
T : H → X is called γ-summing if
supE
∥∥∥ N∑
n=1
γnThn
∥∥∥2
X
<∞,
where the supremum is taken over all finite orthonormal systems (hn)
N
n=1 in H and
(γn)
N
n=1 is a sequence of independent standard Gaussian random variables. If T is
γ-summing we define
‖T‖2γ∞(H,X) := supE
∥∥∥ N∑
n=1
γnThn
∥∥∥2
X
with supremum as before, yielding a Banach space γ∞(H,X). All finite rank oper-
ators H → X are γ-summing, and we define γ(H,X) to be the closure of the finite
rank operators in γ∞(H,X). The operators in γ(H,X) are called γ-radonifying.
If X does not contain a closed subspace isomorphic to c0, and in particular if X
has finite cotype, then γ(H,X) = γ∞(H,X) for all Hilbert spaces H.
Definition 2.5. For a Banach space X and a measure space (S,A, µ) we define
γ(S;X) := γ(L2(S), X).
We write γµ(S;X) := γ(S;X) when the measure needs to be emphasised. This
will often be done when considering subsets of R+, where both the Lebesgue mea-
sure dt and the Haar measure dt/t are relevant.
Elements of γ(S;X) are by definition operators from L2(S) to X, but we can
also interpret functions f : S → X as members of γ(S;X). Recall that a function
f : S → X is weakly L2 if for all x∗ ∈ X∗, the function 〈f,x∗〉 : S → C belongs to
L2(S). If f is furthermore strongly µ-measurable, then for all g ∈ L2(S) the product
gf is Pettis integrable, and we can define a bounded operator If : L2(S)→ X, the
Pettis integral operator with kernel f , by
(2.1) Ifg :=
ˆ
S
g(s)f(s) dµ(s).
Definition 2.6. For a function f : S → X, we write f ∈ γ(S;X) to mean that the
operator If : L2(S)→ X is in γ(S;X) = γ(L2(S), X), and we write
‖f‖γ(S;X) := ‖If‖γ(S;X).
Using this identification we can think of γ(S;X) as a space of generalised X-
valued functions on S. When X is a Hilbert space we indeed have coincidence of
these spaces (see [24, Proposition 9.2.9]).
Proposition 2.7. Let H be a Hilbert space and S a measure space. Then γ(S;H) =
L2(S;H) with equivalent norms.
As already mentioned, the space γ(S;X) is the continuous analogue of the
Rademacher space ε(X); indeed, we have γ(N;X) = ε(X) with equivalent norms
when X has finite cotype.
Pushing the function space analogy further, the γ-norms satisfy the following
Ho¨lder-type property [24, Theorem 9.2.14]:
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Proposition 2.8. Let (S,A, µ) be a measure space and X a Banach space. Sup-
pose f : S → X and g : S → X∗ are in γ(S;X) and γ(S;X∗) respectively. Then
〈f ; g〉 : S → C is integrable, withˆ
S
|〈f ; g〉| dµ ≤ ‖f‖γ(S;X)‖g‖γ(S;X∗).
Conversely, if X is K-convex, then a strongly measurable and weakly L2 function
f : S → X is in γ(S;X) if and only if there exists a constant C <∞ such that∣∣∣ ˆ
S
〈f ; g〉dµ
∣∣∣ ≤ C‖g‖γ(S;X∗)
for all g ∈ L2(S) ⊗ Y , where Y is a closed norming subspace of X∗. In this case
‖f‖γ(S;X) .X C.
We will use the following form of the dominated convergence theorem for γ-
norms, proved in [24, Corollary 9.4.3].
Proposition 2.9. Let (S,A, µ) be a measure space and X a Banach space. Con-
sider a sequence of functions fn : S → X, n ∈ N, and a function f : S → X such
that limn→∞〈fn; x∗〉 = 〈f ; x∗〉 in L2(S) for all x∗ ∈ X∗. Suppose furthermore that
there exists a function F ∈ γ(S;X) such that
‖〈fn; x∗〉‖L2(S) ≤ ‖〈F ; x∗〉‖L2(S)
for all n ≥ 1 and x∗ ∈ X∗. Then each fn is in γ(S;X), and fn → f in γ(S;X).
It is usually difficult to estimate γ-norms directly, but various embeddings of
Sobolev and Ho¨lder spaces can be used (see [24, Section 9.7]). The only embedding
we need requires no assumptions on X and has a relatively simple proof, which we
include for completeness (see [24, Proposition 9.7.1]).
Proposition 2.10. If f ∈ C1(0, 1;X) and f ′ ∈ L1dt(0, 1;X), then f is in
γdt(0, 1;X) with
‖f‖γdt(0,1;X) .
ˆ 1
0
‖f(t)‖X + ‖f ′(t)‖X dt.
Proof. First note that for all t ∈ (0, 1),
f(t) = f(1−)−
ˆ 1
0
1(0,s)(t)f
′(s) ds,
where f(1−) := limt→1 f(t), so that
‖f‖γdt(0,1;X) ≤ ‖f(1−)1(0,1)‖γdt(0,1;X) +
ˆ 1
0
‖f ′(s)1(0,s)‖γdt(0,1;X) ds
= ‖f(1−)‖X‖1(0,1)‖L2(0,1) +
ˆ 1
0
‖f ′(s)‖X‖1(0,s)‖L2(0,1) ds
≤ ‖f(1−)‖X +
ˆ 1
0
‖f ′(s)‖X ds.
For all t ∈ (0, 1) the fundamental theorem of calculus implies
‖f(1−)‖X ≤ ‖f(t)‖X +
ˆ 1
0
‖f ′(s)‖X ds,
and integrating over t ∈ (0, 1) completes the proof. 
The result above is adapted to the Lebesgue measure. For the Haar measure
dt/t we have the following analogue, including a useful L∞ variant.
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Corollary 2.11. Let 0 ≤ a < b ≤ ∞ and f ∈ C1(a, b;X). If f and tf ′(t) are in
L1dt/t(a, b;X), then f ∈ γdt/t(a, b;X) and
‖f‖γdt/t(a,b;X) .
ˆ b
a
‖f(t)‖X + t‖f ′(t)‖X dt
t
with implicit constant independent of a and b. Furthermore, if 0 < a < b < ∞,
then
‖f‖γdt/t(a,b;X) . log(b/a)
(‖f‖L∞(a,b;X) + ‖tf ′(t)‖L∞dt(a,b;X)).
Proof. The second statement follows from the first, and by approximation and
changing variables it suffices to prove the first statement for (a, b) = (0, 1). Chang-
ing variables again, using the triangle inequality, and then using Proposition 2.10,
‖f‖γdt/t(0,1;X) = ‖f ◦ exp ‖γdt(−∞,0;X)
≤
0∑
k=−∞
‖f ◦ exp ‖γdt(k−1,k;X) .
0∑
k=−∞
ˆ k
k−1
‖(f ◦ exp)(t)‖X + ‖(f ◦ exp)′(t)‖X dt
=
ˆ 0
−∞
‖f(et)‖X + et‖f ′(et)‖X dt =
ˆ 1
0
‖f(t)‖X + t‖f ′(t)‖X dt
t
.
This completes the proof. 
We use this corollary to bound γ-norms of quantities related to embedded func-
tions E[f ][ϕ] : R3+ → X, such as the following tail estimate.
Lemma 2.12. Let X be a Banach space and N ∈ N, and suppose f : R → X is
measurable and supported outside B2. Fix ζ ∈ B1 and ϕ ∈ S (R). Then
‖〈f ; Trζ Dilt ϕ〉‖γdt/t(0,1;X) .ϕ,N
ˆ
R\B2
‖f(z)‖X〈z〉−N dz,
and in particular
‖〈f ; Trζ Dilt ϕ〉‖γdt/t(0,1;X) .ϕ ‖f‖L∞(R;X).
Proof. Consider the function F : (0, 1)→ X given by F (t) := 〈f ; Trζ Dilt ϕ〉. Then
by Corollary 2.11,
(2.2)
∥∥〈f ; Trζ Dilt ϕ〉∥∥γdt/t(0,1;X) .
ˆ 1
0
‖F (t)‖X + t‖F ′(t)‖X dt
t
.
We have
‖F (t)‖X = ‖〈f ; Trζ Dilt ϕ〉‖X
.ϕ,N
ˆ
R\B2
‖f(z)‖X 1
t
〈z − ζ
t
〉−N−1
dz .
ˆ
R\B2
‖f(z)‖X 1
t
〈z
t
〉−N−1
dz
using that |ζ| < 1 and |z| > 2. Next, we have
F ′(t) = −t−1〈f,Trζ Dilt(ϕ+ ·ϕ′(·))〉.
Thus we can estimate
t‖F ′(t)‖X .
ˆ
R\B2
‖f(z)‖X |Trζ Dilt(ϕ+ ·ϕ′(·))(z)|dz
.ϕ,N
ˆ
R\B2
‖f(z)‖X 1
t
〈z − ζ
t
〉−N−1
dz .
ˆ
R\B2
‖f(z)‖X 1
t
〈z
t
〉−N−1
dz
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again using that t < 1 and z > 2 in the last line. Putting this together,∥∥〈f ; Trζ Dilt ϕ〉∥∥γdt/t(0,1;X) .
ˆ
R\B2
‖f(z)‖X
ˆ 1
0
1
t
〈z
t
〉−N−1 dt
t
dz
.
ˆ
R\B2
‖f(z)‖X〈z〉−N dz
as required. 
Finally, we list a convenient way of bounding operators between γ-spaces: the
γ-extension theorem. This says that operators that are essentially ‘scalar’ and
bounded on a scalar-valued L2-spaces are automatically bounded on the corre-
sponding γ-spaces, no matter what Banach space is involved. This is a special case
of [24, Theorem 9.6.1].
Proposition 2.13. Let H be a Hilbert space and U ∈ L(H) a bounded linear
operator on H. Then for all Banach spaces X, the tensor extension U⊗I : H⊗X →
H ⊗ X, defined on elementary tensors by (U ⊗ I)(h ⊗ x) := Uh ⊗ x, extends
uniquely to a bounded linear opreator U˜ ∈ L(γ(H∗, X)) of the same norm, and for
T ∈ γ(H∗, X) ⊂ L(H∗, X) we have U˜T = T ◦ U∗.
The statement of this result is a bit confusing at first, but thankfully we will
only apply it in the following simple setting.
Corollary 2.14. Let k : R+ × R+ → C be an integral kernel such that there exists
a function g ∈ L1dσ/σ(R+) with
(2.3) |k(σ, τ)| ≤ |g(σ/τ)|.
Then for all Banach spaces X and all functions f ∈ γdσ/σ(R+;X),∥∥∥ ˆ ∞
0
k(σ, τ)f(τ)
dτ
τ
∥∥∥
γdσ/σ(R+;X)
≤ ‖g‖L1
dσ/σ
(R+)‖f‖γdσ/σ(R+;X).
Proof. For all h ∈ L2(R+) and x ∈ X we haveˆ ∞
0
k(σ, τ)(h⊗ x)(τ) dτ
τ
=
(ˆ ∞
0
k(σ, τ)h(τ)
dτ
τ
)
⊗ x,
so the operator under consideration is the tensor extension of an integral operator
on L2dτ/τ (R+), which is bounded using (2.3) and Young’s convolution inequality.
The result then follows from Proposition 2.13. 
2.3. R-bounds.
Definition 2.15. Let X and Y be Banach spaces, and let T ⊂ L(X,Y ) be a set
of operators. We say that T is R-bounded if there exists a constant C < ∞ such
that for all finite sequences (Tn)
N
n=1 in T and (xn)Nn=1 in X,
E
∥∥∥ N∑
n=1
εnTnxn
∥∥∥
Y
≤ CE
∥∥∥ N∑
n=1
εnxn
∥∥∥
X
(recall that εn denotes a sequence of independent Rademacher variables). The
infimum of all possible C in this estimate is called the R-bound of T , and denoted
by R(T ). If T is not R-bounded we write R(T ) =∞.
R-boundedness arises as a sufficient (and often necessary) condition in various
operator-valued multiplier theorems. See [24, Theorem 9.5.1, Proposition 9.5.6,
and Remark 9.5.8] for the following theorem, and see [24, Section 9.5.b] for further
information on metric measure spaces and strong Lebesgue points.
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Theorem 2.16 (γ-multiplier theorem). Let X and Y be Banach spaces with finite
cotype, and (S,A, µ) a measure space. Let A : S → L(X,Y ) be such that for all
x ∈ X the Y -valued function s 7→ A(s)x is strongly µ-measurable, and that the
range A(S) is R-bounded. Then for every function f : S → X in γ(S;X), the
function Af : S → Y is in γ(S;Y ), and
‖Af‖γ(S;Y ) . R(A(S))‖f‖γ(S;X).
Conversely, let (S,A, µ) be a non-atomic metric measure space, and suppose that
A : S → L(X,Y ) is strongly locally integrable. If there exists a constant C < ∞
such that for all µ-simple functions f : S → X the function Af is in γ(S;Y ) with
‖Af‖γ(S,Y ) ≤ C‖f‖γ(S;X),
then the set
A := {A(s) : s ∈ S is a strong Lebesgue point for A} ⊂ L(X,Y )
is R-bounded, with R(A) . C. In particular, if A is continuous, then R(A(S)) . C.
One useful consequence is a contraction principle for γ-norms: since the family
of scalar operators S := {cI : c ∈ C, |c| ≤ 1} ⊂ L(X) is R-bounded with R(S) ' 1
by Kahane’s contraction principle, we have
‖af‖γ(S;X) . ‖f‖γ(S;X)
for all a ∈ L∞(X). This is particularly useful when applied to characteristic func-
tions, as it yields the quasi-monotonicity property
‖f‖γ(S′;X) = ‖1S′f‖γ(S;X) . ‖f‖γ(S;X)
whenever S′ ⊂ S.
Given a uniformly bounded set of operators, one has to exploit additional struc-
ture of the set to establish R-boundedness. Here we point out two useful meth-
ods. First, the family of L1 integral means of an operator-valued function with
R-bounded range is R-bounded; this is a rewriting of [24, Theorem 8.5.2].
Proposition 2.17. Let X and Y be Banach spaces, let (S,A, µ) be a measure space,
and let f : S → L(X,Y ) be strongly µ-measurable. Then the family of L1-integral
means {
x 7→
ˆ
S
ϕ(s)f(s)x dµ(s) : ϕ ∈ L1(S), ‖ϕ‖1 ≤ 1
}
⊂ L(X,Y )
has R-bound less than R(f(S)).
One can also establish R-boundedness of the range of an operator-valued func-
tion with integrable derivative, analogously to Proposition 2.10 for γ-norms. The
following proposition is a special case of [24, Proposition 8.5.7].
Proposition 2.18. Let X and Y be Banach spaces, and let −∞ < a < b < ∞.
Suppose f : (a, b)→ L(X,Y ) is differentiable, with integrable derivative. Then
R(f((a, b))) ≤ ‖ lim
t↓a
f(t)‖L(X,Y ) +
ˆ b
a
‖f ′(t)‖L(X,Y ) dt
where the limit is in the strong operator topology.
We will need one more technical result, which gives an R-bound for the set of
maps X → γ(H∗;X) given by tensoring with elements of H [24, Theorem 9.6.13].
Theorem 2.19. Let X be a Banach space with finite cotype and H a Hilbert space.
For each h ∈ H define the operator Th : X → γ(H∗, X) by Thx := h⊗x. Then the
set of operators {Th : ‖h‖H ≤ 1} is R-bounded.
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We apply this to prove a continuous Littlewood–Paley estimate for UMD spaces,
highlighting the use of both γ-norms and R-bounds.8 First we recall one form of
the operator-valued Mihlin multiplier theorem, proven in [24, Corollary 8.3.11].
Theorem 2.20. Let X and Y be UMD spaces, and p ∈ (1,∞). Consider a symbol
m ∈ C1(R \ {0} : L(X,Y )) such that
Rm := R
({m(ξ), ξm′(ξ) : ξ ∈ R \ {0}}) <∞.
Then the Fourier multiplier Tm with symbol m is bounded L
p(R;X) → Lp(R;Y )
with norm controlled by Rm.
Theorem 2.21 (Continuous Littlewood–Paley estimate). Let X be a UMD space
and p ∈ (1,∞). Fix a Schwartz function ψ ∈ S (R) such that ψˆ vanishes in an
open neighbourhood of the origin. Then for all f ∈ Lp(R;X),∥∥〈f,Trz Dilt ψ〉∥∥Lpdz(R;γdt/t(R+;X)) .X,p,ψ ‖f‖Lp(R;X).
Proof. Let Aψ denote the operator sending X-valued functions on R to X-valued
functions on R× R+, defined by
(Aψf)(z, t) := 〈f,Trz Dilt ψ〉 = (f ∗Dilt ρ)(x) = Tρˆ(t·)f(z)
where ρ(z) := ψ(−z) and Tρˆ(t·) is the Fourier multiplier with symbol ξ 7→ ρˆ(tξ).
This operator can be seen as a Fourier multiplier with symbol
m : R→ L(X; γdt/t(R+;X))
defined by
(m(ξ)x)(t) := ρˆ(tξ)x (ξ ∈ R,x ∈ X, t ∈ R+).
The derivative m′ of this symbol is given by
(m′(ξ)x)(t) = (ρˆ(t·))′(ξ)x = tρˆ′(tξ)x (ξ ∈ R,x ∈ X, t ∈ R+).
Thus for each ξ ∈ R and x ∈ X we have
mψ(ξ)(x) = ρˆ(·ξ)⊗ x and ξm′ψ(ξ)(x) = ·ξρˆ′(·ξ)⊗ x.
By Lemma 2.19, since UMD spaces have finite cotype,
R
({mη(ξ), ξm′η(ξ) : ξ ∈ R \ {0}})
. sup
ξ∈R\{0}
max(‖ρˆ(tξ)‖L2
dt/t
(R+), ‖tξρˆ′(tξ)‖L2dt/t(R+)) ≤ Cρ,
controlling the L2-norms by multiplicative invariance of the Haar measure and the
fact that ρˆ and its derivative are both Schwartz and vanish near the origin. By
the operator-valued Mihlin theorem (2.20), this proves boundedness of Aψ from
Lp(R;X) to Lp(R; γdt/t(R+;X)), completing the proof. 
2.4. Novelties in the trilinear setting. In the previous sections we considered
linear vector-valued analysis: that is, we considered linear operators acting on
functions valued in a single Banach space X. In this article we are interested in
bilinear operators and trilinear forms; thus we consider not only X-valued functions,
but also the interaction between functions valued in different Banach spaces.
As in the introduction, we consider three Banach spaces X1, X2, X3 unified by
a bounded trilinear form Π: X1 ×X2 ×X3 → C. In this section we establish a few
useful lemmas which show how γ-norms and R-bounds interact with this structure.
First we introduce R-bounds with respect to a trilinear form; we used this previously
in [2], but to our knowledge it was first used by Di Plinio and Ou in [18].
8Plenty of Littlewood–Paley bounds are known for UMD spaces, but this particular one doesn’t
seem to be explicitly written in the literature.
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Definition 2.22. Let Π: X1 ×X2 ×X3 → C be a bounded trilinear form on the
product of three Banach spaces. Indexing {1, 2, 3} = {i, j, k} arbitrarily, we define
a map ιiΠ : Xi → L(Xj , X∗k) by
〈ιiΠ(xi)(xj); xk〉 = Π(x1,x2,x3)
for all xi ∈ Xi, xj ∈ Xj , and xk ∈ Xk. For all sets of vectors V ⊂ Xi we define
RΠ(V ) ∈ [0,∞] to be the R-bound of the set of operators ιiΠ(V ) ⊂ L(Xj , X∗k), i.e.
RΠ(V ) := R(ι
i
Π(V )).
Note that although the maps ιiΠ depend on the indexing {1, 2, 3} = {i, j, k}, the
resulting quantities RΠ(V ) do not.
The γ-multiplier theorem implies a trilinear Ho¨lder-type inequality for two γ-
norms and an R-bound. Conversely, along with the duality relation for γ-norms
in Proposition 2.8, it yields an equivalent representation of the R-bound as the
smallest constant in such an inequality.9
Corollary 2.23. Let (Xi)
3
i=1 be Banach spaces with finite cotype. Let Π: X1 ×
X2 × X3 → C be a bounded trilinear form, and let (S,A, µ) be a measure space.
Suppose that fi : S → Xi for each i ∈ {1, 2, 3}. Then for each i,
(2.4)
∣∣∣ˆ
S
Π(f1(s), f2(s), f3(s)) dµ(s)
∣∣∣ . RΠ(fi(S))∏
j 6=i
‖fj‖γ(S;Xj).
Conversely, suppose that (S,A, µ) is a metric measure space and that the spaces
(Xi)
3
i=1 are K-convex.
10 Fix i ∈ {1, 2, 3} and a strongly µ-measurable fi : S → Xi,
and suppose that there exists C <∞ such that
(2.5)
∣∣∣ˆ
S
Π(f1(s), f2(s), f3(s)) dµ(s)
∣∣∣ ≤ C∏
j 6=i
‖fj‖γ(S;Xj)
for all fj ∈ L2(S)⊗Xj, j ∈ {1, 2, 3} \ {i}. Then the set
A := {fi(s) : s ∈ S is a strong Lebesgue point for fi} ⊂ Xi
satisfies RΠ(A) . C. In particular, if fi is continuous, then RΠ(fi(S)) . C.
Proof. To prove (2.4), let {j, k} = {1, 2, 3} \ {i} and estimate∣∣∣ˆ
S
Π(f1(s), f2(s), f3(s)) dµ(s)
∣∣∣ = ∣∣∣ ˆ
S
〈ιiΠ(fi(s))(fj(s)), fk(s)〉dµ(s)
∣∣∣
≤ ‖ιiΠ(fi)(fj)‖γ(S;X∗k)‖fk‖γ(S;Xk) . RΠ(fi(S))‖fj‖γ(S;Xj)‖fk‖γ(S;Xk)
using the γ-Ho¨lder inequality (Proposition 2.8) in the second line and the γ-
multiplier theorem (Theorem 2.16) in the last line. For the converse statement,
let A := fi ◦ ιiΠ : S → L(Xj , X∗k), and let fj : S → Xj be a µ-simple function. Then
for all fk ∈ L2(S)⊗Xk ⊂ L2(S)⊗X∗∗k , (2.5) gives∣∣∣ˆ
S
〈Afj(s); fk(s)〉dµ(s)
∣∣∣ = ∣∣∣ ˆ
S
〈Π(f1(s), f2(s), f3(s)) dµ(s)
∣∣∣
≤ C‖fj‖γ(S;Xj)‖fk‖γ(S;Xk) = C‖fj‖γ(S;Xj)‖fk‖γ(S;X∗∗k ).
Since Xk is a closed norming subspace of X
∗∗
k , Proposition 2.8 yields that
‖Afj‖γ(S;X∗k) . C‖fj‖γ(S;Xj),
and RΠ(A) . C then follows from Theorem 2.16. 
9This could be taken as an alternative definition of the R-bound, which may be of interest in
situations where K-convexity or finite cotype cannot be assumed.
10The proof only requires the weaker assumption that one of the spaces Xj with j 6= i is
K-convex.
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Thus R-bounds are analogous to L∞-norms in a trilinear sense, bearing in mind
the Ho¨lder inequality L∞ × L2 × L2 → C. In the discrete setting, where γ-norms
are equivalent to Rademacher norms, something analogous to the sequence space
embedding `2 ⊂ `∞ can be shown to hold for R-bounds. The following lemma
appears in a more generalised form as [17, Lemma 4.1]; for the reader’s convenience
we reproduce the proof of the relevant special case here.
Lemma 2.24. Let Π: X1×X2×X3 → C be a bounded trilinear form on the product
of three Banach spaces. Then for all sequences (xi,n)n∈N in Xi, i ∈ {1, 2, 3},∣∣∣∑
n∈N
Π(x1,n,x2,n,x3,n)
∣∣∣ .Π 3∏
i=1
‖(xi,n)‖ε(Xi).
Corollary 2.23 in the case S = N says that the conclusion of Lemma 2.24 can be
rephrased as
RΠ
({xi,n : n ∈ N}) .Π ‖(xi,n)n∈N‖ε(Xi),
which, as mentioned before, is analogous to the inclusion `2 ⊂ `∞.
Proof of Lemma 2.24. Let (εn)n∈N and (ε′n)n∈N be two sequences of independent
Rademacher variables on different probability spaces Ω and Ω′. Let E and E′
denote the expectation with respect to the two probability spaces. Then indepen-
dence, Cauchy–Schwartz, the Kahane–Khintchine inequalities, and the contraction
principle imply∣∣∣∑
n∈N
Π(x1,n,x2,n,x3,n)
∣∣∣
=
∣∣∣EE′Π( ∑
n1∈N
εn1x1,n1 ,
∑
n2∈N
εn2ε
′
n2x2,n2 ,
∑
n3∈N
ε′n3x3,n3
)∣∣∣
.Π E
[∥∥∥ ∑
n1∈N
εn1x1,n1
∥∥∥
X1
E′
(∥∥∥ ∑
n2∈N
εn2ε
′
n2x2,n2
∥∥∥
X2
∥∥∥ ∑
n3∈N
ε′n3x3,n3
∥∥∥
X3
)]
≤ E
[∥∥∥ ∑
n1∈N
εn1x1,n1
∥∥∥
X1
(
E′
∥∥∥ ∑
n2∈N
εn2ε
′
n2x2,n2
∥∥∥2
X2
)1/2](
E′
∥∥∥ ∑
n3∈N
ε′n3x3,n3
∥∥∥2
X3
)1/2
' E
[∥∥∥ ∑
n1∈N
εn1x1,n1
∥∥∥
X1
‖(x2,n)n∈N‖ε(X2)
]
‖(x3,n)n∈N‖ε(X3) =
3∏
i=1
‖(xi,n)‖ε(Xi)
as claimed. 
We would like to prove a continuous version of Lemma 2.24, i.e. an estimate like∣∣∣ ˆ
R
Π(f1(t), f2(t), f3(t)) dt
∣∣∣ .Π 3∏
i=1
‖fi‖γ(R;Xi).
Of course, this estimate is false, as can be seen by taking each Xi to be C and Π
to be the natural product of scalars. It can be salvaged by asking for the functions
in question to be ‘almost constant at scale 1’, quantified in terms of derivatives.
Theorem 2.25. Let Π: X1 × X2 × X3 → C be a bounded trilinear form on the
product of K-convex Banach spaces. Then for all fi ∈ C1(R;Xi) with fi, f ′i ∈
γ(R;Xi), ∣∣∣ˆ
R
Π(f1(t), f2(t), f3(t)) dt
∣∣∣ .Π 3∏
i=1
(‖fi‖γ(R;Xi) + ‖f ′i‖γ(R;Xi)).
We will prove Theorem 2.25 as a consequence of two lemmas.
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Lemma 2.26. Let X be a K-convex Banach space and f ∈ L1loc(R;X), and let
fn :=
ˆ n+1
n
f(t) dt ∈ X ∀n ∈ Z.
Then
‖(fn)n∈Z‖ε(Z;X) . ‖f‖γ(R;X).
Proof. K-convexity allows estimation of the Rademacher norm by duality with
ε(Z, X∗). For all finitely supported sequences (x∗n)n∈Z in ε(Z;X∗) estimate∣∣∣∑
n∈Z
〈fn; x∗n〉
∣∣∣ = ∣∣∣ˆ
R
〈f(t);
∑
n∈Z
1[n,n+1)(t)x
∗
n〉dt
∣∣∣
. ‖f‖γ(R;X)
∥∥∥∑
n∈Z
1[n,n+1)x
∗
n
∥∥∥
γ(R;X∗)
.
Since (1[n,n+1))n∈Z is an orthonormal sequence in L2(R), [24, Proposition 9.1.3]
gives ∥∥∥∑
n∈Z
1[n,n+1)x
∗
n
∥∥∥
γ(R;X∗)
' ‖(x∗n)n∈Z‖ε(Z;X∗),
completing the proof. 
Lemma 2.27. Let X be a K-convex Banach space and f ∈ C1(R;X), and suppose
that both f and f ′ are in γ(R;X). Then for all t ∈ R we have
‖(f(n+ t))n∈Z‖ε(Z;X) . ‖f‖γ(R;X) + ‖f ′‖γ(R;X).
Proof. By translation invariance we may assume without loss of generality that
t = 0. For all n ∈ N we can write
f(n) =
ˆ n+1
n
(
f(u)−
ˆ u
n
f ′(v) dv
)
du = fn +
ˆ n+1
n
f ′(v)
ˆ n+1
v
dudv
= fn +
ˆ n+1
n
f ′(v)(n+ 1− v) dv = fn + gn
where g(v) := (dve − v)f ′(v), fn :=
´ n+1
n
f(v) dv, and gn :=
´ n+1
n
g(v) dv. By
Lemma 2.26 we find that
‖(f(n))n∈Z‖ε(Z;X) ≤ ‖(fn)n∈Z‖ε(Z;X) + ‖(gn)n∈Z‖ε(Z;X)
. ‖f‖γ(R;X) + ‖g‖γ(R;X) . ‖f‖γ(R;X) + ‖f ′‖γ(R;X)
using Theorem 2.16 and that |dve − v| ≤ 1 for all v ∈ R in the last line. 
Proof of Theorem 2.25. Write∣∣∣ˆ
R
Π(f1(t), f2(t), f3(t)) dt
∣∣∣ = ∣∣∣∑
n∈Z
ˆ n+1
n
Π(f1(t), f2(t), f3(t)) dt
∣∣∣
≤
∣∣∣∑
n∈Z
ˆ n+1
n
Π(f1(n), f2(t), f3(t)) dt
∣∣∣
+
∣∣∣∑
n∈Z
ˆ n+1
n
Π(f1(t)− f1(n), f2(t), f3(t)) dt
∣∣∣.
By Corollary 2.23 and Lemmas 2.24 and 2.27, the first summand is bounded by
RΠ
(
f1(Z)
)‖f2‖γ(R;X2)‖f3‖γ(R;X3)
. ‖(f1(n))n∈Z‖ε(Z;X1)‖f2‖γ(R;X2)‖f3‖γ(R;X3)
.
(‖f1‖γ(R;X1) + ‖f ′1‖γ(R;X1))‖f2‖γ(R;X2)‖f3‖γ(R;X3)
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which is consistent with the estimate being proven. As for the second term, write
∣∣∣∑
n∈Z
ˆ n+1
n
Π(f1(t)− f1(n), f2(t), f3(t)) dt
∣∣∣
=
∣∣∣∑
n∈Z
ˆ n+1
n
ˆ t
n
Π(f ′1(s), f2(t), f3(t)) dsdt
∣∣∣
=
∣∣∣ ˆ 1
0
∑
n∈Z
Π
( ˆ u
0
f ′1(n+ s)ds, f2(n+ u), f3(n+ u)
)
du
∣∣∣
≤
ˆ 1
0
∣∣∣∑
n∈Z
Π
( ˆ u
0
f ′1(n+ s)ds, f2(n+ u), f3(n+ u)
)∣∣∣ du.
For all u ∈ (0, 1), Lemmas 2.24, 2.26, and 2.27, and Theorem 2.16, imply
∣∣∣∑
n∈Z
Π
(ˆ u
0
f ′1(n+ s)ds, f2(n+ u), f3(n+ u)
)∣∣∣
.
∥∥∥( ˆ u
0
f ′1(n+ s)ds
)
n∈Z
∥∥∥
ε(Z;X1)
‖(f2(n+ u))n∈Z‖ε(Z;X2)‖(f3(n+ u))n∈Z‖ε(Z;X3)
.
∥∥∥(∑
n∈N
1[n,n+u)
)
f ′1
∥∥∥
γ(R;X1)
2∏
i=1
(‖fi‖γ(R;Xi) + ‖f ′i‖γ(R;Xi))
. ‖f ′1‖γ(R;X1)
2∏
i=1
(‖fi‖γ(R;Xi) + ‖f ′i‖γ(R;Xi)).
Integrating in u completes the proof. 
By using the change of variables σ(t) = et, which defines an isometric isomor-
phism L2(R)→ L2dσ/σ(0,∞), we obtain the following multiplicative version of The-
orem 2.25. This argument is similar to that used to prove Corollary 2.11.
Corollary 2.28. Let Π: X1×X2×X3 → C be a bounded trilinear form on the pro-
duct of K-convex Banach spaces. Then for all gi ∈ C1(R+;Xi) with gi, σ∂σgi(σ) ∈
γdσ/σ(R+;Xi),
∣∣∣ˆ ∞
0
Π(g1(σ), g2(σ), g3(σ))
dσ
σ
∣∣∣
.Π
3∏
i=1
(‖gi‖γdσ/σ(R+;Xi) + ‖σ∂σgi(σ)‖γdσ/σ(R+;Xi)).
Finally we prove a technical lemma whose utility will be apparent in the proof
of Theorem 4.1 later on.
Lemma 2.29. Let Π: X1×X2×X3 → C be a bounded trilinear form on the product
of K-convex Banach spaces. Let fi : R+ → Xi be functions such that:
• fi is in γdσ/σ(R+;Xi),
• fi = gi + hi for some functions gi, hi : R+ → Xi, with gi and σ∂σgi(σ) in
γdσ/σ(R+;Xi), and with RΠ(hi(R+)) <∞.
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Then ∣∣∣ˆ
R+
Π(f1(σ), f2(σ), f3(σ))
dσ
σ
∣∣∣
.
3∏
i=1
(
‖fi‖γdσ/σ(R+;Xi) + ‖gi‖γdσ/σ(R+;Xi)
+ ‖σ∂σgi(σ)‖γdσ/σ(R+;Xi) +RΠ(hi(R+))
)
.
Proof. Abbreviating
I(F,G,H) :=
∣∣∣ˆ
R+
Π(F (σ), G(σ), H(σ))
dσ
σ
∣∣∣,
we have by multilinearity and the triangle inequality
I(f1, f2, f3) ≤ I(g1, f2, f3) + I(h1, f2, f3)
≤ I(g1, g2, f3) + I(g1, h2, f3) + I(h1, f2, f3)
≤ I(g1, g2, g3) + I(g1, g2, h3) + I(g1, h2, f3) + I(h1, f2, f3).
The result then follows by applying Corollary 2.28 to the first term and Corollary
2.23 to the remaining terms. 
2.5. Outer Lebesgue spaces. In this section we give a brief overview of the
definition and basic properties of abstract outer spaces and the associated outer
Lebesgue quasinorms, which were introduced in [21]. For a topological space X we
let B(X) denote the σ-algebra of Borel sets in X, and for a topological vector space
X we let B(X;X) denote the set of Borel measurable functions X→ X.
Definition 2.30. Let X be a topological space.
• A σ-generating collection on X is a subset B ⊂ B(X) such that X can be
written as a union of countably many elements of B. We write
B∪ :=
{ ∞⋃
n=1
Bn : Bn ∈ B for all n ∈ N
}
.
• A local measure (on B) is a σ-subadditive function µ : B → [0,+∞] such
that µ(∅) = 0.
• Given a topological vector space X, an X-valued local size (on B) is a
collection of ‘quasi-norms’ S = (‖·‖S(B))B∈B, with each ‖·‖S(B) : B(X;X)→
[0,+∞], satisfying
positive homogeneity:
‖λF‖S(B) = |λ|‖F‖S(B) ∀F ∈ B(X;X) ∀λ ∈ C;
global positive-definiteness:
‖F‖S(B) = 0 for all B ∈ B ⇔ F = 0;
quasi-triangle inequality: there exists a constant C ∈ [1,∞) such that
for all B ∈ B,
‖F +G‖S(B) ≤ C(‖F‖S(B) + ‖G‖S(B)) ∀F,G ∈ B(X;X).
• An (X-valued) outer space is a tuple (X,B, µ,S) consisting of a topological
space X, a σ-generating collection B on X, a local measure µ, and an X-
valued local size S, all as above. We often do not explicitly reference X.
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Consider an outer space (X,B, µ,S). We extend µ to an outer measure on X via
countable covers: for all E ⊂ X,
(2.6) µ(E) := inf
{∑
n∈N
µ(Bn) : Bn ∈ B,
⋃
n∈N
Bn ⊃ E
}
.
We abuse notation and write µ for both the local measure and the corresponding
outer measure. We define the outer size (or outer supremum) of F ∈ B(X;X) by
(2.7) ‖F‖S := sup
B∈B
sup
V ∈B∪
‖1X\V F‖S(B).
We say that two local sizes S1, S2 on B are equivalent if
‖F‖S1 ' ‖F‖S2
for all F ∈ B(X;X). The conjunction of the notions of outer measure and outer
size allows us to define the outer super-level measure of a function F ∈ B(X;X) as
(2.8) µ(‖F‖S > λ) := inf{µ(V ) : V ∈ B∪, ‖1X\V F‖S ≤ λ}.
This quantity need not be the measure of any specific set. Instead, it is an in-
termediate quantity between the outer measure µ and the outer size S. For any
F ∈ B(X;X) we define
(2.9) µ(spt(F )) := µ
(‖F‖S > 0).
Definition 2.31. Let (X,B, µ,S) be an X-valued outer space. We define the outer
Lebesgue quasinorms of a function F ∈ B(X;X), and their weak variants, by setting
‖F‖LpµS :=
( ˆ ∞
0
λpµ(‖F‖S > λ) dλ
λ
)1/p
∀p ∈ (0,∞),
‖F‖Lp,∞σ S := sup
λ>0
λµ(‖F‖S > λ)1/p ∀p ∈ (0,∞),
‖F‖L∞µ S := ‖F‖S.
It is straightforward to check that these are indeed quasinorms (modulo functions
F with µ(spt(F )) = 0).
One can construct iterated outer spaces by using an outer Lebesgue quasinorm
itself to define a local size.
Definition 2.32. Let (X,B, µ,S) be an outer space. Let B′ be a σ-generating
collection on X, and let ν be a local measure on B′. Then for all q ∈ (0,∞) define
the iterated local size -LqµS on B′ (which depends on ν) by
(2.10) ‖F‖-LqµS(B′) :=
1
ν(B′)1/q
‖1B′F‖LqµS (B′ ∈ B′).
It is straightforward to check that -LqµS is a local size on B′, so that (X,B′, ν, -LqµS)
is an outer space.
We will use a few key properties of outer Lebesgue quasinorms. The following
Radon–Nikodym-type domination result lets us compare classical Lebesgue inte-
grals with outer Lebesgue quasinorms. The proof is a straightforward modification
of [46, Lemma 2.2] and [21, Proposition 3.6]
Proposition 2.33. Let (X,B, µ,S) be an outer space such that the outer measure
generated by µ is σ-finite. Let m be a positive Borel measure on X such that there
exists a constant Cm <∞ with∥∥∥ˆ
B
F (x) dm(x)
∥∥∥
X
≤ Cm‖F‖S(B)µ(B) ∀B ∈ B, ∀F ∈ L1(B,m|B ;X)
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and
µ(A) = 0 ⇒ m(A) = 0 ∀A ∈ B(X).
Then we have∥∥∥ ˆ
X
F (x) dm(x)
∥∥∥
X
. Cm‖F‖L1µS ∀F ∈ L1(X,m;X).
The previous proposition is usually followed by the following outer Ho¨lder in-
equality. A slightly weaker version has been proven before, but we need a version
that supports multiple outer spaces.
Proposition 2.34. For each i ∈ {0, 1, . . . ,M} let Xi be a topological vector space
and let (Xi,Bi, µi,Si) be an Xi-valued outer space. Let
Π :
M∏
i=1
B(Xi;Xi)→ B(X0;X0)
be an M -sublinear map, and suppose that there is a constant C <∞ such that for
all i ∈ {1, . . . ,M} and Fi ∈ B(Xi;Xi), the outer sizes Si and outer measures µi
satisfy the bounds
(2.11) ‖Π(F1, . . . , FM )‖S0 ≤ C
M∏
i=1
‖Fi‖Si
and
µ0(spt Π(F1, . . . , FM )) ≤ C min
i=1,...,M
µi(sptFi).
Then for all pi ∈ (0,∞] we have
(2.12) ‖Π(F1, . . . , FM )‖Lp0µ0S0 .pi C
M∏
i=1
‖Fi‖LpiµiSi
with p−10 =
∑M
i=1 p
−1
i .
Proof. Assume that the factors on the right hand side of (2.12) are finite and non-
zero, for otherwise there is nothing to prove. By homogeneity we may assume that
‖Fi‖LpiµiSi = 1 for each i ∈ {1, . . . ,M}. For each such i and all n ∈ Z, let A
n
i ⊂ X
be such that ∑
n∈Z
2nµi(A
n
i ) . 1 and ‖1X\Ani Fi‖Si . 2n/pi .
We may assume that Ani ⊂ An−1i by considering A˜ni =
⋃
k≥nA
k
i and noticing that
A˜ni satisfies the conditions above. Let
F<ni := 1X\Ani F
>n
i := 1Ani Fi
so that
Π(F1, . . . , FM ) =
∑
∈{<,>}M
Π(F1n1 , . . . , F
Mn
M ).
By assumption we have that
‖Π(F<n1 , . . . , F<nM )‖S0 . C2n
∑M
i=1 p
−1
i ,
while for any  6= (<,<, . . . , <,<) it holds that
µ0
(
spt Π(F1n1 , . . . , F
Mn
M )
)
. C max
i∈{1,...,M}
(
µi(A
n
i )
)
.
Thus
µ0
(
‖Π(F<n1 , . . . , F<nM )‖S0 > 2n
∑M
i=1 p
−1
i
)
. C
M∑
i=1
µi(A
n
i ),
which concludes the proof. 
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After using an outer Ho¨lder inequality, one typically needs to estimate outer
Lebesgue quasinorms. This can be done by interpolation, using either or both of
the following two results. The first is proven in [21, Proposition 3.3], and the second
in [21, Proposition 3.5] (see also [18, Proposition 7.4]).
Proposition 2.35 (Logarithmic convexity). Let (X,B, µ,S) be an X-valued outer
space. Then for any p0, p1 ∈ (0,∞] with p0 < p1 and any θ ∈ (0, 1), we have
‖F‖Lpθµ S .p0,p1,θ ‖F‖Lp0,∞µ S‖F‖Lp1,∞µ S
for all F ∈ B(X;X), where pθ = [p0, p1]θ.
Proposition 2.36 (Marcinkiewicz interpolation). Let (X,B, µ,S) be an X-valued
outer space. Let Ω be a σ-finite measure space, and let T be a quasi-sublinear
operator mapping Lp0(Ω;X) +Lp1(Ω;X) into B(X;X) for some 1 ≤ p0 < p1 ≤ ∞.
Suppose that
‖Tf‖Lp0,∞µ S . ‖f‖Lp0 (Ω;X),
‖Tf‖Lp1,∞µ S . ‖f‖Lp1 (Ω;X)
∀f ∈ Lp0(Ω;X) + Lp1(Ω;X).
Then for all p ∈ (p0, p1),
‖Tf‖LpµS . ‖f‖Lp(Ω;X) ∀f ∈ Lp(Ω;X).
3. Analysis on the time-frequency-scale space
By the time-frequency-scale space we mean R3+, whose points parametrise the op-
erators Λ(η,y,t) = Try Modη Dilt representing the fundamental symmetries of BHFΠ.
It is natural to think of R3+ as a metric space, equipped with the pushforward of
the Euclidean metric on R3 by the map (x, y, τ) 7→ (eτx, e−τy, eτ ). This metric
does not play an important role in our analysis, but it is worth keeping in mind.
For (ξ, x, s) ∈ R3+ we define mutually inverse local coordinate maps pi(ξ,x,s), pi−1(ξ,x,s),
both mapping R3+ to itself, by
(3.1)
pi(ξ,x,s)(θ, ζ, σ) =
(
ξ + θ(sσ)−1, x+ sζ, sσ
)
,
pi−1(ξ,x,s)(η, y, t) :=
(
t(ξ − η), y − x
s
,
t
s
)
.
With a view towards applications to the bilinear Hilbert transform, we fix a
small parameter b > 0 and an bounded open interval Θ (a frequency band) with
B2b ( B1 ( Θ. The constructions below depend on both of these choices. In
applications we will need multiple choices of Θ, so we sometimes reference it in the
notation, but only when the particular choice of Θ is important. We will only ever
need one choice of b (and b = 2−4 will do), so we will always suppress it.
3.1. Trees and strips.
Definition 3.1. Define the model tree by
(3.2) TΘ :=
{
(θ, ζ, σ) ∈ R3+ : θ ∈ Θ, |ζ| < 1− σ
}
and define the tree with top (ξ, x, s) ∈ R3+ to be the set
T(ξ,x,s),Θ := pi(ξ,x,s)(TΘ).
For a tree T = T(ξ,x,s),Θ we use the shorthand piT := pi(ξ,x,s) and (ξT , xT , sT ) =
(ξ, x, s). We define the inner and outer parts of T by
T in := pi(ξT ,xT ,sT )
(
TΘ ∩ {θ ∈ B2b}
)
, T out := pi(ξT ,xT ,sT )
(
TΘ ∩ {θ ∈ Θ \B2b}
)
,
and we denote the family of all trees by TΘ. The set TΘ is a σ-generating collection
on R3+, and we define a local measure µΘ on TΘ by
(3.3) µΘ(T ) := sT .
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See Figure 1 for a sketch of the model tree TΘ, and Figure 2 for how two trees
look in local coordinates with respect to one of them.
ζ
σ
T
(0, 1)
θ
σ
θ∗− −2b 2b θ∗+
(0, 1)T T
outTin
y
t
T
(xT , sT )
η
t
(ξT , sT )
T
T in
T out
πT
Figure 1. Top: the model tree TΘ in the time-scale and
frequency-scale planes. Bottom: the tree T(ξT ,xT ,sT ),Θ in the
η = ξT and y = xT planes.
η
t
T
T ′
θ
σ
θ∗− −2b 2b θ∗+
T
π−1T (T
′)π−1T
Figure 2. Left: Two trees in the frequency-scale plane. Right:
The same two trees, viewed in local coordinates with respect to T ,
in the frequency-scale plane.
A tree T represents a region of time-frequency-scale space in which frequency
is localised around ξT (with precision measured by the rescaled frequency band
s−1T Θ), time is approximately localised to BsT (xT ),
11 and the maximum scale is
sT . Time-frequency analysis restricted to a single tree essentially corresponds to
Caldero´n–Zygmund theory; handling the contributions of multiple trees is the main
difficulty.
Definition 3.2. Define the model strip by
(3.4) D :=
{
(ζ, σ) ∈ R2+ : |ζ| < 1− σ
}
,
and define the strip with top (x, s) ∈ R2+to be the set
(3.5) D(x,s) := pi(0,x,s)(R×D).
11The time variable can also be interpreted as a spatial variable.
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We let (xD, sD) := (x, s), and we denote the family of all strips by D. Of course D
is a σ-generating collection on R3+, and we define a local measure ν on D by
(3.6) ν(D(x,s)) := s.
A strip D represents a region of R3+ in which time is localised to B(xD, sD) and
the maximum scale is sD, while frequency is unrestricted. Note that
D(x,s) =
{
(η, y, t) ∈ R3+ : |y − x| < s− t
}
=
⋃
ξ∈Q
pi(ξ,x,s)(TΘ),
so in particular each strip can be written as a countable union of trees, and it
follows that D∪ ⊂ T∪Θ.
3.2. Wave packets and embeddings. Let X be a Banach space. As discussed
in the introduction, we will consider not only X-valued functions but also L(Φ;X)-
valued functions, where Φ is a space of testing wave packets.
Definition 3.3. Let
Φ :=
{
ϕ ∈ S (R) : spt ϕ̂ ⊂ [−b, b]},
and equip Φ with the Fre´chet topology induced by the norms ‖ϕ‖N = ‖ϕ̂‖CN for
N ∈ N. We let
ΦN1 := {ϕ ∈ Φ: ‖ϕ‖N ≤ 1}.
Often we write Φ1 := Φ
N
1 when the natural number N is understood from context
(generally it is fixed, and very large). For θ ∈ R define Ψ(θ) ⊂ Φ by
(3.7) Ψ(θ) := {ψ ∈ Φ: ψ̂(−θ) = 0}
and let ΨN1 (θ) := Ψ ∩ ΦN1 . Note that Ψ(θ) = Φ for θ /∈ Bb.
Having defined the testing wave packet space Φ, we view the embedding (1.6)
as a map
E: S (R;X)→ B(R3+;L(Φ;X))
where L(Φ;X) is endowed with the weak-∗ topology. Now consider another topo-
logical vector space Y (not necessarily X or L(Φ;X)). Given a tree T ∈ TΘ and a
function F ∈ B(R3+;Y ), we can look at F in the local coordinates with respect to
T . The way we do this is modelled on the behaviour of embedded functions under
change of coordinates. Given T ∈ T and f ∈ S (R;X), notice that
(3.8)
(E[f ][ϕ] ◦ piT )(θ, ζ, σ)
= e2piiξT (xT+σζ)
ˆ
R
(
Mod−ξT f
)
(xT + sT z) Trζ Dilσ Modθ ϕ(z) dz
for all ϕ ∈ S (R). With this relation in mind, we make the following definition.
Definition 3.4. Let Y be a topological vector space and F ∈ B(R3+;Y ). For each
T ∈ TΘ define the function pi∗TF ∈ B(R3+;Y ) by
(3.9) (pi∗TF ) (θ, ζ, σ) := 1TΘ(θ, ζ, σ) e
−2piiξT (xT+sT ζ)F ◦ piT (θ, ζ, σ)
where TΘ denotes the closure of TΘ.
Now consider f ∈ S (R;X) as before. It follows from (3.8) that
(3.10)
σ∂ζ
(
pi∗TE[f ]
)
[ϕ](θ, ζ, σ) =
(
pi∗TE[f ]
)
[(2piiθ − ∂z)ϕ(z)](θ, ζ, σ)
σ∂σ
(
pi∗TE[f ]
)
[ϕ](θ, ζ, σ) =
(
pi∗TE[f ]
)
[(2piiθ − ∂z)(zϕ(z))](θ, ζ, σ)
∂θ
(
pi∗TE[f ]
)
[ϕ](θ, ζ, σ) =
(
pi∗TE[f ]
)
[2piizϕ(z)](θ, ζ, σ)
for all ϕ ∈ Φ, where z is a dummy variable. Thus differentiation of embedded
functions corresponds to changing the wave packet. The identities (3.10) need not
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hold for general functions in B(R3+;L(Φ;X)), so we use the right hand sides as a
new definition.
Definition 3.5. The wave packet differentials are the operators
dζ , dσ, dθ : B(R3+;L(Φ;X))→ B(R3+;L(Φ;X))
defined by
(3.11)
σdζF [ϕ](θ, ζ, σ) := F
[
(2piiθ − ∂z)ϕ(z)
]
(θ, ζ, σ)
σdσF [ϕ](θ, ζ, σ) := F
[
(2piiθ − ∂z)(zϕ(z))
]
(θ, ζ, σ)
dθF [ϕ](θ, ζ, σ) := F
[
2piizϕ(z)
]
(θ, ζ, σ)
for all F ∈ B(R3+;L(Φ;X)) and ϕ ∈ Φ.
Thus for f ∈ S (R;X) we can write the equations (3.10) as
(3.12) (∂ζ − dζ)(pi∗TE[f ]) = (∂σ − dσ)(pi∗TE[f ]) = (∂θ − dθ)(pi∗TE[f ]) = 0,
so that the defect operators
(3.13) ζ := (∂ζ − dζ) σ := (∂σ − dσ) θ := (∂θ − dθ)
quantify how much pi∗TF differs from the pullback on a tree of an embedded function.
In general, the partial derivatives used in the definition of the defect operators are
to be interpreted in the distributional sense.
Remark 3.6. For any wave packet ϕ ∈ Φ and any θ ∈ R, the modified wave packets
appearing in the definition of the wave packet differentials dζ and dσ are both in
Ψ(θ), with
‖(2piiθ − ∂z)ϕ(z)‖N . ‖ϕ‖N and ‖(2piiθ − ∂z)zϕ(z)‖N−1 . ‖ϕ‖N
for all N ≥ 1. This innocuous observation will turn out to be quite important.
The definitions above (among other considerations) lead us to quantities of the
form F [ϕθ,ζ,σ](θ, ζ, σ), in which the wave packet being tested against may vary
over R3+. Here we present a useful lemma allowing for an arbitrary wave packet
in Φ1 to be represented as a superposition of a fixed sequence of wave packets. In
applications this essentially lets us assume that the wave packet ϕ = ϕθ,ζ,σ does
not depend on (θ, ζ, σ).
Lemma 3.7. For all N ∈ N there exists a sequence of wave packets υk ∈ ΦN1 with
the following property: every ϕ ∈ ΦN ′1 with N ′ ≥ 2N + 1 can be represented as an
infinite linear combination
ϕ(z) =
∑
k∈Z
aϕ,N (k)υk(z)
with coefficients (aϕ,N (k))k∈Z satisfying
|aϕ,N (k)| .N,N ′ 〈k〉−N ′+2N+1.
Proof. First suppose there exists a sequence of functions (υk)k∈Z in C∞(R) such
that
(3.14) spt υ̂k ⊂ [−b, b], υ̂k ∈ CN (R), ‖υk‖N < 1
satisfying the conclusion of the Lemma (note that υ̂ need not be smooth). We
deduce the full claim by an approximation argument. For each k ∈ Z there exists
a sequence (υk,κ)κ∈N with limκ→∞ υk,κ = υk in ‖ · ‖N and ‖υk,κ+1 − υk,κ‖N < 2−κ
for all κ ∈ N. We then have
ϕ =
∑
k∈Z
aϕ,N (k)υk =
∑
k∈Z
∞∑
κ=−1
2−κaϕ,N (k)υ˜k,κ
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with
υ˜k,κ :=
{
2κυk,0 if κ = −1
2κ(υk,κ+1 − υk,κ) if κ ≥ 0.
The claim follows by reindexing the summation.
It remains to prove the weakened claim with (υk)k∈Z satisfying (3.14). Let
υ̂ ∈ CN (R) be even, smooth on B2b/3, with 0 < υ̂(ẑ) ≤ 1, and
υ̂(ẑ) =

1 b ≤ ẑ < b/3
|ẑ − b|N+1 b/2 ≤ ẑ < b
0 ẑ ≥ b.
For all ϕ ∈ ΦN ′1 we have ϕ˜ := (ϕ̂/υ̂)∨ ∈ Φ (where ∨ denotes the inverse Fourier
transform) with ‖ϕ˜‖N ′−N−1 . ‖ϕ‖N . Fourier inversion yields
ϕ̂(ξ) = ̂˜ϕ(ξ)υ̂(ξ) = 1
2b
∑
k∈Z
(ˆ
Bb
̂˜ϕ(ẑ)e−2pii k2b ẑdẑ)υ̂(ξ)e2pii k2b ξ
=
1
2b
∑
k∈Z
ϕ˜
( k
2b
)
Modk/2b υ̂(ξ),
so that
ϕ(x) =
1
2b
∑
k∈Z
ϕ˜
( k
2b
)
Trk/2b υ(x).
Since ∥∥Trk/2b υ∥∥N < Cυ,N〈 k2b〉N and ∣∣∣ϕ˜( k2b)∣∣∣ . 〈 k2b〉−N
′+N+1
‖ϕ‖N ,
we can set
υk,N := C
−1
υ,N
〈 k
2b
〉−N
Trk/2b υ and aϕ,N (k) := Cυ,N
〈 k
2b
〉N
ϕ˜
( k
2b
)
,
completing the proof. 
3.3. Local sizes on trees. Given a Banach space X, we define various classes of
X-valued and L(Φ;X)-valued local sizes on TΘ. The first class is the same as that
used in scalar-valued time-frequency analysis.
Definition 3.8 (Lebesgue local sizes). For s ∈ [1,∞] and N ∈ N we define the
local sizes LsΘ,N as follows: for F ∈ B(R3+;L(Φ;X)) and T ∈ TΘ,
(3.15) ‖F‖LsΘ,N (T ) =
(ˆ
R3+
sup
ϕ∈ΦN1
∥∥pi∗TF [ϕ](θ, ζ, σ)∥∥sX dθ dζ dσσ ) 1s
with the usual modification when s = ∞. We will drop N ∈ N from the notation
unless it is relevant. For G ∈ B(R3+;X) we abuse notation and write
‖G‖LsΘ(T ) := ‖pi∗TG‖Lsdθdζ dσ
σ
(R3+;X);
that is, ‖G‖LsΘ(T ) is defined as in (3.15), where we drop the supremum over wave
packets from the definition. These local sizes have ‘inner’ and ‘outer’ variants
‖F‖LsΘ,in(T ) := ‖1T inF‖LsΘ(T ) ‖F‖LsΘ,out(T ) := ‖1T outF‖LsΘ(T ).
The scalar-valued Lebesgue local sizes satisfy the following local size-Ho¨lder in-
equality, which has a straightforward proof.
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Proposition 3.9. Suppose (si)
3
i=1 and (s˜i)
3
i=1 are two Ho¨lder triples of exponents,
with si, s˜i ∈ (0,∞]. Then for any T ∈ TΘ and F1, F2, F3 ∈ B(R3+;C),
‖F1F2F3‖L1Θ(T ) .
3∏
i=1
‖Fi‖(LsiΘ,out+Ls˜iΘ,in)(T ).
The next local sizes use the γ-norm defined in Section 2.2.12
Definition 3.10 (‘outer’ γ local size). For s ∈ [1,∞] and N ∈ N we define the
local sizes RsΘ,N,out as follows: for F ∈ B(R3+;L(Φ;X)) and T ∈ TΘ,
(3.16) ‖F‖RsΘ,N,out(T ) :=
(ˆ
R2
sup
ϕ∈ΦN1
‖pi∗T (1T outF )[ϕ](θ, ζ, σ)‖sγdσ/σ(R+;X) dζdθ
) 1
s
.
As with the Lebesgue local sizes, we drop N from the notation whenever possible.
For G ∈ B(R3+;X) we abuse notation and define ‖G‖RsΘ,N,out(T ) as in (3.16), but
without the supremum over ΦN1 :
‖F‖RsΘ,N,out(T ) :=
(ˆ
R2
‖pi∗T (1T outF )(θ, ζ, σ)‖sγdσ/σ(R+;X) dζdθ
) 1
s
.
When X is isomorphic to a Hilbert space we have that R2Θ,out and L
2
Θ,out are
equivalent, by Proposition 2.7. In general, unless X has type 2 or cotype 2, there
is no comparison between these two local sizes.
Remark 3.11. To illustrate the definition of the local size Rsout, consider F = E[f ]
for some f ∈ S (R;X) and T = T(0,0,1),Θ. For (θ, ζ, σ) ∈ TΘ we have
piT∗E[f ][ϕ](θ, ζ, σ) = f ∗Dilσ ϕ˜θ(ζ) ϕ˜θ := Modθ ϕ ◦ (− Id).
Since 1T outF is measured in the definition of ‖F‖Rsout , the only θ which contribute
satisfy |θ| > 2b. The wave packets ϕ that are used all satisfy spt ϕ̂ ⊂ Bb, so ϕ˜θ has
Fourier support vanishing in Bb and in particular
´
R ϕ˜θ(z)dz = 0. Thus ‖F‖Rsout
represents a localised Ls-norm of a Littlewood–Paley-type square function. When
X is a UMD space, these can be controlled via Theorem 2.21.
We also introduce local sizes which represent square functions on the ‘inner’
frequencies θ ∈ B2b. These will not be taken with respect to all wave packets
ϕ ∈ Φ, but only those in Ψ(θ), which have Fourier transform vanishing at −θ.
Definition 3.12 (‘full’ γ local size). For N ∈ N and s ∈ [1,∞), we define the local
size RsΘ,N for F ∈ B(R3+;L(Φ;X)) and T ∈ TΘ by
(3.17) ‖F‖RsΘ,N (T ) :=
(ˆ
R2
sup
ψ∈ΨN1 (θ)
‖pi∗TF [ψ](θ, ζ, σ)‖sγdσ/σ(R+;X) dζdθ
) 1
s
.
As above, reference to N will be omitted whenever reasonable.
The final classes of local sizes measure how far a function F : R3+ → L(Φ;X)
differs from an embedded function E[f ]. These local sizes are also exploited in the
scalar-valued theory in [48]; a discrete version was used in [2].
Definition 3.13 (Defect local sizes). For N ∈ N we define the the σ-defect and
ζ-defect local sizes WσΘ.N and W
ζ
Θ,N as follows: for F ∈ B(R3+;L(Φ;X)) and
12We used a discrete version with Rademacher sums in place of γ-norms in [2]; this discrete
version was also used in [18].
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T ∈ TΘ,
(3.18)
‖F‖WσΘ,N (T ) := sup
ϕ∈ΦN1
sup
g
∣∣∣ˆ
R3+
〈
(σσpi∗TF )[ϕ](θ, ζ, σ); g(θ, ζ, σ)
〉 dσ
σ
dζ dθ
∣∣∣
‖F‖WζΘ,N (T ) := sup
ϕ∈ΦN1
sup
g
∣∣∣ˆ
R3+
〈
(σζpi∗TF )[ϕ](θ, ζ, σ); g(θ, ζ, σ)
〉 dσ
σ
dζ dθ
∣∣∣
with inner supremum taken over all g ∈ C∞c (R3+;X∗) satisfyingˆ
R2
sup
σ∈R+
‖g(θ, ζ, σ)‖X∗ dζ dθ ≤ 1.
Thus the defect sizes behave like L1 in scale and L∞ in time and frequency. The
defect operators σ and ζ involve distributional derivatives, and the integral is
an abuse of notation for the pairing of X-valued distributions with X∗-valued test
functions. For F ∈ B(R3+;L(Φ;X)) which is not locally integrable, we define
‖F‖WσΘ(T ) = ‖F‖WζΘ(T ) =∞.
The defect local sizes are not actually local sizes: they fail global positive-
definiteness, as they vanish on every embedded function E[f ]. However, the ‘com-
plete’ local sizes defined below are actual local sizes.
Definition 3.14 (Complete local size). Let X be a Banach space. For N ∈ N,
s ∈ [1,∞), F ∈ B(R3+;L(Φ;X)), and T ∈ TΘ, we define
‖F‖SsΘ,N (T ) := ‖F‖L∞Θ,N (T ) + ‖F‖RsΘ,N (T ) + ‖F‖WσΘ,N (T ) + ‖F‖WζΘ,N (T ).
Remark 3.15. The outer space structures introduced on R3+ are invariant under
translation, modulation, and dilation symmetries, in the sense that
(3.19) µ(E) = t0µ
({(t0η + η0, t0y + y0, t0t) : (η, y, t) ∈ E})
for any (η0, y0, t0) ∈ R3+ and E ⊂ R3+, and similarly for ν. Furthermore it holds
that
(3.20) t−10 E[f ]((η − η0)t0, (y − y0)/t0, t/t0) = e−2piiη0(y−y0)E[Λ(η0,y0,t0)f ](η, y, t).
The local sizes defined above possess analogous invariance properties.
To end this section we note that for F ∈ B(R3+;L(Φ;X)), the local sizes Ls, Rsout,
and Rs (all of which involve testing against wave packets which generally vary over
R3+) can be controlled by the values of the corresponding sizes of F [ϕ] ∈ B(R3+;X)
with ϕ ∈ Φ1 constant over R3+. This is a direct corollary of Lemma 3.7.
Proposition 3.16. For all N ′ > 2N + 1, s ∈ (0,∞), and F ∈ B(R3+;L(Φ;X)),
‖F‖Ls
Θ,N′ (T )
. sup
ϕ∈ΦN1
‖F [ϕ]‖LsΘ,N,out(T )
‖F‖Rs
Θ,N′,out(T )
. sup
ϕ∈ΦN1
‖F [ϕ]‖RsΘ,N,out(T ).
4. Local size-Ho¨lder / the single-tree estimate
In this section we will prove a local size-Ho¨lder inequality, which will ultimately
reduce bounds on BHFΠ to outer Lebesgue-valued bounds for the embedding map
E. Such an estimate is more familiarly known as a single-tree estimate, being an
estimate for a wave packet form localised to a single tree.
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4.1. Statement of the result and consequences for BHWFΠ. Fix b = 2
−4
and ϕ0 ∈ Φ with Fourier support in Bb/2.13 For Banach spaces X1, X2, X3 and a
bounded trilinear form Π: X1 × X2 × X3 → C, we can write the BHF-type wave
packet form associated with Π on functions Fi : R3+ → L(Φ, Xi) as follows: setting
α = (1, 1,−2) and β = (−1, 1, 0) for convenience,
BHWFϕ0,KΠ (F1, F2, F3) =
ˆ
K
Π3i=1
(
Fi[ϕ0](αiη − βit−1, y, t)
)
dη dy dt,
where K ⊂ R3+ is any compact subset of R3+ and Π3i=1(xi) := Π(x1, x2, x3). Let Π
be the trilinear operator
Π :
3∏
i=1
B(R3+;L(Φ, Xi))→ B(R3+;C)(
Π3i=1(Fi)
)
(η, y, t) := Π3i=1
(
Fi[ϕ0](αiη − βit−1, y, t)
)
,
so that we can write
BHWFϕ0,KΠ (F1, F2, F3) =
ˆ
K
(
Π3i=1(Fi)
)
(η, y, t) dη dy dt.
Fix the frequency band Θ = B2, and for i ∈ {1, 2, 3} define the translated
frequency bands
Θi := αiΘ + βi
Θ∗i =
{
θ ∈ Θ: αiθ + βi ∈ B3b
}
,
so that B2b ( B1 ( Θi for all i and Θ∗i are pairwise disjoint.
Theorem 4.1. Fix Banach spaces X1, X2, X3 with finite cotype and a bounded
trilinear form Π: X1 ×X2 ×X3 → C. Let (si)3i=1 be a Ho¨lder triple of exponents
in (1,∞). Then for any T ∈ TΘ, any A ∈ T∪Θ, and Fi ∈ B
(
R3+;L(Φ;Xi)
)
,
(4.1)
∥∥1R3+\AΠ(F1, F2, F3)∥∥(IΘ,K+L∞)(T ) . 3∏
i=1
‖Fi‖SsiΘi ,
for all compact K = V+ \ V− with V± ∈ T∪Θ, where
(4.2) ‖G‖IΘ,K(T ) :=
∣∣∣ˆ
TΘ
(
(1KG) ◦ piT
)
(θ, ζ, σ)
dσ
σ
dζdθ
∣∣∣
so that IΘ,K + L∞ is a local size. Furthermore it holds that
(4.3) µ
(
spt Π
(
F1, F2, F3
)) ≤ min
i∈{1,2,3}
µi(sptFi).
This has the following consequence for BHWFΠ, whose proof is a straightforward
combination of Theorem 4.1 with Proposition 2.33.14
Corollary 4.2. Fix Banach spaces X1, X2, X3 with finite cotype and a bounded
trilinear form Π: X1 ×X2 ×X3 → C. Let (pi)3i=1, (qi)3i=1, and (si)3i=1 be Ho¨lder
triples of exponents, with pi, qi ∈ (0,∞] and si ∈ (1,∞). Then for all Fi ∈
B(R3+;L(Φ;Xi)) and all compact K = V+ \ V− with V± ∈ T∪Θ,
(4.4) |BHWFϕ0,KΠ (F1, F2, F3)| .
3∏
i=1
‖Fi‖Lpiν -LqiµiSsiΘi ,
where µi := µΘi and the implicit constant is independent of K.
13Any sufficiently small b will work here.
14See [2, Corollary 4.13] for the argument for the Walsh model.
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Remark 4.3. Note that we prove (4.4) rather than the stronger estimate
(4.5)
ˆ
K
∣∣(Π3i=1(Fi))(η, y, t)∣∣dη dy dt . 3∏
i=1
‖Fi‖Lpiν -LqiµiSsiΘi
with absolute value inside the integral. Such an estimate would imply
(4.6)
ˆ
K
a(η, y, t)(Π3i=1(Fi))(η, y, t) dη dy dt . ‖a‖L∞(R3+)
3∏
i=1
‖Fi‖Lpiν -LqiµiSsiΘi
for all a ∈ L∞(R3+). In [2, Proposition 4.12] we prove a discrete analogue of
(4.6), which models the situation where the multiplier a satisfies |t∂ta(η, y, t)| . 1.
It should be possible to prove (4.6) with regularity assumptions on a, leading to
multilinear multiplier theorems along the lines of those proven by Muscalu, Tao,
and Thiele [37] (as proven in [16]). It should also be possible to handle more than
three factors. These extensions are beyond the scope of this article.
4.2. Proof of Theorem 4.1.
4.2.1. Preliminary setup. Boundedness of Π immediately implies∥∥1R3+\AΠ(F1[ϕ0], F2[ϕ0], F3[ϕ0])∥∥L∞ . 3∏
i=1
‖Fi‖L∞ ≤
3∏
i=1
‖Fi‖SsiΘi ,
so we need only control IΘ. By definition we have(
1K\A Π3i=1(Fi)
) ◦ piT (θ, ζ, σ) = (Π3i=1(1KiFi)) ◦ piT (θ, ζ, σ),
where Ki = V+,i \
(
V−,i ∪Ai
)
with
Ai := {(αiη − βit−1, y, t) : (η, y, t) ∈ A} ∈ T∪Θi
V±,i := {(αiη − βit−1, y, t) : (η, y, t) ∈ V±} ∈ T∪Θi .
The statement of (4.3) follows trivially by noticing that µ(V±) = µi(V±,i).
Multiplying by 1 = e2pii(α1+α2+α3)ξT (xT+sT ζ), we have∥∥1R3+\AΠ(F1[ϕ0], F2[ϕ0], F3[ϕ0])∥∥IΘ(T )
=
∣∣∣ˆ
TΘ
Π3i=1
(
e−2piiαiξT (xT+sT ζ)
(
1KiFi[ϕ0]
) ◦ piTi(αiθ + βi, ζ, σ))dσσ dζ dθ∣∣∣
=
∣∣∣ˆ
TΘ
Π3i=1
(
pi∗Ti
(
1KiFi[ϕ0]
)
(αiθ + βi, ζ, σ)
)dσ
σ
dζ dθ
∣∣∣
≤
3∑
j=1
ˆ
B3
∣∣∣ ˆ
B2×(0,1)
1Θ\(∪j′ 6=jΘ∗j′ )(θ) Π
3
i=1
(
pi∗Ti
(
1KiFi[ϕ0]
)
(θi, ζ, σ)
) dσ
σ
dζ
∣∣∣dθ,
where we write θi := αiθ + βi (i.e. θi is implicitly a function of θ) and Ti =
T(αiξT ,xT ,sT ),Θi to save space. We bound each summand individually; here we
describe only the case j = 1, as the others are treated identically.
4.2.2. Reduction to compactly supported smooth functions. We may assume that
the functions Fi are compactly supported, as the expression above depends only on
the values of Fi on Ti and
3∏
i=1
‖1KiFi‖SsiΘi .
3∏
i=1
‖Fi‖SsiΘi .
Let
F1(θ1, ζ, σ) := 1Θ\(∪3
j′=2Θ
∗
j′ )
(θ)pi∗T1
(
1KiF1
)
(θ1, ζ, σ)
Fi(θi, ζ, σ) := 1Θ\B3b(θi)pi∗T1
(
1KiFi
)
(θi, ζ, σ) i ∈ {2, 3}
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so that our claim reduces to showing
(4.7)
ˆ
R
∣∣∣ˆ
R2+
Π3i=1
(Fi[ϕ0](θi, ζ, σ)) dσ
σ
dζ
∣∣∣dθ . 3∏
i=1
‖Fi‖SsiΘi (Ti).
Let us argue that each Fi can be assumed to be smooth and supported on a small
open neighborhood of T; the set B3×B2× (0, 3) will do. Fix a non-negative bump
function χ ∈ C∞c (B1) with
´
χ = 1, and let
Fεi (θ, ζ, σ) :=
ˆ
R3+
Fi(θ − θ′, ζ − ζ ′, σσ′−1)χε(θ′)χε(ζ ′)χε(log(σ′))dθ′dζ ′ dσ
′
σ′
where χε = Dilε χ. Then the functions Fεi [ϕ] are smooth and compactly supported
for any ϕ ∈ Φ, and by dominated convergene we haveˆ
B3
∣∣∣ˆ
B2×(0,1)
Π3i=1
(Fi[ϕ0](θi, ζ, σ)) dσ
σ
dζ
∣∣∣ dθ
= lim
ε→0
ˆ
B3
∣∣∣ ˆ
B2×(0,1)
Π3i=1
(Fεi [ϕ0](θi, ζ, σ)) dσσ dζ∣∣∣ dθ.
For ε > 0 sufficiently small and i ∈ {2, 3}, Fεi (θ, ζ, σ) vanishes for θ ∈ B2b.
Fix any N ∈ N. By the γ-dominated convergence theorem (Proposition 2.9), for
ε > 0 sufficiently small we have(ˆ
R2
sup
ψ∈ΨN1 (θ)
∥∥Fεi [ψ](θ, ζ, ·)∥∥siγdσ/σ(R+;X) dζdθ) 1si . ‖Fi‖SsiΘi,N i ∈ {2, 3}.
Clearly we also have
sup
ϕ∈ΦN1
∥∥Fεi [ϕ](θ, ζ, σ)∥∥L∞(R3+;Xi) . ‖Fi‖SsiΘi,N i ∈ {1, 2, 3},
and by the definition of the defect local sizes in (3.18) it holds that
sup
(θ,ζ)∈R2
sup
ϕ∈ΦN1
ˆ
R+
∥∥σσFεi [ϕ](θ, ζ, σ)∥∥Xi dσσ . ‖1R3+\AεiF‖WσΘ,N (Ti)
for all i ∈ {1, 2, 3}, and likewise for the ζ-defect term. Putting all this together, we
see that without loss of generality we may assume that each Fi is smooth.
4.2.3. Splitting the wave packets. We proceed towards the claimed bound (4.7). Fix
υ ∈ Φ such that υ̂(ẑ) = 1 for ẑ ∈ B2b/3. Then
(4.8)ˆ
B3
∣∣∣ ˆ
B2×(0,1)
Π3i=1
(Fi[ϕ0](θi, ζ, σ)) dσ
σ
dζ
∣∣∣dθ.
=
ˆ
B3
∣∣∣ ˆ
B2×(0,1)
Π
(
F1[ϕ1,l](θ1, ζ, σ),
(Fi[ϕi](θi, ζ, σ))i=2,3) dσσ dζ∣∣∣dθ
+
ˆ
B3
∣∣∣ ˆ
B2×(0,1)
Π
(ˆ σ
0
ρ∂ρF1[ϕ1,b](θ1, ζ, ρ) dρ
ρ
,
(Fi[ϕi](θi, ζ, σ))i=2,3) dσσ dζ∣∣∣dθ
where
ϕi := ϕ0 i ∈ {1, 2, 3}
ϕ1,l := ϕ0 − ϕ̂0(−θ1)υ ϕ1,b := ϕ̂0(−θ1)υ
and the splitting ϕ1 = ϕ1,l + ϕ1,b implicitly depends on θ1 and thus on θ. For
all N ∈ N we also have that ‖ϕ1,l‖N + ‖ϕ1,b‖N .N 1, for any θ ∈ B3 we have
ϕ1,l ∈ Ψ(θ1) i.e. ϕ̂0(−θ1) − ϕ̂0(−θ1)υ̂(−θ1) = 0, and finally if θ1 /∈ Bb/2 then
ϕ1,b = 0. To see this notice that if ϕ̂0(−θ1) 6= 0 then −θ1 ∈ Bb/2 and so υ(−θ1) = 1,
while if θ1 /∈ Bb/2 then ϕ̂0(−θ1) = 0. This splitting represents the wave packet ϕ1
BILINEAR HILBERT TRANSFORM IN UMD SPACES 33
as the sum of a ‘lacunary’ term ϕ1,l and a ‘bulk’ term ϕ1,b, whose properties can
be exploited in different ways.
4.2.4. The lacunary term. We bound the first summand in (4.8). In the subsequent
computation θ ∈ B3 and ζ ∈ B2 are fixed, and we do not reference them in the
notation. For i ∈ {1, 2, 3} and ϕ ∈ Φ define
(4.9)
Hi[ϕ](σ) :=
ˆ σ
0
ρ
σ
ρσFi[ϕ](ρ) dρ
ρ
Gi[ϕ](σ) := Fi[ϕ](σ)−Hi[ϕ](σ).
We plan to apply Lemma 2.29 to Fi = Gi +Hi, but before that let’s estimate the
norms that will come into play. First observe that by Corollary 2.11
‖Hi[ϕ]‖γdσ/σ . ‖Hi[ϕ]‖L1dσ/σ + ‖σ∂σHi[ϕ]‖L1dσ/σ ,
where the first term satisfies the estimate
‖Hi[ϕ]‖L1
dσ/σ
=
ˆ 1
0
∣∣∣ˆ σ
0
ρ
σ
ρσFi[ϕ](ρ) dρ
ρ
∣∣∣ dσ
σ
≤
ˆ 1
0
(ˆ 1
ρ
ρ
σ
dσ
σ
)
|ρσFi[ϕ](ρ)| dρ
ρ
. ‖σσFi[ϕ]‖L1
dσ/σ
,
while the second term can be bounded by differentiating under the integral and
using the previous estimate:
‖σ∂σHi[ϕ]‖L1
dσ/σ
= ‖σσFi[ϕ]−Hi[ϕ]‖L1
dσ/σ
. ‖σσFi[ϕ]‖L1
dσ/σ
.
By subtracting this gives us
‖Gi[ϕ]‖γdσ/σ . ‖Fi[ϕ]‖γdσ/σ + ‖σσFi[ϕ]‖L1dσ/σ ,
while
σ∂σGi[ϕ] = σdσFi[ϕ] +Hi[ϕ]
leads to the estimate
‖σ∂σGi[ϕ]‖γdσ/σ . ‖σdσFi[ϕ]‖γdσ/σ + ‖σσFi[ϕ]‖L1dσ/σ .
Finally we estimate the R-bound of the range of Hi via Proposition 2.18 (whose
boundary term vanishes since Fi is compactly supported) and the estimate from
before:
RΠ
(Hi[ϕ]((0, 1))) .Π ‖σ∂σHi[ϕ]‖L1
dσ/σ
. ‖σσFi[ϕ]‖L1
dσ/σ
.
Thus applying Lemma 2.29 results in the estimate∣∣∣ˆ 1
0
Π
(
F1[ϕ1,l](σ),
(Fi[ϕi](σ))i=2,3) dσσ ∣∣∣
.
(
‖F1[ϕ1,l]‖γdσ/σ + ‖σdσF1[ϕ1,l]‖γdσ/σ + ‖σσF1[ϕ1,l]‖L1dσ/σ
)
×
3∏
i=2
(
‖Fi[ϕi]‖γdσ/σ + ‖σdσFi[ϕi]‖γdσ/σ + ‖σσFi[ϕi]‖L1dσ/σ
)
.
Integrating and using the Ho¨lder inequality in (θ, ζ) ∈ B3 × B2 controls the first
summand of (4.8) by
3∏
i=1
‖Fi‖SsiΘi (Ti),
as required, noting that all the wave packets in play are members of the appropriate
classes (see Remark 3.6).
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4.2.5. The bulk term. Now let us deal with the second summand of (4.8),
ˆ
B3
∣∣∣ˆ
B2×(0,1)
Π
(ˆ σ
0
ρ∂ρF1[ϕ1,b](θ1, ζ, ρ) dρ
ρ
,
(Fi[ϕi](θi, ζ, σ))i=2,3) dσσ dζ∣∣∣dθ,
recalling that ϕ1,b = 0 when θ1 /∈ Bb/2. Split ∂ρF1 into the sum σF1 + dσF1,
yielding two summands, B1 and M1. To estimate |B1|, fix (θ, ζ) ∈ B3 × B2 with
θ1 ∈ Bb/2, suppress them from the notation, and write∣∣∣ ˆ 1
0
Π
(ˆ σ
0
ρσF1[ϕ1,b](ρ) dρ
ρ
,
(Fi[ϕi](σ))i=2,3) dσσ ∣∣∣
.
ˆ 1
0
∣∣∣ˆ 1
ρ
Π
(
ρσF1[ϕ1,b](ρ),
(Fi[ϕi](σ))i=2,3) dσσ ∣∣∣ dρρ .
By Proposition 2.8, exploiting that the first factor is independent of σ we have
ˆ 1
0
∣∣∣ ˆ 1
ρ
Π
(
ρσF1[ϕ1,b](ρ),
(Fi[ϕi](σ))i=2,3) dσσ ∣∣∣dρρ
.Π
(ˆ 1
0
‖ρσF1[ϕ1,b](ρ)‖X1
dρ
ρ
) ∏
i=2,3
‖Fi[ϕi]‖γdσ/σ ,
so integrating and using Ho¨lder’s inequality yields
|B1| . ‖F1‖WσΘ1 (T1)
∏
i=2,3
‖Fi‖RsiΘi (Ti).
Now we deal with the term M1, given byˆ
B3
∣∣∣ˆ
B2
ˆ 1
0
Π
(ˆ σ
0
ρdρF1[ϕ1,b](θ1, ζ, ρ) dρ
ρ
,
(Fi[ϕi](θi, ζ, σ))i=2,3) dσσ dζ∣∣∣dθ.
Let ψ1,b(z) = zϕ1,b(z), so that ψ1,b ∈ Ψ1(θ1) for all θ1 ∈ R; this holds since
2piiψ̂1,b(−θ1) = ϕ̂0(−θ1)υ̂′(−θ1), which vanishes because either ϕ̂0(−θ1) = 0 (if
θ1 /∈ Bb/2) or υ̂′(−θ1) = 0 (if θ1 ∈ B2b/3). We have that
dρF1[ϕ1,b] = dζF1[ψ1,b] = −ζF1[ψ1,b] + ∂ζF1[ψ1,b].
This induces a splitting M1 = B2 + M2, and by the previous argument we have
|B2| . ‖F1‖WζΘ1 (T1)
∏
i=2,3
‖Fi‖RsiΘi (Ti).
For the term M2, given byˆ
B3
∣∣∣ˆ
B2×(0,1)
Π
( ˆ σ
0
ρ∂ζF1[ψ1,b](θ1, ζ, ρ) dρ
ρ
,
(Fi[ϕi](θi, ζ, σ))i=2,3 dσσ )dζ∣∣∣dθ,
we integrate by parts in ζ: for fixed θ the negative of the ζ-integral isˆ
B2
Π
(
F1[ψ1,b](θ1, ζ, ρ), ∂ζF2[ϕ2](θ2, ζ, σ),F3[ϕ3](θ3, ζ, σ)
)
dζ
+
ˆ
B2
Π
(
F1[ψ1,b](θ1, ζ, ρ),F2[ϕ2](θ2, ζ, σ), ∂ζF3[ϕ3](θ3, ζ, σ)
)
dζ.
There are no boundary terms, as the integrand is compactly supported. Both of
these terms are treated in the same way, so we will only do the first one. Write
∂ζF2 = ζF2 + dζF2,
BILINEAR HILBERT TRANSFORM IN UMD SPACES 35
which decomposes the corresponding summand of M2 into two parts, B3 and M3.
The integrand of B3 (with (θ, ζ) ∈ B3 ×B2 suppressed) is controlled byˆ 1
0
(ˆ σ
0
ρ
σ
‖F1[ψ1,b](ρ)‖X1
dρ
ρ
)
‖σζF2[ϕ2](σ)‖X2‖F3[ϕ3](σ)‖X3
dσ
σ
≤
(
ess sup
ρ∈R+
‖F1[ψ1,b](ρ)‖X1
)ˆ 1
0
‖σζF2[ϕ2](σ)‖X2‖F3[ϕ3](σ)‖X3
dσ
σ
,
which leads to the bound
|B3| . ‖F2‖WζΘ2 (T2)
∏
i=1,3
‖Fi‖L∞Θi (Ti).
It remains to handle M3. With (θ, ζ) ∈ B3 × B2 suppressed, the integrand in
M3 is given byˆ 1
0
Π
(ˆ σ
0
ρ
σ
F1[ψ1,b](ρ) dρ
ρ
, σdσF2[ϕ2](σ),F3[ϕ3](σ)
) dσ
σ
.
This is controlled via a similar argument to that used to bound the first summand
of (4.8). Let ψ2(z) = (2piiθ2 − ∂ζ)ϕ2(z), so that ψ2 ∈ Ψ(θ2) (by Remark 3.6) and
σdσF2[ϕ2](σ) = F2[ψ2](σ). Write F2 = G2 + H2 and F3 = G3 + H3 as in (4.9),
and bound the summands by exactly the same argument. Only the first factor is
treated differently: in this case the function
F˜1[ψ1,b](σ) :=
ˆ σ
0
ρ
σ
F1[ψ1,b](ρ) dρ
ρ
satisfies
‖F˜1[ψ1,b]‖γdσ/σ . ‖F1[ψ1,b]‖γdσ/σ
by Corollary 2.14, and
‖σ∂σF˜1[ψ1,b]‖γdσ/σ = ‖F1[ψ1,b]− F˜1[ψ1,b]‖γdσ/σ . ‖F1[ψ1,b]‖γdσ/σ
using differentiation under the integral along with the previous estimate. Thus we
decompose F˜1 = G1 +H1 simply by taking H1 = 0, and the same argument that
bounded the first summand of (4.8) leads to
|M3| .
3∏
i=1
‖Fi‖SsiΘi (Ti),
bounding the second summand of (4.8), establishing the claimed bound (4.7), and
completing the proof.
5. Local size domination
By Corollary 4.2 and the fact that
B˜HFΠ(f1, f2, f3) = lim
K↑R3+
BHWFϕ0,KΠ (E[f1],E[f2],E[f3]),
we see that we are tasked with proving bounds of the form15
(5.1) ‖E[f ]‖Lpν-LqµSs . ‖fi‖Lp(R;Xi).
The local sizes Ss are defined as the sum of four local sizes (Lebesgue, γ, and the
two defect local sizes) so as to make the size-Ho¨lder inequality work. When applied
to embedded functions, it turns out that all of these sizes are controlled by the
‘outer’ γ local size R2out, so in proving (5.1) this is the only local size we need to
consider. In this section we prove these statements.
15Here we do not make reference to the frequency band Θ, as the precise choice is no longer
relevant.
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5.1. The size domination principle. We make use of a principle that we call
size domination, which was introduced by the second author in [46]. Since we apply
it multiple times to multiple local sizes, it is useful to make an abstract form of the
principle into a definition.
Definition 5.1 (Size domination for embedded functions). Let X be a Banach
space, and let (R3+,B, σ,S1) and (R3+,B, σ,S2) be two outer space structures on
R3+ with L(Φ;X)-valued local sizes S1 and S2. We say that S2 dominates S1 with
respect to the embedding map E and measure σ, written S1 ≺E,σ S2, if for all B ∈ B
and V ∈ B∪ one has
‖1R3+\V E[f ]‖S1(B) . sup
B′∈B
σ(B
′
).σ(B)
‖1R3+\V E[f ]‖S2(B′) ∀f ∈ S (R;X)
with implicit constants independent of f , B, and V .
This domination has the following consequences for outer Lebesgue quasinorms.
Proposition 5.2. Let X be a Banach space, and let (R3+,T, µ,S1) and (R3+,T, µ,S2)
be two outer space structures with L(Φ;X)-valued sizes satisfying S1 ≺E,µ S2. Then
for any q ∈ (0,∞] it holds that
‖E[f ]‖LqµS1 . ‖E[f ]‖LqµS2 ∀f ∈ S (R;X)
and furthermore, if for all F ∈ B(R3+;L(Φ;X)) and i ∈ {1, 2} we have that
• ‖1T1F‖Si(T2) . ‖F‖Si(T1) for any T1, T2 ∈ T with T1 ⊂ T2, and
• ‖F‖Si(T ) . ‖1TF‖Si(T ) for any T ∈ T,
then the sizes -LqµSi on the iterated outer spaces (R3+,D, ν, -LqµS1) and (R3+,D, ν, -LqµS2)
satisfy
-LqµS1 ≺E,ν -LqµS2 ∀q ∈ (0,∞].
Thus for any p ∈ (0,∞] it holds that
‖E[f ]‖LpνLqµS1 . ‖E[f ]‖LpνLqµS2 .
Proof. For the first claim it is sufficient to show that for some C > 0 we have
µ(‖E[f ]‖S1 > Cλ) . µ(‖E[f ]‖S2 > λ).
Fix λ and let Vλ ∈ T∪ be such that
‖1R3+\VλE[f ]‖S2 ≤ λ and µ(Vλ) . µ(‖E[f ]‖S2 > λ).
By our assumptions on S1 and S2 it holds that for any V− ∈ T∪,
‖1R3+\(V−∪Vλ)E[f ]‖S1(T ) . sup
T ′∈T
µ(T ′).µ(T )
‖1R3+\(V−∪Vλ)E[f ]‖S2(T ′) . λ,
which yields our claim after taking the supremum over all T ∈ T and V− ∈ T∪.
The assumption S1 ≺E,µ S2 is in itself not enough to guarantee that
‖1D\WE[f ]‖S1 . sup
D′∈D
ν(D′).ν(D)
‖1D′\WE[f ]‖S2(T ′),
which would imply the second claim -LqµS1 ≺E,ν -LqµS2. However, fix D ∈ D, let
D′ = D(xD,2sD), and notice that for any T ∈ T, setting T ′ := T ∩D′ ∈ T, by the
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additional assumptions we have
‖1D\WE[f ]‖S1(T ) . ‖1D\WE[f ]‖S1(T ′)
≤ ‖1D′\WE[f ]‖S1(T ′) + ‖1D′\(D∪W )E[f ]‖S1(T ′)
= ‖1R3+\WE[f ]‖S1(T ′) + ‖1R3+\(D∪W )E[f ]‖S1(T ′)
. ‖1R3+\WE[f ]‖S2(T ′) + ‖1R3+\(D∪W )E[f ]‖S2(T ′)
. ‖1D′\WE[f ]‖S1(T ′) + ‖1D′\(D∪W )E[f ]‖S1(T ′),
where the last inequality holds since T ′ ⊂ D′. Taking the supremum over T yields
the conclusion. 
The local sizes defined in Section 3.3 all satisfy the assumptions of the second
part of Proposition 5.2.
5.2. Domination of the defect and Lebesgue local sizes. We begin with a
technical lemma which controls defect local sizes of truncated functions.
Lemma 5.3. Let X be a Banach space and F ∈ C1(R3+;L(Φ;X)). Then for all
trees T ∈ T and all V ∈ T∪,
(5.2) ‖1R3+\V F‖Wσ(T ) . ‖F‖Wσ(T ) + ‖1R3+\V F‖L∞(T )
and
(5.3) ‖1R3+\V F‖Wζ(T ) . ‖F‖Wζ(T ) + ‖1R3+\V F‖L∞(T ).
Proof. We only prove (5.2), as (5.3) has the same proof. By definition we have
‖1R3+\V F‖Wσ(T )
= sup
ϕ∈Φ1
sup
g
∣∣∣ ˆ
R3+
〈
(σσpi∗T (1R3+\V F ))[ϕ](θ, ζ, σ); g(θ, ζ, σ)
〉 dσ
σ
dζ dθ
∣∣∣,
so for fixed ϕ ∈ Φ1 and for g ∈ C∞c (R3+;X∗) normalised in L1(R2;L∞(R+;X∗)) we
need to control
(5.4)
∣∣∣ˆ
T
〈
(σσ
(
1pi−1T (R3+\V )F
∗[ϕ]
)
(θ, ζ, σ); g(θ, ζ, σ)
〉 dσ
σ
dζ dθ
∣∣∣,
where F ∗ := pi∗TF . By the product rule we have
(5.5) σ1pi−1T (R3+\V )F
∗ =
(
∂σ1pi−1T (R3+\V )
)
F ∗ + 1pi−1T (R3+\V )σF
∗.
Since V is a countable union of trees, there exists a Lipschitz function τ : R2 →
[0,∞) such that
(5.6) ∂σ1pi−1T (R3+\V )(θ, ζ, σ) = δ(σ − τ(θ, ζ))
where δ is the usual Dirac delta distribution on R (see Figure 3 for a sketch of the
case A = T ). Substituting this into (5.5), we estimate (5.4) by the sum of two
terms. The first of these terms is estimated by∣∣∣ˆ
T
〈
σδ(σ − τ(θ, ζ))F ∗[ϕ](θ, ζ, σ); g(θ, ζ, σ)
〉 dσ
σ
dζ dθ
∣∣∣
=
∣∣∣ ˆ
T
〈
F ∗[ϕ](θ, ζ, τ(θ, ζ)); g(θ, ζ, τ(θ, ζ))
〉
dζ dθ
∣∣∣
≤ ‖F ∗[ϕ]‖L∞(T\pi−1T (V );X)‖g‖L1(R2;L∞(R+;X∗)) = ‖1R3+\V F‖L∞(T ).
The second term is evidently controlled by ‖F‖Wσ(T ). 
Corollary 5.4. Let X be any Banach space and N ∈ N. Then
WσN +W
ζ
N ≺E,µ L∞N .
38 A. AMENTA AND G. URALTSEV
ζ
σ
T
(0, 1) π−1T (B)
T \ π−1T (B)
τ(θ, ζ)
Figure 3. A tree T and the set pi−1T (B) with B ∈ T∪ in the
ζ = 0 plane. For F = pi∗T
(
1R3+\BE[f ]
)
, the terms σF and ζF
are supported on the boundary of T \ pi−1T (B).
Proof. For embedded functions we have
‖E[f ]‖WσN (T ) = ‖E[f ]‖WζN (T )
= sup
ϕ∈ΦN1
sup
(θ,ζ)∈Θ×B1
‖F ∗[ϕ](θ, ζ, 1− |ζ|)‖X . ‖E[f ]‖L∞N (T ).
Combined with Lemma 5.3, this completes the proof. 
Next we control the Lebesgue local size L∞ on embedded functions by the outer
γ local size R2out. The proof is done by controlling pointwise values of E[f ] by
γ-norms over an appropriate region; this uses a Sobolev embedding argument and
the wave packet differential equations (3.12) for embedded functions.
Lemma 5.5. Let X be a Banach space with finite cotype and N ∈ N. Then
L∞N+3 ≺E,µ R2N,out.
Proof. We must show that
(5.7) ‖E[f ][ϕ](ξ, x, s)‖X . ‖1R3\V E[f ]‖R2N,out
for all (ξ, x, s) ∈ R3+ \ V and ϕ ∈ ΦN+31 . Fix such (ξ, x, s) and ϕ and consider the
tree T ∈ T with
ξT = ξ − 2bs−1, xT = x, sT = Cs
for some sufficiently large C > 1 (independent of T ). It holds that
piT (2b, 0, C
−1) = (ξ, x, s) /∈ V.
Write Θ = (θ∗−, θ
∗
+) and set
Ω :=
{
(θ, ζ, σ) ∈ T : θ > 2b, |ζ| < σ − C−1, σ > θ − θ
∗
−
2b− θ∗−
C−1
}
.
Then piT (θ, ζ, σ) /∈ V for all (θ, ζ, σ) ∈ Ω (see Figure 4, and compare it with
Figure 2). Fix x∗ ∈ X∗ and apply the Sobolev embedding W 13 (Ω) ↪→ C(Ω) (see [1,
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Theorem 4.12, Part II]) to the scalar-valued function 〈pi∗TE[f ][ϕ];x∗〉: we find that∣∣〈pi∗TE[f ][ϕ](2b, 0, C−1);x∗〉∣∣
.
∑
a1+a2+a3≤3
∥∥∥〈∂a1θ ∂a2ζ ∂a3σ pi∗TE[f ][ϕ];x∗〉∥∥∥
L1dθdζdσ(Ω)
=
∑
a1+a2+a3≤3
∥∥∥〈da1θ da2ζ da3σ pi∗TE[f ][ϕ];x∗〉∥∥∥
L1dθdζdσ(Ω)
. sup
ϕ∈ΦN1
∥∥∥〈pi∗TE[f ][ϕ];x∗〉∥∥∥
L1dθdζdσ(Ω)
.
using (3.10) and the definition of the wave packet differentials. By the γ-Ho¨lder
inequality and multiplier theorem (Proposition 2.8 and Theorem 2.16, which needs
finite cotype) we have∥∥〈pi∗TE[f ][ϕ];x∗〉∥∥L1dθdζdσ(Ω)
≤ ‖1Ωpi∗TE[f ][ϕ]‖L2dθdζ(R2;γdt/t(0,1;X))‖x
∗‖X∗‖1Ω‖L2(Ω)
. ‖1R3+\V E[f ]‖R2N,out(T )‖x
∗‖X∗ .
Taking the supremum over x∗ ∈ X∗ yields (5.7). 
ζ
σT
(0, 1)
(0, C−1)
Ω
θ
σ
θ∗− −2b 2b θ∗+
T
(2b, C−1)
Ω
Figure 4. The set Ω used in the proof of Lemma 5.5
5.3. Domination of the full γ local size. Recall that the full γ local size R2
is defined with respect to wave packets ψ ∈ Ψ1(θ), where θ ranges over the whole
frequency band Θ, while the outer γ local size R2out only sees base frequencies with
|θ| > 2b. Although R2 is larger, it is dominated by R2out on embedded functions.
Proposition 5.6. Let X be a Banach space and N ∈ N. Then
R22N+4 ≺E,µ R2N,out + L∞N .
Proof. Fix f ∈ S (R;X), T ∈ T, and V ∈ T∪, and by symmetry assume T =
T(0,0,1). Let F
∗ := pi∗TE[f ] and V
∗ := pi−1T (V ), so that pi
∗
T (1R3+\V F ) = 1R3+\V ∗F
∗,
and let N ′ := 2N + 4. Our goal is to show that
(5.8)
ˆ
R2
sup
ψ∈ΨN′1 (θ)
‖1R3+\V ∗F ∗[ψ](θ, ζ, σ)‖2γdσ/σ dζdθ
. sup
T ′∈T
sT ′.sT
(
‖1R3+\V E[f ]‖2R2N,out(T ′) + ‖1R3+\V E[f ]‖
2
L∞N (T
′)
)
.
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Since Ψ(θ) = Φ for all θ ∈ Θout, it suffices to control
(5.9)
ˆ
Θin×B1
sup
ψ∈ΨN′1 (θ)
‖1R3+\V ∗F ∗[ψ](θ, ζ, σ)‖2γdσ/σ dζdθ.
First we control a bounded range of scales σ using the L∞N term, which simplifies
comparing the behavior of 1R3+\V ∗F
∗(θ, ζ, σ) for different frequencies θ. For a large
constant C > 1 to be determined and for ζ ∈ B1 let
σ↓ = σ↓(ζ) := C inf{σ : ∃θ ∈ Θin such that (θ, ζ, σ) /∈ V ∗}.
If C is sufficiently large, then for all σ > σ↓ it holds that
(5.10) (θ′, ζ, σ) /∈ V ∗ ∀θ′ ∈ B5b.
The argument to see this fact is to that appearing in the proof of Lemma 5.5 (see
Figure 4). The cases where σ↓(ζ) = +∞ are of no importance. Split (5.9) into the
ranges σ ∈ [C−1σ↓, σ↓] and σ ∈ [σ↓, 1), and to control the first term fix θ ∈ Θin,
ζ ∈ B1, and ψ ∈ ΨN ′1 (θ) and use Corollary 2.11 to write
‖1R3+\V ∗F ∗[ψ](θ, ζ, σ)1[C−1σ↓,σ↓](σ)‖γdσ/σ
.C ‖1R3+\V ∗F ∗[ψ](θ, ζ, σ)‖L∞(R+;X)
+ ‖1R3+\V ∗F ∗[(2piiθ − ∂z)(zψ(z))](θ, ζ, σ)‖L∞(R+;X),
so that the [C−1σ↓, σ↓] term is dominated by ‖1R3+\V E[F ]‖2L∞N (T ).
We are left with controlling
(5.11)
ˆ
Θin×B1
sup
ψ∈ΨN′1 (θ)
‖1R3+\V ∗F ∗[ψ](θ, ζ, σ)1[σ↓,1)(σ)‖2γdσ/σ dζdθ.
Notice that
F ∗[ψ](θ, ζ, σ) = f ∗Dilσ Υ(ζ),
where Υ(z) := (Mod−θ ϕ)(−z) has Fourier transform vanishing at 0. We would
really like Υ̂ to vanish on a large open neighbourhood of 0, so to achieve something
like this we perform a continuous Whitney decomposition of Υ̂.
Fix υ ∈ Φ such that υ̂ is non-negative, symmetric, equal to 1 on Bb/3, and
vanishing outside Bb/2. Let
W+σ (ẑ) := C
−1
υ
ˆ 5b
4b
ˆ ∞
σ
υ̂(τ ẑ − θ′) dτ
τ
dθ′, W−σ (ẑ) := W
+
σ (−ẑ)
where the constant
Cυ :=
ˆ 5b
4b
ˆ ∞
0
υ̂(τ − θ) dτ
τ
dθ′
is bounded and strictly positive, uniformly in υ. For σ > 0 the functions W±σ are
smooth on ±(0,∞), and support considerations and change of variables provide us
with the properties
W±0 = 1±(0,+∞), W
±
σ (ẑ) = W
±
1 (σẑ), W
±
σ (ẑ) =
{
1 if 0 < ±ẑ < 7b2σ
0 if ± ẑ > 11b2σ .
Setting
W 0σ (ẑ) :=
{
W+σ (ẑ) +W
−
σ (ẑ) if ẑ 6= 0
1 if ẑ = 0,
we also have that
W 01 ∈ C∞c (B6b) and W 0σ (ẑ) = W 01 (σẑ).
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Let υ̂θ′,τ (τ ẑ − θ′) := τΥ̂(ẑ)υ̂(τ ẑ − θ′) and use the identities above to write
Υ̂(ẑ) = Υ̂(ẑ)W 01 (ẑ) =
ˆ
4b<|θ′|<5b
ˆ ∞
1
τ−1υ̂θ′,τ (τ ẑ − θ′) dτ
τ
dθ′.
We have that ‖υθ′,τ‖N ′−1 . 1 for τ > 1. To see this, first note that ‖Υ̂‖CN′ . 1.
Since Υ̂(0) = 0 it holds that Υ̂(ẑ) = ẑ
̂˜
Υ(ẑ) with ‖ ̂˜Υ‖CN′−1 . ‖Υ̂‖CN′ . 1. Finally
υ̂θ′,τ (ẑ) = (ẑ + θ
′) ̂˜Υ( ẑ + θ′
τ
)
υ̂(ẑ)
and this shows our claim since we assumed τ > 1. By rescaling we have
Dilσ Υ(z) =
ˆ
4b<|θ′|<5b
ˆ ∞
σ
σ
τ
Dilτ Modθ′ υθ′,τ/σ(z)
dτ
τ
dθ′.
To control f ∗Dilσ Υ(ζ) by F ∗(θ′, ζ, τ) with (θ′, ζ, τ) ∈ Tout we must restrict the
above representation to avoid using wavepackets Dilτ Modθ′ υθ′,τ/σ with τ > 1−|ζ|.
Thus we refine our decomposition by writing
Dilσ Υ(z) =
ˆ
4b<|θ′|<5b
ˆ 1−|ζ|
σ
σ
τ
Dilτ Modθ′ υθ′,τ/σ(z)
dτ
τ
dθ′
+
ˆ
B8b
σ
1− |ζ| Dil1−|ζ| υ
↑
θ′,(1−|ζ|)/σ(z)
dτ
τ
dθ′,
where
(υ↑θ′,(1−|ζ|)/σ)
∧((1− |ζ|)ẑ − θ′) := C˜−1υ 1− |ζ|σ Υ̂(σẑ)W 01−|ζ|(ẑ) υ̂((1− |ζ|)ẑ − θ′)
with an appropriate C˜υ > 0. It follows along the same lines as for υθ′,τ that
‖υ↑θ′,(1−|ζ|)/σ‖N ′ . 1. Let us justify the decomposition above: by support consider-
ations we have thatˆ
B8b
υ̂(ẑ − θ′) dθ′ =
ˆ
B8b
υ̂(−θ′)dθ′ =: C˜υ on ẑ ∈ B7b
and so
W 01−|ζ|(ẑ) = C˜
−1
υ W
0
1−|ζ|(ẑ)
ˆ
B8b
υ̂
(
(1− |ζ|)ẑ − θ′) dθ′.
The proof of the decomposition claim then follows from(
Dilσ Υ(·)−
ˆ
4b<|θ′|<5b
ˆ 1−|ζ|
σ
σ
τ
Dilτ Modθ′ υθ′,τ/σ(·)dτ
τ
dθ′
)∧
= Υ̂W 01−|ζ|.
In summary, we have obtained for all σ ∈ [σ↓, 1− |ζ|) that
1R3+\V ∗F
∗[ψ](θ, ζ, σ) =
ˆ
4b<|θ′|<5b
ˆ 1−|ζ|
σ
σ
τ
1R3+\V ∗F
∗[υθ′,τ/σ](θ′, ζ, τ)
dτ
τ
dθ′
+
ˆ
B8b
σ
(1− |ζ|)1R3+\V ∗F
∗[υ↑θ′,(1−|ζ|)/σ](θ
′, ζ, 1− |ζ|)dθ′
with ‖υ↑θ′,(1−|ζ|)/σ‖N ′−1 + ‖υθ′,τ/σ‖N ′−1 . 1 uniformly in all the parameters, in-
cluding ζ and θ on which these wave packets implicitly depend. Applying Lemma
3.7, we may replace the wave packets υθ′,τ/σ and υ
↑
θ′,(1−|ζ|)/σ with a fixed (but
arbitrary) ϕ ∈ ΦN1 , independent of all these parameters. This leads us to
‖1R3+\V ∗F ∗[ϕ](θ, ζ, σ)1[σ↓,1)(σ)‖2γdσ/σ . sup
ϕ∈ΦN1
(
A(ϕ) + B(ϕ)
)
,
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where
A(ϕ) :=
ˆ
Θout
∥∥∥∥ˆ (1−|ζ|)
σ
σ
τ
1R3+\V ∗F
∗[ϕ](θ′, ζ, τ)1[σ↓,1−|ζ|)(τ)
dτ
τ
∥∥∥∥2
γdσ/σ(σ↓,1−|ζ|)
dθ′
.
ˆ
Θout
‖1R3+\V ∗F ∗[ϕ](θ′, ζ, τ)‖2γdτ/τ (σ↓,1) dθ′
by Corollary 2.14, and
B(ϕ) :=
ˆ
Θ
∥∥ σ
1− |ζ|1R3+\V ∗F
∗[ϕ](θ′, ζ, 1− |ζ|)1[σ↓,1−|ζ|)(σ)
∥∥2
γdσ/σ
dθ′
=
ˆ
Θ
∥∥ σ
1− |ζ|1[σ↓,1−|ζ|)(σ)
∥∥2
L2
dσ/σ
(R+)
∥∥1R3+\V ∗F ∗[ϕ](θ′, ζ, 1− |ζ|)∥∥2X dθ′.
Keeping (5.10) in mind, these estimates can be used to bound (5.11) as required,
with A(ϕ) yielding the R2N,out term and B(ϕ) yielding the L
∞
N term. 
5.4. John–Nirenberg property for the γ local size. The proof of the local size-
Ho¨lder estimate leads us to consideration of the local sizes Rs with integrability
parameter s ∈ (1,∞). In fact, when applied to embedded functions, these local
sizes enjoy a John–Nirenberg-type inequality, allowing the comparison of any two
integrability parameters. More precisely, we have the following.
Proposition 5.7. Let X be a Banach space and let s ∈ [1,∞). Then for all N ∈ N,
RsN+2 ≺E,µ R2N + L∞N .
The proof relies on an induction-on-scales argument, whose key ingredient we
isolate as a Lemma.
Lemma 5.8 (John–Nirenberg-type induction on scales). Let X be a Banach space
and s ∈ [1,∞), and define the local size
‖F‖
R
(2,s)
N (T )
=
( ˆ
B1
(ˆ
Θ
sup
ψ∈ΨN1 (θ)
∥∥pi∗TF [ψ](θ, ζ, σ)∥∥2γdσ/σ(R+;X)dθ)s/2dζ)1/s.
Then for any ε0 > 0 there exists a constant Cr,ε0 > 1 such that for any T ∈ T and
any V ∈ T∪ one has
(5.12)
‖1R3+\V E[f ]‖R(2,s)N+1(T ) ≤ Cr,ε0
(‖1R3+\V E[f ]‖R2N (T ) + ‖1R3+\V E[f ]‖L∞N (T ))
+ ε0 sup
T ′∈T
sT ′<ε0sT
‖1R3+\V E[f ]‖R(2,s)N+1(T ′) ∀f ∈ S (R;X).
Proof of Proposition 5.7, assuming Lemma 5.8. We will show that
(5.13)
‖1R3+\V E[f ]‖R(2,s)N+1(T ) .r supT ′∈T
sT ′≤sT
‖1R3+\V E[f ]‖R2N (T ) + ‖1R3+\V E[f ]‖L∞N (T )
and
(5.14) ‖1R3+\V E[f ]‖RsN+1(T ) .r ‖1R3+\V E[f ]‖R(2,s)N+1(T ) + ‖1R3+\V E[f ]‖L∞N (T )
for all f ∈ S (R;X)
The statement (5.13) follows by an induction-on-scales argument. We fix f ∈
S (R;X) and V ∈ T∪ and first suppose that V ∈ T∪ is such that R3+ \ V ⊂
R2 × (s0,∞) for some s0 > 0. We claim that if there exists a (large) constant C˜r
such that if
(5.15)
‖1R3+\V E[f ]‖R(2,s)N+1(T ) ≤ C˜r supT ′∈T
sT ′≤sT
(
‖1R3+\V E[f ]‖R2N (T ′) + ‖1R3+\V E[f ]‖L∞N (T ′)
)
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holds for all T with sT < s∗ for some s∗ > 0, then (5.15) also holds with the same
constant C˜r for any sT < 2s∗. Since (5.15) trivially holds for all T with sT < s0,
the claim implies that (5.15) holds for all T without restriction on sT . The result
then extends by approximation to arbitrary V ∈ T∪, proving (5.13).
Now we prove the claim, using Lemma 5.8: if T ∈ T with sT < 2s∗, then
‖1R3+\V E[f ]‖R(2,s)N+1(T ) ≤Cr,ε0
(‖1R3+\V E[f ]‖R2N (T ) + ‖1R3+\V E[f ]‖L∞N (T ))
+ ε0 sup
T ′∈T
sT ′<ε0sT
‖1R3+\V E[f ]‖R(2,s)N+1(T ′)
≤Cr,ε0
(‖1R3+\V E[f ]‖R2N (T ) + ‖1R3+\V E[f ]‖L∞N (T ))
+ ε0C˜r sup
T ′∈T
sT ′≤sT
(‖1R3+\V E[f ]‖R2N (T ′) + ‖1R3+\V E[f ]‖L∞N (T ′)).
In the last step we used the induction hypothesis, which is valid as long as ε0 < 1/2.
This implies our claim provided that C˜r is large enough (independently of s∗).
Now we prove the bound (5.14). Fix V ∈ T∪ and T ∈ T and, by symme-
try, assume that T = T(0,0,1). Let F
∗ = pi∗TE[f ] and V
∗ := pi−1T (V ), so that
pi∗T (1R3+\V F ) = 1R3+\V ∗F
∗. Define
σ↓(θ, ζ) := 2
(
1 +
4|Θ|
dist(θ;R \Θ)
)
inf
{
σ > 0: (θ, ζ, σ) /∈ V ∗}
so that (θ′, ζ, σ′) /∈ V ∗ for all θ′ ∈ Θ and any σ′ > σ↓(θ, ζ)/2. Then for σ > σ↓(θ, ζ)
it holds that
F ∗[ϕ](θ, ζ, σ) =
ˆ
R
f(z) Trζ Dilσ Modθ ϕ(z) dz
=
ˆ
R
f(z) Trζ Dilσ/2 Modθ′ Modθ/2−θ′ Dil2 ϕ(z) dz
= F ∗[Modθ/2−θ′ Dil2 ϕ](θ′, ζ, σ/2)
with (θ′, ζ, σ/2) /∈ V ∗. If ϕ ∈ Φ then, as long as
θ′ ∈ (θ/2− b/2, θ/2 + b/2),
it holds that θ′ ∈ Θ, so
spt(Trθ/2−θ′ Dil1/2 ϕ̂) ⊂ Bb/2(θ/2− θ′) ⊂ Bb.
Thus Modθ/2−θ′ Dil2 ϕ ∈ Ψ(θ′) if ϕ ∈ Ψ(θ). Note that we also have
‖Modθ/2−θ′ Dil2 ϕ‖N+1 . ‖ϕ‖N+1.
Now estimate the left-hand-side of (5.14) byˆ
Θ
ˆ
B1
sup
ψ∈ΨN+11 (θ)
‖1σ<σ↓(θ,ζ) 1R3+\V ∗F ∗[ψ](θ, ζ, σ)‖sγdσ/σ dζ dθ
+
ˆ
Θ
ˆ
B1
sup
ψ∈ΨN+21 (θ)
‖1σ↓(θ,ζ)<σ 1R3+\V ∗F ∗[ψ](θ, ζ, σ)‖sγdσ/σ dζ dθ.
By Corollary 2.11 and the fact that
1σ<σ↓(θ,ζ) 1R3+\V ∗(θ, ζ, σ) 6= 0 =⇒
dist(θ;R \Θ)
10|Θ| <
σ
σ↓(θ, ζ)
< 1,
the first summand is bounded by
‖1R3\V E[f ]‖sL∞N (T )
ˆ
Θ
1 + log
(
1 + dist(θ;R \Θ)−1)s dθ.
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It remains to bound the summand with σ > c(θ)σ↓(θ, ζ). By the discussion above
and a change of variable,ˆ
Θ
ˆ
B1
sup
ψ∈ΨN+11 (θ)
‖1σ↓(θ,ζ)<σ 1R3+\V ∗F ∗[ψ](θ, ζ, σ)‖sγdσ/σdζdθ
.
ˆ
Θ
ˆ
B1
sup
ψ∈ΨN+11 (θ)
( ˆ θ/2+b/2
θ/2+b/2
∥∥1σ↓(θ,ζ)<σ 1R3+\V ∗(θ′, ζ, σ/2)
× F ∗[Modθ/2C∗−θ′ Dil2 ψ](θ′, ζ, σ/2)
∥∥
γdσ/σ
dθ′
)s
dζdθ
. ‖1R3+\V E[f ]‖sR(2,s)N+1(T ).
This concludes the proof. 
Proof of Lemma 5.8. As in the previous proof, fix f ∈ S (R;X) and V ∈ T∪, by
symmetry assume that T = T(0,0,1), and let F
∗ = pi∗TE[f ] and V
∗ := pi−1T (V ) so
that pi∗T (1R3+\V F ) = 1R3+\V ∗F
∗. Let
Fs(ζ) :=
∣∣∣ˆ
Θ
sup
ψ∈ΨN1 (θ)
∥∥1σ<s (1R3+\V ∗F ∗)[ψ](θ, ζ, σ)∥∥2γdσ/σdθ∣∣∣1/2,
so that
‖1R3+\V E[f ]‖R2N (T ) =
(ˆ
B1
F1(ζ)
2dζ
)1/2
.
For a fixed small 0 < ε ε0 to be determined let
A :=
{
ζ ∈ R : M(F1)(ζ) > ε−1‖1R3+\V E[f ]‖R2N (T )
}
.
Since A ⊂ B2 and MF1 is lower semi-continuous, we can represent A as an at-most-
countable union of disjoint open sub-intervals of B2,
A =
⋃
n
Bsn(xn).
We decompose
(5.16) ‖1R3+\V E[f ]‖sR(2,s)N+1(T ) .
ˆ
B1\A
F1(ζ)
s dζ
+
∑
n
‖1Bsn (xn)(y)1t<sn1R3+\V E[f ]‖sR(2,s)N+1(T )
+
∑
n
∥∥1Bsn (xn)(y)1t>sn1R3+\V E[f ]∥∥sR(2,s)N+1(T )
and bound the three terms separately. Since MF1 ≥ F1, the first term satisfiesˆ
B1\A
F1(ζ)
sdζ . ε−r‖1R3+\V E[f ]‖sR2N (T ).
For the second, let Tn = TΘ,(0,xn,2sn) and estimate∑
n
‖1Bsn (xn)(y)1t<sn1R3+\V E[f ]‖sR(2,s)N+1(T ) ≤ 2
∑
n
sn‖1R3+\V E[f ]‖sR(2,s)N+1(Tn)
. ε2 sup
T ′∈TΘ
sT ′<2ε
2
‖1R3+\V E[f ]‖sR(2,s)N+1(T ′)
using L2-boundedness of the maximal operator.
It remains to control the third term of (5.16). We exploit the lower scale bound
to control the oscillation of 1R3+\V ∗F
∗ on Bsn(xn). Let
σ↓(θ, n) := 4 inf{σ > sn : ∃ζ ∈ Bsn(xn) such that (θ, ζ, σ) /∈ V ∗}.
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We split each of the summands into the regimes 1/4 < σ/σ↓(ζ, n) < 1 and
σ↓(ζ, n) < σ < 1. For the scales close to σ↓(θ, n) we estimate for each n, using
Corollary 2.11, ∥∥11/4<σ/σ↓(ζ,n)<1 (1R3+\V ∗F ∗)[ψ]∥∥γdσ/σ
.
∥∥11/4<σ/σ↓(ζ,n)<1 (1R3+\V ∗F ∗)[ψ]∥∥L∞
+
∥∥11/4<σ/σ↓(ζ,n)<1 (1R3+\V ∗σ∂σF ∗)[ψ]∥∥L∞ ,
leading to a bound by ‖1R3+\V F‖L∞N (T ) after integrating and summing in n, using
disjointness of the sets Bsn(xn). We still need to deal with the scales σ
↓(ζ, n) <
σ < 1. Note that (omitting the variable θ for clarity)
F ∗[ψ](ζ, σ) =
 
Bsn (xn)
F ∗[ψ](z, σ) dz +
 
Bsn (xn)
ˆ ζ
z
∂yF
∗[ψ](y, σ) dy dz
=
 
Bsn (xn)
(
F ∗[ψ](z, σ) +
(z − xn
sn
+ sgn(ζ − z)
) sn
σ
F ∗[ψ˜](z, σ)
)
dz
where ψ˜ = (2piiθ − ∂)ψ ∈ Ψ1(θ). For all σ > σ↓(θ, n) one has
(θ, z, σ) /∈ V ∗ ∀z ∈ Bsn(xn)
by an argument similar to the one in the proof of Lemma 5.5 (see Figure 4). The
cases where σ↓(ζ, n) =∞ are of no importance. It follows that for all σ > σ↓(θ, n)
(again omitting θ for clarity)
1R3+\V ∗F
∗[ψ](ζ, σ)
=
 
Bsn (xn)
(
1R3+\V ∗F
∗[ψ](z, σ)
+
(z − xn
sn
+ sgn(ζ − z)
)sn
σ
1R3+\V ∗F
∗[ψ˜](z, σ)
)
dz.
It follows that for any ζ ∈ Bsn(xn),(ˆ
Θ
sup
ψ∈ΨN+11 (θ)
∥∥1σ↓(ζ,n)<σ1R3+\V ∗F ∗[ψ](θ, ζ, σ)∥∥2γdσ/σ dθ)1/2
.
(ˆ
Θ
sup
ψ∈ΨN1 (θ)
( 
Bsn (xn)
∥∥1σ↓(ζ,n)<σ1R3+\V ∗F ∗[ψ](θ, z, σ)∥∥γdσ/σdz)2dθ)1/2
.
 
Bsn (xn)
F1(z) dz . ε−1‖1R3+\V E[f ]‖R2N (T )
where the last bound follows by the construction of the sets Bsn(xn). Summing in
n and integrating in ζ bounds the third term of (5.16), concluding the proof. 
5.5. A summary of the size domination results. The results of the previous
sections can be summarised concisely by the diagram
Ss //
 !!
Rs //

R2
||
W // L∞ // R2out
in which each depicted local size is dominated, in the sense of Definition 5.1, by
the sum of the local sizes to which it points (possibly with a decrease in the order
of regularity N , which is not shown in the diagram). Following the arrows shows
that, in the end, we have
Ss ≺E,µ R2out.
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Proposition 5.2 then applies and yields the result below, which tells us that for our
purposes it suffices to prove embedding bounds with respect to the local size R2out.
Theorem 5.9. Let X be a Banach space with finite cotype. Then for any p, q ∈
(0,∞], s ∈ (1,∞), and N ∈ N, there exists N ′ > N such that
‖E[f ]‖LpµSsN′ . ‖E[f ]‖LpµR2N,out and ‖E[f ]‖Lpν-LqµSsN′ . ‖E[f ]‖Lpν-LqµR2N,out
for all f ∈ S (R;X).
6. Embeddings into non-iterated outer Lebesgue spaces
In this section we fix a parameter b > 0, a bounded interval Θ containing B1 )
B2b, and a large N > 1. All estimates implicitly depend on these choices, and we
will not refer to Θ or N in the notation.
6.1. Statement of the bounds, and the L∞ endpoint. To prove Theorem 1.1,
we need to prove embedding bounds of the form (5.1). By Theorem 5.9, it suffices
to prove these with respect to the local size R2out. In fact, the estimates
(6.1) ‖E[f ]‖LpµR2out . ‖f‖Lp(R;X) ∀f ∈ S (R;X)
into non-iterated outer Lebesgue spaces would suffice, but we can only prove this
for p > r when X is r-intermediate UMD. This is good enough to prove Theorem
1.1 with the additional restriction that pi > ri for each i, not for the full range.
With additional work (done in Section 7) the estimates (6.1) for p > r will be
‘localised’ to prove the full range of estimates (5.1) that we need.
The main result of this section is the following ‘non-iterated’ embedding theorem.
Theorem 6.1. Fix r ∈ [2,∞) and suppose X is r-intermediate UMD. Then for all
p ∈ (r,∞], the bound (6.1) holds, and thus by Theorem 5.9 we also have∥∥E[f ]∥∥
LpµSs
. ‖f‖Lp(R;X) ∀f ∈ S (R;X)
for all s ∈ (1,∞).
By Marcinkiewicz interpolation for outer Lebesgue spaces, Theorem 6.1 follows
from the following endpoint bounds.
Proposition 6.2. Suppose X is UMD. Then
‖E[f ]‖L∞µ R2out . ‖f‖L∞(R;X) ∀f ∈ S (R;X).
Proposition 6.3. Fix r ∈ [2,∞) and suppose X is r-intermediate UMD. Then for
all p ∈ (r,∞],
‖E[f ]‖Lp,∞µ R2out . ‖f‖Lp(R;X) ∀f ∈ S (R;X).
Theorem 6.1 is essentially already known in the case r = 2, i.e. when X is
isomorphic to a Hilbert space. We state this as a separate theorem.
Theorem 6.4. If H is a Hilbert space, then for all p ∈ (2,∞],
‖E[f ]‖LpµR2out . ‖f‖Lp(R;H) ∀f ∈ S (R;H).
Proof. Taking into account minor notational differences, the bounds
(6.2) ‖E[f ][ϕ]‖LpµL2out . ‖f‖Lp(R;H) p ∈ (2,∞]
were established in [21] for all ϕ ∈ ΦN1 with N sufficiently large in the one-
dimensional case H = C. The same proof, which only relies on orthogonality
arguments, applies to general Hilbert spaces. The result follows using Proposition
3.16 and that R2out is equivalent to L
2
out for Hilbert spaces. 
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Let us return to Theorem 6.1. First we prove the L∞ endpoint, which amounts
to estimates on a single tree.
Proof of Proposition 6.2. By Proposition 3.16 it is sufficient to prove
‖E[f ][ϕ]‖L∞µ R2out(T ) . ‖f‖L∞(R;X)
for any ϕ ∈ Φ1, f ∈ S (R;X) and T ∈ T. Let us fix such ϕ, f and T , and by
symmetry we may assume that T = T(0,0,1) (see Remark 3.15). Decompose f into
a local part and a tail part, f = floc + ftail, where floc = f1B2 . For the local part
we have
‖E[floc][ϕ]‖R2out(T ) =
(ˆ
Θ\B2b
ˆ
R
‖pi∗TE[floc][ϕ](θ, ζ, t)‖2γdt/t(R+;X) dζ dθ
)1/2
.
For θ ∈ Θ \B2b we need to estimateˆ
R
‖pi∗TE[floc][ϕ](θ, ζ, t)‖2γdt/t(R+;X) dζ
=
ˆ
R
‖1T(θ, ζ, t)〈floc; Trζ Dilt ψ〉‖2γdt/t(R+;X) dζ,
where ψ = Mod−θ ϕ. Since θ /∈ B2b and ϕ has Fourier support in Bb, ψ has Fourier
transform vanishing in an open neighbourhood of the origin. Thus by Theorem
2.21, and using that floc is supported on B2, we have
(6.3) ‖E[floc]‖R2(T ) . ‖floc‖L2(R;X) . ‖f‖L∞(R;X).
For the tail part, having fixed θ and ϕ as before, we are faced with estimatingˆ
R
∥∥1T(θ, ζ, t)〈ftail; Trζ Dilt ψ〉∥∥2γdt/t dζ .
ˆ
B1
∥∥〈ftail; Trζ Dilt ψ〉∥∥2γdt/t(0,1;X) dζ.
By Lemma 2.12 we have
(6.4)
∥∥〈ftail; Trζ Dilt ψ〉∥∥γdt/t(0,1;X) . ‖f‖L∞(R;X)
for each ζ ∈ B1, and integrating in ζ and θ completes the proof. 
The remainder of the section is devoted to proving the weak endpoint, Proposi-
tion 6.3.
6.2. Tree orthogonality for intermediate spaces. In time-frequency analysis
one has the following heuristic: if ϕ ∈ S (R), and we consider a sequence of points
(ηi, yi, ti) ∈ R3+ that are sufficiently separated, then the wave packets Λ(ηi,yi,ti)ϕ
are essentially orthogonal. If f ∈ S (R;H) takes values in a Hilbert space, this es-
sential orthogonality can be exploited to control weighted `2-sums of the coefficients
〈f,Λ(ηi,yi,ti)ϕ〉 by ‖f‖L2(R;H). More generally, one can control `2-sums of square
functions over disjoint regions Ei of trees Ti. This is one of the main techniques
used in the proof of Theorem 6.4.
This orthogonality is lost when working with general Banach spaces. However, by
working with intermediate UMD spaces X = [Y,H]θ, we can use some orthogonality
from H to strengthen the UMD-derived estimates on Y (which hold only on a single
tree), resulting in the following theorem.
Theorem 6.5. Let X be r-intermediate UMD for some fixed r ∈ [2,∞) and let T
be a finite collection of trees with distinguished subsets ET ⊂ T for each T ∈ T .
Then for all p > r and all f ∈ S (R;X),
(6.5)( ∑
T∈T
‖1ET E[f ]‖2R2out(T )sT
)1/2
. ‖f‖Lp(R;X)
( ∑
T∈T
sT
) 1
2− 1p ∥∥∥ ∑
T∈T
1ET
∥∥∥1/p
L∞µ (L∞+L
1
in)
.
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Proof. By Proposition 3.16 it is sufficient to show( ∑
T∈T
‖1ET E[f ][ϕ]‖2R2out(T )sT
)1/2
. ‖f‖Lp(R;X)
( ∑
T∈T
sT
) 1
2− 1p ∥∥∥ ∑
T∈T
1ET
∥∥∥1/p
L∞µ (L∞+L
1
in)
for any fixed ϕ ∈ ΦN1 . First fix a UMD space Y and a tree T . By Proposition 6.2
we have
‖E[f ]‖R2out(T ) . ‖f‖L∞(R;Y )
and thus ( ∑
T∈T
‖1ET E[f ][ϕ]‖2R2out(T )sT
)1/2
. ‖f‖L∞(R;Y )
( ∑
T∈T
sT
)1/2
.
Now fix a Hilbert space H. By the equivalence of γ- and L2-norms for Hilbert
spaces (Proposition 2.7), for each tree T we have
‖1ET E[f ][ϕ]‖R2(T ) '
∥∥1T out∩ET E[f ][ϕ]∥∥L2(R3+;H).
By Proposition 3.9, using that p > 2,
ˆ
R3+
( ∑
T∈T
1ET (η, y, t)
)
‖E[f ][ϕ](η, y, t)‖2H dη dy dt
.
∥∥‖E[f ][ϕ]‖H∥∥2Lpµ(L2out+L∞)∥∥∥ ∑
T∈T
1ET
∥∥∥
L
p
p−2
µ (L∞+L1in)
.
∥∥‖E[f ][ϕ]‖H∥∥2Lpµ(L2out+L∞)µ(T )1− 2p ∥∥∥ ∑
T∈T
1ET
∥∥∥
L∞µ (L∞+L
1
in)
.
∥∥E[f ][ϕ]∥∥2
LpµR
2
out
( ∑
T∈T
sT
)1− 2p ∥∥∥ ∑
T∈T
1ET
∥∥∥
L∞µ (L∞+L
1
in)
.
Applying Theorem 6.4 yields
(6.6)∑
T∈T
‖1ET E[f ][ϕ]‖2R2out(T )sT . ‖f‖
2
Lp(R;H)
( ∑
T∈T
sT
)1− 2p ∥∥∥ ∑
T∈T
1ET
∥∥∥
L∞µ (L∞+L
1
in)
,
giving the desired result for Hilbert spaces.
Now consider X = [Y,H]2/r, where Y is UMD and H is a Hilbert space. Let
L˚∞(R;Y ) denote the closure of the Schwartz functionsS (R;Y ) in L∞(R;Y ). Then
using the relations
[`2(T ;L2(R2; γ(R+;Y ))), `2(T ;L2(R2; γ(R+;H)))]2/r ∼= `2(T ;L2(R2; γ(R+;X)))
(see [23, Theorem 2.2.6] and [24, Theorem 9.1.25]) and
(6.7) [L˚∞(R;Y ), Lq(R;H)]2/r ∼= Lqr/2(R;X)
for all q > 2 (see [45, §1.18.4, Remark 3]), we interpolate between the above esti-
mates to get the desired result for all p > r. 
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6.2.1. Technical remarks on Theorem 6.5. The estimate (6.5) and its proof are
inspired by the notion of Fourier tile-type introduced by Hyto¨nen and Lacey in [25],
but there are some fundamental differences. Using the notation of [25, Definition
5.1], a Banach space X is said to have Fourier tile-type q if for every α ∈ (0, 1),
(6.8)
( ∑
T∈T
∥∥∥∑
P∈T
〈f ;ϕP 〉ϕP
∥∥∥q
Lq(R;X)
)1/q
.α ‖f‖Lq(R;X) +
(
‖f‖L∞(R;X)
[ ∑
T∈T
|IT|
]1/q)1−α
‖f‖αLq(R;X)
whenever f ∈ Lq(R;X) ∩ L∞(R;X) and T is a finite disjoint collection of finite
trees with a certain disjointness property. They work on a discrete model space
of tiles rather than R3+, and their trees are subsets of tiles (which correspond to
subsets of our trees). The functions ϕP here are L
2-normalised wave packets.
The first obvious difference between (6.8) and (6.5) is that ours is an Lp → L2
estimate, while (6.8) is a range of Lq ∩ L∞ → Lq estimates with an auxiliary
parameter α. Hyto¨nen and Lacey work with sub-indicator functions |f | ≤ 1E where
E ⊂ R is a bounded measurable set, so the space Lq ∩ L∞ is natural. However,
our estimates must only be in terms of ‖f‖Lp(R:X), so (6.8) does not directly help
us. A second difference is the form of the left-hand sides of the two estimates. The
functions being measured in (6.8) are the ‘tree projections’∑
P∈T
〈f ;ϕP 〉ϕP ,
which can be thought of as derived from E[f ]. On the other hand, (6.5) measures
E[f ] itself.
Another difference is the method of proof. Like Hyto¨nen and Lacey, we argue by
interpolation, based on an estimate for Hilbert spaces. Their fundamental Hilbert
space estimate [25, Proposition 6.1] takes the form(∑
P∈P
|〈f ;ϕP 〉|2
)1/2
. ‖f‖L2(R;H) +
(
sup
P∈P
|〈f, ϕP 〉|
|IP |1/2
[ ∑
T∈T
|IT|
]1/2)1/3‖f‖2/3L2(R;H);
its proof is based on the orthogonality heuristic mentioned before Theorem 6.5.
The wave packet coefficients 〈f, ϕP 〉 can be controlled since f is a sub-indicator
function, but we do not have this luxury. Instead, our Hilbert space estimate (6.6)
is an Lp → L2 estimate that follows from the embedding bounds of Theorem 6.4.
This theorem is proven by Marcinkiewicz interpolation for outer Lebesgue spaces;
the weak endpoint is proven by a tree selection argument depending on the function
f being analysed, and one then uses orthogonality arguments to prove the desired
bounds. For the weak endpoint in the Banach case (Proposition 6.3) we also use a
tree selection argument depending on f , but in place of orthogonality arguments we
use (6.5). To prove (6.5) by complex interpolation, we need to see it as boundedness
of a linear operator. While such an operator is allowed to depend on the data T
and (ET )T∈T , but to be well-defined and linear, it can’t depend on f . By proving
the fundamental Hilbert space estimate (6.6) as a consequence of Theorem 6.4 we
manage to embed an f -dependent tree selection argument where it shouldn’t be
allowed. This illustrates the strength of Theorem 6.4.
The conclusion of Theorem 6.5 could be considered as a Banach space property
that all r-intermediate UMD spaces have, as is done by Hyto¨nen and Lacey with
Fourier tile-type, but we will not go so far as to make such a definition here.
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6.3. Tree selection and the weak endpoint. The proof of the weak endpoint
estimate (Proposition 6.3) uses a tree selection argument, which we place separately
as a lemma.
Lemma 6.6. Let X be a Banach space with finite cotype, A ⊂ R3+ a compact set,
and suppose F ∈ L∞µ R2out is supported in A. Then for all λ > 0 there exists a finite
collection of trees T with distinguished subsets ET ⊂ T ∩ A and a set V ∈ T∪,
satisfying the properties
(6.9)
‖1R3+\V F‖R2out . λ,
V ⊃
⋃
T∈T
T µ(V ) . µ
( ⋃
T∈T
T
)
,
‖F1ET ‖R2out(T ) & λ ∀T ∈ T ,∥∥∥ ∑
T∈T
1ET
∥∥∥
L∞µ (L∞+L
1
in)
. 1.
Proof. First we replace R2out with an equivalent monotonic size: define
‖F‖R˜2out(T ) := supV ∈T∪ ‖1R3+\V F‖R2out(T ).
Then by the γ-multiplier theorem (Theorem 2.16, which requires finite cotype) R˜2out
is equivalent to R2out, while by definition we also have the monotonicity property
‖1V1F‖R˜2out(T ) ≤ ‖1V2F‖R˜2out(T )
for all V1 ⊂ V2 ⊂ R3+ and all T ∈ T. In the rest of the proof we abuse notation and
write R2out in place of R˜
2
out.
Define local sizes R2out± by
‖F‖R2out±(T ) := ‖1T±F‖R2out(T )
where T± = piT (TΘ ∩ {±θ ≥ 0}). It suffices to prove the lemma with R2out+ in
place of R2out. A symmetric proof handles R
2
out−, and we can simply add the results
together.
By homogeneity we assume that ‖F‖L∞µ R2out ≤ 1. Without loss of generality we
assume that A = BS
2 × [S−1;S] for some S  1. Define
R3,latt+ :=
{
(η, y, t) : ηt, yt−1 ∈ Z, t ∈ 2Z}
Tlatt :=
{
T(η,y,t),Θ : (η, y, t) ∈ R3,latt+
}
.
and given any T ∈ T let
V(T ) :=
{
T(ξ,x,s) ∈ Tlatt : 23sT ≤ s < 25sT , |x− xT | ≤ sT , |ξ − ξT | < 210s−1T
}
,
V (T ) :=
⋃
T∗∈V(T )
T ∗
so that µ(V (T )) . µ(T ) and
⋃
ε∈{−1,0,1} T(ξT+εs−1T ,xT ,sT ) ⊂ V (T ). Define A
latt,λ
to be the family of trees in Tlatt given by
Alatt,λ :=
⋃{
V(T ) : T ∈ T, S−1sT < 2Sλ−2, |xT | < 3Sλ−2, |ξT | < 4S3
}
.
The collection Alatt,λ is finite, since the tops of trees in Alatt,λ are a compact subset
of the discrete set R3,latt+ . For any T ∈ T it holds that
‖F‖R2out(T ) ≤
(S + sT
sT
)1/2
‖F‖R2out(T(ξT ,0,2S+sT )) ≤
(2S
sT
)1/2
‖F‖R2out(T(ξT ,0,2S)),
so for any λ ∈ (0, 1) we have ‖F‖R2out(T ) > λ only if V(T ) ⊂ Alatt,λ.
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Given a collection of trees X ⊂ T such that sT < 28S for all T ∈ X and
{(ξ, x, s) ∈ R3+ : T(ξ,x,s) ∈ X} is pre-compact, we say that T ∈ X is quasi-maximal
if
T ′ ∈ X =⇒ ξT ′ ≤ ξT + 1
210S
.
Any non-empty collection X with the properties above has at least one quasi-
maximal element.
We proceed to choose trees iteratively. Start with the collection T0 = ∅ and let
A0 := A. Suppose that at step j we have a collection Tj ⊂ T and a subset Aj ⊂ A.
At step j + 1 let
Xj+1 := {T ∈ T : ‖1AjF‖R2out+(T ) > λ}.
If Xj+1 is empty, terminate the iteration, otherwise choose a maximal element Tj+1
of Xj+1. Let Tj+1 = T ∪ {Tj+1}, let Ej+1 := T out+j+1 ∩Aj , and let
Aj+1 := Aj \ V (Tj).
This process terminates after finitely many steps because T ∈ Xj+1 only if
V(T ) ∩ (Alatt,λ \ j⋃
j′=0
V(Tj′)
) 6= ∅,
so Alatt,λ \⋃jj=0 V(Tj′) is a strictly decreasing subcollection of the finite collection
Alatt,λ. Thus this procedure yields a collection of trees T = ⋃j Tj and pairwise
disjoint distinguished subsets ET ⊂ T ∈ T .
The first three conditions of (6.9) hold by construction. Pairwise disjointness of
the sets (ET )T∈T guarantees that
∥∥∑
T∈T 1ET
∥∥
L∞µ L∞
≤ 1. It remains to show that
(6.10)∥∥∥ ∑
T∈T
1ET
∥∥∥
L∞µ L
1
in(T
′)
=
ˆ
B1
ˆ
B2b
ˆ 1
0
∣∣∣pi∗T ′( ∑
T∈T
1ET
)∣∣∣(θ, ζ, σ) dσ
σ
dθ dζ . 1
for any tree T ′ ∈ T. Without loss of generality we may suppose T ′ = T(0,0,1). Fix
ζ ∈ B1 and θ ∈ B2b and suppose that the integrand above doesn’t vanish identically
in σ. Let
τ+(θ, ζ) := sup
{
σ : (θ, ζ, σ) ∈ pi−1T ′
( ⋃
T∈T
ET
)}
τ−(θ, ζ) := inf
{
σ : (θ, ζ, σ) ∈ pi−1T ′
( ⋃
T∈T
ET
)}
.
Recall that we are implicitly working with respect to a frequency band Θ, which
we write as Θ = (θ∗−, θ
∗
+). We claim that
(6.11) τ−(θ, ζ) ≥ 1
4
2b− θ
θ∗+ − θ
τ+(θ, ζ).
This would allow us to conclude thatˆ
B1
ˆ
B2b
ˆ 1
0
∣∣∣pi∗T ′( ∑
T∈T
1Ej
)∣∣∣(θ, ζ, σ) dσ
σ
dθ dζ .
ˆ
B1
ˆ
B2b
ˆ τ+(θ,ζ)
τ−(θ,ζ)
dσ
σ
dθ dζ
.
ˆ
B1
ˆ
B2b
log(2b− θ)− log(4(θ∗+ − θ))dθ dζ . 1,
which would prove (6.10). To prove the claimed lower bound (6.11), argue by
contradiction and suppose
τ−(θ, ζ) <
1
4
2b− θ
θ∗+ − θ
τ+(θ, ζ) <
2b− θ
θ∗+ − θ
( 1
τ+(θ, ζ)
+
1
S
)−1
52 A. AMENTA AND G. URALTSEV
so that we can choose a σ such that
(6.12) (θ, ζ, σ) ∈ pi−1T ′
( ⋃
T∈T
ET
)
,
with τ−(θ, ζ) ≤ σ < 2b−θθ∗+−θ
(
1
τ+(θ,ζ)
+ 1S
)−1
. Fix a tree T0 ∈ T such that ET0
intersects arbitrarily small neighbourhoods of (θ, ζ, τ+(θ, ζ)) (see Figure 5). Then
− θ
∗
+−θ
τ+(θ,ζ)
≤ ξT0 and
(θ, ζ)× (0, 1) ∩ pi−1T ′ (T out+0 ) ⊂ (θ, ζ)×
( 2b− θ
θ∗+ − θ
τ+(θ, ζ), τ+(θ, ζ)
)
,
and, in particular, (θ, ζ, σ) /∈ pi−1T ′ (T out+0 ). Since (θ, ζ, σ) ∈ pi−1T ′ (T0) we have
(θ, ζ, σ) /∈ pi−1T ′ (ETα) for any Tα ∈ T selected after T0 in the selection procedure.
On the other hand suppose that Tβ ∈ T was selected before T0 and (θ, ζ, σ) ∈
pi−1T ′ (ETβ ) ⊂ pi−1T ′ (T out+β ). It would then hold that
ξTβ ≤ −
2b− θ
σ
< ξT0 −
(2b− θ
σ
− θ
∗
+ − θ
τ+(θ, ζ)
)
< ξT0 −
θ∗+ − θ
S
< ξT0 −
1
2S
by definition of σ, which contradicts the maximality condition on the construction
since Tβ was selected before T0: by monotonicity of Rout (recall that we redefined
this size to force this monotonicity) T0 could have been selected earlier, but it was
not. Thus we cannot have (6.12), since the point (θ, ζ, σ) can belong neither to ET0
nor to any ET for any T ∈ T selected before or after T0. The proof is complete. 
θ
σ
θ∗− −2b 2b θ∗+
π−1T ′ (T
′) = T
(
θ, τ+(θ, ζ)
)
π−1T ′ (T0)
(
θ,
2b− θ
θ∗+ − θ
τ+(θ, ζ)
)
Figure 5. The trees T ′ and T0 appearing in the proof of Lemma 6.6.
We are now prepared to prove the claimed weak endpoint.
Proof of Proposition 6.3. We need to show for all λ > 0 that there exists a set
Vλ ⊂ R3+ such that
(6.13)
λpµ(Vλ) . ‖f‖pLp(R;X)
‖1R3+\VλE[f ]‖R2out . λ.
Fix λ > 0. Since f ∈ S (R;X) there exists a compact set K ⊂ R3+ such that
(6.14) ‖1KE[f ]‖R2out < λ.
Consider the set Vλ ∈ T∪ and the collection Tλ of trees together with the distin-
guished subsets ET ⊂ T for each T ∈ Tλ given by Lemma 6.6 applied to 1KE[f ].
We have that
‖1K\VλE[f ]‖R2out . λ,
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and combining this with (6.14) yields the second condition of (6.13). To prove
the first condition, according to Lemma 6.6, we reduce to showing λp
∑
T∈Tλ sT .
‖f‖pLp(R;X). Write
λ2
∑
T∈T
sT .
∑
T∈T
‖1ET E[f ]‖2R2outsT
. ‖f‖2Lp(R;X)
( ∑
T∈Tλ
sT
)1− 2p ∥∥ ∑
T∈T
1ET
∥∥1/p
L∞µ (L∞+L
1
in)
using Theorem 6.5 (valid as X is r-intermediate UMD and p > r). Since we have
that
∥∥∑
T∈T 1ET
∥∥
L∞µ (L∞+L
1
in)
. 1 it follows that
µ(Aλ) .
∑
T∈T
sT . λ−p‖f‖pLp(R;X)
as required.

7. Embeddings into iterated outer Lebesgue spaces
As in the previous section, we fix a parameter b > 0, a bounded interval Θ
containing B1 ) B2b, and some sufficiently large N > 1. Everything below depends
on these choices, and we do not mention them in the notation.
In this section we prove the main technical result of the article, which eventually
leads to our bounds on the bilinear Hilbert transform.
Theorem 7.1. Fix r ∈ [2,∞) and let X be an r-intermediate UMD space. Then
for all p ∈ (1,∞) and q ∈ (min(p, r)′(r − 1),∞] we have∥∥E[f ]∥∥
Lpν-LqµR2out
. ‖f‖Lp(R;X) ∀f ∈ S (R;X),
and thus by Theorem 5.9 we also have∥∥E[f ]∥∥
Lpν-LqµSs
. ‖f‖Lp(R;X) ∀f ∈ S (R;X)
for all s ∈ (1,∞).
As explained at the start of Section 6, we obtain embedding bounds into iterated
outer Lebesgue spaces for a larger range of p ∈ (1,∞) than we get for the non-
iterated spaces. Theorem 7.1 is proven by localisation to strips: we use Theorem
6.1 to provide refined information on the quasinorms ‖1D\WE[f ]‖LqµR2out when D is
a strip and W is a countable union of strips. This takes a considerable amount of
technical work, particularly in the tail estimates. A similar argument was implicitly
used to prove [2, Theorem 5.3], the discrete version of this result, but in that result
the tails are not present and life is simpler.
7.1. Localisation lemmas. We have three localisation lemmas, corresponding to
the three ‘endpoints’ needed in the proof of Theorem 7.1.
Lemma 7.2 (First localisation lemma). Let X be a UMD space. Then for all
W ∈ D∪, T ∈ T, and M ∈ N, we have
(7.1)
∥∥1R3+\WE[f ]∥∥R2out(T ) .M sup(η,y,t)∈T(ξT ,xT ,2sT )\W
ˆ
R
‖f(z)‖X t−1
〈z − y
t
〉−M
dz
for all f ∈ S (R;X).
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Lemma 7.3 (Second localisation lemma). Let X be an r-intermediate UMD space,
and suppose q ∈ (r,∞). Then for all D ∈ D, W ∈ D∪, and all sufficiently large
M ∈ N, we have
(7.2)∥∥1D\WE[f ]∥∥LqµR2out .M,q |D| 1q sup(η,y,t)∈D\W
(ˆ
R
‖f(z)‖qX t−1
〈z − y
t
〉−M
dz
) 1
q
for all f ∈ S (R;X).
Lemma 7.4 (Third localisation lemma). Let X be an r-intermediate UMD space,
and suppose p ∈ (1, r] and q ∈ (p′(r − 1),∞). Then for all D ∈ D, W ∈ D∪, and
all sufficiently large M ∈ N,
(7.3)∥∥1D\WE[f ]∥∥LqµR2out .M,q |D| 1q sup(η,y,t)∈D(xD,2sD)\W
( ˆ
R
‖f(z)‖pX t−1
〈z − y
t
〉−M
dz
) 1
p
for all f ∈ S (R;X).
Proof of Lemma 7.2. Without loss of generality assume M is large. By homogene-
ity we may assume that
(7.4) sup
(η,y,t)∈T (ξT ,xT ,2sT )\W
ˆ
R
‖f(z)‖Xt−1
〈z − y
t
〉−M
dz = 1,
and without loss of generality we may assume that T = T(0,0,1) (see Remark 3.15).
It then suffices to show that ∥∥1R3+\WE[f ]∥∥R2out(T ) . 1.
Split f into a local part and a tail part, f = floc + ftail with floc = 1B2f , so
that by Lemma 2.12 we have∥∥E[ftail]∥∥R2out(T ) .
ˆ
R
‖f(z)‖X〈z〉−M dz . 1.
It remains to control the contribution of the local part.
We may assume that
´
B2
‖f(z)‖Xdz . 1, as if this does not hold, then by (7.4)
we have T ⊂W and there is nothing to prove. Fix C > 0 and write{
x ∈ B2 : Mf(x) > C
}
=
⋃
n
Bsn(xn)
as an at-most-countable disjoint union of open balls, where M is the Hardy–
Littlewood maximal operator. For C sufficiently large we have D(xn,3sn) ⊂ W
for each n, for otherwise (7.4) is contradicted. Fix such a large C. By disjointness
of the balls, we have
∑
n sn . 1.
We perform a Caldero´n–Zygmund decomposition of floc: for each n define
bn := 1Bsn (xn)
(
floc − 1|Bsn(xn)|
ˆ
Bsn (xn)
floc(z) dz
)
,
so that
spt bn ⊂ Bsn(xn),
ˆ
Bsn (xn)
bn(z) dz = 0, ‖bn‖L1(R) . sn,
and write
floc =:
∑
n
bn + g.
The ‘good part’ g then satisfies ‖g‖L∞(R;X) . 1, so by Proposition 6.2 we have∥∥E[g]∥∥
R2out(T )
. 1,
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and we need only show
(7.5)
∥∥1R3+\WE[b]∥∥R2out(T ) . 1
where b :=
∑
n bn is the ‘bad part’. An application of Lemma 3.7 implies∥∥1R3+\WE[b]∥∥2R2out(T )
. sup
ϕ∈Φ1
ˆ
Θ\B2b
ˆ
B1
∥∥pi∗T (1R3+\WE[b])[ϕ](θ, ζ, σ)∥∥2γdσ/σ(R+;X) dζ dθ.
Fix ϕ ∈ Φ1, θ ∈ Θ \ B2b, and ζ ∈ B1. By Corollary 2.11 we estimate the γ-norm
by an integral in scale:∥∥pi∗T (1R3+\WE[b])[ϕ](θ, ζ, σ)∥∥γdσ/σ(R+;X)
.
ˆ τ+(ζ)
τ−(ζ)
‖F(θ, ζ, σ)‖X + ‖σ∂σF(θ, ζ, σ)‖X dσ
σ
,
where τ−(ζ) = inf
{
τ ∈ R+ : (θ, ζ, σ) ∈ R3+ \ pi−1T (W )
}
and τ+(ζ) = 1 − |ζ|, and
F(θ, ζ, t) = ∑n Fn(θ, ζ, t) with Fn(θ, ζ, σ) = 〈bn; Trζ Dilσ Modθ ϕ〉. Use integration
by parts to write
Fn(θ, ζ, σ) =
ˆ
R
(ˆ z
xn−sn
bn(z
′) dz′
)
d
dz
Trζ Dilσ Modθ ϕ(z) dz
= σ−1
ˆ
R
(ˆ z
xn−sn
bn(z
′) dz′
)
Trζ Dilσ Modθ(2piiθϕ+ ϕ′)(z) dz.
Since bn has mean zero the inner integral vanishes outside Bsn(xn) and thus
‖Fn(θ, ζ, σ)‖X .
ˆ
R
σ−2sn‖bn‖L11Bsn (xn)(z)
〈z − ζ
σ
〉−5
dz
.
ˆ
R
σ−2s2n1Bsn (xn)(z)
〈z − ζ
σ
〉−5
dz.
A similar estimate holds for the derivative in scale:
‖σ∂σFn(θ, ζ, σ)‖X
=
∥∥∥ ˆ
R
(ˆ z
xn−sn
bn(z
′) dz′
)
σ
d
dσ
Trζ Dilσ Modθ(2piiθϕ+ ϕ′)(z)
)
dz
∥∥∥
X
.
ˆ
R
σ−2s2n1Bsn (xn)(z)
〈z − ζ
σ
〉−5
dz.
Combining these estimates, we obtain
(7.6)
∥∥pi∗T (1R3+\WE[b])[ϕ](θ, ζ, σ)∥∥γdσ/σ(R+;X)
.
ˆ τ+(ζ)
τ−(ζ)
ˆ
R
∑
n
σ−2s2n1Bsn (xn)(z)
〈z − ζ
σ
〉−5
dz
dσ
σ
.
For any fixed σ ∈ (τ−(ζ), τ+(ζ)), in view of the pairwise disjointness of the balls
Bsn(xn), we have the estimateˆ
R
∑
n:sn≤σ
σ−2s2n1Bsn (xn)(z)
〈z − ζ
σ
〉−5
dz
≤
∥∥∥ ∑
n:sn≤σ
σ−2s2n1Bsn (xn)
∥∥∥
L∞(R)
∥∥∥〈z − ζ
σ
〉−5∥∥∥
L1dz(R)
. σ.
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If σ < sn notice that τ−(ζ) < σ, so by construction |z − ζ| > sn whenever z ∈
Bsn(xn). Thus 〈z − ζ
σ
〉−5
.
〈z − ζ
σ
〉−2(z − ζ
σ
)−3
.
( σ
sn
)3
and ˆ
R
∑
n:sn>σ
σ−2s2n1Bsn (xn)(z)
〈z − ζ
σ
〉−5
dz
≤
∥∥∥ ∑
n:sn>σ
σ1s−1n 1Bsn (xn)
∥∥∥
L∞(R)
∥∥∥〈z − ζ
σ
〉−2∥∥∥
L1dz(R)
. σ.
Summing up these estimates and plugging the result back into (7.6) gives us∥∥pi∗T (1R3+\WE[b])[ϕ](θ, ζ, σ)∥∥γdσ/σ(R+;X) .
ˆ τ+(ζ)
τ−(ζ)
σ
dσ
σ
. 1.
Integrating the square over ζ ∈ B1 and θ ∈ Θ \ B2b yields (7.5), completing the
proof. 
Proof of Lemma 7.3. As in the previous proof, we are free to assume that M is
huge, by homogeneity we assume
sup
(η,y,t)∈D\W
ˆ
R
‖f(z)‖qX t−1
〈z − y
t
〉−M
dz = 1,
and without loss of generality we assume D = D(0,1) (see Remark 3.15).
Decompose f into dyadic annuli, i.e. write f =
∑∞
k=0 fk, where f0 = 1B2f and
fk = 1B
2k+1
\B
2k
f for all k ≥ 1. By the first localisation lemma (Lemma 7.2), for
each k we have
‖1D\WE[fk]‖L∞µ R2out
. sup
T⊂D
sup
(η,y,t)∈T\W
(ˆ
R
‖fk(z)‖qX t−1
〈z − y
t
〉−2M
dz
) 1
q . 2−kMq
where we used that 〈(z − y)/t〉 & 2k on the support of fk. On the other hand, for
any r < r0 < q, by Theorem 6.1 (here we use that X is r-intermediate UMD) we
have
‖1D\WE[fk]‖Lr0µ R2out . ‖fk‖Lr0 (R;X).
Assuming D 6⊂W (for otherwise there is nothing to prove) it holds that
‖fk‖-Lr0 (R;X) ≤ ‖fk‖-Lq(B
2k+1
;X) . 1,
so
‖1D\KλE[fk]‖Lr0µ R2out . 2
k
r0 .
By logarithmic convexity of the outer Lebesgue quasinorms we find
‖1D\KλE[fk]‖LqµR2out . 2
k
q 2−kM(1−
r0
q ) = 2
k
r+
(1−M(q−r0)).
By quasi-subadditivity we have for some C ≥ 1 that∥∥1D\KλE[f ]∥∥LqµR2out . ∞∑
k=0
Ck
∥∥1D\KλE[fk]∥∥LqµR2out
.
∞∑
k=0
Ck2
k
q (1−M(q−r0)) . 1
provided M is taken to be sufficiently large. 
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Proof of Lemma 7.4. We will assume that spt f ⊂ B2L for some L > 1 and show
(7.7)
∥∥1D\WE[f ]∥∥LqµR2out
.M CLtail sup
(η,y,t)∈D(xT ,2sT )\W
(ˆ
R
‖f(z)‖pX t−1
〈z − y
t
〉−M
dz
) 1
p
for some constant Ctail > 1. This will be enough to complete the proof; to see this,
write f =
∑∞
j=−1 fj with
f−1 := f1B1
fj := f1B2j+1\B2j (j ∈ N),
and observe that for any q1 > q we have for some Ctr ≥ 1,∥∥1D\WE[f ]∥∥Lq1µ R2out
.
∞∑
j=−1
Cjtr
∥∥1D\WE[fj ]∥∥ qq1LqµR2out∥∥1D\WE[fj ]∥∥1− qq1L∞µ R2out
. sup
(η,y,t)∈D(xD,2sD)\W
( ˆ
R
‖f(z)‖pX t−1
〈z − y
t
〉−M
dz
) 1
p
q
q1
∞∑
j=−1
CjtrC
j qq1
tail
(ˆ
R
‖fj(z)‖X 〈z〉−M˜dz
)1− qq1
. sup
(η,y,t)∈D(xD,2sD)\W
( ˆ
R
‖f(z)‖pX t−1
〈z − y
t
〉−M
dz
) 1
p
∞∑
j=−1
CjtrC
j qq1
tail 2
−j M˜2
(
1− qq1
)
,
using the first localisation lemma (Lemma 7.2) with some sufficiently large M˜ > M .
The final sum in j converges and yields the required estimate provided that M˜ is
large enough. Since q > p′(r − 1) is an open condition on q, we are free to start
with a slightly smaller q so that q1 is the ‘goal’ exponent.
Now for the proof of (7.7), explicitly tracking the dependence on L. Once more,
we may assume that D = D(0,1) (see Remark 3.15) and
sup
(η,y,t)∈D(0,2)\W
ˆ
R
‖f(z)‖pX t−1
〈z − y
t
〉−M
dz = 1.
Write f =
∑∞
k=−1 fk, where
f−1 := f1{Mpf≤C}, fk := f1{Ck+1<Mpf≤Ck+2} ∀k ∈ N
for some large parameter C > 1 to be determined later. Decompose the super-level
sets of Mp (intersected with B2L) as disjoint unions of open balls as follows:
B2L ∩ {x ∈ R : Mpf(x) > Ck} =
⋃
n
Bsk,n(xk,n).
For convenience we write Bk,n := Bsk,n(xk,n) for all k, n. Fix r+ ∈ (r, q) (noting
that q > r follows from q > p′(r − 1) and p ≤ r, which we have assumed). Since
‖f−1‖L∞(R;X) . 1, we getˆ
B2L
‖f−1(z)‖r+X t−1
〈z − y
t
〉−M
dz . 1.
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For k ∈ N we have L∞ and support bounds
(7.8)
‖fk‖L∞(R;X) . Ck
| spt fk| .
∑
n
|Bk,n| . ‖f‖pLp(R;X)C−kp . 2MLC−kp.
The penultimate bound is a consequence of the Lp → Lp,∞ boundedness of Mp,
and the bound ‖f‖pLp(R;X) . 2ML follows from (0, 0, 1) /∈W andˆ
B2L
‖f(z)‖pX dz .
ˆ
B2L
‖f(z)‖pX〈z〉−M2LM dz . 2LM .
The balls Bk,n are nested, and in particular for each k ≥ 0 and each n there exists
a unique m(n) such that Bk,n ⊂ B1,m(n). Furthermore for each m we have
(7.9)
∑
n:m(n)=m
sk,n . C−kps1,m.
This yields the L1-bound
(7.10) ‖fk‖L1(B1,m) . Ck(1−p)s1,m.
for each m.
Now let’s smash some estimates. For all k ≥ −1, by Theorem 6.1 (using that X
is r-intermediate UMD) and (7.8),∥∥1D\WE[fk]∥∥Lr+µ R2out . ‖fk‖Lr+µ (R;X) . 2ML/r+Ck(1− pr+ ).
Lemma 7.2, on the other hand, gives forth∥∥1D\WE[fk]∥∥L∞µ R2out .M sup(η,y,t)∈D(0,2)\W
ˆ
R
‖fk(z)‖Xt−1
〈z − y
t
〉−M
dz.
For each (η, y, t) ∈ D(0, 2) \W we haveˆ
R
‖fk(z)‖Xt−1
〈z − y
t
〉−M
dz
=
∑
m
ˆ
R
‖fk(z)1B1,m(z)‖Xt−1
〈z − y
t
〉−M
dz
=
( ∑
m:t≥s1,m
+
∑
m:t<s1,m
)ˆ
R
‖fk(z)1B1,m(z)‖Xt−1
〈z − y
t
〉−M
dz.
The first summand above is treated as follows: we have
(7.11)
〈z − y
t
〉
'
〈z′ − y
t
〉
uniformly in z, z′ ∈ B1,m (with constant independent of z, z′,m), so∑
m:t≥s1,m
ˆ
R
‖fk(z)1B1,m(z)‖Xt−1
〈z − y
t
〉−M
dz
'
∑
m:t≥s1,m
‖fk(z)1B1,m(z)‖-L1(B1,m;X)
ˆ
R
1B1,m(z)t
−1
〈z − y
t
〉−M
dz
. Ck(1−p),
using the L1-bound (7.10) and disjointness of the balls B1,m.
Now we treat the second summand, in which t < s1,m. If C is sufficiently large,
then Dx1,m,2s1,m ⊂W , so for z ∈ B1,m we have that |y − z| > s1,m > t, and so〈y − z
t
〉
& s1,m
t
.
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We proceed to estimate∑
m:t<s1,m
ˆ
R
‖fk(z)1B1,m(z)‖Xt−1
〈z − y
t
〉−M
dz
.
∑
m:t<s1,m
ˆ
R
‖fk(z)1B1,m(z)‖X
t
s21,m
〈z − y
t
〉−M+2
dz
=
∑
`∈N
2−`
∑
m:s1,m'2`t
ˆ
R
‖fk(z)1B1,m(z)‖X
1
s1,m
〈z − y
t
〉−M+2
dz
≤
∑
`∈N
2−`
∑
m:s1,m'2`t
ˆ
R
‖fk(z)1B1,m(z)‖X
1
s1,m
〈z − y
s1,m
〉−M+2
dz.
Once more using (7.11) (substituting s1,m for t) and the L
1-bound (7.10), the
expression above is controlled by∑
`∈N
2−`
∑
m:s1,m'2`t
ˆ
R
‖fk(z)‖-L1(B1,m;X)1B1,m(z)
1
s1,m
〈z − y
s1,m
〉−M+2
dz
.
∑
`∈N
2−`
∑
m:s1,m'2`t
ˆ
R
‖fk(z)‖-L1(B1,m;X)1B1,m(z)
1
2`t
〈z − y
2`t
〉−M+2
dz
. Ck(1−p)
∑
`∈N
2−`
ˆ
R
1
2`t
〈z − y
2`t
〉−M+2
dz . Ck(1−p).
Thus we have obtained the two bounds∥∥1D\WE[fk]∥∥Lr+µ R2out . 2ML/r+Ck(1− pr+ )∥∥1D\WE[fk]∥∥L∞µ R2out . Ck(1−p)
By interpolation (using that r < r+ < q) we find that∥∥1D\WE[fk]∥∥LqµR2out . CLtailCkα
for some constant Ctail, where
α := (p− 1)
(r+
q
− 1
)
+
(
1− p
r+
)r+
q
< 0
by our assumptions on p and q. By quasi-subadditivity we obtain∥∥1D\WE[f ]∥∥LqµR2out . ∞∑
k=−1
Cktr
∥∥1D\WE[fk]∥∥LqµR2out . CLtail ∞∑
k=−1
CktrC
kα . CLtail
as long as C is large enough. This establishes (7.3) (with normalised supremum),
completing the proof. 
7.2. Proof of the embedding bounds.
Proof of Theorem 7.1. First we prove the bound
(7.12) ‖E[f ]‖Lp,∞ν -LqµR2out . ‖f‖Lp(R;X)
for p ∈ (1,∞) and q =∞. Fix λ > 0 and represent the super-level set{
x ∈ R : Mf(x) > λ} = ⋃
n
Bsn(xn)
as a disjoint union of balls, and then define
Kλ :=
⋃
n
D(xn,sn).
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Since M is of weak type (1, 1) we have
ν(Kλ) .
∑
n
sn . λ−p‖f‖Lp(R;X),
so it remains to show that
(7.13)
∥∥1R3+\KλE[f ]∥∥-L∞µ R2out . λ.
For each T ∈ T, by Lemma 7.2 we have∥∥1R3+\KλE[f ]∥∥L∞µ R2out(T ) . sup(η,y,t)∈R3+\Kλ
ˆ
R
‖f(z)‖Xt−1
〈z − y
t
〉−2
dz
. sup
y/∈∪nBsn (xn)
Mf(y) ≤ λ,
which establishes (7.13) and in turn (7.12) with q =∞.
Next we prove (7.12) for p > r and q > r. Fix r+ ∈ (r,min(p, q)) and λ > 0,
represent {
x ∈ R : Mr+f(x) > λ
}
=
⋃
n
Bsn(xn)
as a disjoint union of balls, and as before define
Kλ :=
⋃
n
D(xn,sn).
Since Mr+ is bounded on L
q we have
ν(Kλ) .
∑
n
sn . λ−q‖f‖Lq(R;X),
and as in the previous case we deduce the estimate∥∥1R3+\KλE[f ]∥∥-LqµR2out . λ
from the second localisation lemma (Lemma 7.3).
Finally can we show (7.12) for p ∈ (1, r] and q > p′(r − 1). The proof is the
same as in the previous two cases, except this time we use the super-level set of
Mp and the third localisation lemma (Lemma 7.4). The result then follows by
Marcinkiewicz interpolation for outer Lebesgue spaces. 
8. Applications to bilinear Hilbert transforms
We have filled a considerable number of pages doing time-frequency analysis
on R3+ and bounding embedding maps into outer Lebesgue spaces. It is time to
consolidate this theory to prove estimates for the bilinear Hilbert transform BHTΠ
and the dual trilinear form BHFΠ, both defined with respect to a general bounded
trilinear form Π: X1 ×X2 ×X3 → C on the product of intermediate UMD spaces.
As in Section 4.1, we set α = (1, 1,−2) and β = (−1, 1, 0), we fix b = 2−4 and
Θ = B2, and we define Θi := αiΘ + βi.
8.1. Lp bounds for BHFΠ. First we prove our main theorem.
Proof of Theorem 1.1. The assumption (1.3) on the exponents (pi)
3
i=1 implies that
there exists a Ho¨lder triple (qi)
3
i=1 such that
qi > min(pi, ri)
′(ri − 1)
for each i. Fix ϕ0 ∈ S (R;C) with Fourier support in Bb such that
B˜HFΠ(f1, f2, f3) = lim
K↑R3+
BHWFϕ0,KΠ (E[f1],E[f2],E[f3]),
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where K runs over all compact sets V+ \ V− with V± ∈ T∪Θ. Then we can estimate
|BHWFϕ0,KΠ (E[f1],E[f2],E[f3])| .
3∏
i=1
‖E[fi]‖Lpiν -LqiµiS3Θi .
3∏
i=1
‖fi‖Lpi (R;Xi),
where the second inequality uses the embedding bounds of Theorem 1.3, justified
by the assumptions on the Banach spaces Xi and the exponents pi, qi. The proof
is complete. 
8.2. Sparse domination of BHFΠ. The L
p-boundedness we just proved can be
improved to a sparse domination result, quantifying localisation properties of BHFΠ
that are strictly stronger than Lp-boundedness. Although sparse domination is
primarily of interest for its connection with sharp weighted estimates, our goal is
to use it to establish estimates for the bilinear operator BHTΠ in the quasi-Banach
range, i.e. Lp-bounds for exponents p < 1. We begin by recalling one of the many
equivalent definitions of a sparse family of strips.16 First, given a strip D ∈ D we
define the ‘top half’
D↑ := D ∩ {(η, y, t) : t > sD/2}.
Definition 8.1 (Sparse strip collection). The sparsity constant of a collection of
strips G ⊂ D is given by
(8.1) ‖G‖sparse :=
∥∥∥ ∑
D∈G
1D↑
∥∥∥
L∞ν -L∞µ L1
.
When the collection G is nested, i.e. when
D,D′ ∈ D =⇒ D ⊆ D′ or D′ ⊆ D,
we have that
‖G‖sparse = CΘ sup
D∈G
∑
D′∈G
D′⊂D
|sD|.
Next we prove an abstract ‘outer’ sparse domination of BHWF, relying only on
the outer structures on R3+, and not requiring any boundedness of embedding maps
(and thus no assumptions on the Banach spaces Xi).
Proposition 8.2. For any p∗1, p
∗
2, p
∗
3 ∈ [1,∞] such that
∑3
i=1(p
∗
i )
−1 > 1, any
Ho¨lder triple q1, q2, q3 ∈ [1,∞], any compact K ∈ R3+, and any Fi ∈ Lp
∗
i
µ -Lqiν S
si ,
there exists a finite nested collection G ⊂ D with ‖G‖sparse .Θ 1 such that
(8.2)
∣∣BHWFϕ0,KΠ (F1, F2, F3)∣∣ .∑
D∈G
3∏
i=1
‖1DFi‖
L
p∗
i
µ -L
qi
ν Ssi
.
Proof. Start with a strip D0 ∈ D containing K and set G0 = {D0}. By the definition
of the outer Lebesgue quasinorms, for C sufficiently large, for every D ∈ D and
i ∈ {1, 2, 3} there exists a countable union of strips W (i) ∈ D∪ contained in D such
that
‖1D\W (i)Fi‖L∞ν -Lqiµ Ssi ≤ C‖1DFi‖Lp∗iν -Lqiµ Ssi ,
ν(W (i)) ≤ C−p∗i ν(D).
Now define G(i)(D) to be a finite collection of strips such that
W (i) =
⋃
D′∈G(i)(D)
D′ and
∑
D′∈G(i)(D)
sD′ ≤ 2C−p∗i ν(D).
16Strips correspond to intervals in R, and the equivalent formulation in terms of intervals is
certainly more familiar. We use the language of strips to emphasise the connection with outer
spaces on R3+.
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For n ≥ 1, define Gn inductively by
Gn+1 =
3⋃
i=1
⋃
D∈Gn
G(i)(D)
and let G = ⋃n∈N Gn. Since K is compact and the measures of D′ ∈ G(D) decrease
geometrically, Gn is eventually empty. G is finite and nested by construction, and
satisfies ‖G‖sparse .Θ 1 by the measure bound above as long as C is sufficiently
large. By telescoping, for any Ho¨lder triple p1, p2, p3 ∈ [1,∞] we have
(8.3)
∣∣BHWFϕ0,KΠ (F1, F2, F3)∣∣ ≤∑
n∈N
∑
D∈Gn
∣∣BHWFϕ0,(D\∪Gn+1)∩KΠ (F1, F2, F3)∣∣
.
∑
n∈N
∑
D∈Gn
3∏
i=1
‖1D\∪Gn+1Fi‖Lpiν -Lqiµ Ssi
by Corollary 4.2. If pi ≥ p∗i then by log-convexity of outer Lebesgue quasinorms
‖1D\∪Gn+1Fi‖Lpiν -Lqiµ Ssi . ‖1D\∪Gn+1Fi‖
p∗i /pi
L
p∗
i
ν -L
qi
µ Ssi
‖1D\∪Gn+1Fi‖1−p
∗
i /pi
L∞ν -L
qi
µ Ssi
. ‖1D\∪Gn+1Fi‖Lp∗iν -Lqiµ Ssi .
By the assumption on (p∗i )
3
i=1 we can find a Ho¨lder triple (pi)
3
i=1 with pi ≥ p∗i for
all i, so we conclude that
∣∣BHWFϕ0,KΠ (F1, F2, F3)∣∣ .∑
n∈N
∑
D∈Gn
3∏
i=1
‖1D\∪Gn+1Fi‖Lp∗iν -Lqiµ Ssi
.
∑
D∈G
3∏
i=1
‖1DFi‖
L
p∗
i
ν -L
qi
µ Ssi
and the proof is done. 
Extending this outer sparse domination to a true sparse domination result for
BHFΠ relies on a localisation property of the embedding map.
Lemma 8.3 (Fourth localisation lemma). Let X be a Banach space, let p, q, s ∈
[1,∞] and N ∈ N, and suppose that the embedding bound
‖E[f ]‖LpνLqυSsN . ‖f‖Lp(R;X) ∀f ∈ S (R;X)
holds. Then for all N ′ ∈ N and all strips D ∈ D we have
‖1DE[f ]‖LpνLqµSsN+N′+1 .N,N ′ ‖f(z)〈(z − xD)/|ID|〉
−N ′‖Lpdz(R;X).
Proof. By symmetry we may assume that D = D(0,1). For all n ∈ N, T ∈ T,
(θ, ζ, σ) ∈ T, and ϕ ∈ ΦN+N ′+11 there exists ϕ˜n ∈ Φ with ‖ϕ˜n‖N . 2−n(N
′+1) such
that
pi∗T
(
1DE[1R\B2n f ]
)
[ϕ](θ, ζ, σ) = pi∗T
(
1DE[1R\B2n f ]
)
[ϕ˜n](θ, ζ, σ).
By the definition of Ss and by the assumed embedding bounds we find that
‖1DE[1R\B2n f ]‖LpνLqµSsN+N′+1 .N,N ′ 2
−N ′−1‖f‖Lp(R;X).
Summing the above estimates applied to the functions 1B1f and 2
nN ′
1B2n+1\B2n f
over n ∈ N completes the proof. 
We are now ready to prove sparse domination of BHFΠ.
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Theorem 8.4. Let (Xi)
3
i=1 be ri-intermediate UMD spaces for some ri ∈ [2,∞),
and let Π: X0 ×X1 ×X2 → C be a bounded trilinear form. For all Ho¨lder triples
(p∗i )
3
i=1 in (1,∞) satisfying
(8.4)
3∑
i=1
1
min(p∗i , ri)′(ri − 1)
> 1
and all fi ∈ Lp∗i (R;Xi), if N ′ ∈ N is sufficiently large we have the sparse domination∣∣BHFΠ(f1, f2, f3)∣∣
. sup
G⊂D
‖G‖sparse.Θ1
∑
D∈G
3∏
i=1
( 1
|ID|
ˆ
R
‖fi(z)‖p
∗
i
Xi
〈z − xD
|ID|
〉−N ′
dz
) 1
p∗
i |ID|
where the supremum is over all finite nested collections G ⊂ D.
Proof. As BHFΠ is a linear combination of the Ho¨lder form (which satisfies the
requisite sparse domination) and B˜HFΠ, it suffices to prove the sparse domination
for B˜HFΠ. As in the proof of Theorem 1.1, we can estimate
|B˜HFΠ(f1, f2, f3)| . lim
K↑R3+
BHWFϕ0,KΠ (E[f1],E[f2],E[f3])
. lim
K↑R3+
∑
D∈G(K,f1,f2,f3)
3∏
i=1
‖1DE[fi]‖
L
p∗
i
µ -L
qi
µ Ssi (D)
for appropriately chosen exponents, relying on the assumption (8.4). The collections
G(K, f1, f2, f3) are finite and nested with controlled sparsity constant, so
|B˜HFΠ(f1, f2, f3)| . sup
G⊂D
‖G‖sparse.Θ1
∑
D∈G
3∏
i=1
‖1DE[fi]‖
L
p∗
i
µ -L
qi
µ Ssi (D)
.
Applying Lemma 8.3 completes the proof. 
Remark 8.5. The sparse domination proven in Theorem 8.4 is stated with respect
to the smoothed averages( 1
|ID|
ˆ
R
‖fi(z)‖p
∗
i
Xi
〈z − xD
|ID|
〉−N ′
dz
) 1
p∗
i
rather than the more familiar averages
〈‖fi‖Xi〉p∗i ,ID :=
( 1
|ID|
ˆ
ID
‖fi(z)‖p
∗
i
Xi
dz
) 1
p∗
i .
However, it seems to be well-known that for fi : R→ C we have the equivalence
sup
G⊂D
‖G‖sparse.Θ1
∑
D∈G
3∏
i=1
( 1
|ID|
ˆ
R
|fi(z)|p∗i
〈z − xD
|ID|
〉−N ′
dz
) 1
p∗
i |ID|
' sup
G⊂D
‖G‖sparse.Θ1
∑
D∈G
3∏
i=1
〈|fi|〉p∗i ,ID |ID|
up to a change in implicit constant in the sparsity conditions. The direction &
follows from the pointwise control of an L1-normalised characteristic function by
its smoothed version; here we sketch a proof of the reverse direction. Use the
estimate 〈z − xD
|ID|
〉−N ′
.
∑
n∈N
2−nN
′
1B2nsD (xD)
(z)
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to write∑
D∈G
3∏
i=1
( 1
|ID|
ˆ
R
|fi(z)|p∗i
〈z − xD
|ID|
〉−N ′
dz
) 1
p∗
i |ID|
.
∑
n1,n2,n3∈N
2−
∑3
i=1 niN
′ ∑
D∈G
3∏
i=1
s
−∑3i=1 1/p∗i
D
(ˆ
B2nisD
(xD)
|fi(z)|p∗i dz
) 1
p∗
i |ID|.
By symmetry it suffices to consider the part of the sum where n1 = max(n1, n2, n3):∑
n1
n1∑
n2,n3=0
2−N
′∑3
i=1 ni
∑
D∈G
3∏
i=1
s
−∑3i=1 1/p∗i
D
(ˆ
B2nisD
(xD)
|fi(z)|p∗i dz
) 1
p∗
i |ID|
.
∑
n1
2−n1(1+N
′−∑3i=1 1/p∗i ) ∑
D∈G
3∏
i=1
( 
B2n1sD (xD)
|fi(z)|p∗i dz
) 1
p∗
i 2n1 |IB2n1sD (xD)|.
The collection Gn1 := {B2n1s(x) : Bs(x) ∈ G} satisfies ‖Gn1‖sparse . 2n1 , and this
leads to the proof.
8.3. Bounds for BHTΠ, including quasi-Banach exponents. Now we consider
the bilinear Hilbert transform BHTΠ defined in (1.4) rather than the dual trilinear
form BHFΠ. This lets us consider bounds into quasi-Banach L
p-spaces, which is
not possible in the trilinear formulation because the spaces Lp(R) with p < 1 have
trivial duals. More precisely, for Ho¨lder triples (pi)
3
i=1 with pi ∈ [1,∞) the bound
(8.5) BHTΠ : L
p1(R;X1)× Lp2(R;X2)→ Lp3(R;X∗3 )
is equivalent to
(8.6) BHFΠ : L
p1(R;X1)× Lp2(R;X2)× Lp′3(R;X3)→ C,
but when p3 < 1 the bound (8.5) may hold while having no equivalent trilinear
representation.
Theorem 8.6. Let (Xi)
3
i=1 be ri-intermediate UMD spaces for some ri ∈ [2,∞),
and let Π: X0×X1×X2 → C be a bounded trilinear form. Fix p1, p2 ∈ (1,∞) and
p3 ∈ (0,∞) with p−11 + p−12 = p−13 , and suppose that
3∑
i=1
1
min(pi, ri)′(ri − 1) > 1.
Then BHTΠ satisfies the bound (8.5).
Proof. The result for p3 > 1 follows from Theorem 1.2. For p3 ≤ 1 it follows
from the sparse domination for BHFΠ established in Theorem 8.4: this implies
weighted estimates which, by extrapolation, yield the claimed bounds (8.5) (plus
further weighted estimates that we do not discuss here). The details of this weighted
multilinear extrapolation are worked out in [38, Section 4.1] (see also [29, 30]). 
8.4. Examples. Let us consider some examples of Banach spaces (Xi)
3
i=1 and tri-
linear forms Π to which our theorems apply. In particular, we need each Xi to be
ri-intermediate UMD, such that the region of Ho¨lder triples (pi)
3
i=1 satisfying (1.3)
is nonempty; this occurs if and only if
(8.7)
3∑
i=1
1
ri
> 1.
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8.4.1. Single intermediate UMD spaces. Given any Banach space X, there is a
natural trilinear form
Π: X ×X∗ × C→ C, Π(x,x∗, λ) := λx∗(x).
If X is r-intermediate UMD then so is X∗, so the set of exponents satisfying (1.3)
is nonempty provided that r < 4. If X is not a Banach lattice, then there are no
known bounds for BHTΠ besides our results.
17
8.4.2. Triples of sequence spaces. If (ri)
3
i=1 are exponents satisfying
∑3
i=1 r
−1
i ≥ 1,
then
Π: `r1 × `r2 × `r3 → C, Π(f, g, h) =
∑
n∈N
f(n)g(n)h(n)
is bounded. If ri ∈ [2,∞) for each i then each `ri is r˜i-intermediate UMD for all
r˜i > ri, and if in addition
∑3
i=1 r
−1
i > 1, then Theorem 1.1 applies. However,
bounds for BHTΠ in this case have already appeared in the works of Silva [42],
Benea and Muscalu [4, 5], and Lorist and Nieraeth [32, 33, 38], all of which allow
for a larger range of sequence spaces (including the non-UMD space `∞).
8.4.3. Triples of Lebesgue spaces. Consider a Ho¨lder triple of exponents (ri)
3
i=1, so
that the spaces Lri(R) are r˜i-intermediate for all r˜i > max(ri, r′i). Consider the
trilinear form
Π: Lr1(R)× Lr2(R)× Lr3(R)→ C, Π(f, g, h) =
ˆ
R
f(x)g(x)h(x) dx.
Condition (8.7) holds if and only if max(ri, r
′
i) < ri for some i, which is impossible,
so Theorem 1.1 does not apply to these spaces. However, bounds for BHTΠ in this
case do hold as long as r1, r2, r3 ∈ (1,∞] [4, 5, 32, 33, 38]. Our results are far from
optimal here.
8.4.4. Triples of Schatten classes. The purpose of our results was to prove bounds
for BHFΠ when the spaces Xi are not Banach lattices, and here we succeed. Con-
sider for example the ‘non-commutative Ho¨lder form’: for a Ho¨lder triple (ri)
3
i=1
satisfying
∑3
i=1 ri ≥ 1 as in the sequence space example above, the map
Π: Cr1 × Cr2 × Cr3 → C, Π(F,G,H) := tr(FGH)
is bounded. Here Cr denotes the Schatten class of compact operators on a Hilbert
space with approximation numbers in `r (see [24, Appendix D]). Each Cri is r˜i-
intermediate UMD for all r˜i > max(ri, r
′
i), and we obtain bounds for BHFΠ exactly
when we obtain them with Cr replaced by the sequence space `r. Naturally one can
consider more general non-commutative Lp spaces, as described in [40], provided
that they satisfy the same containment relations as `p spaces.
8.5. Sharpness of assumptions. Example 8.4.3 above shows that for ‘classical’
vector-valued estimates, the results we obtain are quite suboptimal. In this section
we show, somewhat surprisingly, that our results are actually sharp.18
Our results require that the intermediate UMD exponents ri of Xi satisfy (8.7).
This condition arises naturally in both our proof and that of [16], but it turns out
to be a natural obstruction, as the following proposition shows.
17Excluding of course the results of [16] discussed in Remark 1.4.
18This also shows that the results of [16] are sharp, in the same sense. The paradox is resolved
by understanding what we mean by ‘sharp’. We stress that our interpretation is not unreasonable.
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Theorem 8.7. For all ε > 0 there exist ri-intermediate UMD Banach spaces Xi,
with
3∑
i=1
1
ri
= 1− ε,
and a bounded trilinear form Π: X1 × X2 × X3 → C such that BHFΠ does not
satisfy any Lp-estimates of the form (1.2).
The argument relies on the following observation of Muscalu, Pipher, Tao, and
Thiele. Consider the tensor product BHT ⊗ BHT of two (scalar-valued) bilinear
Hilbert transforms, acting on Schwartz functions f, g ∈ S (R2) as
BHT⊗ BHT(f, g)(x, y) = p. v.
ˆ
R2
f(x− t1, y − t2)g(x+ t1, y + t2) dt1
t1
dt2
t2
.
It was shown in [35, Theorem 7.1] that this operator does not satisfy any Lp esti-
mates. This result can be extended almost trivially to mixed-norm estimates.
Lemma 8.8. Let (pi)
3
i=1 and (qi)
3
i=1 be Ho¨lder triples of exponents. Then the
mixed-norm estimate
(8.8)
‖BHT⊗ BHT(f, g)‖
Lp
′
3Lq
′
3 (R2) . ‖f‖Lp1Lq1 (R2)‖g‖Lp2Lq2 (R2) ∀f, g ∈ S (R2)
does not hold.
Proof. For N > 0 consider the functions
fN (x, y) = e
ixyχ[−N,N ](x)χ[−N,N ](y).
In the proof of [35, Theorem 7.1] it is shown that there exists C > 0 such that for
N sufficiently large and x, y ∈ [−N/1000, N/1000],
|Bd(fN , fN )(x, y)| ≥ C logN +O(1).
Taking f = g = fN and assuming the estimate (8.8) holds, this implies
log(N)N
1
p′3
+ 1
q′3 . N
1
p1
+ 1q1 N
1
p2
+ 1q2
for large N . Rearranging and using the Ho¨lder condition shows that log(N) . 1
for large N , which is a contradiction. 
Proof of Theorem 8.7. Fix exponents (qi)
3
i=1 satisfying
2 ≤ qi <∞ and
3∑
i=1
q−1i = 1,
and let Xi = L
qi(R). Then Xi is ri-intermediate UMD for all ri > qi, and by
choosing ri close to qi we can make the sum
∑
i r
−1
i < 1 arbitrarily close to 1. Let
Π: X1 × X2 × X3 → C be the trilinear form BHF, and consider the associated
trilinear form BHFΠ = BHFBHF. Then BHFΠ is the trilinear form dual to BHT⊗
BHT, so the estimate
|BHFBHF(f1, f2, f3)| .
3∏
i=1
‖fi‖Lpi (R;Xi) ∀fi ∈ S (R;Xi)
would imply the boundedness of BHT⊗BHT: Lp1Lq1 ×Lp2Lq2 → Lp′3Lq′3 . But by
Lemma 8.8 this cannot hold, so BHFΠ does not satisfy any L
pi bounds. 
The most interesting thing about this counterexample is that the Banach spaces
Xi = L
ri(R) are very well-behaved UMD Banach function spaces. The problem
lies in the choice of underlying trilinear form Π. When Π is chosen to be the
Ho¨lder form as in Example 8.4.3, the trilinear form BHFΠ satisfies a large range
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of Lp estimates, as shown in [4, 32, 33, 38]. In fact, even if Π is chosen to be a
paraproduct, BHFΠ still satisfies a large range of L
p estimates (this is also shown
in [4]; in this case BHFΠ can be identified with BHF⊗Π).
In the language of [33], the triple (Lp1 , Lp2 , Lp3), linked with the Ho¨lder form, is
a UMD triple. When linked with a paraproduct form, it would still be reasonable
to think of this as a UMD triple, although this structure is beyond the scope of [33].
However, when linked with Π = BHF, the triple could hypothetically be thought
of as a non-UMD triple, even though the spaces Lpi are themselves UMD.
The only remaining question is what happens when
(8.9)
3∑
i=1
1
ri
= 1,
which sits between of our main result and our counterexample. We conjecture
that Theorem 1.1 holds under this endpoint assumption. In fact, we will see that
it follows from an openness property of intermediate UMD spaces that we also
conjecture.
Conjecture 8.9 (UMD openness conjecture). Let X be an r-intermediate UMD
space for some r ∈ (2,∞). Then there exists r˜ < r such that X is r˜-intermediate
UMD. Equivalently, the set of exponents r ∈ [2,∞) such that X is r-intermediate
UMD is relatively open in [2,∞).
This can be thought of as an extension of the intermediate UMD conjecture,
which says that every ∞-intermediate UMD space (that is, every UMD space) is
r-intermediate for some r <∞.
Assuming the UMD openness conjecture, the intermediacy condition in Theorem
1.1 can be simply relaxed to (8.9). To see this, assuming (8.9), note that there is
an index j ∈ {1, 2, 3} such that rj > 2. By the UMD openness conjecture, there
exists r˜j ∈ [2, rj) such that Xj is r˜j-intermediate UMD. Now we have
1
r˜j
+
∑
i 6=j
1
ri
> 1,
and the conclusion follows from Theorem 1.1.
Remark 8.10. Here is a sketch of an argument that the intermediate UMD con-
jecture implies the UMD openness conjecture. If X is r-intermediate UMD, then
there exist a compatible couple (Y1, H1), with Y UMD and H1 Hilbertian, such
that X is isomorphic to [Y1, H1]2/r. By the intermediate UMD conjecture, Y is
itself s-intermediate UMD for some s ∈ [2,∞), so there exists a compatible couple
(Y2, H2) as above with Y isomorphic to [Y2, H2]2/s. Heuristically we should have
H2 = H1 =: H and
X ∼= [[Y2, H]2/s, H]2/r = [Y2, H]θ, θ =
(
1− 2
r
)2
s
+
2
r
by the reiteration theorem [7, Theorem 4.6.1]. Thus X is 2/θ-intermediate UMD,
and we have that 2/θ < r, which improves the r-intermediate UMD property of
X. To make this argument rigourous, one would have to ensure that it is possible
to choose the spaces (Y2, H2) such that H2 = H1 and such that (Y2, H1) are a
compatible couple. Of course, if attention is restricted to finite-dimensional spaces
(with uniform control of constants), this difficulty is not present.
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