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I. AN INTERNET TECHNOLOGY BASED REMOTE MONITORING 
ARCHITECTURE 
 
In context of my study Computer Science at the Open University of the Netherlands a research study 
has been performed by me on what the best solution will be for an Internet technology based remote 
monitoring architecture. The “Business Unit Magnetic Resonance” of Philips Medical Systems was 
the sponsor of this study. This thesis presents the results of the research study including a reflection on 
the way the research was executed. 
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II. PREFACE 
 
This report contains the results of a research study as part of the Master study Computer Science at the 
Open University of the Netherlands. The project was carried out at Philips Medical Systems located in 
Best during the period August 2005 until October 2007. 
 
 
This research study completes a long period of studying at the Open University. This period was 
characterized by studying in evenings, weekends, holidays and other “out-of-office” hours. The final 
part of this study, this research study, would not have been possible without the help of many people. 
 
I would like to thank my “coach” at the Open University, Koos Baas, for his patience, inspiration and 
time-spend to explain the true meaning of a research study. His feedback on my activities has been 
critical for successfully completing this study. I also would like to thank my “supervisor” at the Open 
University, Frans Mofers. His time spend on reviewing the produced work has been very much 
appreciated and by putting the produced work into the large context of today’s Information technology 
developments he has been a beacon for this project. 
 
Also I would like to thank my coach at Medical Systems, Ad Zephat. His patience help and 
enthusiasm during this research study made it possible for me to take the hurdles that I found on my 
way. 
 
 
And finally, I would like to thank my family, Elizabeth, Martin, Robert and Alex, for their support not 
only for this research study but during my entire study. Without their support, completing this study 
would not have been possible for me. 
 
 
 
Peter van Vorstenbosch 
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III. ABSTRACT 
 
This thesis describes a proposed architecture for a remote monitoring application based on Internet 
technology. From an Information technology perspective, the application is best described as a “meta 
heterogeneous distributed database” that contains static and temporal data. The proposed architecture 
has the advantages of re-use of developed components, easy to deploy and maintain, and having a 
modular and scalable structure.  
 
 
 
 
 
 
IV. ABOUT THE AUTHOR 
 
From 1983 until 2004, I have been employed by the Business Unit MR of Philips Medical Systems, 
located in Best. During these years I have been active as Customer Service Innovation engineer. 
Within this role, I often got requested to collect data from systems that have been installed and to 
monitor the performance of these systems. Many tools have been developed by different persons to 
collect this information. Due to the fast development of Internet technology over the last couple of 
years, these tools have become outdated and need to be replaced by tools based on state-of-the-art 
technology. Investigating what the best architecture is to do this had therefore my sincere interest. 
 
At this moment I’m employed as customer services “Modality Performance Manager” by the Global 
Sales and Service International group that has his headquarters in Eindhoven. Deploying a new 
generation of tools is an important aspect of my new role.  
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V. SUMMARY 
 
Philips Medical Systems is a large international manufacturer of medical equipment and provider of 
service(s) and consultancy for customers in the healthcare environment. The product portfolio of 
Philips Medical Systems includes X-Ray, Cardio Vascular, Computed Tomography, Magnetic 
Resonance, Ultrasound and Nuclear Medicine imaging equipment. This research project has been 
carried out at the customer support department of the Business Unit Magnetic Resonance. 
 
Improving the availability of the equipment for the customer by designing reliable equipment and 
providing fast service of high quality in a cost-effective way has become very important and one of the 
key-factors in the decision making process for purchasing new equipment for a hospital. 
 
Providing remote service is very important for Philips Medical Systems since it does reduce the cost of 
providing service and at the same time the customer will benefit from an increase of system 
availability due to the reduced time to repair. 
 
Since many years, tools have been used at Philips Medical Systems to remote monitor the performance 
of the systems. However, the in the past developed tools are using outdated technology and need to be 
brought to the nowadays level of technology. Also a lot of product lifecycle related information is 
available in local databases. This information will be very useful to analyse errors but is currently not 
available for the remote support centres.  
 
This lead to the following rationales for the study: 
- PMS wants to bring their remote monitoring tools to nowadays level of technology 
- PMS wants to make information contained in local databases available for the service organisation 
- PMS considers a semi real-time response of the monitoring application a key success factor 
 
The assignment was defined as follows:  
- Design an Internet technology based architecture that can be use for maintaining distributed semi 
real-time heterogeneous databases.  
 
To get a better feeling of the requirements from the organization for the remote monitoring 
application, a questionnaire has been issued. Furthermore a literature study has been performed to 
investigate the options for the architecture and the bottlenecks with the different solutions.  
 
The outcome of the study is an architecture that is using agents for managing the local-databases and 
that is also using an agent for the middle-ware software of the meta-database application. The agents 
can be implemented by Internet components developed by Microsoft. Key-elements in the technical 
implementations are the usage of web-services, XML to communicate between the different modules 
of the application and Active Server Pages technology including code-behind for the generating the 
interactive Graphical User Interface for the application.  
 
 
 
Form the study it is concluded that: 
- Using the proposed architecture will create a state-of-the-arte environment for a remote 
monitoring tool. 
- The architecture will be easy to create, deploy and maintain and is open for interaction with other 
applications. 
- The application allows monitoring the installed systems with a semi real-time response-time. 
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Recommendation is that Philips Medical Systems will use the proposed architecture for their new 
generation remote monitoring tools. 
 
For future research activities it is recommended to perform a study on the best user interface for the 
remote monitoring application. Due to the large amount of, constantly changing information, 
designing such user interface is a complicated task. However, a good user interface is essential for 
successfully introducing the remote monitoring application. 
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VI. THE STRUCTURE OF THIS REPORT 
 
Chapter 1 “The research charter” describes the research assignment and the motivation from PMS to 
have this research performed. 
 
Chapter 2 “The Philips Medical Systems Organisation” describes the Philips Medical Systems 
organisation especially the organisational context in which the research study has been performed. 
 
Chapter 3 “The used research Process and methodology” gives and overview of the process used for 
the research study and the methods used for the different steps in the process. 
 
Chapter 4 “The Results of the research study” provides an overview of the results of the different steps 
of the study. In this chapter also the proposed architecture for the remote monitoring applicant is 
given.   
 
Chapter 5 “Reflection on the used process and methods” discusses the effectiveness and efficiency of 
the used process and methods. 
 
Chapter 6 “Conclusion, Future work and Reflection” contains the conclusions from this research 
study. The conclusion focuses on the feasibility to implement the requested functionality and what 
architecture will be required. In this chapter, also recommendations are done for future studies and a 
personal reflection is given about the research study. 
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1 RESEARCH ASSIGNMENT  
 
This master thesis presents the results of the research study regarding “An Internet Technology based 
Remote Monitoring Architecture”. This research study completes my master study Computer Science 
at the Open University of the Netherlands. The thesis also discusses the effectiveness of the used 
methodology and motivates deviations between the intended research as documented in [60] and the 
actually performed research. Intended readers of this report are first-of-all staff of the Computer 
Science faculty of the Open University to judge the quality of the performed research. Also future 
students may find the thesis useful to learn form the experiences of earlier students. For future usage 
by PMS a separate report has been written [61] similar to this thesis but without the reflecting 
paragraphs’. 
 
 
1.1 The research Assignment 
 
Within the Philips Medical Systems (PMS) organization, data is collected at numerous places and by 
all sorts of applications. Often the collected data is contained in legacy applications. These 
applications are typically build to support processes within a certain department such as a repair 
facility at PMS or at a supplier. Figure 1-1 gives an impression of the current (October 2005) situation. 
The SAP system (an Enterprise Resource Planning application) can be accessed from all work-spots 
within PMS1 but supplier data and data collected by the repair facility is only locally accessible. A 
remote-monitoring web-application is available to monitor the performance of the installed medical 
systems from the different work-spots. However, the data in this application is refreshed only once per 
day and is not linked with data available in for example the repair-shop databases. 
 
Local db
repairshop Supplier / 3rd party
ERP System
Workstation
Local db
Workstation
RTAC
Firewall
Firewall
Remote 
monitoring
Workstation
 
 
Figure 1-1: Overview of the current way in which information is stored 
 
PMS is interested in an architecture that can be used to couple the different databases. The ultimate 
goal is to create a remote monitoring application that provides semi real-time meta-overviews of the 
status of the installed-base combined with lifecycle and diagnostic information available in for 
example the ERP and repair-shop databases. 
 
                                                     
1 In actual fact this is somewhat of a simplification. There is not one SAP system but several 
independent SAP systems each of them containing different parts of the ERP data 
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Figure 1-2 gives an impression of this solution. The remote monitoring application must be able to 
provide a semi real-time overview of the activities of the connected systems, provide an overview of 
the condition (last-adjustment results etc) of the connected systems and must be able to support 
analyzing the performance of the monitored systems including al the units that assemble the different 
systems. The application will be used at the Remote Test and Assistance Centres (RTAC’s) to monitor 
the installed base but also at other places in the organisation to analyse lifecycle data. In information 
technology terms, the application is best described as a “meta distributed heterogeneous database” that 
contains static and temporal data. 
 
Local db
repairshop Supplier / 3rd party
ERP System
Workstation
Local db
Workstation Workstation
RTAC
Firewall
Firewall
Server Meta db
 
 
Figure 1-2: Future Meta-Database 
 
 
 
Assignment for this research study is to come with a proposal for a Internet technology based 
architecture for the meta-database application that fulfils the requirements as described above. 
 
A non-functional requirement is that the application must be flexible, scalable, modular and easy to 
deploy and maintain. 
 
It has been decided that the architecture only needs to support systems that are using Windows-XP or 
succeeding operating systems. For the development environment, the usage of Microsoft .NET 
technology is assumed.  
 
The application must be able to monitor up to 75000 systems. Some of the on a system stored data has 
a temporal validity of about 10 seconds. The 10 seconds requirement for the temporal data is based on 
the fact that some of the temporal data is used to report the occurrence of a (fatal) hardware or 
software error. Whenever such an error occurs, the customer may be unable to continue using the 
system. By alerting the responsible RTAC within 10 seconds, the RTAC will become aware of fatal 
error condition before the customer will have noticed the malfunction of the equipment. In this way 
the RTAC staff has some time to prepare for the customer call after an error occurred. 
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1.2 Changes with respect to the original research assignment 
 
In the original research assignment as documented in [60], more functionality was specified for the 
remote monitoring application than covered with the research study. 
 
The originally specified functionality included: 
a) The application must be able to provide an overview of the activities of 5000 systems 
b) Some of the data must be updated every 10 seconds 
c) The tool must allow video conferencing between engineers on-site and engineers in a RTAC 
d) The tool must be able to collect images 
e) The tool must merge lifecycle information available in databases at repair facilities and suppliers 
with the data collected from the systems 
f) The diagnostics on the monitored systems must be improved to facilitate effective remote 
troubleshooting 
g) The architecture must be re-useable for other modalities within PMS 
h) The architecture needs to be modular and evolutionary to allow easy maintenance and introduction 
of new functionality. 
 
From the originally required functionality, the first requirement (monitor 5000 systems) has been 
changed to a more challenging requirement: being able to monitor 75000 systems. This, because many 
modalities have started to remotely monitor their installed systems and thus the number of monitored 
systems is increasing rapidly. 
 
The requirement that some data needs to be updated every 10 seconds remained valid as well as the 
requirements to merge lifecycle information and the requirements on re-usability, modularity and 
maintainability of the architecture. However, in an early phase it became clear that investigation the 
best method for video conferencing was a very complex task. After discussing this with the graduate 
committee of the Open University it was decided to “set this feature apart” during the research study. 
Also the requirement that the tool must be able to collect images and improving diagnostics on the 
monitored systems has not been further investigated.  
 
The reason for the deviation from the envisioned study was the limited experience with performing 
research studies and consequently a severe underestimation of the required time. Also due to the fact 
that since the start of my study at the Open University many techniques used in the area of Computer 
Science have changed, the time required to gain insight in nowadays used techniques was longer than 
anticipated.  
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Figure 2-1: Sales per division as percentage of the total 
sales in 2004 [1] 
 
 
2 THE RESEARCH CONTEXT: PHILIPS MEDICAL SYSTEMS ORGANISATION 
  
Philips Medical Systems has become aware that their remote monitoring tools start to become 
outdated and likes to get a proposal for remote monitoring architecture based on state-of-the-art 
Internet technology. This research study “Design an architecture for maintaining semi real-time 
distributed heterogeneous temporal databases via the Internet” intents to find a generic solution for this 
problem. The research assignment has a theoretical element “exploring the boundaries of today’s 
Intranet Technology” and “trying to use the technology at it maximum”, but also a very practical 
element “implement a state-of-the-arte remote monitoring architecture as a replacement of the legacy 
systems that have been developed in the past”. To find a solution for the practical aspect, it is essential 
to have a good understanding of the organization that requested the solution and of the vision of the 
people that are working in the organization regarding the current situation and the improvements that 
they expect from the future architecture [54]. This chapter provides an overview of the PMS 
organization including the used service processes an in that respect describes the context in which the 
remote monitoring application will be used. The context study has resulted in the use-cases that are 
part of the functional design (paragraph 4.3) of the new architecture.  
 
 
2.1 The Philips Medical Systems Environment 
 
2.1.1 Royal Philips Electronics 
 
Royal Philips Electronics is the parent company of the Philips Group (Philips) and has its headquarters 
in Amsterdam, the Netherlands. The activities of Philips are organized in 6 operating product 
divisions, each of which is responsible for the management of its business worldwide, being Medical 
Systems, Domestic Appliances and Personal Care, Consumer Electronics, Lighting, Semiconductors2 
and Miscellaneous Activities. 
 
At the end of 2004, Philips had 
approximately 140 production sites in 
32 countries and sales and service 
outlets in approximately 150 countries, 
employed about 162,000 people and 
recorded sales of EUR 30 billion. 
Figure 2-1 displays the sales per Philips 
division as percentage of the total sales. 
The miscellaneous activities are Philips 
Research, Philips Centre for Industrial 
Technology, Philips Design and Philips 
Intellectual Property and Standards [1]. 
 
 
2.1.2 Philips Medical Systems 
 
PMS is one of the largest producers of medical equipment in the world with an annual turnover of 8 
billion Euro [1]. PMS employs 33000 people and is active in 63 countries. The produced medical 
equipment varies from multi-million diagnostic imaging systems to relatively small equipment such as 
Ultra Sound systems. PMS is divided in Business Units, which develop and produce the medical 
equipment and four Sales and Service Regions3 (SSR’s) that sell and service the equipment. The four 
                                                     
2 In September 2006 it was announced that the Semi Conductors division has been sold to a 3rd party.  
3 In May 2006, it was announced that PMS will merge the four different SSR’s into one Global sales 
and Service region. This merge has become effective by the end of 2006. 
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SSR’s being Europe Middle East & Africa (EMEA), North-America (NA), Latin America (LATAM) 
and Asia Pacific (ASPAC) are subdivided in smaller areas the Sales and Service Districts (SSD’s). 
 
Philips Medical Systems is global leader in the following businesses: 
- Diagnostic imaging systems – X-Ray machines, Computed Tomography, Magnetic Resonance, 
Ultrasound, and Nuclear medicine imaging equipment - used to create images of various parts of 
the body. 
- Customer Services – Consultancy, equipment financing, asset management, and equipment 
maintenance and repair. 
- Clinical solutions – Healthcare IT systems. 
 
Between 2000 and 2003, Philips doubled the size and scope of its Medical Systems Business through 
approximately 5 billion Euro in acquisitions to position the company as a global player in the market. 
The largest competitors of Philips Medical Systems are General Electric, Siemens, Hitachi and 
Toshiba. 
 
 
2.1.3 The potential of remote service 
 
Goal for the PMS organization is an annual service-cost reduction for installation, planned and 
corrective maintenance activities of 6% [2]. At this moment the customer service organization can be 
characterized as a break/fix organization. However, the strategy is that in the future the organization 
will be able to provide customer recognized values beyond break/fix service. 
 
  
Figure 2-2: Strategic direction service organization [3]. 
Current Process Model Strategic Direction (Larger SSD)Time = $
Planning
(Repairs, Installations, 
PM's, FCO's)
Manual Activity
Remote Diagnosis
Manual Activity
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(CSR)
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Tier 2
(RTAC)
WLB
(Planner)
FSE
On-site Service
(Repairs, Installations, 
PM's, FCO's)
Mobile Workforce Tools
Planning
(Repairs, Installations, 
PM's, FCO's)
Scheduling Tools
CTI/ IP
Remote Resolve
Remote Services Network
Current Situation:
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• Inconsistent service
• Service Engineer overloaded 
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Self Service
Future Opportunity
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• Low cost delivery channel
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Modality Specific
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Modality Specific
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Remote Diagnosis
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Knowledge Management
Remote Diagnosis
Contact Management/ 
Knowledge Management
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PM's, FCO's)
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Self Diagnosis
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Figure 2-2 visualizes the envisioned changes. Computer Telephony Integration and Voice over IP 
(CTI/IP) will be used to screen calls and less support by Customer Service Representing (CSR) staff 
will be required. The self-diagnostics and self-service capabilities of the systems will improve and 
become more useful to diagnose malfunctions. Remote diagnostics will become easier to use and will 
be used routinely by the call-handling staff (tier 1 & 2) where at this moment, these tools are used by 
modality-specialized Field Service Engineers (FSE’s). Work Load Balancing (WLB) will take over 
the ad-hoc task assignment that is current practice [3].  The modality-specialized FSE’s will in the 
future be assigned to on-site service activities and not anymore to perform remote support. On-site 
support by Product Management Group (PMG, Factory) engineers will become exceptional due to the 
improved remote capabilities of systems. 
 
As an example of how effective the current (at the time of this writing) remote support is, the call 
handling process for CT systems in North America can be taken. In 2004, the Call and Service Center 
received 2230 calls from CT customers of which 76% resulted in dispatching a Field Service Engineer 
(FSE). Of the remaining 24%, 59% resulted in dispatching an engineer after the problem was 
investigated by the Remote Service Center and only 41% could be fixed remotely, which is only 10% 
of the incoming calls. Expectation is that this can be increased to 32% of the incoming calls in the near 
future by better utilizing the remote capabilities and improving the staffing and workflow of the 
remote service centers [4].  
 
 
 
A study performed within the BU MR using the call data of the North American Organization showed 
that it must be possible to reduce the annual maintenance cost of the MR systems with about 2.68 k€ 
per system by improving the effectiveness of remote service. Note that the 2.68k€ is about 7% of the 
total annual maintenance cost. This cost reduction is achieved by an increased remote-fix rate, 
increased first-time-fix ratio and increased pro-active CM. The first-time-fix rate is expected to 
increase from 60 to 80% because of better and easier remote diagnostics, the percentage remote-fix by 
tier 2 staff is expected to increase from 42% to 52% because of better diagnostic capabilities. It is 
expected that in the future 8% of the potential problems will be fixed by means of pro-active CM 
because of the improved remote monitoring capabilities [59]. For this study, pro-active CM has been 
defined as a corrective maintenance action that is performed during a planned maintenance visit.  
 
 
 
 
 
Service agreements  
The portfolio of service agreements, branded CUSTOMerCARE™, is tailored to the customer needs. 
Figure 2-3 provides an overview of the portfolio of customer service agreements available and the 
seven feature groups.  
Figure 2-3: Overview of the customer service agreements portfolio 
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The comprehensive agreements are typically used for high-end products and critical systems of which 
availability of the equipment for the customer is very important. Within this category there is 
differentiation in features like response times, uptime guarantee and education options. The alliance 
agreements aim at a partnership with the customer’s technical staff. The basic agreements offer basic 
services for customers with low service demand, e.g. planned maintenance only. These contracts are 
typically used for less-expensive equipment of which replacement units are available in the hospital.  
 
 
2.1.4 Philips Telemedicine Solutions 
 
An interesting development within the healthcare society is the development of tele-services. Philips 
Telemedicine Solutions has developed tele-monitoring devices that enable disease management firms 
and healthcare providers to remotely monitor chronic disease patients in their homes [44]. Tele-
monitoring Services creates a two-way flow of information between health care provider and patient 
via the telephone. Comprised of home measurement devices and clinical software, the tele-monitoring 
services make it possible to gather patients' vital signs’ data from their homes. Through the clinical 
software, care providers can deliver educational support, relevant information and short surveys back 
to the patient. The software also allows the information to be customized to manage any chronic 
disease population. 
 
A recent announcement in this domain is Philips Motiva, a TV-based platform for remote patient 
management. Besides vital sign monitoring, Motiva engages patients daily with personalized 
interactive content helping care managers to reach more patients, influence long-term behavior and 
lower healthcare costs. Patients will be able to easily access personalized messages from their 
caregivers educational video content, health related surveys and medication schedule reminders, plus 
vital sign trend charts to track progress towards personal goals - all through a cable set top box on their 
home TV. Figure 2-4 shows an example of a tele-monitoring architecture. 
 
 
Figure 2-4: Example of a tele-monitoring architecture [43] 
 
 
 
2.2 The Service processes 
 
The service delivery process covers among others the following activities: 
- Site Preparation. This involves creating the physical infrastructure in a hospital to facilitate the 
installation and operation of specific medical equipment. 
- System installation.  
- Planned maintenance.  
- Conditional maintenance. 
- Corrective maintenance. 
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Figure 2-5: Call handling process 
Next, a short overview is given about the way in which, at this moment, the installed systems are 
maintained.  
 
Planned maintenance is performed at fixed intervals. During the planned maintenance sessions, the 
performance of the system is checked and the parts that suffer from wear and tear are recalibrated or, 
if necessary, replaced. The planned maintenance instructions are electronically available via the so-
called Electronic Maintenance Record application. 
 
Conditional Maintenance aims to avoid system malfunctions by recalibrating the system and replacing 
parts before they fail. However, where for planned maintenance, the re-calibration and part 
replacement is based on fixed time interval’s, conditional maintenance is based on the actual usage of 
a system. Within PMS, conditional maintenance is seldom used. This mostly because accurate data, 
about the usage of a system and it’s different components, is not available yet. 
 
 
Corrective maintenance is performed to 
repair a malfunction of the system. Figure 2-5 
displays the various information lines and 
parties involved in the call handling process. 
Starting with the customer complaint (1), the 
call is handled by the call & dispatch center 
in the SSD. There the complaint is analyzed 
and when appropriate forwarded to the 
technical support center (2). The call is 
handled remote (3) if possible. Otherwise an 
engineer is dispatched (4) that visits the 
customer site (5). Information is exchanged 
between the engineer and the technical 
support center (6). Information can also be 
obtained at the SSR response center (7, 8) 
that also provides field assistance (9). The 
last step is to contact the Helpdesk of the 
Business Unit (BU) which provides support 
either remote (10, 11) or through the dispatch 
of an expert (12).  
 
Calls are not always handled as described 
above as some field service engineers contact 
the Helpdesk of the BU directly (11) and thus 
bypass the SSR level. 
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2.3 The current (October 2005) used remote-monitoring tools  
 
PMS is using the Internet to communicate between their WAN network (the Philips Global Network, 
PGN) and the Hospital (Health Care Facility, HCF) networks. Figure 2-6 provides an overview of the 
network topology 
For security reasons, Virtual Private Network (VPN) technology is used for the communication that 
crosses the public Internet. Both the PGN and the HCF network are protected by means of firewalls 
from the public Internet. For the communication on the PGN and the HCF network, no encryption is 
used. To enter the PGN and the Remote Service Network (RSN) data-centre, authentication is 
required. For this authentication, tokens are used.  
 
The security and safety requirements for entering hospital networks from the Internet and for 
collecting data from medical devices are very strict. Governmental and inter-governmental institutes 
such as the European Union have enforced strict legislation for the processing of information related 
with Patient Health. 
 
A Site Monitoring Application (SiMon) has been developed for monitoring the systems that are 
connected with RSN network and for which the customers have given permission for remote 
monitoring. Figure 2-7 show’s the architecture of the currently (October 2005) used Site Monitoring 
application SiMon. In this architecture, an uploader is used to collect the data of interest from the sites 
that are remotely monitored. The uploader does once per day collect several logfiles from the 
connected sites and stores the data on the SiMon data-server. The uploader is triggered by the 
Windows Scheduler facility. An updater is used to filter the collected data and store the relevant data-
elements in the SiMon database. Also the updater is triggered by the Windows Scheduler. The SiMon 
database is located on a data-server.  
 
On the MR systems, a “SiMon Logfile Parser” and “SiMon Preparation” application are used. Purpose 
of these applications is to filter (parse) the central logfile used by the MR system. The SiMon 
preparation application does check which data has changed since the previous update and will put the 
update data in the folder used to collect the SiMon data on the system. 
 
The SiMon web application runs on a webserver and can be accessed using Internet Explorer [45]. 
This web-application creates the user interface for the SiMon data. The SiMon dataserver and 
webserver are located on the PGN. For authentication of persons that want to enter the SiMon web-
application, a token is used. Obviously, the servers are only accessible for a small group of authorized 
software development engineers. 
 
Figure 2-6: The Remote Service Network (RSN) topology 
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One of the drawbacks of the current application is that the data is refreshed only once per day. The 
application cannot be used to display semi real-time the actual status of a system. When this is 
required, a remote interactive session must be started by the remote support engineers.  
 
Another drawback of the architecture is that the uploader does access the subscribed systems 
sequentially. This makes this facility relatively slow since the transfer-speed depends on the slowest 
link in the path to the system. Typically the hospital network is the slowest link and transfer rates of 10 
Mbit/sec for the hospital network are not unusual. The transfer-rate at the data-server is 1 Gbit/sec! 
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Figure 2-7: Currently (October 2005) used Remote Monitoring Application [45]. 
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3 USED RESEARCH PROCESS AND METHODOLOGY   
 
3.1 Overview of the used research process and methodology 
 
For investigating what architecture will best fulfil the future Remote Monitoring requirements of the 
PMS organization, the process as depicted in figure 3 -1 has been followed. This in accordance to the 
in [54] provided recommendations for designing a research study. In the original research-plan as 
documented in [60] the feasibility study was not foreseen. It proved to be essential however that a 
feasibility study was performed regarding the performance of the application before the design-phase 
could be entered. A prototype was planned to be build after the completion of the technical design but 
due to time constrains the prototype has not been created anymore. In chapter 5 “Reflection on this 
study” you will find more information regarding the deviations from the original research-plan.   
 
 
 
 
The first phase of the study (“a”) focused on the context of the research assignment. In this “domain 
exploration phase”, the aspects that set the context for the research study have been investigated. The 
most important questions were: 
1. Which service processes are used by PMS? 
2. Which tools are used by customer service? 
3. What is the vision within PMS on remote service? 
4. What is the status of the research performed in the area of remote monitoring tools? 
 
Method used to find the answers on the first two questions has been studying the formal process and 
tooling descriptions available within PMS. They are intended to provide unambiguous descriptions of 
the process and tools and thus very suitable for this study. 
 
The formal process descriptions available on the Quality and Regulatory websites of PMS, have been 
studied to learn about the different used processes. These documents are known within the PMS 
organization as UXW’s [37]. They describe the main business processes and sub-processes. 
Descriptions are available on PMS level, department level and as part of the job description for 
individual staff members. Advantage of the UXW documents is that they are created and maintained 
by all parties that participate in a certain process and give a formal, unambiguous and objective 
description. By studying the UXW’s, a clear view was developed on what the main processes are 
within the customer service environment and what sort of information is used by these processes. 
From the process descriptions it also became clear how the different groups within the CS 
environment interact with each other and with groups outside the customer service domain. 
Figure 3-1: Used process for creating the remote monitoring architecture 
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To get an overview of the currently by customers service used tooling, the information as published by 
the PMS Global Customer Service (GCS) group has been used. This group is responsible, within PMS, 
for the definition, creation and maintenance of the Customer Service (CS) Tooling. On the GCS 
website, detailed information is published regarding the functionality, supported processes and 
deployment of the different tools available for the field service and remote support engineers [38]. 
 
A questionnaire with multiple-choice answers has been used to learn more about the vision of the PMS 
organisation regarding Remote Service. This questionnaire was distributed among a relevant number 
of stakeholders of the monitoring application. Motivation for using a multiple-choice questionnaire is 
that such type of questionnaire provides a relatively easy and time efficient means for collecting 
different opinions. Alternatives such as using a questionnaire with open answers or interviewing 
people are a lot more time consuming and are less easy to consolidate. 
 
The method of a literature study has been used to find out which remote monitoring solutions or, 
phrased in information technology terms, which solutions for managing semi real-time distributed 
heterogeneous4 temporal databases via the Internet are currently feasible. The literature study focused 
on what the bottlenecks and pitfalls are for managing such databases and on which aspects the in this 
domain, performed research studies concentrates on. Other methods such as attending a congress or 
discussing the current state-of-the-arte architecture with peer architects have not been selected because 
both of these methods require that one is very familiar with the domain. A literature study is less 
demanding in this respect and allows one to study basic concepts in parallel with specific 
implementations.  
 
This literature-study was very essential given that at numerous places on this world, research is 
performed to streamline meta-database applications that run across the Internet. Only by very 
frequently reading produced publications and visiting congresses, one can stay informed about the 
latest developments 
 
As a start of the literature study, the IEEE library [21] has been used. This since this library is freely 
available for PMS employees and contains a large amount of information. However, also other sources 
such a professional books and publications found on the Internet, by using Google, have been used. A 
first observation is that many publications are available on the topic of heterogeneous databases and 
temporal databases but not many on heterogeneous distributed temporal databases. A search in the 
IEEE library (January 2006) on publication, since 2003, regarding “heterogeneous” and “databases” 
resulted in 286 documents and a search on “temporal” and “databases” since 2003 resulted in 383 
documents. However, a search on “heterogeneous”, “temporal” and “databases” resulted only in 3 
documents. 
 
The ideas that developed in the domain exploring phase resulted in the mental framework used to 
create the architecture.  
 
However, before starting to create the remote monitoring architecture, a feasibility study was 
performed. This feasibility study focussed to the maximum performance that needs to be realised for 
the central part of the application. The feasibility study was initially not planned but became essential 
to come to a fact-based proposal for the architecture. Recommendation for future studies is to take the 
need of a feasibility study into account in the initial planning. 
 
The input collected in the first phase has been used to create a functional model for the future remote 
service application (step b). This functional design has been made with the aid of UML use-cases. The 
use-cases are very helpful to get a realistic picture of which departments and staff will be future users 
of the tool and how they will be interacting with it.  
 
                                                     
4 Databases from different manufactures or that have different structures. 
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The functional model is part of the analysis model. The analysis model is composed of a functional 
model, an object model and a dynamic model [47]. In UML, the functional model is represented with 
use-case diagrams, the object model with class diagrams and the dynamic model with state-chart and 
sequence diagrams. A use-case diagram is defined as an UML notation used during requirements 
elicitation and analysis to represent the functionality of the system in terms of a sequence of 
interactions between an actor and the system. Figure 3-2 provides and overview of the analysis model. 
 
 
 
Based on the functional design, architecture has been created that supports the required functionality 
(step c). This architecture is strongly based on the results of the literature study and the requirements 
from the organisation that was investigated by the questionnaire. Also the outcome of the feasibility 
study was used as a start to create the specific architectural solution for PMS.  
 
To review the architecture a peer review has been performed by a system architect of PMS. This 
architect “Erik Zeldenrust” has a lot of experience with the design of (internet based) database 
applications and is recognized as a senior architect. This peer review proved to be very valuable. Some 
of the remarks made during the peer reviewed resulted in an update of the feasibility study and 
subsequent phases (iteration after step c in figure 3-1).   
 
The feasibility of the architecture has been further completed by a proposal for the technical 
implementation (step d). 
 
Although it was intended initially to build a prototype (step e) to prove the concept, due to time 
constraints, no prototype has been build anymore.  
 
The thesis was completed (step f) by writing this report.  
Figure 3 - 2: Functional model as part of the analysis model [47] 
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3.2 The conceptual model of the architectural description according to IEEE 1427 
 
The IEEE has published a recommended practice for the architectural description of software-intense 
systems. This “Conceptual model of architectural description” used by the IEEE 1427 standard [36] is 
shown in figure 3-3. The IEEE has defined architecture as “the fundamental organization of a system, 
embodied in its components, their relationships to each other and the environment and the principles 
governing its design and evolution". The figure shows the key concepts relevant for the architecture of 
a system. The boxes represent classes of “things” and the lines that are connecting the boxes represent 
the associations between things. The associations have two roles, one in each direction. The diamonds 
at the end of a line indicate a part-of relationship. For example, views are part of an architectural 
description. 
As a sanity check for the architectural description created during the study, the completeness of the 
description according the by IEEE recommended practice has been checked. 
 
Within the context of this study, the system is the future remote monitoring application that will be 
used to monitor the by PMS produced medical systems and to link lifecycle information with the 
installed base information. The stakeholders for the remote monitoring application (central part of 
figure 3-3) are the staff at the remote service centres, the customers and the BU-MR that will develop 
and deploy the tool. Mission for the system is to reduce maintenance cost and at the same time 
Figure 3-3: IEEE 1471 Conceptual model of architectural description 
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increase customer satisfaction. This mission must be achieved by earlier and more accurate diagnosing 
malfunctions that occur and in that way increasing system availability for the customer. This study 
investigates how Internet technology can be used to create the architecture for the application. The 
study regarding the currently within PMS used service processes and remote tools does explore the 
environment in which the tools will be used (upper part of figure 3-3). The questionnaire does address 
the concern that stakeholders have regarding the architecture of the remote monitoring application 
(lower part of figure 3-3). The literature study is required to collect sufficient knowledge about the 
different viewpoints that are relevant to create the remote service architecture.  The architecture of the 
system is recorded by the architectural description that can be found in chapter 4 of this document. 
The architectural description is organised by different views on the architecture. Each view addresses 
one or more of the concerns of the system stakeholders. Example of such concern is the ability of the 
system to maintain the meta-view in a semi real-time way. The viewpoints establish the conventions 
by which a view is created depicted and analyzed. In this way, a view conforms to a viewpoint. The 
viewpoint determines the languages including notations and model used to describe a view. A view 
may consist of one or more architectural models. A viewpoint that has been defined elsewhere is 
referred to as a library viewpoint. It is good practice that architectural description provides evidence of 
the consideration of alternative architectural concepts and the rational for the choices made. 
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4 RESEARCH RESULTS AND DISCUSSION 
 
In this chapter the research results are presented and discussed. At the end of the chapter, the 
functional design and the proposed architecture for the remote monitoring application can be found. 
For this chapter the structure as depicted in figure 3-1 “The research plan” has been followed.   
 
 
4.1 The domain exploring phase” 
 
In the domain exploring phase the context in which the research study had to be performed was 
investigated (step “a” in figure 3-1). For this study, the context was the PMS organisation, especially 
the currently used process and tooling with respect to customer service and remote monitoring. The 
results of the “context investigation” are presented in chapter 2 of this document. The results of the 
two other important elements of the domain exploring phase can be found in paragraph 4.1.1 
“Questionnaire to investigate the requirements”, and paragraph 4.1.2 “Result of the literature study”. 
 
 
4.1.1 Questionnaire to investigate the requirements 
 
To investigate the requirements from the PMS organization for the future remote service application, a 
questionnaire with multiple-choice questions has been created and distributed to twenty stakeholders 
within the PMS organisation. This in accordance with the in the IEEE 1471 standard published 
conceptual model of architectural description (see also figure 3-3). Stakeholders for the future remote 
monitoring application are the managers of the current remote monitoring groups, managers at the 
repair facilities, service preparation managers within the different SSD’s and the project manager of 
the maintenance program of the BU-MR. Note that in complete questionnaire including the score for 
the different questions can be found in appendix A: “Questionnaire”.  
 
 
4.1.1.1 Design of the Questionnaire 
 
Advantages of using a questionnaire, to investigate the opinion of a population regarding a certain 
topic, is that it makes it possible to collect input in an objective way and in a relatively short period of 
time. The alternative method, interviewing people, is a lot more time consuming. The disadvantage of 
a questionnaire, certainly when only multiple-choice questions are used, is that the persons who fill in 
the questionnaire are unable to express their ideas. For creating the questionnaire, the methodology as 
explained in [5] has been used. To avoid mistakes in the replies, care has been paid that questions were 
formulated in a clear unambiguous way. 
 
 
4.1.1.2 Motivation of the different questions 
 
The questions have been grouped into 5 categories: 
- Security and authentication. 
- Semi Real-time data access. 
- Quality of the collected database. 
- Need for advanced service features. 
- Organizational changes triggered by the remote service application. 
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Security and authentication related questions  
 
These questions are intended to get a better feeling about the support within the organization to use 
very rigid security and authentication measures for a remote monitoring application even when this 
does limit the remote service functionality.  
The different questions focus on: 
- Formal need (is it acceptable to use less secure protocols).  
- Practical requirements (what functionality do you really want). 
- Engagement, would you actively fix a security breach when not forced to do so.  
 
 
 
Requirement regarding semi real-time data access 
 
Semi real-time overviews of the performance of the monitored systems may be very beneficial for the 
customer service organization. However, this will also be a big change in service delivery and may 
have an enormous impact on the organization. 
The different questions focus on: 
- The need (urgency) perceived by the users for real-time data overviews. 
- The perceived added value of real-time data-overviews. 
- The willingness to adapt the organization for handling real-time monitoring. 
 
 
 
Requirement regarding the quality of the collected data and database 
 
For the to-be-created architecture, it is very important to know whether the tool is intended to collect 
data for semi real-time displaying the status only or that the history of the collected data must be 
stored for future analysis. 
 
The different questions focus on: 
- Whether the data must be displayed only or also be stored in a way which allows future analysis. 
- The need to implement mechanisms to optimize the quality of the collected data. 
 
 
 
Requirements regarding advanced remote service features 
 
These questions focus on the need within the organization for advanced features in the remote 
monitoring tool such as image transfer and voice and video over IP. The need for such features may 
have an impact on the architecture of the tool. 
 
The questions focus on: 
- Voice & Video over IP. 
- Required quality of the video signal. 
 
 
 
Questions about the way in which remote service tools may change the organization 
 
These question focus on the way in which remote service tools may change the service organization. 
Essential is that once a remote monitoring tools start to change the organization, the changing 
organization may require even more advance features to further support the changed organization to 
work more efficiently! 
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The questions focus on:  
- Introducing 24 * 7 remote technical support. 
- Enabling knowledge across the organization and at 3rd parties. 
 
 
 
 
4.1.1.3 Summary of the results of the questionnaire 
 
In this paragraph, the result of the questionnaire is presented and discussed. Note that in appendix A 
“Questionnaire” the complete questionnaire including the score for the different questions can be 
found.  
 
Safety and security related aspects (questions 1.1 – 1.5). 
Strong support (average score > 4.0) for: 
- Flexible accessibility of the system, logging of the remote activities, logged data to be freely used 
as long as it is not patient related and usage of secure hard and software methods. 
Medium support (score < 4.0, > 3.0) for: 
- Accessibility of Intranet applications from a monitored system. 
 
 
Semi real-time related aspects (questions 2.1 – 2.5). 
Strong support (score > 4.0) for: 
- Alerting and alarming feature. 
Medium support (score < 4.0, > 3.0) for: 
- Real-time overviews of the performance of (similar) systems and the statement that real-time 
overviews are essential for remote support. 
Low support (score > 2.0, < 3.0) for: 
- Collecting data once per day provides a sufficient service level 
 
 
Quality of data aspects (questions 3.1 – 3.5) 
Strong support (score > 4.0) for: 
- Data needs to be up-to-date, history of key configuration data needs to be careful logged and 
remote-monitoring tool needs to be part of the lifecycle database. 
Medium support (score < 4.0, > 3.0) for: 
- Consistency checking on derived data. 
Disagree (score < 2.0, > 1.0) on: 
- Statement that only the actual data needs to be displayed but no history. 
 
 
Advanced service features (questions 4.1 – 4.5) 
Strong support (score > 4.0) for: 
- Tools must support collecting images 
Medium support (score < 4.0, > 3.0) for: 
- Need for voice and video connections. 
Low support (score < 3.0, > 2.0) for: 
- The requirement that the video connection needs to have a quality of “analogue TV”. 
 
 
Organization related aspects (questions 5-1 – 5.5). 
High support (score > 4.0) for: 
- Statement that remote application support including training will become standard practice and 
customers will require shorter response-times. 
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Medium support (score < 4.0, > 3.0) for: 
- Tools like alerting will force the organization to provide 24 * 7 service and the statement that data-
mining will become essential to maintain product know-how. 
Low support (score < 3.0, > 2.0) for: 
- The statement that suppliers and repair-staff must become routinely involved in advising engineers 
that are on-site about how to troubleshoot a problem. 
 
 
4.1.1.4 Discussion 
 
The questionnaire was completed very successful with 16 respondents out of a group 20 persons that 
were requested to fill-out the questionnaire. During the research study, no new questions arose that 
could have been addressed with the questionnaire. From the result of the questionnaire it appears that 
the organisation does see the advantages of improving the remote monitoring tooling but prefers to 
follow an evolutionary path that focuses on improving the quality and availability of data rather than 
on a revolutionary step. There is a strong agreement that the current once-per-day data-refreshment 
rate is insufficient. Alerts need to be passed on semi-real-time but for the other data, the data 
refreshment is less time-critical. Voice and Video connections receive are considered less important 
and it is not foreseen yet that the new remote monitoring application will change the support 
processes. 
  
 
4.1.1.5 Conclusion 
 
From above output, the following requirements are derived for the remote monitoring application: 
1. The application must provide strong protection against unauthorized accessing the monitored 
systems and/or collected data. 
2. It must be well controlled which data is collected by the application and which data may, for 
privacy reasons, not be collected. 
3. Alerting is a must. 
4. Semi real-time data-collection is important but mechanisms are required to control the amount 
of information provided. 
5. The collected data must become part of a lifecycle database. 
6. Not only sensor data but also configuration data must be stored in the lifecycle database. 
7. It must be possible to store images with the data. 
8. The application must act as a dashboard for the subscribed systems but also like a lifecycle 
database that can be used to analyze the performance of systems/parts. 
9. The research study will focus on the database aspects of the remote monitoring application. 
Features such as accessing the Internet from a monitored system, Voice and video over IP and 
features to facilitate redesigned support processes are considered outside the scope of the 
research study because of the limited support (perceived need) for these features in the 
organisation.  
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4.1.2 Result of the literature study 
 
In this section a summary is given of the information collected during the literature study. Italic text is 
used for paragraphs in which ideas and/or conclusions are captured. The literature study is part of the 
domain exploring phase of the research study (step “a” in figure 3-1). For the literature study 
publications have been selected that are not older than 4 years. The selected publications focussed on 
the unification of distributed databases via the Internet. Keywords used to search for publications have 
been “heterogeneous”, “distributed” and “temporal” all in combination with “databases”. Many 
publications have been read that have not been explicitly used but nevertheless were very useful to 
obtain even a better insight in today’s developments regarding Internet technology. 
 
 
4.1.2.1 Basic model of heterogeneous database systems 
 
The by PMS wanted architecture is best described as an architectures to integrate heterogeneous 
distributed temporal databases into a meta-database. The meta-database (the combined view of the 
different databases) is heterogeneous because data is represented in different ways, different software 
is used to manage the data and/or the software runs on different hardware platforms. The meta-
database has a temporal nature because the value of several data elements must be frequently updated 
to ensure that they represent the actual status of the represented entities.  
 
Figure 4-1: Model of heterogeneous database systems [27] 
 
 
Figure 4-1 shows the basic model of a heterogeneous database system. In this model, the User 
Interface module is needed to enable the user to communicate with the database system. The meta-
database management module is used to create and maintain a global data-model. The communication 
layer is responsible for the communication between the meta-database management module and the 
Local Database Interface. The local database interface is responsible for the interpretation of the 
global commands and the data conversion between the local-database and the meta-database. The local 
database system is the place where the actual data is stored. For heterogeneous database systems, the 
autonomy of the local database systems is an important aspect.  
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4.1.2.2 Using Agents 
 
In the literature, several methods for heterogeneous database integration are described. One approach 
for which there has recently been an increasing amount of interest is using intelligent agents5 to 
achieve interoperability between autonomous heterogeneous databases.  
 
A typical pattern in an agent oriented approach is to use an agent for the interface with the local 
database, an agent that creates the user interface for the application and a central agent that performs 
the communication between the different agents.  
 
In this approach, the function of the global data 
management module has been moved to the local 
databases. A typical sequence of events that occurs 
in answering a user query is as follows (refer also 
to figure 4-2): 
1. A user issues a query at one of the client 
workstations. This query is sent by the 
Interface agent (IA) to the Agent Name 
Server (ANS).  
2. The Agent Name Server, in consultation 
with the Information Agents (ISA) used for 
the local databases, looks at the set of 
registered meta-data representation and 
determines the ISA agent(s) that can provide 
answers to the users query and sends the 
query to the agent(s). 
3. Each ISA agent that receives (part of) the 
query translates the high-level query into a 
database specific query. To do so, the ISA 
agent is using its knowledge of the 
underlying databases structure. 
4. The results of the query is send back to the 
ANS agent that assembles the query result 
out of the results from the different agents 
and sends it back to the client. 
 
 
Advantages of the intelligent agent approach are that it creates an open, distributed, platform 
independent structure in which different tasks can be performed in parallel [27].  
 
Another advantage of using agents in the Internet environment is that per definition, the agents are 
capable to perform autonomous their specific tasks and thus reduce the communication between the 
software on different locations. Also agents enforce a “separation of concerns” for the heterogeneous 
database application. By splitting up the total required functionality into parts (agents) that can 
perform their specific contributions autonomously, a clear split (modulation) in the application 
software is created.    
 
Other publications suggest a larger set of agents, each with a specific task. Refer also to figure 4-3. In 
addition to the agent responsible for the UI, a Global Interface Agent (GIA) is proposed that will parse 
the submitted query and send the result to a Planning and distribution agent (PDA). The task of the 
PDA agent is to map-out the distribution plan and the global directory and than returns the result to the  
                                                     
5 An Agent – sometimes called a softbot (software robot) - is a computer program that performs 
various actions continuously and autonomously[39] 
       Figure 4-2: Agent based heterogeneous database  
   system [27] 
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GIA agent. The GIA agent creates Coord-Agents according to the distribution plan and transfers the 
distribution plan to the Coord-Agent. The Coord-Agent creates Parti-agents according to the 
distribution plan. Each Parti-agent represents one sub-transaction. Suggested advantages of using 
different types of agents each with a dedicated task is concurrency. Each transaction is split-up into 
sub-transactions that can be split into even smaller sub-transactions. In this way, concurrency can be 
farthest improved. Scaling execution of a transaction is delegated to agents that can autonomously 
execute a transaction and in case a transaction was not executed successfully, retry to execute the 
transaction. This mechanism can greatly reduce the probability of rollback and increase the successful 
commit [25].   
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PDA Agent
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Figure 4-3:  Intelligent agent based distributed heterogeneous database system model [25] 
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At this point my opinion is that creating too many agents will complicate the communication between 
the different agents and thus may make the total system less reliable. There is a balance between the 
complexity created by putting too much functionality into a large lump of code and thus making it very 
difficult to create and maintain the software and the complexity created by downsizing the total 
functionality into modules (agents) each performing a small subset of the total task. These small 
modules may be relatively easy to create but making them all interacting as a whole may turn out to 
bee a very complex task. 
 
 
 
 
For database transactions it is important to ensure the following ACID properties.  
- Atomicity: the coordinating agent decides on the final action commit or rollback. The transaction 
has atomicity. 
- Consistency: if the final action is “commit”, all the in the transaction participating agents commit 
the sub-transactions. Otherwise all the agents rollback the sub-transactions so that the whole 
system will stay in a consistency state. 
- Isolation: a transaction is implemented by means of an agent. The agent is an encapsulated entity. 
The execution of the agents does not interfere with each other. The execution of the action is 
independent. 
- Durability: if the transaction is “commit”, all relative agents are destroyed, the result of the 
transaction is recorded in the database and no agent can change the results of the transaction 
anymore [25]. 
 
 
It will be clear that intelligent agents are by-design well prepared to ensure the ACID properties. 
Where less sophisticated modulated software may not be able to complete a transaction in a situation 
in which the communication with the central database gets lost, intelligent agents are optimised to 
maintain ACID properties under such circumstances and recover the meta-database once the 
connection with the central module is restored. 
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4.1.2.3 The meta-chronicle concept 
 
To process user queries across the connected databases that contain temporal and spatial data the 
usage of a so-called meta-chronicle is presented in [23]. In this approach, first the various spatial and 
temporal data-elements available in the heterogeneous databases are converted into the format used by 
the meta-application. The various relationships between the different spatial and temporal data-tables 
are calculated by the meta-application. The result of this calculation is integrated before it is presented 
to the user.  
 
 
 
 
Figure 4-4: Processing of the spatial and temporal information [23] 
 
To define the context of a query, the following approach is used (refer also to figure 4-4): 
- First the computation system that is required for a certain query is selected. 
- Secondly the computational space is selected.  
- And lastly the context required for computing the relationship between data elements is computed. 
 
The relationships between data in the different databases may have a static nature that implies that the 
relationship is independent of a context defined by a query or the relationship may have a dynamic 
nature which means that the relation depends on the context. An example of a static relationship is, in 
case the database contains historical data, the dates on which events took place. An example of a 
dynamic relationship is whether events took place during the lifetime of person. Depending on the 
person selected, the relationship may or may not be true for certain events. 
 
The approach of using a limited set of data representation formats for the different types of datasets 
that are required in the meta-database application and converting the local format’s into one of the 
formats available for the meta-database application is very appealing. It results in a streamlined data 
handling in the communication and processing performed by the agents. When formats are 
standardised downstream in the processing, the possibility that errors occur due to incorrect 
processing of one of the data formats is largely decreased. 
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4.1.2.4 Using XML to integrate heterogeneous databases 
 
In general, heterogeneous databases can be split into two parts, one part that retrieves data from 
various underlying databases and a part that provides access to the retrieved data. To make the 
database schema including the tables, columns and relationships accessible, XML specification files 
can be used [24]. The XML specification files can be split into Lower Level XSpec files and Upper 
Level XSpec files. The Lower Level XSpec files contain the schema and other related information of a 
database. The Upper Level XSpec file contains the URL for each database, the driver that each 
database is using and the name of the Lower Level XSpecfile for each database. The XSpec files can 
be generated automatically. Refer also to figure 4-5. 
 
The XSpec files are also used to track changes 
in the schema of any of the databases. This 
enables the system to automatically update 
itself according to the schema of the databases. 
After a fixed interval of time, a thread is run 
against the back-end databases to generate a 
new XSpec file. The size of the newly 
generated XSpec files is compared against the 
size of the older XSpec files. If the sizes are 
equal, the files are compared using their MD56 
digital signature. When the size of a file has 
changed or when the value of the MD5 digital 
signature has changed, the older version of the 
XSpec file is replaced by the newer one after 
which the meta-database schema is updated 
[24].  
 
 
 
 
 
Databases can be added run-time to the system by providing the server the URL of the databases 
XSpec file, the database driver-name and the database location. The server then will download the file 
and parse it and retrieve (create) the metadata about the database. 
 
Using XML files to maintain schema information may look rather simple at first sight but at the same 
time ensures that the schema information is available for validation whenever the need to do so would 
occur. Using XML to store the information ensures that a human being can relatively easy validate the 
correctness of the stored schema structure assuming that a “practical” naming convention is used for 
the XML tags. 
 
 
 
                                                     
6 MD5 (Message Digest Algorithm 5) is an often used cryptographic hash-function. 
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Figure 4-5: Hierarchy of XSpec files [24] 
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4.1.2.5 Using Data-warehouses 
 
To improve the performance of the meta-database, the usage of a data-warehouse in which the data of 
the different local databases is collected may be considered. This because each time access to data 
from these databases is requested, a connection must be established with the local database. In this 
context, a data-warehouse is defined as a repository that stores data that is integrated from 
heterogeneous data-sources for efficient querying, analysis and decision-making. Data warehouse 
technology is very successfully implemented in various commercial projects and is highly supported 
by vendors such as ORACLE .  
 
To avoid a centralized performance bottleneck, views can be created of the integrated data of the data 
warehouse and materialized on a new set of databases that are made available locally to the 
applications. These databases are termed as data-marts. Data-marts are databases that store subsets of 
replicated data from the centralised data warehouse.  
 
By using a data-warehouse and data-marts, an acceptable performance has been obtained of less than 1 
second for a query in which the data of several local databases was used. Details about the used 
platform and other information that are relevant of this performance figure can be found in [24]. 
 
It proved to be rather difficult to estimate the performance of heterogeneous meta-database 
architecture. The performance will strongly depend on the topology of the network and of the 
performance of the local database. For example, the fact that whether or not a database has been 
optimised (indexed) for a certain query will make a large difference in performance. For this reason, a 
data-warehouse may be useful in case the performance of the meta-database is insufficient. 
 
 
 
4.1.2.6 The grid meta-data model 
 
Also grids7 often contain a lot of structured data that needs to be managed by databases. However, 
little study has been performed in the area of grid-enabled databases. Grid technology appeared in 
1990’s and its goal is to provide a highly virtual shared platform through integrating current 
distributed resources including computation resources [26].   
 
For the grid meta-database manager, the following relationships are proposed for the metadata model 
(refer also to figure 4-6): 
- User meta-data for recording information regarding the users of the system such as name, 
password etc. 
- Node meta-data such as node-name, IP address location etc. 
- Application meta-data depicted as data-object, attributes and relationships between them. For 
example, in a hospital information system, the patient will be represented as an objects with 
attributes the patient name, address information etc. 
                                                     
7 Grids are a form of networking. Unlike conventional networks that focus on communication among 
devices, grid computing harnesses unused processing cycles of all computers in a network for solving 
problems too intensive for any stand-alone machine [39]. 
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Figure 4-6: The Meta-data model [26] 
 
Meta-databases can also be used and even may be very beneficial to make the data-storage more 
efficient by checking the contained databases for redundancies, such as, in this example, patient 
address information, and store this information only in one database. This database would then 
become available via the meta-database. However, for the application at PMS, this feature is not 
considered. This since the meta-database as envisioned at PMS only aims to make the data available 
from the different work-spots. Other projects have and will be defined to create one large “serves-all-
needs” ERP system in which all data is stored. 
 
 
The meta-data model of distributed heterogeneous databases could be stored in a relational database. 
However, due to limitation of the relational database technology, suggestion is to make some 
extensions to this model. The details are as following: 
- Blending (using a mixture of) relational and network model to describe complicated objects 
relationships. 
- Managing multimedia. In most traditional relational database management systems, multimedia 
data is handled with a variable-length data type named BLOB that stores data as a binary object 
stream. This at the cost of time and resources when manipulating the database. Therefore the 
proposal is to use a long record data type for use of multimedia file management. The concept is 
that files keep stored and administered by file systems. Only some attributes of the files such as 
the name, access type and path are included in the database tables. 
- Using hash tables to improve query efficiency. Hash tables map keys of a record directly to its 
corresponding store location so its search is barely influenced by the number of records in a table 
[26]. 
 
The suggestion in this publication to store images not in the database but simply as a file in a certain 
folder and only make the description of the file available in the database is very pragmatic and will 
also be used for the meta-database for PMS. 
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4.1.2.7 Using web-services 
 
For the implementation of the meta-distributed heterogeneous database application, the usage of Web 
Services and other related technology is proposed by [28]. Creation of Web Services can be automated 
till a large extend and in this way, no programming knowledge is required other than some “basic” 
understanding of C# and SQL.  
The design of this system is based on the following analysis: 
- Use Web Services and XML to facilitate the exchange of data between heterogeneous systems. 
- To automate the generation and publishing of Web Services. This to eliminate the need of having 
deep knowledge of different technologies such as Web Service Description Language (WSDL), 
Simple Object Access Protocol (SOAP for the interchange of information and Universal 
Description, Discovery and Integration for publishing the web Services. XML, XSL, XPATH and 
XQuery for codification and homogenization of the information delivered by the Web Service. 
Central in the architecture is a Web Service Server that is designed to support the communication 
with the different local or remote database management systems. A Management / configuration 
module is responsible for the Web Services construction and the HTTP server configuration. 
 
 
Figure 4-7: General architecture [28] 
 
Figure 4-7 shows the main components of the application. Clients through a Web Browser or a stand-
alone application get access to the Web Services and request their execution to the Web Services 
Server. The server validates the request and processes it, interacts with the DBMS and returns the 
result in XML format. The DBMS makes use of the Management/Configuration part of the application 
through a simple GUI in order to publish the store procedures as web services. The management 
/Configuration module interacts with the DBMS through the JDBC controller selected by the manager. 
 
 
XML can also be used to capture temporally grouped representations of a database history, XQuery to 
express powerful temporal queries on such views and SQL/XML to execute the queries on XML 
views as equivalent queries on the relational database [29].  With XML, transaction time extensions 
can be created for databases that require modifications of existing standards. XML provides excellent 
support for temporal-grouped data models. In relational databases, any change of an attribute leads to 
a new history tuple. These problems can be overcome by a representation where the timestamp history 
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of each attribute is grouped under the attribute. This nested representation that is hard to represent in a 
flat table is naturally represented by an XML based hierarchical view. These hierarchical 
representations are called H-Documents or H-Views. The root element in an H-Document represents 
the corresponding table’s history and its child elements represent the grouped history of the attribute 
values. Each element is assigned two values t-start and t-end. Two approaches are possible for storing 
and querying H-documents: one is to use a native XML database management system and the other is 
to use a relational database management system and provide mapping between XML Views and the 
underlying database systems. Changes in the current database can be tracked with either update logs or 
triggers. Each H-Document is stored in the database as internal H-tables. For each table in the current 
relational database a key table and several attribute history tables are stored. A global relational table 
is used to store the history of relations. Performance studies showed that RDBMS’s in combination 
with H Tables, offer substantial performance advantages over a native XML DB, for most queries 
(between 35 – 100 times faster). Refer to figure 4–8 for an H-Table database system. 
 
  
 
Figure 4-8: H-Table database system [29] 
 
 
4.1.2.8 The Z39.50 protocol for heterogeneous databases 
 
Another method to access heterogeneous databases is by using a dedicated protocol such as Z39.50 
[30]. Z39.50 is a client/server-based protocol that specifies procedures and structures for a client to 
search in heterogeneous databases. Z39.50 is an open standard that enables communication between 
systems that run on different hardware and use different software. Z39.50 enables a client to request 
that a server searches a database and identifies records that meet specified criteria and to retrieve some 
or all of the identified records. Distributed client/server architecture provides the foundation for 
Z39.50 communication and information retrieval specifications. Z39.50 supports all kind of features to 
manipulate queries. Two fundamental types of records are supported: structured and simple text but 
Z39.50 is also designed to support a large range of data management applications. Several software 
components that support the Z39.50 protocol are available as freeware. An example is Zebra. Zebra is 
a free-text indexing and retrieval engine with a Z39.50 front-end. Another example of a Z39.50 
compatible component is ZAP. ZAP is a module that allows building simple WWW interfaces. Figure 
4-9 shows a distributed database environment in which Z39.50 is used to access the databases. 
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Figure 4-9: Z39.50 used in a distributed database environment [30] 
 
 
Although applying dedicated protocols such as Z39.50 may have advantages, also the disadvantages 
seem to be significant. Two will be mentioned at this point. The first one is that the protocol does not 
seem to be used often and therefore it is doubtful that it will develop with the same speed as widely 
used “protocols” such as XML will. And secondly, the investment in developing Z39.50 specific 
knowledge within the PMS organisation will, most likely, only limited pay-off. Investments in creating 
know-how regarding more general used technology will prove to be more beneficial for the 
organization. 
 
 
4.1.2.9 Temporal extended middleware 
 
To accomplish temporal processing, temporal extended middleware can be used [31]. Neither the 
traditional relational database nor the object-oriented databases are suitable to manipulate temporal 
data. Both of them are lacking the capability to record and handle temporal information. Temporal 
data processing has become a key technology of the new generation of database and information 
systems. Until now however the standardisation of a temporal data model has not succeeded. There is 
no mature temporal model and software product so that the traditional technology is still used in most 
of the temporal applications. This means that the temporal function is achieved in the application 
program instead of the database. Embedding temporal application mode is a method to implement a 
temporal application. In this mode, temporal middleware is used to accomplish the function of 
temporal data processing in application systems. The actual database is still a traditional database. A 
successful temporal relational database management system should depend on a set of complete and 
extended SQL language and on relevant extensions on the following three aspects: 
1. Extends the data-structure including defining new data-types such as interval, in order that the 
different states of database can be identified 
2. Provide a set of relevant table-level temporal operations and column-level temporal operations to 
support temporal calculation.  
3. Do temporal extensions on constraints, in order to satisfy more abundant semantic requirement 
and keep the consistency of the temporal database.  
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ATSQL2 is and extension to SQL to support the management of time-varying data. ATSQL2 includes 
a bi-temporal query language and a bi-temporal modification, data-definition and constraint 
specification language. Figure 4-10 provides an impression of three different architectures for 
temporal applications. 
 
Figure 4-10: The architecture of three temporal applications [31] 
 
 
Certainly in all the local databases used at PMS, support for handling temporal data will be minimal 
if available at all. Important feature of local agents will therefore be to provide this support for the 
database that is” maintained” by the agent. To ensure an optimum response-time of the meta-
database queries, this temporal feature also needs to introduce a minimum on overhead in the 
application and specifically the transaction-time.  
 
The most important temporal feature required for the remote monitoring application seems to be the 
ability to show the history of a parameter. Features such as “valid time” and “transaction time” will 
most likely not be required for the foreseeable future. Given the limited usage of temporal features, 
time & date stamping the records and simply storing them in a traditional database will be an 
acceptable solution. 
 
 
For leveraging the data presentation and calculation ability of spreadsheet to unify the enterprise 
information access to heterogeneous data sources the usages of “Universal Distributed Data 
Interchanging Middleware (UDDIM) is proposed in [32]. Figure 4-11 shows an example of a data 
interchanging environment in which UDDIM is used. Spreadsheets have become predominant as an 
approach for data sharing reporting and analysis throughout the corporate environment. Proposal is to 
use “Universal SpreadSheet Identifier (USSI) techniques to provide a unified way to access the 
distributed enterprise spreadsheet. Also XML technique can be applied to achieve data exchanging 
between platform subsystems. In a distributed enterprise environment there are series of external 
references among the enterprise data that is maintained in the spreadsheets. The universal logical path 
does replace the universal physical path in this approach to identify the universal spreadsheet. In 
UDDIM, Universal Data Connection (UDC) is used   to unify all kind of data sources in the enterprise. 
The data source supported in UDDIM can be classified as following: 
- Static data sources such as data-files and static databases that don’t update the data. Such static 
data sources can be converted into XML easily which can be directly supported by the 
spreadsheet. 
- Volatile data. This is the data that will be updated by time pass such as the general databases. The 
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management system that can be mapped to the logical spreadsheet data. For instance the records in 
a database can be mapped into the rows in a spreadsheet. 
- Dynamic data source.  This data sources provided dynamic data such as real time data that will be 
updated is some short time interval. The real time data will be packaged to XML data without any 
delay and send to the UDDI [32]. 
 
Figure 4-11: Data interchanging in UDDIM [32] 
 
Although the PMS meta-database application does not focus on spreadsheet like functionality, the 
publication is relevant since the required structure is not unlike the meta-database structure. In the 
not to far away future, generic solutions that are part of general purpose spreadsheet and database   
applications such as Excel, Access and Oracle can be expected. However, given the limited usage, it is 
far from sure that these solutions will include support of temporal data.  Since it is uncertain what the 
lifetime of the PMS meta-database application will be due to solutions that may become commercially 
available, the investment for developing the required meta-database software needs to be relatively 
small 
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4.1.3 Conclusions from the domain exploring phase 
 
From the “domain exploring phase” study, the following conclusions have been drawn: 
 
1. Remote monitoring is still only very limited used within PMS. Several studies indicate that 
there is an annual maintenance cost reduction of 7% must be possible [Par 2.1.3].   
 
2. The current (October 2005) used remote monitoring tool provides a good overview of the 
most important system parameters. However the data is only updated once per day. From the 
literature study it has become clear that it must be possible to create an architecture that 
refreshes the data with a much higher frequency. In the remainder of the study it must be 
investigated whether a 10 seconds refreshment rate for temporal parameters is feasible [Par 
2.3]. 
 
3. It is important that the collected data is reliable (correct & complete). The data must be stored 
for future usage in a lifecycle database. Displaying semi real-time data is also found to be 
important but not at the cost of reliability [Par 4.1.1.5].  
 
4. It must be possible to store images in the meta-database [Par 4.1.1.5].  
  
5. Based on multiple publications [25, 27] it is concluded that agents could very well serve as 
one of the key elements of the remote monitoring application. One of the advantages of agents 
in this environment is that they will be able to ensure the ACID properties even when the 
connection with the central application is lost [Par 4.1.2.2]   
 
6. In the heterogeneous database environment, it will be necessary to convert the different data 
formats used in the databases into the format used by the meta-database. The best place to do 
this will be close to the local database. Early streamlining of the data will make it a lot easier 
to process the data at the different places in the application [Par 4.1.2.3].  
 
7. XML is generally accepted as the best format to store schema information. One of the 
advantages of XML is that it is relatively easy to interpret by a human being. XML also has 
the advantage of creating a platform prepared for future extensions. This because many 
components that are developed these days use XML to communicate with the outside world 
[Par 4.1.2.4]  
 
8. It is difficult from the studied publication to estimate the performance of the meta-database. 
One of the method’s to improve the performance is to use data-warehouses and data-marts 
[Par 4.1.2.5]  
 
9.  The temporal features required for the remote monitoring application (history of parameters) 
can be implemented by simply time & data stamping the records after which they can be 
stored in a traditional database system. Using a temporal database is not required [Par 4.1.2.9]
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4.2 Feasibility model 
 
Before starting to create the functional model and architecture for the remote monitoring application, a 
feasibility study has been performed to investigate what the expected data-rate and required data-
processing capacity of the central part of the application will be. The feasibility study is step “a’ ” of 
the research study (refer also to figure 3-1). The central part of the application is the “meta-database” 
as represented in figure 1.2 and later on in figure 2.7. 
 
 
4.2.1 Estimate of the data transfer rate 
 
At this moment (February 7, 2007), 23553 systems are connected with the Remote Service Network 
(RSN), the infrastructure that connects the PMS installed base with the Remote Support Centre’s [55]. 
Note that most of these systems are not monitored. Expectation is that within 5 years this number will 
increase to about 75000 systems. Thus the remote monitoring application must be able to process the 
data of 75000 systems. It is estimated that the systems will generate about 30 Mbyte of information 
per day. Refer also to appendix E “Format of data generated on MR scanners” for more information. 
 
Total-data-generated per day = data-per-system per day * number-of-systems 
= 30 Mbyte * 75000 = 2.25 Tbyte 
 
These systems will generate the 30 Mbyte of data during an on average 9 hours working day [56]. The 
systems are clustered in 3 more or less equally large groups (Europe, the far-east and North America). 
 
To calculate the peak data-rate the following cluster have been used: 
- 25000 systems located in North America, GMT - 6 hours timezone 
- 25000 systems located in central Europe, GMT + 1 hour timezone 
- 25000 systems located in Japan, GMT +9 hours timezone. 
 
According to this model, at maximum, 50000 systems will be operational simultaneously. 
 
 
Max Data-rate per hour = Max number-of-systems simultaneous active * data-rate per hour  
= 50000 * (30 Mbyte/9) = 166 Gbyte/hour 
 
With a data-rate of 166 Gbyte/hour, the data-rate per second is: 
 
166 Gbyte/3600 = 46 Mbyte/second = 370 Mbit/second 
 
 
The current server technology is unable to process the data at the requested data-rate. The fasted 
webserver available at this moment (December 2006) is the IBM-5 595 system. This system is able to 
perform about 4.0 million TPC-C 8 transactions per minute. Since one TPC-C transaction involves 
about 1 kbyte of data, the total data-processing capacity of this system is about 4 Gbyte per minute 
which is equivalent to (4 * 8)/60 = 0.53 Gbit/second. However, this server does cost about 11.9 M$! 
 
The configuration with the best price/performance ratio is the Dell PowerEdge 2900/3.0GHz/4M 
computer. This server is able to perform 65.8 k TPC-C operations per minute at a cost-price of 64.5 
k$. This configuration is thus able to process 65.8 Mbyte of data per minute which is equivalent to 8.8 
Mbit/second. Please refer to appendix B2 “webservers” for more information regarding the in this 
paragraph used benchmarks. 
 
                                                     
8 TPC-C is a well known benchmark used by the industry to benchmark servers.  
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At this point it must be realised that not only the processing power of the server but also the network 
speed will be a limiting factor. A T5 connection has a transfer-rate of 400 Mbits/sec which is by 
coincidence, relatively close to the required 370 Mbit/sec. From these estimates, it was decided to 
accept that for the foreseeable future, the maximum processing capacity of the remote monitoring 
infrastructure will have a maximum data-rate of 8.8Mbit/sec. 
 
 
To avoid the risk of overloading the central-part of the application, it was decided to select a 
architecture that allowed data-reduction on the local system. For example, estimate is that data-
compression will reduce the incoming data-rate at the server with 90%.  Depending on experience 
once the application is operational, it must be possible to regulate the granularity of the data. 
Additional advantage of local processing is that this will be performed in-parallel on all monitored 
systems. 
 
 
 
4.2.2 Processing queues due to data peaks. 
 
One of the concerns for a centralized application with a very large number of data-sources is whether 
data-peaks (bursts) in the generation of data may cause long queues in the processing of the data. To 
get a better idea what sort of queues may occur, that data-generation has been modelled (refer to 
appendix E for details regarding the in the following paragraph used figures): 
 
- Maximum number of systems active at any moment is 50000. This number is derived in paragraph 
4.2.1 of this chapter 
- 30 Mbyte of data is produced per 9 hours. When we assume 162 characters per logged string and 1 
byte per character, the length of the logfile is 185185 lines. When the logging would be distributed 
uniform, this would equal 185185/(3600 * 9) = 5,7 lines of logging (0.92 kByte) per second. 
Analysis of a logfile learned that 13% of the time a system is logging with a rate of about 6.5 
kbye/second and 87% of the time a system is logging with a rate of about 0.5kbye/second. Refer to 
appendix E for details. 
 
This result’s in a model where at maximum 50.000 systems are operating simultaneously. At any 
moment there is an 87% possibility that a systems log’s data at a rate of 0.5 kbyte/second and a 13% 
possibility that data is logged at a rate of 6.5 kbyte/second. The logging processes of the different 
systems are independent (not synchronized) of each other. For calculating the peak data-rate due to a 
larger than average number of systems that log at a high data-rate, the formula for a normally 
distributed population can be used. This because it can be proven that for the dichotomy distributed 
population the central limit theorem holds. Also the condition for a very-good approximation of a 
normally distribution (p0 * p1 * n ≥ 10) is easily fulfilled [51, Chapter 30].   
 
The Expected value of the logging rate of the total population can be calculated using the formula  
 
E(x) = n * p = 50.000 * 0.13 = 6500 systems 
 
At any moment, 6500 systems are in high logging-rate mode. 
 
 
The Variance on this number is given by the formula: 
 
Var (x) =  p0 * p1 = 0.13 * 0.87 = 0.113. 
 
And the standard deviation by the formula: 
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σ = )(xVar  = 113.0  = 0.336 
 
Using the n  - law [51, chapter 29] this standard deviation S is expressed as: 
 
S = σ * n  = 0.336 * 50000 = 75.1 systems. 
 
Since the Probability is distributed according to the “normal distribution”, there is a probability of less 
than 1 percent that the value is more than 3σ different from the Expected value. Table 4-1 provides an 
overview of the absolute and relative deviation in the logging within this 99% probability interval. 
 
 
 E(x) +3σ xxx-3σ 
Number of systems  6500 6725 6275 
Data-rate [Mbyte/sec) 42,25  43,71 40,78 
Deviation relative to E(x) [%] 0 + 3,5 - 3.5 
Table 4-1: Deviation high logging-rate 
 
 
 
 
4.2.3 Centralized versus distributed processing of data 
 
One key-decision for the architecture of the monitoring application is whether all the logged data has 
to be stored in a central database after which processing can take place or alternatively the processing 
should be performed as close as possible to the source-data9.  
 
Advantages of keeping the source-data as much as possible on the monitored systems are: 
- A strong reduction of the data-rate. Only selected data is send to the central application. Since at 
paragraph 4.1 it has been shown that a data-rate reduction of a factor 42 is required, distributed 
processing will be a method to obtain this reduction in data-rate. 
- A strong increase in processing power. When assuming that the processing power of the source 
systems is of the same order as of the central system, an increase in processing power by a factor 
of 50.000! 
- Less prone for failures of the central application. Whenever the central application is not 
accessible, the processing on the monitored systems will proceed. 
 
One of the disadvantages of processing the source-data on the monitored systems used to be that it is 
more difficult to adapt local filtering/processing-protocols. However, this argument has lost meaning 
over the last years in which Internet tools have been matured. Also from the studied literature, in 
which often is referred to agents to process data in a distributed fashion, it becomes clear that this 
argument does not hold anymore. 
 
A second argument is that the response-time of performing queries on local systems will be significant 
slower than when the query is executed on a database located on the central server. This argument can 
be minimised by anticipating on future queries and store frequently used data elements on the central 
server. For queries that require data from the local databases, a response time of several minutes is 
acceptable. 
 
                                                     
9 Physically, the source data is the (central) logfile in which the data is stored on the systems. 
Changing the way the data is logged onto the systems such as creating a direct link between the 
logging application and the remote monitoring application is considered outside the scope of this 
study. 
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To instruct the local applications about what processing to perform multicast technology can be used. 
Multicast is a technology used to transmit a single message to a select group of recipients. A simple 
example of multicasting is sending an e-mail message to a mailing list. Teleconferencing and 
videoconferencing also use multicasting, but require more robust protocols and networks [50]. 
 
Standards are being developed to support multicasting over a TCP/IP network such as the Internet. 
These standards, IP Multicast and Mbone, will allow users to easily join multicast groups. 
 
An investigation on the best multicast protocol for the Remote Monitoring application should be used 
and what performance can be expected is considered outside the scope of this investigation. 
 
Using mirror systems to improve the performance of the application is not considered at this moment. 
This because the small number of users of the application. Refer to section 4.3 “Functional model” for 
details. Also, it is considered acceptable that the application will be down once per year for one hour 
due to a defect of the main server. Reliable storage and availability for future usage of the data is 
considered more important than 100% availability of the application. One of the area’s in which the 
stored data may become very useful is lifecycle management. From the stored data, important 
information regarding the usage of a system can be derived. This information is essential to decide for 
example on which functionality a new generation of scanners has to focus but also to provide 
customers advice about commercial options and, at the end of the economical lifetime of a system, 
which new configuration will best suit his specific needs. 
 
 
 
4.2.4 Data replication 
 
To ensure that data remains available for future usage, a backup will need to be made of the collected 
data. The definition of backup is “to copy files to a second medium (a disk or tape) as a precaution in 
case the first medium fails” [50]. However to ensure “availability of databases used for Internet 
applications at any time” replication instead of backup technology is used. Replication not only copies 
a database but also synchronizes a set of replicas so that changes made to one replica are reflected in 
all the others. The beauty of replication is that it enables many users to work with their own local copy 
of a database but have the database updated as if they were working on a single, centralized database. 
For database applications where users are geographically widely distributed, replication is often the 
most efficient method of database access. 
 
The replication process can be split-up into 3 steps [52]: 
1) Replication to the standby database. In this mode, all changes made on the production 
database will be replicated to the standby database. When files are kept on the production-
database than these will also be replicated to the standby database. 
2) Replication switch-over. When an emergency (crash) happens the application will switch 
immediately from the production to the standby database. 
3) Replication back-from-standby. After the production disk comes on-line again, the application 
will switch again from the backup disk to the production disk. The replication application will 
replicate changes back from the standby to the production disk.  
It will be clear that to store the collected information in a reliable way for future usage, the creation of 
a standby disk by means of replication is a must. 
 
Replication is also required to distribute the workload of a large application across several databases. 
For example, reports may be generated using the reporting database while simultaneously, data is fed 
into a data warehouse for future usage. Instead of copying all data to the reporting database, the 
replication application can be configured in such a way that only for a short period of time, all data 
used for operational (time-critical) reports is stored in the reporting database. Only the data that needs 
to be available for future analysis will need to be stored in the data-warehouse. 
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For the database needed for the remote monitoring tool, the following characteristics hold: 
- Once the data has been accepted by the server, the local version (source data) will not be kept 
anymore. 
- From the original data, meta-data will be derived. However, this meta-data is not used in a time 
critical fashion. Assuming 1 disk-failure per year, it is acceptable that once per year the remote 
application is not available for at maximum 1 hour. 
- The cost of disk-space has become very low over the last couple of years. At the moment of this 
writing (January 2007) Seagate has just announced the introduction of a 1 Tbyte hard-disk. This 
unit will cost about 300 €. It will be clear that for this price, creating redundancy in the disk 
hardware has become a non issue.  
- At paragraph 4.1 it was shown that the total generated data-size of 50.000 systems is about 2.25 
Tbyte per day. However after filtering, the data will easily be reduced by a factor of 1000 (2.25 
Gbyte per day). Thus on a one Tbyte hard-disk, the data collected over an entire year can be 
stored. After this period, storage on DvD may be considered for future usage.   
 
Due to time restrictions, the data-replication architecture has not been further investigated in this 
study. 
 
 
4.2.5 Data staging 
 
The data staging area is the data warehouse workbench. It is the place where raw data is brought in, 
cleaned, combined, archived, and eventually exported to one or more data marts. The purpose of the 
data staging area is to get data ready for loading into a presentation server (a relational DBMS or an 
On-line Analytical Engine). Very often (almost always), the data staging area is not based on 
relational technology but instead consists of a system of flat files [53]. 
 
Data-staging is required for these applications in which the incoming data-rate may exceed the 
processing speed of the database management system. Such situation can occur in applications in 
which the data-rate shows a large variance or for applications in which the content of raw-data is till a 
large extent undefined. In the latter case, processing (filtering) will be required to filter the relevant 
data out of the raw data. As shown in paragraph 4.2, the data-rate for the remote monitoring 
application is rather stable and predictable. And as shown in paragraph 4.3, processing the data on the 
local systems results in a dramatic improvement of performance (increase with a factor of 50 000). For 
this reason, the preference has to be to perform the data filtering on the local systems and supply the 
central application with relational database records. 
 
 
 
4.2.6 Operational Data Store  
 
Operation reporting is a business need in daily operation. However, data warehouses are typically not 
in a position to report semi real-time events. Especially when huge amounts of data are collected, 
space and performance limitations prevent the data-warehouse to provide reporting with the required 
high granularity. A common approach is to create an Operational Data Store (ODS) in which the data 
is kept with a high granularity but limited time-scope. The ODS is available for the required semi-real-
time reporting. From the ODS environment, the data is further filtered before being stored for future 
usage [53]. For the remote monitoring application, it is a functional requirement that data of 
parameters that are critical for the performance of the system is refreshed before the temporal validity 
interval is exceeded. For example, an educated guess is that for each system, there are about 50 
parameters that need to be constantly monitored. Some of these parameters may need to be updated 
within 10 seconds after an error occurs but all data must be updated after 10 minutes. When we 
estimate that for every data element 10 byte is used, this will generate per day at least: 
 
Data-size = # data-elements * samples per hour * hours * # bytes per data-element 
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= 50 * 6 * 9 * 10 = 27 kbyte. 
  
When monitoring 75000 systems, this will generate 2025 Gbyte of data per day. However, when only 
the nominal value and deviation of the parameters will be stored, is estimated that this can be done 
with 50 bytes per parameter.  
 
Total data-size = 50 * 50 * 75000 = 187 Mbyte per day. 
 
Thus using an operational data store and filter the data before storing it will reduce the required data-
size with about 90%!  
 
4.2.7 Extraction Transform Load Layer 
 
Purpose of the Extraction, Transform and Load Layer is: 
1. Extracting: Reading and understanding the master-data and meta-data on multiple source 
systems and copying the parts that are needed to the ODS framework.   
 
2. Transformation: Data refinement through aggregation, summarization, cleansing, merging and 
reorganization to make it usable for analysis and reporting, fit to integrate existing data-
warehouse structures.  
 
3. Loading: Reading and understanding the master and meta-data on the target structure and load 
the transformed data into one or multiple targets. 
 
The ETL layer is also the place for the validation of especially the consistency and completeness 
of the source data. It is advised to position the ETL layer as close as possible to the data-source 
[53]. 
 
 
4.2.8 Conclusions of the feasibility study 
 
From the feasibility study the following conclusions have been drawn: 
 
1.  To avoid a data-rate overload at the central part of the monitoring application when 
monitoring 75000 systems (50000 simultaneously), a reduction of the data-rate to the central 
part of the application is required [Par. 4.2.1].   
 
2. Due to the large number of connected systems, the deviation on the data-rate to the central 
part of the application will be less than 6% and therefore there is no risk of queues due peaks 
in the data-rate [Par. 4.2.2]   
 
3. Conclusion is that distributed pre-processing of the data is the best architecture for the remote 
monitoring application [Par. 4.2.3].  
 
4. Replication will be used to create a back-up disk and to distribute the load over different 
servers [Par. 4.2.4]  
 
5. The ETL layer is essential to transform the source data into the correct format and to validate 
the data for completeness and consistency. Since it is beneficial to position the ETL Layer as 
close as possible to the source data, the intention is to position this module on the source 
system. [Par. 4.2.7] 
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4.3 The functional model 
 
 
This section provides an overview of the required functionality of the remote monitoring tool. This 
functionality is based on the feedback collected with the questionnaire and from discussions with 
several stakeholders of the future remote monitoring tool. The functional model (step “b” of the 
research study, refer also to figure 3-1) describes the functionality of the system from a user’s point of 
view. In this section, use-cases are used to clarify the envisioned usage. 
 
The remote monitoring applications will offer three different views on the collected data: 
- The activity view (dashboard). In this view, detailed information is displayed and semi real-time 
maintained regarding the activities that are taking place on the monitored systems and, as much as 
possible, information about the current condition of the systems. Whenever a warning or error 
condition is detected, additional diagnostic information may also be displayed in this view. Users 
of this view are the 1st and 2nd tier service engineers at the remote support centres.  
 
- System condition view. This view provides a detailed overview of the current condition of the 
monitored systems. In this view, indicators are displayed regarding hard and software reliability, 
image quality and other system condition indicators. Users of the view are service engineers of the 
remote service centres but also field support engineers and staff that is responsible for scheduling 
conditional maintenance visits.  
 
- The Analysis view. This view provides an historical overview of the performance of a system and 
the parts used in a system. In this view Pareto information regarding failure causes and reported 
problems must be made available. Users of this view are development and service engineers. They 
will use the information to analyse how different systems (configurations) and units are 
performing. The collected information will be used to improve reliability and more in general, 
reduce the maintenance cost of future systems. 
 
Apart from the three views, the system also supports different maintenance modes. In these modes it 
must be possible to add/remove local databases to/from the application and to maintain different 
queries. Most likely different maintenance modes will be created for the different views of the 
application. This will allow the different users of the application to maintain their view without 
interfering with the other views. 
 
 
 
4.3.1 The activity view 
 
In this view relatively detailed information about the current activities on the selected systems is 
displayed. In addition also information regarding the history of the parts of which the system is 
assembled and diagnostic information related to encountered errors is provided.  
In this mode, the on the different systems logged information will be combined with information 
contained in other databases such as databases in repair facilities and information that has been 
captured during the production of a system and its different units. Part of this information will be 
displayed as static data but other data will need to be updated semi real-time. The semi real-time 
updates are required to allow the Remote Service Centers to respond efficiently in case of a 
malfunction. It must be possible for the end-user to define which data needs to be semi real-time 
updated. It must also be possible for the end-user to define queries on the data and to define data of 
which a backup must be made at certain intervals. This because it is not ensured for all local databases 
that backups will be made by the local organization.  
 
The users of the activity view need to get a clear view of the activities that are going on all monitored 
systems and need to be alerted in case a critical error occurs on one of the 75000 systems. It will be 
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clear that designing a good user interface for this functionality is a complex task. This study did not 
further explore the requirements for such user interface. 
 
Also outside the scope of this study is the user requirement specification of the functionality that must 
be created in the different modes. Since the detailed functionality required by the end-user can be very 
well separated from the underlying functionality which is collecting data in a heterogeneous 
distributed database environment in a semi real-time fashion, it was decided to separate these 
activities. From the Open Systems Interface (OSI) perspective, the design does focus on the session 
and lower layers of the application. The presentation and application layer will be designed in future 
projects. 
 
Envisioned users of the activity view are: 
- First of all the 1st tier support staff at the remote service centres. They will use this remote 
monitoring application to constantly monitor how the installed base is performing. When a certain 
system requires more attention, it must be possible to zoom-in on that particular system.  
- Other users of the activity view are the 2nd tier staff of the remote support centres. These engineers 
will have the option to use the activity-view functionality or to use the maintenance mode. In the 
maintenance mode it must be possible to define and modify queries. As part of the query 
definition, it must be possible to define the refreshment frequency of the different data elements 
generated by the query. 
 
1st Tier RSC Engineer
Check Status
Installed base
2nd Tier RSC engineer
Define/modify
queries
1st Tier RSC engineers  use 
the remote monitoring application 
to monitor the installed base
2nd Tier engineers can use
 the application to check the
 status of the installed base 
but also to define (modify) queries
 
Figure 4-12: Use Case diagram, activity view 
 
 
Figure 4-12 gives the Use Case diagram of the activity view. Important additional functional and non-
functional requirements for the activity view and more in general for the remote monitoring 
application are: 
1. It must be possible to use the remote monitoring application to make backups of databases of 
which the availability of a backup cannot be assured by the local organization. 
2. Reliability of the application both in the way of availability and maintaining the consistency of the 
connected databases is a very important requirement. This because the operation at the remote 
support centers depends on it. 
3. Apart from alphanumeric information, the remote monitoring application must also support 
images. 
4. The remote monitoring application must be able to interact seamless with the SAP enterprise 
resource planning application that is used by PMS. In this SAP system, a lot of valuable 
information such as for example information regarding performed and scheduled maintenance on 
the systems can be found. 
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The above listed functionality refers only to the functionality required for the lower software layers. It 
will be clear that for the actual remote monitoring user interface, a detailed requirement specification 
must be written in close cooperation with the future users of the application. These requirements will 
cover aspects such as “what protocols need to be followed when an alert is detected” and “how will 
the daily routine of checking the monitored sites” be implemented in the service organisation. 
Depending on the answers, the user interface will need facilities to indicate that certain process steps 
have been executed. Additional field’s to enter information such as a description of the taken actions 
will need to be included. Similar to the motivation for designing the User Interface, also creating a 
detailed requirement specification for the user interface is considered to be outside the scope of this 
research study. 
 
 
 
 
4.3.2 The System condition view 
 
The function of the system condition view of the remote monitoring application is to capture as much 
as possible information regarding which parts of the system are performing within specification and 
thus don’t need any maintenance and which parts of the system start to need condition based 
maintenance or even corrective maintenance. In contrast with the activity view, the condition view 
does not need to be maintained in a semi real-time fashion. In principle, daily updates are sufficient to 
give the users of the tool an overview about the condition of the systems. 
 
 
 
Figure 4 - 13: Use-case diagram system condition view 
 
Envisioned users of this view are: 
1. 2nd Tier engineers of the remote support centres. These engineers will be interested in the 
condition of the systems and the possible correlation between a relative poor condition of a 
system and an increase of corrective maintenance need. 
2. Engineers, at the different SSD’s, that are responsible for scheduling conditional maintenance 
visits. These engineers will be very interested in correlations between the frequency of the 
maintenance relative to the actual usage and the reliability of the systems. 
3. Engineers, at the Business Unit, that are responsible for analysing the performance of the installed 
base. These engineers will typically look for correlations between differences in configurations 
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and the condition of the systems. To perform such analysis it must be ensured that the used data is 
reliable, complete (all changes in configurations included) and available for relatively long 
(years) periods of time.  
 
Where for the activity view, most of the used data is probably generated by the different systems and 
semi real-time updates of critical data-elements are very important, in the condition view, important 
datasets will also be found at suppliers and at repair-shop facilities. Figure 4-13 shows the use-case 
diagram of the system condition view. 
 
 
 
 
4.3.3 The system history view 
 
The history view is used to study the performance over time of the monitored systems. This view will 
be particularly useful for reliability engineers that are working at the Business Unit and at the Head 
Quarters of the SSD’s and potentially even at the suppliers of the different components.  
 
2nd Tier RSC Engineer
Check performaance
installed base
Reliability Engineer
Analyze the
reliability
2nd Tier RSC engineers  use 
the remote monitoring application 
to check the performance of the 
installed base
Reliability engineers use the application
to analyse the reliability of the installed base
PM Engineers use the application 
to investigate the possibility of 
conditional maintenance
PM Scheduling engineer
Conditional
maintenance feasibility
 
Figure 4 - 14: Use-case diagram system condition view 
 
In the history view, the collected data is used to look for time and/or usage dependencies in the 
performance of the systems but also to find correlations between system performance (reliability) and 
the usages of certain components and/or software versions. Another possible important factor is the 
performance of a system versus environmental factors such as humidity and temperature. Especially in 
the history view, the system needs to be very open for defining queries for different datasets. At this 
point it must be realised that most medical equipment does log hundreds of condition-related sensor 
obtained parameters and information about thousands of software parameters. It is unpredictable 
which parameters or even which combination of parameters becomes of interest over time. 
 
Analysing the correlations between flaws in the reliability of the systems, the usage of the systems and 
the used hard and software will be a complex task in which certain analysis techniques are repeatedly 
used. Partially automation of this activity and the usage of Artificial Intelligence AI) techniques, such 
as an expert system, or Statistical Process Control SPC) software must be considered. Further 
investigating the required methods and possibility of using AI and/or SPC techniques is considered 
outside the scope of this study. 
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4.3.4 Functional model maintenance mode 
 
In the maintenance mode of the remote monitoring application it must be possible to add local 
databases, to configure the inter-dependency (database schema) of the different databases and enter 
parameters such as data refreshment frequency and backup information. Also more advanced features 
may be required such as defining when local database data must be used and under which conditions 
the data must be replicated into the data-warehouse to improve the performance.  
 
 
Figure 4-15: use-case diagram maintenance mode 
 
 
An important feature of the meta-database application is alerting for changes in the local databases 
that (potentially) lead to inconsistencies of the monitoring application. In an extreme situation, it must 
be supported that a database is reconfigured after it has been unavailable for some time and potentially 
the structure of the database was changed during the period that it has been disconnected.   
 
For the maintenance view, dedicated staff will be required. The application maintenance staff will 
need to have a good understanding of database schema mapping, configuring data-elements etc. In 
addition to this task, they probably will be responsible for programming complex queries. Also the 
recovery of databases that have been disconnected for some time may be a complex task that requires 
quite some database knowledge. 
 
To add a database to the monitoring application the following steps will be required 
- Make the database known to the application (physical and logical location). 
- Connect to the local database and ensure proper interface setting for the communication. 
- Automatically query the database schema and manually match the structure with the already 
existing structure. 
- Ad the new database to existing queries. 
- Enter backup requirement related information. 
 
At this point it is unclear whether there will be one maintenance mode created for the application or 
different maintenance modes for the different views. This is depending on the risk introduced by 
making maintenance features available for staff that is not fully trained. However, since the number of 
maintenance modes is merely a matter of implementation and not an architectural issue, it is not 
further investigated during this study. 
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4.4  Proposed Remote Monitoring Architecture 
 
 
4.4.1 Global overview 
 
4.4.1.1 The Topology 
 
The remote monitoring application combines the different local-databases into one meta-database 
structure. Key elements in the architecture are agents. An Agent – sometimes called a softbot 
(software robot) - is a computer program that performs various actions continuously and 
autonomously on behalf of an individual or an organization. An intelligent agent can observe the 
behaviour patterns of its users and learn to anticipate their needs, or at least their repetitive actions 
[39]. For the meta-database application, agents are used to interface with the local-databases and also 
for the middleware software. 
 
 
Figure 4-16: Overview remote monitoring architecture 
 
Figure 4-16 shows the deployment diagram of the proposed remote monitoring architecture. In the left 
bottom corner, the local-databases and logfiles, as available on the different installed systems, and the 
databases used at the repair-shop and other facilities are depicted. LocalDatabase agents are used to 
configure the queries for the local-database and to facilitate uploading the query result to the meta-
database. In addition to this task, the LocalDatabase agents are also responsible for subscribing a 
local-database to the meta-database application, maintaining the schema overview of the local-
database by means of LocalDatabaseSchema XML documents, to trigger the meta-database in case of 
important changes (alerts) in the data and to ensure the consistency of the local-database with the 
meta-database. 
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The LocalDatabase agents communicate with the MetaDatabase agent. Task of the MetaDatabase 
agent is to maintain the meta-database schema by means of a MetaDatabaseSchema XML document, 
to deploy queries to the different LocalDatabase agents and to provide the Remote Monitoring and the 
Meta-D7atabase maintenance web-applications with the required information. To ensure consistency 
of the MetaDatabase with the local databases, the communication needs to be bi-directional. At certain 
moments, the meta-database will need to check with the local databases to ensure that the databases 
are still synchronized. 
 
A XML namespace is used to store the XML schema information that is required to configure the 
LocalDatabase and MetaDatabase agents. A namespace is a collection of names, identified by a URI 
reference, which are used in XML documents as element types and attribute names [40].  
 
For maintaining the meta-database a dedicated web-application is used. With this application, 
databases can be added (or removed) to (from) the meta-database application and the schema of the 
meta-database application can be maintained. The User-Interface for the remote monitoring 
application is also realized by means of a web-based application. Via this user interface, the system 
status, condition and history can be investigated. The data-warehouse, which is part of the meta-
database, is used to backup databases that are not included in an automated backup program and to 
store information that needs to remain available for future analysis. The reporting-database is used to 
store information that needs to be available for semi-real time reporting. 
 
The usage of agents has several advantages. Firstly it provides a clear separation of concerns. By 
dividing the meta-database application into a number of autonomous operating agents it is possible to 
modify the different parts and change their internal structure without altering other parts. The agents 
will be able to perform their tasks autonomously once they have been tuned for the local-databases. 
This will increase the reliability of the transactions. Another very important advantage of agents is that 
they can be accessed by different applications that are running on the Internet with a minimum of 
overhead. Paragraph B.5 “Agents” provides more details on concept of agents and their advantages.   
 
 
4.4.1.2 Typical usage 
 
During normal operation, the LocalDatabase agents will send database records to the meta-database 
application using webservices for the communication. These databases are derived from the different 
logfiles maintained by the systems of which the central logfile is the most important one. The database 
records contain information that is related to particular events such as the execution of a scan or the 
results of a certain adjustment. To make sure that the data available at the meta-database is sufficient 
fresh, a refresh-window can be set during which the data must be updated. Once this window has 
expired, the database record is send to the central application regardless whether the record is 
complete. When a record is incomplete, the next update may contain additional information that can 
be used by the meta-application to further complete the received record. The so-called Extraction 
Transform and Load (ETL) processing will thus be performed on the monitored system. The ETL 
processing will largely reduce the size of the data. While the size of the unfiltered logfile is typically 
30 Mbyte, it is estimated that after the ETL processing the size is reduced to less than 300 kbyte per 
day. The data that is send to the meta-application will be used to maintain an overview of the activities 
that are performed on the different systems. A lot of details however will only be kept for the current 
day. After a system has been turned off at the end of the day, the data will be filtered again and only 
data that is required for future analysis will be semi permanently stored in the data-warehouse. 
 
To ensure consistency between the Meta-database and the local database, it will be regularly checked 
that the application are still synchronised. Two checks are performed. The most essential check is the 
connection between the local and central application. The LocalDatabase agent informs the 
MetaDatabase agent by means of a heart-beat message that the system is still operational. When a 
heart-beat stops, the meta-database application knows that the status information is not maintained 
anymore. When a heart-beat is received again, the central application will start a recover protocol.  
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The second check that is performed is whether all records have been received. Each day, the 
LocalDatabase agents will start a new series of records and each record is given a unique sequential 
number. When there is a gap in the numbers received by the MetaDatabase agent, a request will be 
send to the system to resend the missing numbers. Refer to figure 4 -17 for the sequence diagram of 
the remote monitoring application.  
 
 
 
 
 
 
 
 
 
4.4.2 The LocalDatabase agents 
 
Refer to figure 4 - 18 for an overview of the structure and functionality of the LocalDatabase agent. 
The task of the LocalDatabase agent is to act as an autonomous entity between the local-database and 
the MetaDatabase agent. For the PMS equipment such as MRI scanners, the local-database is not a  
database application in which the generated data is stored but it consists of a relatively large cluster 
(+/- 40) of files each with it’s own specific format. Mostly, either XML or “free text” format is used 
for the files but also other file formats may be used. Refer to appendix E “Format of data generated on 
MR scanners” for details. Since especially the size of the central logfile is too large to transfer to the 
central application and also since the file contains a lot of redundant information, the first step 
performed on the system is to extract the essential data from the (central) logfile(s), transform the 
information into a meta-database record format and load this record to the meta-database using 
webservice technology. Additional advantage of performing the ETL processing locally is that is 
significantly reduced the processing required on the central server.  
 
Note that the ETL process needs to be continuously performed on the local system even when the 
connection with the central server is lost. In case the connection to the meta-database is lost, a local 
database must be available for storing the data. Eliminating the need for ETL processing by 
redesigning the logging format used by the systems and having the data logged already as database 
Figure 4-17: Sequence diagram Remote Monitoring application 
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records is considered outside the scope of this study. This because implementing the redesigned 
logging has a very high impact on the system software and is therefore considered too risky. 
 
The ETL processing involves the following activities: 
 
• Extraction. 
To extract the data from the central logfile, the logfile is checked for key-words that indicate the 
start of an activity. For example, “start-scan” indicates that a new scan is started. Many activities 
have a deterministic nature. Thus once the start of such deterministic activity has been detected, 
the extractor can start to look for the next key-word and in that way, extract the data related with 
the process from the logfile. The information required to extract the logfile is contained in the 
ExtractTransform&Load xml document. Note that this document is closely related to the 
LocalDatabaseSchema document.  
 
• Transformation 
The transformation step converts the collected information into the correct format. For example, 
since the logfile is composed of ACSI characters, the value of certain parameters will need to be 
converted in the format used by the meta-database. Also the information required for transforming 
the data in the required format is contained in the ExtractTransform&Load xml document.  
 
• Load. 
The load step is responsible for uploading the created database record into the meta-database. Note 
that the records are also stored in a local database. This to ensure that the records are still available 
in case the upload to the meta-database fails and also as a back-up in case the connection to the 
meta-database is lost. The administration regarding the records that have been received by the 
meta-database is stored in the UploadAdmin xml document. It is regularly checked whether all 
records have been received by the meta-database. When this is the case, the records can in 
principle be removed from the local database.  
 
 
Figure 4-18: LocalDatabase agent structure 
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The LocalDatabase agent is also responsible for subscribing the local-database with the meta-database.  
 
To subscribe a database to the meta-database, first a LocalDatabase agent must be installed on the 
local computer. Next, the configuration module of the LocalDatabase agent must be used to create a 
XML document that contains URL related information specific for the local database.  
 
The DatabaseURL XML document typically will contain the following information: 
a. The physical location of the local database 
b. The URL of the LocalDatabase agent 
c. Information regarding the local-database type and version. 
 
The LocalDatabase agent will send this information to the MetaDatabase agent. Depending on the 
local-database type and version a certain LocalDatabaseSchema and an ExtractTransform&Load xml 
document will be send to the LocalDatabase agent. This information is used to extract information 
from the local-database.  
 
Figure 4-19 provides a detailed activity view of the different steps required to connect a local database 
with the LocalDatabase agent and subsequently with the MetaDatabase agent. 
 
 
Figure 4-19: Activity diagram "connect local database" 
 
The LocalDatabase agent must send an update record to the meta-database when the contents of the 
local database has changed or when an alert is detected in the data of the local-database. To check for 
such event, all database modifications are checked against a rule-set that defines the mentioned 
conditions. These rules are generated by the meta-database and may change due to modification of the 
queries by the users of the remote monitoring tool. The rules are contained in the 
ExtractTransform&Load and AlertInfo xml files. 
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After a local-database structure has been changed, the meta-database schema must be updated as well. 
To avoid inconsistencies the agent will check the database structure after each request for accessing 
the local-database. When a modification of the local-database is detected, the meta-database will be 
informed via a “database schema modified” message that this is the case. First the local-database 
information represented in the LocalDatabaseSchema XML document will be updated. After updating 
the XML document of the local-database, the modified schema must be introduced in the meta-
database and queries defined for the original database structure must be checked to ensure that they are 
still valid. 
 
 
4.4.3 MetaDatabase agent 
 
Task of the MetaDatabase agent is to: 
- Act as an interface between the meta-database application and the LocalDatabase agents. 
- Configure (embed) the different local-database structures into the MetaDatabase structure 
- Optimize queries for the different agents and submit the sub-queries. 
- Maintain the data-freshness of the meta-database. 
 
Figure 4-20: MetaDatabase agent structure 
 
 
 
 
4.4.3.1 Configuration support 
 
When a subscribe request is received for a local-database, the MetaDatabase agent will validate 
whether the local-database has a known structure. This will typically be the case when a system 
located in one of the hospitals is subscribed. Since the number of different hard and software versions 
of systems delivered and maintained by PMS is limited, very likely, a system will be subscribed that 
has a local-database structure that is known to the MetaDatabase application. Such local-database will 
relatively straight-forward be added to the meta-database. 
 
When, for example, the database of a repair facility is added to the meta-database system, it must be 
manually investigated how the database schemas of the local and the meta-database can be mapped.  
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Mapping schemas is a technique that takes two schemas (or table structures) and produces a matching 
between attributes of the two schemas that correspond semantically to each other [20]. The mapping 
process involves the analysis, design and maintenance of mappings between pairs of schemas. 
 
 
Figure 4-21: Example of Schema mapping table 
 
 
Figure 4-21 shows in a simplified way the mapping of two schemas. In addition to the name and 
format, the following aspects need to be taken into consideration when mapping two schemas: 
- Key attributes. When one or both of the to-be-linked attributes is a key-attribute, care must be 
taken that the attribute which is about to be linked does meet the requirements as imposed by the 
original attribute. 
- Cardinality. With the cardinality between entity attribute 1 and attribute 2, it is indicated How 
many entities of attribute 2 are related to attribute 1 and vice-versa. 
- Existence. This property (existence constraint) indicates that the minimum cardinality for a 
relation is 1. 
In the databases in which the real world has been modelled, many more restrictions and rules may 
have been applied to ensure that the database remains consistent and valid.  
 
From the above it will be clear that linking databases is not a trivial task. Before the linking can be 
accepted, it must be validated that the to-be-linked databases complies with the rules and restrictions 
enforced by the meta-database.  
When this is not the case, the options are to: 
- Not to accept the linking. Advantage is that the meta-database remains as rigid as it was before. 
However, the information contained in the to-be-linked database does not become accessible via 
the meta-database 
- Accept the less rigid rules and condition used in the to-be-linked database. This with the risk that 
the meta-database becomes less robust 
- Enforce an update of the to-be-linked database until the restrictions and rules are met. However, in 
real life it may, for practical reasons, be undoable to update the to-be-linked database. At this point 
it may be a compromise to accept the to-be-linked database as-is but enforce compliance with the 
meta-database rules and restrictions for newly entered data. 
 
To facilitate linking the databases and keeping an overview of the total data-structure and the used 
semantics, the database structure will be maintained in XML documents. These schemas will be 
presented to the moderator of the meta-database. Together with the expert of the local database, the 
moderator will need to approve a proposed linking and discuss with the local database expert the 
possibilities to modify the local database in such a way that it meets the requirements. Once the local-
database is linked, violations with the enforced rules may result is a partly disconnect between the 
local and the meta-database. Feedback must be provided to the owner of the local-database to allow 
him to correct the mistakes. 
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4.4.3.2 Query processing 
 
The MetaDatabase agent transforms the queries from the meta-database application into sub-queries 
for the local-databases. These sub-queries are submitted to the LocalDatabase agents and the result of 
the sub-queries is used to construct the overall query result.  
 
In case a local-database becomes (temporary) inaccessible, the MetaDatabase schema must be updated 
accordingly. The meta-database owner must be offered the option to remove the database or to 
maintain the structure for future reference and re-usage in case the database will make contact again. If 
a local-database does contact the meta-database again after not having been available for some time, 
the structure of the local-database must be revalidated. Obviously, the structure of the local-database 
as contained in the schemes will be a good start to do so. A recovery mechanism may be useful to 
make small adaptations to the local-database in case they have been obscured during the period of 
absence. In these situations in which a match is not possible anymore, the local-database must be 
manually re-linked with the meta-database. Part of the re-linking will be redefining rules and 
constrains 
 
During all operations, it must be ensured that the “to-be-updated” dataset remains available until all 
critical operations have been completed on all involved local-databases and the data updated can be 
completed with a minimum risk. The instruction to finalise a transaction is given by the meta-
database. After completing the transaction, all involved local-databases must inform the meta-database 
that the transaction has been completed successfully. 
 
 
4.4.3.3 Data storage 
 
The database records that are received by the MetaDatabase agent are stored in the reporting database. 
Purpose of the reporting database is to store high granularity data used for semi real-time overviews of 
the activities on the connected systems. With this information it is possible to maintain the context of 
the activities on the connected systems and to generate meta-data such as for example the number of 
performed examinations, the number of errors that have occurred etc. The reporting database is design 
for maximum performance and to be used by a limited amount of users. 
 
For the long-term storage of information a data-warehouse is used. An ETL process is used to capture 
the data from the reporting database and store it into the data-warehouse. The data-warehouse is 
optimised for usage by multiple users.  
 
The data-warehouse may also serve as a backup for these local databases that are not maintained 
sufficiently to ensure recovery after a fatal incident such as a disk crash. For these databases, a backup 
will be maintained on the data-warehouse. After the involved database has become un-accessible due 
to a fatal incident or maybe due to a temporary loss of connection, the data-warehouse will be used 
instead. After the local-database becomes available again, the database content is checked against the 
contents of the data-warehouse. When differences are found, the options are to either copy the local 
database with the contents of the data-warehouse or to update the data-warehouse with the contents of 
the local-database.  
 
 
 
4.4.4 XML Namespace 
 
4.4.4.1 XML documents 
 
To store the information regarding the local-databases and the meta-database structure, XML 
documents will be used. The benefits of using XML documents for capturing the meta-database 
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structure are multiple. First of all, XML is a platform independent “language defining language”. 
Secondly, more and more applications and software development environments are using XML to 
communicate between applications and/or application components. And lastly, XML is easy to 
interpret by human beings and “thus” relatively easy to validate [12]. 
 
The following schemas are kept in the namespace: 
 
LocalDatabaseInfo schema. 
This schema contains the (syntactical) rules and restrictions that apply to: 
a. The physical location information of the local database 
b. The logical location of the database agents 
c. Configuration aspects of the local database 
 
Apart from the LocalDataBaseInfo schema, a MetaDatebaseInfo schema is made available.  
 
This schema contains the (syntactical) rules and restrictions that apply to the: 
a. The logical location of the local database 
b. The mapping of the local-database scheme with the meta-database scheme 
c. Additional database management information such as the need to make a copy of the local 
database. 
 
For the different-versions of the local-databases, ExtractTransform&Load xml schemas are available. 
In these schemas, the information is stored that is needed to extract information from the local-
database (typically the central logfile) to transform this information into the database record format 
used by the meta-database and to upload the record to the central database. 
 
Another xml schema that is available in the meta-database namespace is the QueryValidation schema. 
This schema contains the restrictions and rules that apply to meta-database queries and must be used to 
validate a query before starting to execute it. 
 
 
 
Figure 4-22: Overview XML namespace schema 
 
 
 
 
 
4.4.5 The Meta-Database application 
 
Task of the Meta-Database application is to provide the user-interface required for manipulating the 
meta-database queries.  
The manipulations are: 
- Introducing a new local database 
- Mapping the local database schema with the meta-database schema 
- Check consistency of the meta-database structure with the local database structure 
- Removing a local-database from the meta-database 
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To perform above manipulations, a user-interface similar to the user interface of MS Access is 
required. The meta-database application will be a web-application that runs on a server within the 
Philips Global Network. Restriction for the application is that concurrency does not need to be 
supported. Only one user at the time will be able to manipulate the meta-database structure. For 
practical; reasons, Internet Explorer will be used as client application. To further simplify the 
introduction and maintenance of the application, the usage of additional client-code or cookies must be 
avoided.  
 
The meta-database application must keep state-information to enable the user to create a certain 
context within the application and to be able to return to previous made selections. 
 
 
 
 
 
4.4.6 Remote monitoring application 
 
The task of the remote monitoring application is to create the User Interface for the “remote 
monitoring tool”. This user interface will display graphs and other graphical elements that are based 
on the actual contents of the meta-database.  
 
The remote service application will have several modes in which it can be used. 
- Status mode. In this mode, the actual status of the connected systems is displayed. The 
LocalDatabase agents will check the database at regular intervals for values that have exceeded a 
certain threshold. When a threshold is exceeded, an indication (alert) will be given that this is the 
case. 
- Condition mode. In this mode, the parameters that indicate the condition (performance) of the 
connected systems is displayed. 
- History mode. In this mode overviews are presented of the history of different parameters.  
 
The remote monitoring application is a web-application that runs on one of the servers of the Philips 
Global Network. As a client application, Internet Explorer is used. The web-application does 
dynamically generate the Application Server Pages. Pages must be updated after the temporal validity 
time has expired and also in case an alert is detected. The Web-application does communicate with the 
meta-database by means of web-services. Via these services, SQL like query instructions will be send 
to the meta-database application.  
 
Important aspect of the web-applications is that it needs to maintain the state. Preserving state 
information is required because users will routinely focus on a subset of the available systems end start 
to further investigating the selected subset. A restriction at this point is the requirement that the end-
user will not need any software for the remote monitoring application except Internet Explorer. Also 
the usage of cookies is discouraged for security reasons.  
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4.5 Technical design 
 
Key element of the technical design is the usage of web-services to communicate between the 
MetaDatabase agent and the LocalDatabase agents. Web-services are used because they facilitate 
cross processes and network communication in an efficient and easy to implement way. A web-service 
is defined as programmable application-logic which is accessible via standard web protocols [12]. The 
fact that web-services are accessible via standard protocols implies that they can be implemented in a 
platform independent way. The high-level interface layer that is positioned on top of the web-
protocols can be based on XML schemas. Web services provide a loosely couples interface. This 
means that a client does not need to have any knowledge about the web-service until the moment that 
the service is used. Note that for a strongly coupled interface, the client needs to have all the 
information regarding the interface parameters and parameter-types before compilation. Web-services 
are referred to as self-describing interfaces. Within the .NET environment, web-services run on the 
Internet Information Server (IIS). XML is used to communicate between the web-service and business 
logic. The business logic on his turn uses datasets or data-readers to access the in the databases 
contained information. Figure 4-23 provides an overview of the described .NET web-service 
architecture and implementation. Note that Visual Studio .Net automatically creates the “wrappers” 
such as the proxies to translate the local web-service call into a remote procedure call. 
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Figure 4-23:  Design Web-service 
 
 
4.5.1 LocalDatabase agent 
 
The local database agent does use web-services to communicate with the MetaDatabase agent.  
 
The following web-methods are required: 
- DatabaseConfiguration This method is used to inform the MetaDatabase agent about the 
configuration and structure of the LocalDatabase agent. With this information, the schema of the 
local database can be mapped with the Meta databases schema. 
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- QueryDatabase This method will query the database and return the query results to the caller. This 
method will have the optional argument to send query updates to the caller after expiration of the 
temporal validity interval of the query.  
- UpLoadDatabase This web web-method is required to upload the contents of the local database to 
the central repository. Reason to do so may be the need to improve the performance or to create a 
back-up for the local database. 
 
For the connection between the agent and the local database, XML is used. Benchmarking has shown 
that XML perform relatively well for communication across processes [12, chapter 6].  For example, 
in a specific benchmark test a client requested an ASP in which a table of 80 tuples each with 4 
attributes was displayed and the response time of the server was measured. When running this process 
on 10 treats on the server, the response-time for a web-distributed application was 23.62 seconds when 
using record sets and only 0.78 seconds when using XML. Interesting is the fact that it takes 23.60 
seconds before the first byte arrives when using record-sets but only 0.76 seconds when using XML. 
 
For connecting the database with the agent, ADO.NET technology is used. Within ADO.NET, two 
object-models are supported. The first one is the “connected layer” also known as the managed 
provider. This object-model is responsible for the connection and collaboration with a specific data-
source. The second object-model is the “disconnected layer”. This object-model does focus on the 
class DataSet in the namespace system.data. For the managed provider class, two namespaces have 
been developed. System.Data.OleDb is a class that can be used for different types of databases. 
System.Data.SqlClient has been optimised for SQL Server.  
 
Several methods are available within the ADO.NET technology to access SQL Server data. These 
methods include OLE DB.NET, ODBC.NET, SQLXML, and the SQL Server .NET data provider. Of 
all of these, the SQL Server .NET data provider is the fastest, as much as 30-40% faster than the 
others. The SQL Server .NET provider uses TDS (Tabular Data Stream, which is the native SQL 
Server data format) to communicate with SQL Server. The SQL Server .NET provider can be used to 
connect to SQL Server 7.0 and SQL Server 2000 databases, but not SQL Server 6.5 databases. For 
connecting a SQL Server 6.5 database, the best overall choice is the OLE DB.NET data provider [33]. 
 
The structure of the local database will be stored in a LocalDatabaseSchema XML document. This 
document will be made available on the local system and will be used by the MetaDatabase Agent. To 
facilitate validating the LocalDatabaseSchema XML document a LocalDatabaseInfo schema will be 
created and stored in the XML namespace. Before the local-database is approved, it’s structured is 
checked using the LocalDatabaseInfo schema. 
 
Before performing a transaction on the local database, the meta-database application will need to 
ensure that the structure of the local-database has not been changed and is still according to the latest 
communicated structure. This may be done by including a “fingerprint” with each communication 
from the LocalDatabase agent to the MetaDatabase agent. 
 
To support temporal data management, the tables that contain temporal information will be checked 
for the presence of a T_start timestamp. When this T_stamp is not included in the table, a T_start 
attribute will need to be created and added to the local database. 
 
 
 
4.5.2 MetaDatabase agent 
 
Function for the MetaDatabase agent is to communicate with the LocalDatabase agent, to manage the 
queries submitted by the remote monitoring tool across the LocalDatabase agents, to construct the 
query result and to support the meta-database application in creating and maintaining the meta-
database structure. 
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For the communication between the LocalDatabase and MetaDatabase agent, web-services will be 
used.  Also the communication between the MetaDatabase agent and the meta-database application or 
the Remote Monitoring Application web-services will be used. A large hard-disk will be used for 
cashing information for the MetaDatabase agent and to optionally archive database information. 
 
 
 
4.5.3 Meta database and remote monitoring application 
 
Both the meta-database application and the Remote Monitoring Application will be implemented as a 
web-application using ASP.NET technology. With the ASP.NET technology it is possible to write 
powerful web-applications using server-side controls. To write the actual code for the web-application, 
C# will be used in combination with the so-called code-behind technology. An ASP.NET page has the 
extension aspx and the code behind this webpage has, in case of C#, the extension aspx.cs. The aspx 
page contains the HTML that is required to render the webpage while the code-behind page the code 
contains that is used to respond to webpage events. 
 
For querying the meta-database, a User Interface must be created in which SQL commands can be 
used to define a query. This query is analysed by the meta-application and de-composed into sub-
queries for the different LocalDatabase agents. These sub-queries are submitted via the web-services. 
The MetaDatabase agent will compose the result of the meta-query result once the results of the 
different LocalDatabase queries have been received. To interface the web-applications with the meta-
database application web-services will be used. To optimise the performance of the web-services, the 
used web-methods must be tuned. Parameters such as “buffer response”, “cache duration” have a 
direct effect on the behaviour of the web-service. The web-services will be connected to the actual 
databases via sqlDataAdapters.  
 
To “interface” the code-behind with a web-service, a so-called proxy can be used. A proxy is a server 
that sits between a client application, such as a Web browser, and a real server. It intercepts all 
requests to the real server to see if it can fulfill the requests itself. If not, it forwards the request to the 
real server. Within a software development environment such as Visual Studio .Net, creating a proxy 
as an interface between the code-behind and the web-service is very simple. Visual Studio .NET does 
generate the code automatically after selecting the web-service of interest via the GUI. 
 
Internet Explorer will be used as the client for the applications that run on a web-server. The 
advantages of using Internet Explorer are very large. Firstly, no code needs to be written, distributed 
and maintained for the client application. Secondly, by using this Microsoft application, one is ensured 
that the client will also be supported in future versions of the Windows operating system and thirdly, 
by using this widely used client one can be sure of the implementation of new state-of-the-art features 
in new versions.  
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5 A REFLECTION OF THE EFFECTIVENESS AND EFFICIENCY OF THE USED METHODS 
 
This chapter explains why at some points the research study deviated from the originally made 
research plan. It also discusses the efficiency and effectiveness of the most important methods 
(instruments) used for this research study; the literature study, the questionnaire and peer reviews. 
 
 
5.1 Deviations from the original research process    
 
 
 
 
Figure 5-1 provides an overview of the planned versus the performed process for creating the remote 
monitoring architecture. In the originally planned process, step a’ “feasibility study” was not included 
and step e “proto-type was”. Motivation to include the feasibility study was that from the domain 
exploring phase it remained unclear what the required data-processing capacity for the different parts 
of the architecture would be. Intention of the feasibility study was to find answers on questions like 
“what is the rate in which data is generated on the to-be monitored systems”, “at which rate data can 
be send to the central application”, and “what is the peak-processing rate of the central application”. 
The answers to these questions determine the boundaries for the architectural solutions. 
 
The motivation for not creating a prototype was based on the fact that since more time has been 
invested in the feasibility phase, the need to create an application that simulates the envisioned 
application had largely disappeared. Also the fact that creating a prototype that simulated the proposed 
application in a realistic way would take a lot more time than originally expected made it easier to 
decide not to do so. 
 
 
5.2 The Literature study 
 
Performing the literature study has been very time consuming. Many publications have been read that 
have not been used and are not included in the list of references. During the first weeks of the 
literature study the scope of the research study started to diverge, more and more aspects were 
discovered that required study. Later-on the focus converged towards a solution based on using agents. 
Main cause for this cumbersome progress is the lack of domain specific knowledge at the beginning of 
the research project. The literature study largely contributed in collecting this knowledge. Another 
critical remark regarding the literature study is that despite the reading of many articles, the final 
selection of documents used for the study and the ones that have been put aside was largely effected 
by subjective elements such as the opinion I had about the quality and fitness of a publication for this 
Figure 5-1: Planned versus performed process for creating the remote monitoring architecture
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research study and till a lesser extend has been based on objective criteria such as facts provided in the 
publications to support the proposed solutions and the acceptance within the research community of 
the introduced ideas. It is rather unlikely that when I would have to perform a new research study 
about the same topic, one or more of the same publication would be selected by me that have been 
used for this study. That fact that the IEEE library has been used for most of the publications may be 
considered as a flaw in this study. In general, most publication focused on the usage of a certain 
architecture and/or technology and not on comparing different architectures and discussing pro’s and 
con’s. Therefore the selected architecture can only be qualified as architecture - with many benefits 
compared to the currently used one- that can be used to implement the intended functionality. It 
proved to be not possible to quantify the performance of the proposed architecture or even to find 
strong arguments that the proposed architecture is the best possible. Literature study seems to be a 
good method to stay informed about new developments within a certain domain but is not necessarily 
an effective way to familiar oneself in an unknown domain. Visiting a congress or taking a master-
class course may be more effective and stimulating way’s to explore a new domain.    
 
 
5.3 The questionnaire 
 
The questionnaire proved to be an effective and efficient way to collect information from the 
organization. The participation seems to be quite predictable and in that respect it is a method that can 
be well planned and executed with a predictable outcome. The disadvantages as explained in [5, 60] 
however are also clear. Since the respondents were offered multiple-choice questions to reply to, the 
method is unsuitable for collecting new ideas. Open questions or interviewing do not have this 
limitation but are of-course much more time consuming. For the purpose of this study, the feedback 
seemed to allow the respondents in a sufficient way to provide their opinion and thus proved to be a 
very efficient method to collect the input of a relative large number of persons. 
 
 
5.4 Peer reviews 
 
The peer reviews used to get feedback on the proposed architecture worked out to be very successful. 
They generated a lot of ideas for further research and put a lot of good questions at the already 
performed work. The peer reviews triggered a new iteration on the already performed work. This is 
visualized in figure 5-1 by the feedback-loops after the design of the architecture and after testing the 
prototype. Peer reviews when done by peers that are on an equal skill level seem to be essential to 
vitalize ideas. Congresses are in a slightly different form also a way to perform peer reviews and get 
critical feedback from colleagues regarding the performed work. For future students my advice is to 
attend congresses that discuss topics related with their research study. It will be a relatively easy and 
efficient way to find out what the challenges are in the domain in which the research is taking place 
and which publications should be studied.  
 
 
5.5 Obtained versus intended results 
 
In general, it proved to be a big challenge to obtain the intended results for the different steps of the 
research study. The literature study took longer than initially expected. The literature study resulted in 
an overview of state-of –the-art architectures for integrating heterogeneous databases via the Internet. 
Initially the intention was to find facts and figures that can be used to prove that certain architecture is 
the best suitable one. However, this proved to be too ambitious. The questionnaire proved to be 
successful both in the obtained result and the invested time. The most successful method used during 
the research-study was the peer review. In a relative short period of time, a lot of good feedback was 
given including advice of how to proceed with the research study.  
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6 CONCLUSION, FUTURE WORK AND REFELCTION 
 
 
6.1 Conclusions 
 
First conclusion from the research study is that for future studies regarding architecture a feasibility 
study must be taken into account in the initial planning. This because before a fact-base architecture 
can be proposed, a detailed overview of the limitations of the current technology will is required. 
Typically, this feasibility study will take place after the completion of the “domain exploring phase” 
and before starting to outline the architecture. Refer to chapter 2 and 5 for details 
 
 
Second conclusion is that using agents to manage the local databases and the middleware software 
provides a strong architecture for a scalable, modular and easy to expand state-of-the-arte Internet 
technology based architecture. The agents create a clear separation of concerns. Since the agent is only 
loosely coupled with the local database and the middleware software, replacing either component by a 
newer (more advanced) version will be relatively easy. Another advantage of agents is that they are 
very popular and therefore it is very likely that future software development environments will support 
them even more than what is already the case. 
 
 
Thirdly, using namespaces and XML schema’s to support and verify the interface with the different 
local-databases that compose the meta-database ensure a solid framework to ensure consistency of the 
meta-database. Also for XML namespaces, the fact that they are becoming very popular and therefore 
will be more and better embedded in the future software development environments ensures that in the 
future, the technical implementation of these techniques will become even easier than it is today 
already. 
 
 
The overall conclusion is that by using the architecture as proposed in this thesis, a remote monitoring 
application can be created that better performs than the one used today by PMS. Especially the semi 
real-time capability of the proposed architecture versus the currently daily update of the data will be a 
very important improvement.  
 
 
  
 
6.2 Future work 
 
For the remote monitoring application, a user interface is required which provides the end-user an 
intuitive overview of the status of the monitored systems. Given the large amount of systems (75000) 
and the large number of different aspects that may become of interest for the end-user, the design of 
such user interface is a complex task and was not further explored during this study. For a future 
student it may be an interesting challenge to design this interface.  
 
Also to make a good requirement specification for the end-user functionality will be a challenging task 
that could be part of the study regarding the user interface. Aspects to investigate are which tools will 
be required by the end-user to manipulate the way in which the collected data is presented but also 
what sort of statistical processing is required to improve the correct interpretation of the information. 
 
For analysing the correlation between observed flaws in the reliability of a system, the usage of the 
system and the used hard and software, complex statistical methods will be required and the usage of 
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Artificial Intelligence techniques such as an expert system must be considered. To investigate which 
statistical and AI methods will be the most effective may be another topic of a future study. 
 
For the communication between the central application and the local systems, a multicast protocol 
seems to be the best choice. Further study on “which specific multicast protocol to use” and “what 
performance can be expected” is considered outside this investigation. 
 
 
 
6.3 Personal reflection 
 
Working on this thesis has been a challenging and difficult task. It took me a long time to realise what 
was exactly requested. This because performing literature studies or more in general scientific research 
has always been outside the scope of my activities. At moments, I found that at this point, the Open 
University students, that have to deliver a certain quality regardless of the throughput time, have a 
certain disadvantage with respect to students on a “normal” university that only had a relative short 
timeframe to work on the thesis after which they have to present the result. 
 
Another disadvantage was that although the topic of the thesis “Creating a proposal for on Internet 
based remote service architecture” had all my interest, it took very long before this idea transformed 
into a more concrete task “creating a architecture for heterogeneous distributed temporal databases”. 
The time used on puzzling about were to focus the study on was perceived by me as rather inefficient 
but -after all- was maybe part of familiarizing myself in the domain. 
 
To find the information required for this study proved to be very difficult and very time consuming. 
The fact that literature study was new for me must have contributed to this difficulty. Persons that 
more often perform literature studies will not have as much of a problem to find useful publications 
regarding a topic of interest.   
 
A very positive aspect of the research study is that it allowed me to familiarize in how to perform 
scientific studies. The collected experience will be very useful in my daily work, for example, using 
questionnaires to collect the opinion of a group of people or a literature study to find-out what the 
latest developments are in a certain (technical) domain. 
 
Several of the methods used during the research study were new for me. Encouraged by my mentor at 
the Open University (Koos Baas) I learned how to successfully use these new methods such as issuing 
a questionnaire and performing a literature study. 
 
Since the concept of a research study was relatively new for me, I tended to focus on the result of the 
study and be less critical towards the selection of the methods required to obtain the result. In 
retrospect, the result of the study would have been better when the methods had been selected more 
critical. 
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APPENDIX A:  QUESTIONNAIRE 
 
A.1. Used questionnaire and obtained results 
 
On the next pages you will find the distributed questionnaire including the obtained results. 
 
Mailing-list questionnaire: 
 
 
1. Andre Biasi  CS Business Process Manager, SSR EMEA 
2. Bert Toth   CS Manager BU-MR Cleveland 
3. Dorus Wolters  CS Manager BU-MR 
4. Erick Herten  Manager CS Support SSD Benelux 
5. Gerd Knudsen  CS Product Support MR, SSD Germany 
6. Guus van Keimpema Manager MR Field Support group Best 
7. Johnatan Tilsley  CS Manager SSD UK & Ireland 
8. Kees Rutjes  CSI Manager BU-MR, Best 
9. Kjell Grandlund  CS Manager BU-MR, Helsinki 
10. Marianne Wiersma  PCP Management BU-MR Best  
11. Onno Wiegersma  Manager BU-MR Best repair-shop 
12. Patrick Dreverman  CS Specialist BU-MR, Best 
13. Paul Cummings  Business-line specialist MRI, SSD UK & Ireland. 
14. Peter Coolen  Remote Service Centre engineer, SSD Benelux 
15. Ravindra Sukthankar CS Delivery, SSR Asian Pacific 
16. Reinard Grimm  Manager CS SSD Germany 
17. Ron van Asperen  CS Operation support manager Multi Country Regions 
18. Stefhan Lubbe  Manager Remote Service Centre, SSD Germany 
19. Theo Maronier  Manager PMS Field Service group North America 
20. Ton Klaver   Project manager Program for Released Products. 
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Best, 15 March 2006 
 
Subject: Questionnaire “Remote service functionality”. 
 
 
L.S, 
 
This questionnaire is part of my thesis for the Master study Information Technology at the Open 
University of the Netherlands. The thesis focuses on creating architecture for remote service and is 
sponsored by the BU-MR Best. 
 
Your help in making this questionnaire a success by filling it in and returning it to me will be highly 
appreciated.  
 
Filling-in the questionnaire will take you about 15 minutes. The received feedback will be made 
anonymous before the data is analyzed.  
 
After receiving and analyzing the filled-in questionnaires, you will receive an overview of the results.  
 
 
 
 
Thanks you for your cooperation, 
Peter van Vorstenbosch 
Product & Lifecycle specialist MR 
SSR-EMEA 
 
 
 
Result: 
The questionnaire was send to 20 persons in the PMS organization. 16 Reponses have been received. 
In the next paragraph you will find with each question the obtained score. 
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1 Security and authentication related questions 
 
Please score the following statements on a scale from 1 (Totally disagree) to 5 (Fully agree). 
 
1.1. Authorized staff must be able to access a system at any time as long as it does not hinder customer 
operation 
 
Score: 3, 5, 3, 5, 4, 5, 3, 5, 5, 5, 5, 4, 1, 5, 5, 3  Average = 4.1  Standard deviation = 1.2 
 
 
1.2. Activity logging of remote access by RTAC engineers but also automated collection of data must 
be available for the SSD’s, SSR’s, BU’s and the Customers. 
 
Score: 3, 5, -, 5, 4, 3, 4, 5, 5, 4, 2, 4, 4, 5, 5, 2 Average = 4.0 Standard deviation = 1.1 
 
 
1.3. It must be possible to login in Incentre from the console of a system to access CS related 
Information 
 
Score: 3, 4, 4, 3, 2, 4, 3, 3, 5, 4, 4, 2, 3, 5, 5, 3 Average = 3.6 Standard deviation = 1.0 
 
 
1.4. As long as information logged on the system is not patient related, using the information by the 
CS organization is acceptable 
 
Score: 4, 5, 3, 4, 3, 4, 4, 3, 4, 5, 4, 3, 5, 5, 2  Average = 3.9 Standard deviation = 0.9 
 
1.5. At many sites, modems and other hardware is still in use. PMS should actively approach 
customers to make them aware of the security risk of this situation and offer them to replace this 
hardware with solutions which do meet security requirements such as RSN 
 
Score: 5, 4, 5, 5, 5, 5, 5, 5, 5, 5, 4, 3, 4, 1, 5, 3 Average = 4.3 Standard deviation = 1.1 
 
Figure A-1: Results Security and Authentication questions (average score and standard 
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2. The following questions focus on the importance of real-time status overviews versus 
collecting data to analyze the performance of the system 
 
2.1. Real time overviews of system performance information is essential to maximize remote support 
 
Score: 4, 4, 2, 4, 5, 4, 2, 3, 5, 5, 3, 5, 3, 1, 5, 5 Average = 3.8 Standard deviation = 1.3 
 
 
2.2. Real-time overviews for a engineer which is on-site about the performance of that particular 
system versus the performance of the population of comparable systems is essential 
 
Score: 3, 5, 2, 3, 3, 4, 2, 4, 4, 5, 2, 4, 2, 1, 5, 3 Average = 3.2 Standard deviation = 1.3 
 
 
2.3. Alerting/alarming is essential for a state-of-the-art Remote monitoring application. 
 
Score: 5, 5, 5, 5, 5, 5, 4, 3, 5, 5, 4, 3, 5, 3, 5, 5 Average = 4.5 Standard deviation = 0.8 
 
 
2.4. Real-time data input may create a unmanageable overload of information and must therefore be 
introduced very carefully  
 
Score: 4, 4, 2, 4, 4, 3, 4, 5, 3, 3, 3, 5, 5, 3, 5  Average = 3.7 Standard deviation = 0.9 
 
 
2.5. At this moment, daily collecting and analyzing system status information provides a sufficient 
service level. Real-time data collection must only be introduced when forced by the competition. 
 
Score: 4, 4, 3, 2, 1, 2, 5, 3, 1, 3, 3, 4, 4, 3, 1, 1 Average = 2.7 Standard deviation = 1.3 
 
 
 
Figure A-2: Results of “Real-time aspects” questions (average score and standard 
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3. The following question focus on the quality of the collected data and database 
 
3.1. It is acceptable that the remote monitoring application can only display the actual status 
of the monitored systems and thus it will not be possible to display the status of the 
monitored systems as recorded in the past 
 
Score: 3, 2, 1, 1, 2, 1, 2, 1, 4, 2, 2, 3, 2, 1, 1, 1 Average = 1.8 Standard deviation = 0.9 
 
 
3.2. The data in the monitoring database must always be up-to-date. In case of upload failures, 
a rigid retry mechanism is required to get the actual data 
 
Score: 5, 3, 5, 4, 4, 5, 4, 5, 5, 5, 4, 4, 4, 1, 4, 3 Average = 4.1 Standard deviation = 1.1 
 
 
3.3. Consistency checking must be implemented to ensure that no data is derived from data-elements 
of which the relative validity is insufficient ensured.  
 
Score: 4, 5, 4, 4, 4, 3, 3, 3, 3, 4, 3, 3, 4, 4, 5, 1 Average = 3.6 Standard deviation = 1.0 
 
 
3.4. The history of key configuration data such as software level must be careful logged to ensure that 
the effect of changes of these parameters on the collected data can be traced. 
 
Score: 5, 5, 4, 5, 3, 5, 4, 5, 4, 5, 4, 5, 4, 5, 5, 5 Average = 4.6 Standard deviation = 0.6 
 
 
3.5. The remote monitoring tool must become part of a life-cycle data collection tool in which all data 
produced over the lifecycle of a system (production information, repair information etc) is stored. 
 
Score: 4, 5, 4, 5, 5, 4, 3, 5, 5, 5, 4, 4, 3, 5, 5, 3 Average = 4.3 Standard deviation = 0.8 
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4. The following statements focus on advanced remote service features 
 
4.1. Images used to measure the technical Image Quality (phantom images) must be made available 
via remote service tooling for remote analysis by experts? 
 
Score: 5, 5, 2, 3, 5, 5, 4, 3, 5, 5, 4, 5, 5, 5, 5, 5 Average = 4.4 Standard deviation = 1.0 
 
 
4.2. Voice and video connections will become essential to improve the communication with the on-
site engineer and/or hospital staff 
 
Score: 2, 4, 4, 2, 4, 3, 3, 5, 3, 3, 3, 2, 5, 5, 3, 5 Average = 3.5 Standard deviation = 1.1 
 
 
4.3. Voice and video connections must be developed to enable engineers on-site to discuss issues with 
the Customer Care Centre, the repair-shop staff and other experts in the organization. 
 
Score: 4, 4, 4, 3, 4, 3, 3, 5, 3, 3, 4, 2, 5, 1, 3, 5 Average = 3.5 Standard deviation = 1.1 
 
 
4.4. The bandwidth of the remote connection must be such that a full-screen video connection with a 
“analogue tv” quality can be created 
 
Score: 3, 3, 2, 2, 3, 3, 2, 3, 4, 3, 3, 3, 3, 1, 3, 2 Average = 2.7 Standard deviation = 0.7 
 
 
4.5. Look-over-the-shoulder and take-over must be combined with voice and video connections to 
truly enable remote expertise 
 
Score: 3, 4, 3, 3, 4, 3, 3, 3, 5, 3, 4, 5, 3, 1, 5, 5  Average = 3.6 Standard deviation = 1.1 
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Figure A-4: Results of “Advanced service features” questions (average score and 
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5. The maturing remote service tools may change the organization! 
 
5.1. Tools like alerting and alarming will force the organization to provide 24 * 7 service 
 
Score: 5, 5, 5, 2, 2, 4, 5, 1, 5, 2, 3, 3, 4, 1, 4, 2 Average = 3.3 Standard deviation = 1.5 
 
 
5.2. Suppliers and repair-shop staff must become involved routinely to advice engineers that are on-
site troubleshooting a problem. 
 
Score: 5, 4, 2, 4, 1, 2, 2, 3, 3, 4, 4, 4, 2, 3, 1, 1 Average = 2.8 Standard deviation = 1.3 
 
 
5.3. Remote application support including training will become standard practice 
 
Score: 4, 5, 5, 4, 4, 3, 3, 5, 5, 5, 4, 4, 5, 5, 5  Average = 4.4  standard deviation = 0.7 
 
 
5.4. Customers will start to require much shorter response-times on issues/questions that they raise 
 
Score: 3, 5, 5, 5, 4, 4, 5, 1, 4, 5, 5, 3, 5, 5, 5  Average = 4.3 Standard deviation = 1.2 
 
 
5.5. Data mining by human experts and expert systems will become essential to maintain product 
know-how within the organization. 
 
Score: 4, 5, 4, 4, 3, 4, 4, 3, 4, 4, 4, 4, 2, 2, 1, 2 Average = 3.4 Standard deviation = 1.1 
 
 
 
  
 
Figure A-5: Results of “Organizational changes” questions (average score and standard 
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APPENDIX B:  OVERVIEW OF AVAILABLE TECHNOLOGY 
 
This section provides a brief overview of the available Internet technologies. At some points such as 
the paragraph describing XML, details are given of the advantages of certain technologies. Also a 
brief overview of the development of Internet is included. 
 
 
B.1. A Brief introduction to the Internet Technology 
 
B.1.1. ARPANET 
 
In 1969 the US Defence Advanced Research Project Agency (DARPA) began funding a project to 
develop a high-speed, packet switching communication network to link its research centres and 
laboratories [10]. The system became known as ARPANET. It was one of the first communication 
systems to utilize a layered architecture, preceding the ISO OSI reference model. In 1974, the 
development of the Internet protocol (IP) and the Transmission Control Protocol (TCP) started. Over a 
period of three years, the ARPANET host computers migrated to use these protocols.  
 
TCP/IP has a layered structure characterized by increasing abstraction as we move up the layers. 
The different layers are [11]: 
d. The application layer provides the interface for the application program or process. Examples are 
File Transfer Protocol (FTP), Simple Mail Transfer Protocol (SMTP), ping, WWW Browser’s and 
the Hypertext Transfer Protocol (HTTP). This layer communicates with the end-user or the host 
computer to get the address information. 
e. The transport layer provides full duplex service by the Transfer Control Protocol (TCP) and a 
connectionless service provided by the User Datagram Protocol (UDP). Purpose of this layer is to 
ensure that the communication as requested by the application layer will take place. 
f. The network layer (also called the internet working-layer) is responsible for routing data between 
communication end-points. The primary protocol used at the network layer is the Internet Protocol 
(IP). This protocol uses a worldwide address system to enable communication between different 
networks.  
g. The data-link layer controls the link between 2 nodes in a network by controlling the flow of data 
to and from the physical layer. 
Figure B-1 provides an overview of the TCP/IP Layers versus the different OSI layers. 
 
  Managing distributed semi real-time heterogeneous databases via the Internet 
 
Author: P.J.M. van Vorstenbosch   Page 74 of 95    
Version: 1.0  24 September 2007 
 
 
 
 
 
B.1.2. Transmission Control Protocol (TCP) 
 
TCP is the most often used transport protocol on the Internet. It creates a virtual connection between 
the two communicating applications. The network application sends a message to the TCP protocol to 
request a connection. The TCP-Client does communicate with the TCP on the remote host to start a 
connection. TCP requires a confirmation from both involved computers before the actual data-transfer 
will take place. TCP uses port-numbers in the range between 1 and 65535 to identify the applications 
on both sites of the connection. The combination of the source and destination port-number, the source 
and destination IP address and the TCP protocol-number are the unique identification of the 
connection. Please realize that the IP-addresses on the Internet are unique. The TCP is a connection-
oriented service. Every data-package is provided with a checksum and a sequence number. This is to 
ensure that the data is not changed or will get lost during the transport. When data-packages don’t 
arrive at the receiving computer, TCP will request re-transmission of the data.  
 
 
B.1.3. The User Datagram Protocol  
 
The User Datagram Protocol (UDP) is a relative simple transport protocol. UDP is somewhat faster 
and more efficient than the TCP protocol because only essential tasks are performed. UDP is used 
when short and fast connections are required. Disadvantage of the simplicity is that UDP is less save 
than TCP. A receiving computer will accept a UDP package at the moment when it arrives. UDP port-
numbers are assigned and used similar to the TCP ports.  
UDP provides no reliability: it sends the diagrams that the application writes to the IP layer but there is 
no guarantee that they ever reach their destination. 
 
 
B.1.4. The Internet Protocol (IP) 
 
The purpose of the IP protocol is to enable host-to-host communication. IP makes a best effort to 
deliver data-packages to the requested destination but when this fails for whatever reason, the 
packages are simply deleted. This is not a serious problem because the TCP protocol that controls the 
Figure B-1: TCP/IP Versus OSI Layers
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data transfer will request a re-transmission of the packages that did not arrive. An IP address has a 
length of four bytes. Every byte is separated by a dot (the so-called dot notation). The IP address has 
two parts, the network part and the host part. The network-part is the first byte of the address. IP 
Routers forward the data-packages to the network of the host. Networks are classified into three 
different categories. These categories are created to further reduce the number of addresses. The 
source host and the routers do not have to know the exact route that is used to transfer the packages 
across the Internet. The only thing they have to know is the network address of the next router. The 
transfer from one to another router is called a hop. Depending on availability and load on a certain 
connection, a host can decide to use one of the available routes to the destination host.   
 
 
 
 
B.2. Web-servers 
 
Web-servers host websites. One server can host a number of websites and a website can be physically 
located on a number of servers [6]. Every website is identified by an address which is used to access it. 
Users can access websites by using browsers. Browsers request pages from the server using URL’s, 
after which the returned pages are displayed. Servers and browsers communicate with each other using 
the hypertext transfer protocol (HTTP).  
 
Websites can be thought of, of being made up of two types of content: 
- Static data. Static data is content that is stored in a file such as an HTML page and send to the 
browser when requested. The content does not change unless somebody does modify the file. 
- Dynamic content. This is content that must be generated in some way before the server returns it to 
the browser. Dynamic content is generated on-the-fly when requested, by calling a program that is 
run to produce the requested output. 
 
Virtual servers can be thought of as the environment that provides web-server functionality for an 
associated website. There are two types of virtual servers; hard virtual servers which are identified by 
a unique IP address and port combination and soft virtual servers which use, in addition to the IP 
address and port combination, the host name to identify the website. This allows one machine with one 
IP address to support multiple websites.  
 
A cluster is a group of computers, each of which is running the same set of virtual servers. This means 
that they are effectively hosting their website across multiple machines so that they act together like 
one big web server, commonly called a web-server farm. Clusters allow you to increase web serving 
computing power easily by simply adding more computers to the cluster. Static web pages can also be 
stored in a centralized Networked File System (NFS) that can be accessed by all machines in the 
cluster. 
 
Bandwidth throttling is used to limit the bandwidth available to any given website. It can be used to 
ensure that no single website usages all available bandwidth and thus compromising the availability of 
other websites hosted by the same web-server.  
 
To ensure web server security: 
- Web servers authenticate themselves to browsers using public and private keys and certificates. 
- Web servers agree on an encryption key with the browser and use it to encrypt all information they 
send. 
- Web servers send each encrypted message with a message authentication code to ensure data 
integrity. 
 
The web security is typically solved using the so-called Secure Sockets Layer (SSL) technology. Hard 
crypto-accelerators can be used to carry out the SSL processing in hardware and so reduce the load on 
the machines running the web-server.  
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Typically, the web server activity can be monitored by: 
- Real time monitoring of statistics that indicate the activity of the server. Examples are the number 
of page request per second, the number of returned HTTP error-pages and how often a specific 
piece of functionality is used. 
- Traffic history. These pages display dynamically-generated graphical information about website 
activity such as the hits or bytes transferred from each website over the previous day or week.  
 
Computers are generally believed to exhibit economies of scale. This effect is known as Grosch’s law. 
This law expresses that prices increase with performance but with a decreasing rate. However, for 
web-servers Grosch’s law does not always hold. This was concluded by [8] after studying benchmark 
test results. The decision of whether to invest in larger configurations versus using multiple servers of 
the same configurations is generally referred to as a decision to scale-up versus to scale-out and is 
driven by the percentage difference in price (P) relative to the performance increase (p) that is the 
price/performance (P/p) elasticity β. To measure the performance of a web-server, benchmark testing 
has been developed.  
 
A well-known consortium that does perform benchmarking is the Transaction Processing Performance 
Council (TPC). The TPC was formed in 1988 and is a consortium of computer hardware and software 
firms such as Bull, Dell, Microsoft and others. The TPC is a non-profit corporation with the mission to 
define transaction processing and database benchmarks and to disseminate objective, verifiable TPC 
performance data to the industry.  
 
TPC-C is one of the most often used On-Line Transaction Processing (OLTP) workload benchmarks. 
It is a mixture of read-only and update-intensive transactions that simulates the activities found in 
complex OLTP application environments. The performance metric reported by TPC-C is a "business 
throughput" measuring the number of orders processed per minute. Multiple transactions are used to 
simulate the business activity of processing an order, and each transaction is subject to a response time 
constraint. The performance metric for this benchmark is expressed in transactions-per-minute-C 
(tpmC). To be compliant with the TPC-C standard, all references to TPC-C results must include the 
tpmC rate, the associated price-per-tpmC, and the availability date of the priced configuration [48] 
 
At the moment of this writing (December 2006) the top-3 performing configurations are different 
versions of the IBM System P5 505 computer system. With this system up-to 4 million TPC-C 
transactions per minute can be completed. However, these configurations are very expensive (up to 
about 12 M$) which results in a cost per tpmC of about 2.97 $. Very interesting however is to see that 
the much less costing Dell PowerEdge computers have a tpmC price of “only” 0.97 $. This with a 
system price of 64.k k$ and a performance of 65.8 k-tpmC 
 
Note that the average data-rate for the TPC-C test is about 1kByte per transaction. Thus for the 
mentioned Dell PowerEdge computer, the maximum data-processing rate (TPC-C Conditions) is about 
65.8 MByte/minute. 
 
 
 
 
 
B.3. Firewalls 
 
A firewall is an application that protects a Local Area Network (LAN) from being accessed by 
unauthorized users [9]. Two different firewalls architectures are being widely used. 
1. The packet-filter firewall allows access to the network based on the information found in the 
IP Package. When the package arrives at the firewall, the information in the package is 
checked against a number of firewall rules. These rules contain instructions about when to 
allow a package access to the network and when to refuse access. 
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2. An application-level gateway firewall does “disconnect” the network sessions and creates a 
new session with the wanted destination at the moment that access is authorized. The 
information from the first session is transferred to the second “secure” session. 
 
Most of the packet-filters are routers. This type of router is typically indicated as filter-routers. The 
filter-routers will check whether IP packages can be accepted and can be send to the next destination 
or should be rejected based on a set of rules. This filtering typically takes place in the kernel level of 
the router operating system.  
Some routers have this filter process implemented on the network-board that makes it possible to 
maximize the speed of filtering. The package filter uses the 5 address information parts that are 
contained in the IP Package.  
 
These parts are:  
1. The IP address of the host that did send the package. 
2. The IP address of the destination of the package. 
3. The upper-level protocol (TCP or UDP). 
4. The port-number of the UDP or TCP source. 
5. The port-number of the UDP or TCP destination. 
 
Packed filtering firewalls are less secure than application-level gateways because these firewalls do 
not have access to application level information.  
 
Application-level gateways are installed on a host platform. This can be a small PC but also a large 
multi-processor platform. Application-level gateways use a proxy server to check whether a package 
can be forwarded to the requested destination. This is an effective mechanism protect the server 
against so-called buffer overflow attacks. Another important advantage of application level gateways 
is that they facilitate on-line auditing. This makes it possible to check at any moment what is 
happening.  
 
A disadvantage of application-level gateway firewalls is that they need a separate application for every 
network-service. Such a firewall needs a dedicated program for Telnet, FTP, e-mail and any other 
service that tries to enter the by the firewall protected network. 
 
 
B.4. XML  
 
XML is short for eXtensible Markup Language. Important to remember about XML is that it is very 
easy to extend. This section will provide a short introduction to XML including a discussion about the 
pro’s and cons of XML versus using a binary format. 
 
 
B.4.1. XML Concept 
 
XML can be seen as a meta-markup language that can be used by developers, companies or even 
complete industries to define their own mark-up language. Were in HTML there has been a set of tags 
defined that have a fixed meaning such as <p> and <H1>, in XML this is not the case and developers 
have to define their own set of tags. Tags in XML also use the “<” and “>” characters to indicate the 
beginning and end of a tag but the name of the tag must be defined by the developer. In general, the 
used names will refer to the meaning of the tag for example <author> indicates that the string between 
the begin-tag and the end-tag (</author> refers to the name of the author of a book. A set of rules has 
been defined in which the syntax for XML tags is contained. Whenever a XML document needs to be 
interpreted by an application, a parser will check whether the document is well formed. For example, 
one of the rules is that an XML document may contain only 1 root element and thus all other elements 
in the document are children of this root element. Another syntax rule for XML is that tags may be 
nested but the nested tags may not overlap.  
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Every XML document starts with a declaration in which it is specified what version XML has been 
used for that specific document. Within elements, attributes can be used to specify the value of an 
element. The value of the attributes is always put between a single or double equal (=) characters. An 
example of an available optional attribute is “encoding”. With this attribute the parser can be 
instructed about the character encoding used in the document (ANSI, UTF-8 or UTF-16). 
 
There are two object models available for processing an XML document, the Document Object Model 
(DOM) and the Simple API for XML (SAX). DOM is directly accessible and supports modifying, and 
removing nodes. SAX is mostly used as a simple but efficient tool for processing large XML 
document. 
 
XML schemas are XML structured files that are used to define the structure of XML documents. In 
XML schemas, the complete possible syntax of a XML document is contained. XML schemas are 
used to validate XML documents and thus to ensure that parsers will be able to process the documents. 
In an XML schema typically references will be made to other XML schemas. By doing so, reuse of 
“code” is stimulated and the maintenance of the schemas is reduced. To make the schemas easily 
accessible for whomever person or application that wants to use them, so-called name-spaces are used. 
A namespace groups elements by making their elements and attributes accessible in a unique but 
logical way [12].  
 
Above only gives a brief introduction to the XML technology, Please refer to one of the available 
books or Internet publications for more information. 
 
 
 
B.4.2. Advantages of XML 
 
XML has the following advantages [34]: 
1. XML is for structuring data such as spreadsheets, address books, configuration data and drawings. 
XML is a set of rules for designing text formats. It is platform independent and it supports 
internationalization. XML is fully Unicode compliant. 
2. XML uses tags only to delimit pieces of data and leaves it up to the application to interpret the 
pieces of data 
3. XML is a text file that people shouldn’t have to read but may when the need arises.  
4. Since XML is a text format and uses tags, XML files are nearly always larger than comparable 
binary formats. However since the files compress very well and fast and since most 
communication protocols compress files on the fly, the size of files is not as much an issue as one 
would expect. 
5. XML is a family of technologies. Beyond XML 1.0 “the XML family” is a growing set of 
modules that offer useful services. 
6. Development of XML started in 1996 and has been a W3C recommendation since 1998. However, 
before XML there was SGML that has been developed in the 1980’s. XML is a far more mature 
technology than one may expect. 
7. There is an important XML application XHTML. XHTML is the successor of HTML. It has many 
of the same elements as HTML but the syntax has been slightly changed to conform to the rules of 
XHTML. 
8. XML is modular. It allows you to define a new document format by combining and reusing other 
formats. 
9. XML is the basis for W3C’s Resource Description Framework (RDF). RDF is an XML text 
format that supports resource description and metadata applications. 
10. XML is license free, platform independent and well-supported. By choosing XML, you gain 
access to a large and growing community of tools 
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B.4.3. XML Performance aspects 
 
XML has a reputation of being big, unwieldy and slow. However, this reputation isn’t entirely 
deserved. Many of the observed performance issues can be resolved by using better tools and by 
taking performance more into account when creating XML structures.  
 
Because XML mark-up is text, some developers assume that it will always be slower to process than 
binary format. However, this is not always the case. Binary format can be very efficient when the data-
structure is consistent. When the structure is less consistent, for example with optional elements, a 
binary format can end-up as large as a XML file and sometimes even larger. Likewise some 
developers assume that parsing XML will always be slower that parsing a binary format. However, 
since XML is so widely used, a lot of time has been invested in optimizing parsers and other tools. 
Due to this investment, the XML tools sometimes even outperform tools used for the binary formats. 
 
For example, a table of 1000 rows each containing 8 short integers will require 16000 octets when 
stored in binary format. When the same table is stored in typical XML format 130000 octets are 
required. Thus in this example, XML requires eight times more space than the binary format. The 
binary format is space efficient because it can make assumptions about the data and thus there is no 
need to label rows and/or items. However when the structure is not so regular, additional information 
will need to be added to the binary format. Reasons for the structure not being so regular may be that 
the rows have a variable length, individual items such as text data may have a variable length, items 
can be omitted or repeated and/or the data may contain complex structures. Using leaf and branch 
nodes may even further complicate the structure and require more information to be added to the 
binary structure.  From above it can be shown that XML does provide a relatively efficient way to 
represent complex structures [34]. 
 
Similar to the way HTTP, SMPT and FTP are these days supported with tools (parsers) and even 
hardware to facilitate efficient processing, more and more tools needed for processing XML will be 
further optimised and thus become more efficient. Compared to custom designed code required to read 
a binary format, an XML parser is less likely to crash or to fall into a performance trap. Several 
vendors such as DataPower, Sarvega and Reactivity are releasing hardware-products for low-level 
XML parsing and sometimes higher-level operations such as XSLT. 
 
Some of the reasons for XML being large are the result of design decisions and trade-offs made by the 
original designers. For example, to make XML fully internationalised, the designer chose to require 
Unicode support. The designer also chose for the robustness of having redundant labels in start and 
stop tags. The most serious performance risk of XML however is XML’s ability to include external 
resources. 
 
For example, consider the following piece of XML code 
 
<!DOCTYPE doc SYSTEM http://www.example.org/dtds/doc.dtd> 
<doc> 
…. 
</doc> 
 
By default, almost all validating XML parsers will go to www.example.org and download doc.dtd 
every time they parse this document, leading to some serious performance problems 
 
• Even with a fast network, each document will likely require seconds rather than milliseconds to 
parse 
• If www.example.org is slow, parsing will slowdown even further 
• If the site goes offline, parsing will fail completely 
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External Document Type Definition (DTD) subsets are the largest danger but not the only way XML 
can cause files to be downloaded automatically during processing. The documents can also use 
external parameter entities and external text entities in the document itself. Organizations can work 
around this problem by always parsing inside a sandbox that prohibits external network access and 
providing local copies of the required files. Although this approach at first sight does not seem to be 
very favourable, when looking at over HTTP server logs it is not uncommon to see certain sites hitting 
the same DTD file hundreds or thousands of times a day. Creating a local copy may increase the 
performance of these sites considerably.  
 
When using freeware XML tools one has to be aware that these tools may be optimised for ease to use 
rather than for performance. These tools may hide design decisions that trigger enormous size of 
performance hits while processing XML 
 
DOM-like interfaces allow applications to navigate and modify an XML document in much the same 
way as navigating and modifying a file system. However, the ease of a DOM interfaces comes with a 
high price. Building the in-memory data-structure requires time for creating the structure. When 
editing a XML document manually, a couple of seconds delay in opening the document will not be an 
issue. The memory and time overhead may become unacceptable however, when batch processing 
XML documents. In these cases, switching to an event-based interface such as SAX may be a good 
alternative. Unfortunately, a SAX interface is less easy to implement than a DOM interface. When 
ease of implementation is an issue, a DOM-like interface must be used. When performance is an issue, 
a SAX interface is preferred. 
 
When an application only has to get a small piece of information out of an XML document, it must be 
considered to write a dedicated application in Java, C# or another programming language to do so 
rather than building for example a DOM tree of the entire document simply to extract the small piece 
of information. 
 
By selecting the most appropriate character encoding, the size of an XML document, when stored on 
disk, can be significantly affected. Because W3C designed XML for international use, all XML 
parsers are required to support the standard Unicode encodings such as UTF-8 and UTF-16. When 
space and bandwidth are at a premium, it is possible to save some space by choosing the optimum 
XML character encoding set. 
 
Internalization can be used to reduce the size of an XML document when being processed. As a name 
may appear hundreds or thousands of times in an XML document a significant amount of space can be 
gained by putting this name only once into a lookup table an refer to that location for the other 
occurrences of the name.  
 
Since XML is text with a lot of repetition, it compresses surprisingly well. As an example, a document 
of 440 kByte can be reduced to about 20% of this size just by using straightforward compression 
algorithms. Compression does save more space than any of the other mention techniques and will 
outperform almost any of the optimised binary formats [34] 
For most applications, the most important optimisations for size and speed are not in XML parsing but 
how applications work with the information once an XML parser has delivered it and what encodings 
have been used to store the information on disk. A combination of the mentioned techniques may be 
required to significantly improve the performance of these applications. 
 
 
  
B.5. Agents 
 
The term agent has a different meaning for many people. Agent based systems have gained a 
considerable interest in the computer science. An agent can be seen as a computer program which 
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purpose it is to help a user to perform some task. To do this it contains persistent state and can 
communicate with its owner. Agents can do routine work for users or assist them with a complex task. 
They can also mediate between incompatible programs and thus generate new modular and problem-
oriented solutions, saving work. Agents consist of program code and the associated internal state. 
Mobile agents are able to move between computers in a network. One of the applications for a mobile 
agent may be information retrieval. A mobile agent may gather interesting data on some computer. 
Once it has moved through all the interesting data it may move to another computer.  
 
One of the advantages of using agents is that agents at the remote site can perform complex queries 
without having to send the raw data to the owner’s computer first. Sending the raw data across the 
Internet would be a waist of bandwidth. Artificial Intelligence research and the research in distributed 
computing and communication has fuelled the interest in agents. AI researchers tend to think about 
agents as entities that can observe and reason about the goings-on in their environment. Agents are 
also seen as a new way for structuring distributed computer systems. 
 
To be useful an agent needs to interact with its host system and other agent systems. Mobile agents 
need to be able to move across the network. This is only possible when there is a common framework 
for agents across the network. For each agent running on a host there must be a runtime environment. 
The runtime environment interfaces between the agent and its host by making resources available to 
the agent in a controlled way. Typically, a user may interact with an agent via a client. The user can 
submit an agent for execution using a client. The client will find out about its status, stop and recall it 
and perform other operations as necessary. It is important to realise that a client does not need a 
permanent connection to the agent infrastructure [35]. 
 
 
 
 
B.6. Databases 
 
This paragraph describes different types of databases and for which specific purpose they have been 
designed 
 
 
B.6.1. Distributed databases [16] 
 
Distributed databases refer to the integration of non-local processing necessities in which information 
exchange is required from different sites. A Distributed Database Management Systems (DDMS) 
offers a global vision to users on the available information. 
 
From the functional and data organizational point-of-view, the distributed databases systems are 
divided into two classed:  
1. Homogeneous DDMS that have multiple data collections and integrate multiple data resources. 
Homogeneous database systems are similar to a centralized system but instead of preserving the 
data at a single place, the data is stored on several places that are accessible via the network. 
2. Heterogeneous DDMS. These systems are characterized for managing different DBMS in local 
nodes. An important sub-class are the multi-databases manager systems also called federated 
databases which integrate information from heterogeneous databases and have a global access for 
the users with transparent methods of using the total information in the system. 
 
A federated database system (FDS) is classified as loosely coupled or tight coupled according to the 
ideas of who manages the system and how the components are integrated. A FDS is loosely coupled if 
the responsibility for the federation creation and maintenance falls upon the user and there is not a 
control on the federated system. A federated system is tightly coupled when the manager is 
responsible for creating and maintaining the FDBS. 
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Every FDBS has a schema architecture that must consider the syntactic and semantic heterogeneities, 
for which there is a number of schemes. 
a. Local scheme. It is the conceptual scheme of the components database system integrating the 
federation. 
b. Component scheme. In order to achieve an integrated access, the component database conceptual 
schemes must become integrated into a meta-model using a common data model for all the 
databases that form the federation 
c. Exportation scheme. In this scheme semantic conflicts are resolved performing a generalization 
that preserves all information. 
d. Federated scheme. In the federal scheme, an integration of the multiple exportation schemes is 
made. This scheme also includes the information about the existent data distribution 
e. External scheme. Here schemes for each user and/or application are defined. This scheme can be 
used to specify a subgroup of the federated scheme information. 
 
 
 
B.6.2. Intelligent databases 
 
Intelligent databases systems come from the integration of databases technology and techniques 
developed in the artificial intelligent techniques. From the databases point-of-view, the intelligent 
databases attack the limitations that do not permit to develop facilities for reasoning and answering 
questions. From the artificial intelligence point of view the intelligent databases attack the inability to 
administer great amounts of information as well as to manage the concurrence control processing 
recuperation distribution and security processing 
. 
Active Databases: Traditional databases are passive. This means that they do consults, actualizations 
and transactions only when it is required. There are applications requiring an automatic monitoring of 
defined conditions about the database state and the possibility to act probably under time restrictions, 
when the database state changes. A database with these capabilities is called an active database. 
 
Deductive databases: Deductive databases use logic mathematics to get deductions from the 
database. A deductive database manages great amounts of data and is also able to reason based on that 
information.  
 
Knowledge-based systems (KBS): These systems are applications that provide answers to problems 
of knowledge. KBS use reason rules. 
 
Fuzzy databases: different forms of uncertainty are produced as consequences of the in-exactitude 
and subjectivity proper to human activity. Fuzzy databases can store inexact information in a special 
format to represent the fuzzy attributes. 
 
 
 
B.6.3. Other types of databases  
 
Temporal databases: The time is a fundamental aspect in real world phenomena since all events 
occur in a time instant and objects and its relations are usually valid during that instant. In the 
temporal database, modified data are considered as new information to be inserted inside the database 
without eliminating the old values.  
 
Multimedia databases: A multimedia database works inside a frame that not only receives data but 
also these data can have space and temporal validity. Therefore a document introduced in a 
multimedia database has a temporal composition. Data must be synchronized controlling both its state 
and its behaviour. The most important characteristic in a multimedia information system is the data 
variety that it must manage. 
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B.6.4. Integrating heterogeneous databases [17] 
 
Aggregated views are used for summarizing information contained in heterogeneous distributed 
databases. Such databases have often evolved independently and therefore may exhibit 
incompatibility, heterogeneity and data inconsistency. One approach to overcome the problem of 
inconsistency and incompatibility is to construct a dynamic shared ontology. The aggregates are 
derived by minimization of the kullback-Leibler information divergence using the Expectation 
Maximization algorithm. This method makes it possible to assess whether global queries on such 
aggregates are answerable, partially answerable or unanswerable in advance of computing the 
aggregates themselves 
 
In a distributed database environment, heterogeneity may arise due to differences in the granularity of 
data stored in different distributed databases or may be due to differences in the underlying concept. 
Integration of the different databases can be done on the basis of local ontology’s that are mapped onto 
a common ontology. The mapping is described by means of a correspondence table. When a query is 
issued, first a dynamic shared ontology is constructed. The dynamic shared ontology can be used to 
assess whether global queries on aggregates are answerable, partially answerable or unanswerable. 
Partially answerable queries correspond to the case where the granularity of the dynamic shared 
ontology is coarser than the query while unanswered queries correspond to the case where the 
dynamic shared ontology is null. If computable, the aggregates are than derived by minimization of 
the Kullback-Leibler information divergence using the Expectation Maximization algorithm.  
 
When data is distributed normally there is a common ontology that specifies how the local semantics 
corresponds with the global meaning of the data. The relationship between the local and global 
schemes is held in a correspondence table. Per definition, a correspondence table for a common 
ontology with k values and m local schemes is defined as an array R(1: m, 1 : k), where R (i, j) is the 
local scheme value is scheme i corresponding to common ontology value j. 
 
The Kullback-Leiber distance is a measure for the distance (entropy) between 2 probability 
distributions [18] 
 D(P,Q) := ∑ pi( 2log(pi) − 2log(qi)) 
 
The Expectation-Maximization algorithm is an algorithm for finding maximum likelihood estimates of 
parameters in probabilistic models 
 
 
 
The exact mathematics of above described procedure is outside the scope of this thesis. However, 
essentially the method will calculate the most likely distribution of the cardinalities of different 
categories (semantics) of the local databases into the different categories (semantics) of the global 
database. This approach is especially very beneficial when it is potentially much more efficient to 
access local cached materialized aggregate views than to access the underlying databases. Advantage 
of the described method is that it can deal with inconsistent data. Another advantage is that the 
methodology is scalable.  
 
 
 
B.6.5. Real-time databases 
 
Many applications require real-time access to data and access to data that only has a limited temporal 
validity. Examples of such applications are automated vehicles on a factory work-floor, radar-tracking 
applications and stock-trading applications. All these applications involve collecting data from the 
environment and real-time processing this data using also data that has been collected in the past and 
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providing timely responses [15]. Typical for these applications is that they process temporal data that 
looses its validity after some time and also archive data. 
 
Traditional databases are mostly simply referred to as “a database”. Transactions access the data while 
maintaining its consistency. The goal of transactions on a real-time database is to achieve a good 
response or transaction time. Real-time databases deal with temporal data i.e. data that becomes 
outdated after some time. The goal of real-time systems is therefore to achieve the time-critical 
constrains on the processing activities. 
 
Typically, a real-time system does consist of a controlling system and a controlled system. The 
controlling system interacts with its environment based on data available about the environment and 
which is typically collected via sensors e.g. temperature and pressure sensors. It is essential that the 
data used by the controlling system does reflect the actual status of the environment. The collected 
data may also be used to derive new data. For example, pressure and temperature information may be 
used to derive the status of a certain reaction that is taking place.  
 
The need to maintain consistency between the actual state of the environment and the state as reflected 
by the data in the database leads to the notion of temporal consistency. For temporal consistency, two 
aspects are important: 
1. Absolute consistency between the environment and the data in the database. Data used by the 
controlling system to interpret the environment needs to be sufficiently fresh to have an up-to-date 
view of the environment. 
2. Relative consistency among the data used to derive other data. Data can only be used to derive 
other data when the source data is collected within an acceptable short timeframe. 
 
Relative and absolute consistency can be formally expressed as: 
d: (value, avi, timestamp) 
 
d_value denotes the current state of d, d_timestamp denote the time of which the observation of d was 
made and d_avi denotes the absolute validity interval i.e. the time-interval following the observation 
during which d is considered to have absolute validity [5]. 
 
A set of data used to derive new data needs to be a relative consistency set. Each such set R is 
associated with the relative validity interval R_rvi. Assume d ∈ R.  
d has a correct state if: 
1) d-value is logically consistent (satisfies all integrity rules). 
2) d is relatively consistent 
Absolute consistency: (current_time – d_timestamp) ≤ d_avi 
Relative consistency: ∀d’ ∈ R ⏐d_timestamp – d’_timestamp ⏐ ≤ R_rvi. 
 
For example suppose that the temperature_avi = 5 and the pressure_avi = 10 
R_rvi_temperature_pressure =2. If the current_time = 100 than temperature (a) = (347, 5, 95) and 
pressure = (50, 10, 97) are temporally consistent but (b) temperature = (347, 5, 95) and pressure = (50, 
10, 92) are not. Although the absolute consistency requirements in b are met, the R’s relative 
consistency requirements are violated. 
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B.7. Database replication techniques   
 
Database replication refers to the process of creating and managing duplicate versions of a database 
[50]. Replication not only copies a database but also synchronizes a set of replicas so that changes 
made to one replica are reflected in all the others. The beauty of replication is that it enables many 
users to work with their own local copy of a database but have the database updated as if they were 
working on a single, centralized database. For database applications where users are geographically 
widely distributed, replication is often the most efficient method of database access.  
 
One of the advantages of database replication is that multiple versions of a database are maintained 
which makes an architecture far less prone to loss of data in case of problems with one of the 
databases. 
 
 
Figure B-2: Database replication model [49] 
 
Several replication techniques are available. For this paragraph we assume a set of servers S = {S1, …… 
,Sn } and a Database D (refer also to figure B-2). Each serer Si contains a full copy Di of Database D 
Server Si hosts a local transaction manager. A Database replication protocol runs on all servers Si ∈ S. 
The correctness criterion is one-copy serializability: all copies of D are kept synchronized at all times. 
The set of clients C = {c1, …. , Cn} are the source of transactions. In order to process a transaction, a 
client C connects to a server Sd and submits it’s transaction. Server Sd is called the delegate for 
transaction t.    
 
The following techniques are based on “total order broadcast”. This technique is sometimes called 
“atomic broadcast”. Messages broadcasted with this technique are delivered in the same order on all 
destination processes 
 
Active replication. This technique is also called “machine state replication”. This technique puts a 
whole database transaction into a message and this message is broadcast (total broadcast) to the 
servers. The client that initiates the database transaction does send the message to a delegate server 
that issues the total-order broadcast on behalf of the client. When the delegate server receives a 
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transaction t from a client C, the server Sd broadcasts t to all servers after which all servers process t. 
The processing of t must be deterministic, if one server aborts transaction, all servers also abort it.  
 
Certification-based replication is a technique that sends the transaction t to the delegate server. The 
server Sd executes the transaction t but delays the write operation. When commit time is reached, the 
transaction is send to all servers using a total broadcast. Upon delivering the message that contains t, 
each server performs a deterministic certification phase. Certification decides if transaction t can 
commit or must abort.  
 
Weak voting replication will send a transaction t to the delegate server. The delegate server Sd will 
execute transaction t but delays the write operations. When commit time is reached, the write set of 
transaction t is broadcast to all servers using a total-order broadcast. Upon delivering the message that 
contains t’s write, the delegate server Sd can determine if conflicting transactions have been 
committed. Based on this information, the delegate server does a new broadcast containing the 
outcome of the transaction (commit or abort). This broadcast may not be totally ordered but must be 
reliable.  
 
Primary copy replication is a traditional replication technique. This technique, also called passive 
replication, sends all transaction to a primary server Sp. The other servers (called back-ups) do not 
accept the transaction. The transaction is processed on the primary server and the updates are sent to 
the backups using a reliable broadcast. The serialization order and the termination (abort or commit) 
are determined on the primary server. 
 
Lazy replication. This replication technique will first process a transaction on the server that receives 
it (S1, S2 or S3). Once this is done, the updates are broadcast to the other servers. 
 
 
The best performing replication technique is “lazy replication” [49]. This technique simply first 
process a transaction on the server that receives the transaction request. After completion of the 
transaction, the updates are broadcasted to the other servers. Disadvantage of the technique is that the 
ACID properties can be violated; conflicting transactions may be accepted and committed. The “weak 
-voting and certification-based  techniques have a performance that is close to the lazy-replication 
performance but these techniques ensure the consistency of the replicated databases. Disadvantage of 
the certification-based technique is that the abort rates become significant when a fast network is used. 
The weak-voting technique shows a stable and low abort rate of about 2% even when using a fast 
network. Another important aspect of replication techniques is scalability. A good replication 
technique must increase its performance when the number of replicas increases. Weak-voting scales 
well i.e., the throughput of the replication server can be much higher than that of a single non-
replicating server.  
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APPENDIX C:  BUSINESS-CASE HIGH-CARE REMOTE MONITORING RF 
AMPLIFIERS 
 
 
RF Amplifiers are expensive (12 kEuro) devices. This unit is used as part of a MRI scanner 
configuration. Its purpose is to amplify the RF transmit signal to a level of about 15 kWatt [8]. 
In this business-case, high-care monitoring (monitoring of alerts and configuration changes) is 
compared with a scenario in which the device is not monitored and a low-care monitoring scenario in 
which only an error-count of the device is maintained on a daily basis.  
 
 
C.1. Boundary conditions of the different scenarios 
 
For the different scenarios, the following boundary conditions are relevant. 
- The systems are accessible via the Remote Service Network (RSN) network 
- The systems are maintained by local service organization 
- Customer Care Centre operational 
- Maintenance-team operational at the Business Unit (BU) to analyze field failures 
- Repair facility operational at BU for quick repairs 
- Repair facility operational at the supplier for advanced repairs. 
 
The RF Amplifier is equipped with none-volatile-RAM that facilitates the storage the following 
information: 
- Installation date 
- Number of hours operational 
- Identification number of the system of which the device is (has been) part 
- Overview of occurred failures 
- Overview of occurred warnings 
- Overview of performed adjustments 
- Overview of performed tests 
- Date of installation 
- Date of last usage on a certain site 
- Production information including serial number. 
 
 
C.2. Description of the different scenarios 
 
Three scenarios are compared with each other 
Scenario 1: No remote monitoring (current practice) 
Scenario 2: Low-care monitoring. Daily monitoring of error-logging 
Scenario 3: High-care monitoring. This includes real-time alerting and daily collecting of event 
and configuration information and remote testing. 
 
 
C.3. Call-handling 
 
The call handling process10: 
- On the occurrence of a malfunction, the customer informs the Call & Dispatch centre about a 
problem (1,2,3) and/or the system will send an alert to the RTAC (3) 
- The call and dispatch centre will request the RTAC to “investigate” the problem via the 
telephone (1, 2)  
                                                     
10 The numbers in between brackets indicate the scenario to which the step applies. 
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and/or the call and dispatch centre will request RTAC to remotely login onto the site and 
investigate the problem (3) 
- Depending on the result, the RTAC will order the required part/unit for the site (3) 
- A service engineer will on-site diagnose the problem (1,2) 
- The engineer will order the required part (1,2) or the engineer will use the on-site available 
part to attempt a repair (3) 
- The engineer will return to the site once to part has arrived to perform the repair (1,2) 
- When the repair is not successful the complete unit is ordered (1,2,3) 
- The engineer returns to the site to replace the complete unit (1,2,3) 
- Repair completed (1,2,3) 
 
 
 
C.4. Effects on repair cost 
1 Activity Scenario 1 Scenario 2 Scenario 3 
2 Call & Dispatch [min] 5 5 5 
3 Remote investigation [min] n.a. n.a. 30 
4 Order part [min] n.a. n.a. 15 
5 Traveling time return-trip [min] 120 120 n.a. 
6 On-site trouble shooting [min] 60 60 n.a. 
7 Order part min] 15 15 n.a. 
8 Traveling time return-trip [min] 120 120 120 
9 Replace part/unit [min] 60 60 60 
10 Repl rate complete Unit [%, 
4kEuro]  
0.55 0.55 0.45 
11 Repl rate FRU [%, 2kEuro] 0.45 0.45 0.55 
12 Test unit [min] 30 30 30 
13 Repair failed rate 0.10 0.10 0.05 
14 Repl complete unit [%] 100 100 100 
15 Traveling hours [min] 120 120 120 
16 Replace part/unit [min] 60 60 60 
17 Test unit [min] 30 30 30 
18 Total cost labor (90 Euro/hour) 
[Euro] 
3765 3765 1965 
19 Total cost parts [Euro] 350000 350000 310000 
20 Total cost [Euro] 353765 353765 311965 
Table C - 1: Effect on repair cost of the different remote monitoring scenarios 
To calculate the effect of the different monitoring scenarios on the repair-cost, the following facts 
are taken into account: 
 
For scenario 1: 
- No remote analysis of the problem is performed 
- No database is maintained about customer perceived problem and the results of a trouble-
shooting session by the engineer 
- It is not possible to trace the history of a unit 
- The mix between FRU and complete unit repairs is 55 versus 45 percent [9] 
- Repair failed rate = 0.1. 
 
 For scenario 2: 
- Little remote analysis of the problem will be performed due to the limited amount of captured 
information. 
- No database is kept about customer perceived problems and the results of trouble-shooting 
sessions by engineers. 
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- It is not possible to trace the history because serial number information is not available 
- The mix between FRU and complete unit replacement remains 55% versus 45%. This because 
little knowledge is collected by the organization 
- For the same reason, the repair failure rate remains 0.1. 
 
For scenario 3: 
- An alert is send to the remote Customer Care Centre and detailed remote analysis is performed 
of the reported problems 
- A database is kept in which the production data is combined with the life-cycle history of a 
unit. 
- The history of a unit is maintained by using the serial number to trace the unit 
- The mix of complete unit replacement versus lower-level FRU replacement is positively 
effected since more knowledge about repairs is captured 
- Since more knowledge is captured about repairs, also the repair failure rate will be reduced. 
 
Conclusion: from the business-case it can be concluded that tracing units and capturing as much as 
possible life-cycle information of the units will improve the cost effectiveness of repairs with about 
14%. Apart for the positive effect for PMS of the reduced part and labour cost, also the positive effect 
for the customer by means of an increase in system availability is very positive. The effect of low-care 
monitoring on the cost for diagnosing and repairing defective systems is minimum. 
 
C.5. Effects on system availability 
1 Activity Scenario 1 Scenario 2 Scenario 3 
2 Open Call [min] 0 – 5 0 – 5 0 – 5 
3 Request engineer to go to 
site 
5 - 60 5 - 60 5 – 60 
3 Transfer call to RTAC 
(parallel with preparing 
on-site session) 
n.a. n.a. 5 – 15 
4 Remotely diagnose 
problem 
n.a. n.a. 15 – 45 
4 Order part [min] n.a. n.a. 45 – 60 
5 Travel to site (one-way) 
[min] 
60 – 120 60 – 120 n.a. 
6 On-site trouble shooting 
[min] 
120 – 180 120 – 180 n.a. 
7 Order part [min] 
D
ay
 1
1  
180 – 195 
D
ay
 1
 
180 – 195 n.a. 
8 Travel to site (one way) 08:00 – 09:00 08:00 – 09:00 60 – 120 
9 Replace part/unit 09:00 – 10:00 09:00 – 10:00 120 – 180 
10 Test unit D
ay
 2
2  
10:30 – 11:00 D
ay
 2
 
10:30 – 11:00 
D
ay
 1
 
180 – 210 
11 Repair failures 0.10 0.10 0.05 
12 Repl comp unit [%] 1.00 1.00 1.00 
13 Traveling hours 08:00 – 09:00 08:00 – 09:00 08:00 – 09:00 
14 Replace part/unit  09:00 – 10:00 09:00 – 10:00 09:00 – 09:30 
15 Test unit D
ay
 3
 
10:00 – 10:30 D
ay
 3
 
10:00 – 10:30 D
ay
 2
 
09:30 – 10:00 
16 System available 90% Next day 
available 
100% 3rd day 
available 
90% Next day 
available 
100% 3rd day 
available 
95% Same day 
available 
100% Next day 
available 
Table C- 2: Effect on system availability of the different monitoring scenarios 
                                                     
1 Start and completion time relative to the opening of the call 
2 Start and completion times of the different activities 
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Conclusion from the effects on system availability analysis is that 95% of the systems with high-care 
monitoring will be repaired the same day while 90% of the systems which are not or low-care 
monitored will be available at about lunch-time the day after the problem occurred. High-care 
monitoring combined with the ability to remotely test the unit with a high confident level in the 
correctness of the findings will have a very positive effect on the availability of the system for the 
customer. 
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APPENDIX D:  PEER REVIEW INITIAL ARCHITECTURE 
 
 
Erik Zeldenrust did the PEER review on the 18th of August 2006. Erik is Software Architect at the 
PMS Special Business Solutions (SBA) group and he has specialised in designing large-scale database 
solutions. 
 
 
 
 
During this peer review the initial architecture for the “remote monitoring application” was reviewed.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The following remarks were made regarding the proposed architecture: 
 
1. About the local database agent (1) used on the different systems. Using a local-agent and 
webservices technology to send the requested information to the requesting entity should be 
feasible. Care must be taken that queries are not slowed-down due to complexity in the meta-
queries because of the heterogeneity of the used databases and database structures. In the design 
however, this complication is resolved by delegating the transformation of the generic SQL 
statement and the database specific query to the LocalDatabase Agent. By using name-space 
technology for maintaining the transformation instructions used by the LocalDatabase agents, it is 
possible to maintain the transformation instructions centrally. This is important because 
maintenance by the local organisation is considered to be not feasible.     
 
2. About the LocalDatabase agent (2) used for the locally made (legacy) and ERP databases.  Semi 
real-time data retrieval (querying) of heterogeneous databases especially large (ERP) databases is 
not feasible. A new (not indexed) query on such database may take up to 30 minutes.  
 
Sending very-large datasets via XML is certainly not common practice. Comma Separated Values 
is a far more efficient format to communicate large datasets. 
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The Extract Transform Load layer (ETL), located in the LocalDatabase agent, will not be able to 
process the data with the requested (10 seconds) speed.  
 
 
3. It is very doubtful that the MetaDatabase agent (3) will be able to process the record updates send 
by the semi real-time reporting systems at the requested speed. Unpacking the XML records and 
updating the database for 50000 systems with a reporting rate of 10 seconds will overload this 
application. Minimising the update frequency will be required. Also there will be restrictions on 
the size of the database (dataset) that can be maintained by the MetaDatabase agent.  
 
 
4. The central database (4) may become so big that the performance will start to collapse. A 
compromise for the maximum contained number of records is unavoidable. Indexing the large 
central database will also be time consuming and needs to be taken explicitly into account in the 
design of the application.  
 
 
 
Conclusion and follow-up 
 
Conclusion of the review was that it is doubtful that the architecture will be able to process the data 
with the required speed. The peer review has resulted in the feasibility study of which the results are 
presented in chapter 3. As a result of the feasibility study it was decided to introduce ETL processing 
on the monitored systems as a means to reduce the data-rate. 
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APPENDIX E:  FORMAT OF DATA GENERATED ON MR SCANNERS 
 
Table E – 1 shows the formats used to log data on an MR scanner.  
 
As can be seen, different file-formats are used: 
• XML is used for recently developed applications 
• MRD is used for storing calibration date 
• Text is used for most applications. 
 
 
Files Filename Average Size 
of file (kbyte) 
Directory Comment 
Configuration file p_evmm_setupregistry.xml 
p_evmm_ac_setupregistry.xml
174 
73 
g:\site Last status only; no 
history needed 
Calibrated data file exported stt.mrd file 
pars.txt 
115 
60 
g:\stt 
g:\site 
Last status from 
*.dat files.  
pars.his indicates the 
history of 
modifications. 
Error  and 
statistical data 
wkerror<date>.txt  
wkstat<date>.txt 
totalstat<nr>.txt 
logstat<date>.txt 
7 
9 
9 
50 / day 
g:\log 
 
g:\site 
g:\log 
Only the errors from 
logstat<date>.txt are 
used.  
SPT piqt.xml for PIQT 
*.xml for installation 
spec files 
22 / PIQT scan
about 200 
about 100 
g:\spt\spt_r
eport_files 
g:\spt\spt_r
ange_files\
Spt_Spec_
Files\*.spe
c 
 
Shim data Shim_<SRN>_<DATE & 
TIME>.txt 
20-30 g:\shim History is included.  
Site log entry*.xml 10 g:\fsf_servi
cehistory 
 
FPR files fpr_*_<DATE>*_*.txt 5 e:\fpr  
Gradient dump 
files 
Grad_*_<DATE>*_*.txt 5 d:\log  
Installation file Export.zip 5 g:\temp  
Temperature and 
humidity file 
temp_humidity.txt 5 g:\site History is included. 
Central logfile ddwwYYYYlog.txt 30MByte g:\log 90% Redundant data
Table E - 1:  Overview of data format used for logging information on MR systems. 
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As can be seen from table E - 1, by far the largest logfile is the “central logfile”. The average size of 
this file is 30 Mbyte. The file contains a lot of redundant data and therefore can be compressed with a 
factor 10, using for example win.zip, before being transferred over a network. A system does not log 
data with a constant speed to the central.log file but clearly shows a peak in logging during the 
preparation phase of a scan. In this phase, a system is tuned for a particular sequence and prepared to 
collect data. 
 
As a typical example for the deviation in the rate in which data is logged, the logfile of 11 December 
2006 of the MR system at Gie De L`irm du Bergeracois has been examined [57]. Since analyzing the 
logfile turned out to be very labour intensive, the size of the analysis has been kept limited. 
 
 
The logfile analysis has lead to the following results 
 
The logfile has a length of 30,298 Mbyte. The system was switched-on at 7:48 in the morning and 
switched-off at 18:09 and thus was used for 10 Hours and 21 minutes. The time-interval between 8:00 
and 9:10 has been evaluated. In this 70 minutes interval 2.76 Mbyte of data was logged which is 
relatively close to the expected value (when logging would be performed at a constant speed) of 3.41 
Mbyte. In the time-interval between 8:00 AM and 9:10 AM, 14 scans have been made and 3 patients 
have been (partly) examined. During about 1:00:52 [hh:mm:ss] (87% of the time-interval), the system 
was logging data with a rate between 0 and 1 kbyte per second. And during 00:09:07 [hh:mm:ss] (13% 
of the time-interval) data was logged at a speed between 1 and 12 kbyte per second with a relative 
peak at the logging with a rate of 6.5 kbyte per second. The intervals with the high logging-rate 
coincided with the preparation phases of a scan.  Graph’s E-1 and E-2 show the logging-rate versus 
elapsed time. More analysis details can be found in [57 & 58]. 
 
 
Logfile 11 December 2006, Gie de L`ir 
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Graph E-1: Logging-rate versus elapsed time, “central logfile”, time-scale 01:10:00 [hh:mm:ss] 
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Logfile 11 December 2006, Gie de L`ir 
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0:01:07
0:01:51
0:02:34
0:03:17
0:04:00
0,5 1,5 2,5 3,5 4,5 5,5 6,5 7,5 8,5 9,5 10,5 11,5 12,5
Logging rate [kbyte/sec]
El
ap
se
d 
tim
e 
[h
h:
m
m
:s
s]
 
Graph E-2: Logging-rate versus elapsed time, “central logfile”, time-scale 00:04:00 [hh:mm:ss] 
