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Abstract 
A simple characterisation of cycles and complete graphs highlights their significance in Brooks’ 
theorem. It then shows that an algorithmic proof of that theorem. usually dealt with in two cases. 
is in fact covered by one of the cases. 
1. Some 2-connected graphs 
Throughout this paper G = (V, E) is a simple 2-connected graph (i.e. it is connected 
and the removal of any one vertex leaves a connected graph). A q& y~uph is a 
connected graph in which each vertex has degree 2. The distunw between two vertices 
in a connected graph is the number of edges in any shortest path between them. 
Proof. (i) + (ii) 3 (iii). Immediate. 
(iii) + (i). Assume that (iii) holds and that G is not complete. Then we shall show 
that every vertex of G has degree 2. 
Since G is 2-connected but not complete it certainly has no vertices of degree 0 or 
1. Let $1’ be a vertex of G of maximum degree d. Then we claim that there are two 
non-adjacent vertices, II and c say, adjacent to IV. For, if all the d vertices adjacent to 
M’ were themselves mutually adjacent, then, as G is connected but not complete, one 
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of those vertices would have degree greater than d. Hence, the vertices u and v are 
distance 2 apart and, by (iii), the removal of these vertices disconnects G. Hence, the 
vertex set V can be partitioned into non-empty sets VI, {u, v}, V2 such that w E VI 
and all paths from VI to V, use u or v (see Fig. l(a)). 
We claim that VI = {w}, from which it is immediate that d = 2. We assume 
otherwise, namely that there exists some vertex other than w in VI, and deduce a 
contradiction. Since w does not disconnect G there must exist an x E Vt - {w} which 
is joined to either u or to v; let us assume that xu E E. Also, as v does not disconnect 
G, there exists a vertex y E VI with uy E E. Hence x and y are distance 2 apart and, 
by (iii) again, they too disconnect G. So again V can be partitioned into non-empty sets 
WI, {x, y}, W2 so that all paths from WI to W2 use x or y (see Fig. l(b)). Clearly U, v 
and w are in the same component, WI say, and there exists a vertex z E W2 c VI U V2. 
But, if z E VI, then all paths from z to u in G use x which contradicts the fact that 
x does not disconnect G. Similarly, if z E V2, then all paths from z to u use Y which 
is again impossible. Hence in each case we obtain a contradiction and it follows that 
VI = {w} and that d = 2 as claimed. 
Since the maximum degree in G is 2 and, as commented earlier, no vertex of G has 
degree 0 or 1, it follows that all vertices of G have degree 2 and that G is a cycle 
graph as required. 0 
2. An algorithmic proof of Brooks’ theorem 
One of the neatest proofs of Brooks’ theorem concerning vertex-colourings of graphs 
can be found in [3]. The proof is essentially in two cases, the first when there exist 
vertices u and v distance two apart whose removal does not disconnect the graph, and 
the second when this fails. The same algorithmic proof is used in [2], for example, 
where the second case uses results on n-critical graphs from [l]. However, it follows 
from Theorem 1 that only one of these cases is non-vacuous and so in fact the 
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algorithm applies to any 2-connected graph. For completeness the shortened proof is 
included below. The restriction to 2-connected graphs is natural because if a graph has 
a disconnecting vertex then the various ‘arms’ of the graph can be coloured and pieced 
together again. 
Theorem 2 (Brooks). Let G = (V, E) be neither u complete graph nor u cycle graph 
with an odd number of vertices, and let d be the maximum vertex degree in G. Then 
G cun he vertex-coloured in d colours. 
Proof. The result is obvious if G is a cycle graph with an even number of vertices, 
so assume that G is neither a complete graph nor a cycle graph. Then by Theorem 1 
there exist vertices u and v distance 2 apart whose removal leaves a connected graph 
G’. Assume that uw E E and WV E E and label the vertices of G as 1’1 = u, c2 = c 
and the remainder as c‘s, 2’4,. . , I_+, = w in non-increasing order of their distance from 
w in G’. Then colour the vertices cl, ~2,. , c, in that order using colours 1, 2,. , d 
so that at each stage the colour used for vertex c, is the lowest-numbered colour not 
yet used at a vertex adjacent to u,. 
The labelling of the vertices ensures that at each stage tli( 1 <i < n) is joined to at 
least one higher-numbered (and hence presently uncoloured) vertex. Thus c’, is joined 
to at most d -- 1 coloured vertices and one of the d colours will be available for it. 
Finally, when colouring c,(= w) it will be joined to at most d vertices, at least two 
of which (~1 = u and v2 = C) are of colour 1: hence, it will be joined to vertices of 
at most d - 1 colours and once again there will be a colour available for it. 
Hence, the algorithm gives a vertex-colouring of G in d colours. ??
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