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Abstract
Screening designs are used widely by industrial experimentation. They are used to identify the
most potential factors among a large number of factors. This thesis seeks to put into focus
the construction of experimental designs and their analysis. In a recent paper, (?) proposed
a new class of designs called definitive screening designs DSDs. (?) have used Conference
matrices (C-matrix) to construct definitive screening designs DSDs with good properties. (?)
introduced a method for constructing efficient three-level screening designs based on weighing
matrices and their complete foldover. (?) have shown how a few categorical factors could be
introduced in those designs.
The study seeks to concentrate into Definitive Screening Designs DSDs and their generaliza-
tions: construction, properties and analysis. The consideration will be on the construction of
new DSDs and study their properties and analysis. The various DSDs and their properties,
including how they are constructed with respect to the situation under consideration, will be of
interest in this study. In this research, we provide a new general method that can use weighing
matrices to construct screening designs with some two level qualitative factors. The methodol-
ogy is illustrated through a number of small examples in the thesis. The generated designs are
compared to the designs in the literature and their advantages and disadvantages are discussed.
Also, we provide a new analysis structure for designs (SDW1), (SDW2) and (SDW3).
The construction of DSDs poses a great challenge in how to efficiently perform the experiment.
Effective Design-Based Model Selection for Definitive Screening Designs is an approach that
introduced by (?) for the analysis of DSDs that makes effective use of their special structure.
The power of this approach is to detect the active main effects as well as the active second-
2order effects that far exceeds the capabilities of generic model selection tools, which do not
take into account the structure of the data (see (?)). In this thesis, we use the Effective Design-
Based Model Selection procedure, that was introduced in (?) on Screening (SDWs) designs
for s = {1, 2, 3} that constructed by (?). The method was applied to these designs for the first
time and simulation studies with a number of different models has been applied. These models
include main effects and second order terms and the procedure was evaluated by calculating
the type I and type II error rates. A comparison between the performance of the screening
designs (SDWs) for s = 1, 2, 3 is also provided with respect to the applied models and the
resulted type I and type II errors.
Chapter 1
Introduction
The introductory chapter defines the concepts and explains their properties. A review of the
evolution of screening designs follows. Also, we mention some famous designs in this area. We
give a brief history of statistical design.
1.1 Preface
The modern statistical experimental design developed over a period of four ages. In the 1920
and 1930, (?) made a remarkable contribution in the agricultural age. He concluded that the
analysis of data from the systems is usually obstructed due to errors in the performance of the
experiment that is aimed to collect the data (such as the system of agriculture in this research).
He gave a new meaning to the experimental investigation designing by incorporating into it the
statistical thinking and laws. Among these concepts and laws, the most significant were the
idea of factorial design and the analysis of variance. The successful application of statistics in
agricultural and the associated fields of science is remarkably supported by two of Fishers books,
(?) and (?). Next was the industrial age that witnessed the development of response surface
methodology (RSM). (?) developed the response surface methodology and pointed out the
following two approaches in which industrial tests basically differ from the corresponding tests
in the field of agriculture: (1) there can be an instant detection of the response variable, and
(2) the person conducting the test can instantly get some useful data which may be beneficial
3
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in the preparation of the subsequent experiment. This movement was led by (?). But, the
statistical design was not implemented extensively in the processing stage at the production
unit .This can be attributed to the lack of guidance for the engineers and other personnel
with respect to statistical notions and techniques. It can also be attributed to the shortage of
calculating devices and deficiency of ease to use statistical software to implement the statistic
experiments. In 1970, the Western industry showed some concerns regarding the development
of quality. This lead to the third age of the statistical design. The major contributions in
this age were made by the research work of (?) and (?). The implementation of designed
experiments and concern in these experiments were promoted by them. (?) supported the
use of designed experiments. Exceedingly fractionated factorial designs, other perpendicular
arrangements and fresh statistical techniques were proposed by (?) to overcome these issues.
The fourth age of statistical design witnessed the increasing concern on part of the experts
and professionals with respect to the statistical design. This age is also characterised by
the invention of innovative and practical techniques to resolve the experimental issues in the
industrial sector. Substitutes to Taguchi’s techniques were also devised so that his ideas can
be implemented more proficiently (see (?)).
1.2 Experimental Designs
Experimentation is the process that is quite common among the people and can be applied in
the day to day life as well as in the complex processes in the scientific world.
Experimentation helps to determine the possible outcomes due to some changes made in the
input factors during the process. For instance of an ordinary experiment, consider the process of
making the slime. The quality and thickness of the slime dependent on the quantity of materials
used in the making of slime. The basic recipe is to mix the borax, glue, water and colour. The
experiment is supposed to find the perfect combination of ingredients to form the best possible
slime. In the first attempt, we may get a runny or thin slime. As a result, the experiment will
be performed once again with an increased proportion of the borax or a decreased proportion
of water and glue so as to make the slime thick and firm. Similarly, if the resulting slime
is too hard, the experimenter can add more glue or water to make it softer. Hence, we get
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different types of slimes by combining the ingredients in the varying proportions. Learning
can be enhanced by close monitoring of the undergoing processes. This can also be helpful to
comprehend the working mechanism of the system and process. The dependability of different
factors on one another can be observed by noting the changes occurring in the outcomes due
to changes made in the input factors. This means that the experiments are performed on the
system. Theories regarding the optimum situations for the systems functionality are derived
from the observations and the precision of theories can only be showed by the experiments
mentioned above. Experiments are performed on almost all the fields to determine new things
regarding a specific system. Each presentation of the experiment is referred to as a test.
1.3 Definitions of Experimental Design (DOE)
In order to comprehend the experimental design, we will first have to understand what actually
an experiment is. An experiment is a test or a group of tests performed systematically. The
outcomes of the system are altered by making some changes in the input. This helps us to
determine the effects of the changes in variable factors on the results of the experiment. This
can be used to develop a model which can be applied for enhancing the efficiency of the system
and also for improving the decision making. Experimental design is a method to plan the
experiments ahead of time in order to achieve the ideal and legitimate results. The main aim
of the experiment is to show a fact, test a theory or to check if a new action is effective or not.
Experimental design refers to the tests performed by changing some factors and to observe
their influence on the results. In short, experimental design or DOE is the method to perform
the tests such that the changes in the results are recognised to be caused by the changes in the
input factors of a system (?).
1.3.1 Factors and Responses
Factors and responses are the two kinds of the variables involved in the experiments concerning
DOE.
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Figure 1.1: DOE General model process or system: Sorce by (?)
Response
Response variable is the result obtained in a particular setting of a system. Multiple responses
can be obtained in an experiment and provide the facts and statistics about the concerned
system.
Factors
Factors are variables that influence the response. The value of factors can be changed within
a specified limit. The value of a factor is intentionally changed to observe its influence on the
response.
Level
A level of factor is the specific condition of the factor for wich we wish to measure the response
variable.
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Treatment
Treatment refers to the set of conditions under which the response variable is to be measured.
1.3.2 Classification of Factors
Factors are classified on the following three basis;
Controllable and Uncontrollable Factors
Factors can be classified into controllable and uncontrollable factors. Controllable factors can
be altered and controlled by the experimenter and are characterised by the ease of observing
and ease of examining. The internal temperature of a closed experiment setting is an example
of controllable factors. On the other hand, uncontrollable factors are usually the values of the
disturbance and the external factors. It is imperative to be concerned about these factors since
they are characterised by having a major effect on the response. They are difficult to adjust
and alter. The external temperature of a closed experiment setting which is beyond the control
of the experimenter is an example of uncontrollable factor [(?), (?)].
Quantitative and Qualitative Factors
The factors can also be classified as quantitative and qualitative factors. The quantitative
factors are characterised by a specified limit and a continuous scale. On the other hand, the
qualitative factors are characterised by discrete values and usually non-numeric. Considering
the previous example of a closed experiment setting, the water may be regarded as the quan-
titative factor. The diversity in the glues supplied by various suppliers can be regarded as an
example of the qualitative factor [(?), (?)].
Process and Mixture Factors
The factors may also be classified as the process and the mixture factors. Process factors are
independent of each other and can be altered easily. They are normal factors represented in
terms of quantity or level. On the other hand, the mixture factors are represented by the
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quantity of components of a mixture. They all combine to form a mixture. The sum of their
proportions is 100%. Since mixture factors add up to 100, therefore, it is not easy to change a
mixture factor as a change in one of the factors will disturb the entire formulation and their
management also requires special designs (see (?), (?)).
1.4 Principle of Experimental Designs
Randomisation, replication and local control are the fundamental experimental design princi-
ples as introduced by (?)
Randomisation
The distribution of the experimental components is referred to as the Randomisation, where
in, each test is conducted randomly. The errors are assumed to be independently random by
the statistical method. An appropriate randomisation process entails the following steps;
• In the treatment outcome, the impact factor must be considered,
• The systemic basic must be established for the treatment outcome,
• The sample must be allotted from the population.
For instance, in the field of medicine, the competence of the insurance management and the
health enhancement are tested by the process of randomisation and controlled testing. The
process is said to be completely randomised if it completes all the above mentioned steps.
Replication
The Replication refers to the repetition of every treatment independently in the tests con-
ducted. It provides a way to assess the extent of experimental error. It is given by the following
equation; σ2y = σ
2/n where σ2y represents the variance of the sample mean. The variance is
denoted by σ2 and the number of replications is denoted by n.
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Local Control
The Local Control and the replication act simultaneously to minimize the error. For instance,
the impact factors in the outcome of the experiment can be decreased by making use of the
blocks which are uniform units of the experiment (see (?)).
1.5 Experimental Objectives
Experimental objectives are referred to as the aims and objectives behind the performance of
an experiment or formation of a design. It can be classified into the following three types;
Screening
Experiments usually begin with the screening process which is very crucial since it identifies
the factors involved in the experiment. The screening design helps to consider the individual
impact of each factor instead of their joint impact; therefore, they are applied in experiments
having several input factors. It has an additional benefit of preserving the resources used in
the experiment as the factors are investigated at two levels usually due to the linear (either
individual or both individual and joint impact) response function of this design. It will also
support the optimization design where only some factors will have to be considered since most
of them are already identified at the screening stage (?).
Optimization
Usually, optimization is performed after the screening process is completed. It helps the exper-
imenter to comprehend the effects of each factor which in turn proves beneficial in obtaining a
perfect combination of the factors required for the ideal outcomes. In other words, the experi-
menter is able to come up with the optimum experimental settings .This is done by considering
all the probable combinations of the factors and forecasting the response or outcome values for
each of them (?).
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Robustness Test
The last step involved in the conclusion of a process is the robustness test. This test is
performed to determine the way of regulating the factors to ensure robustness. Robustness is
said to be achieved when the response is not greatly influenced as a consequence of the factors.
If it is not the case, then changes will have to be made to achieve robustness (?).
1.6 Classification Of Experimental Designs
Besides the aims and objectives of the experiment, it is also imperative for the experimenter
to select the required statistical design. For a normal experimental area, these designs are
classified into three kinds, each having distinct characteristics and implementation.
Figure 1.2: These pictures shows three different designs for an investigation with three factors
and a center-point. The first one shows an example of a full factorial design where all possible
corners are investigated. The fractional factorial design in the middle considers only a fraction
of all design points and needs just half of the runs. The last cube shows a composite designs
which has six additional axial experiments: Source by (?)
Full Factorial Designs (FD)
Full factorial design is represented by the first design shown in figures 1.2. It measures the
response of every possible combination of factors and factor levels. Moreover, a few experiments
are also performed on the virtual mid-point which is represented by a snowflake in the centre
of the cubic design seen in firures 1.2. The number of required design runs is given by 2k where
2 is the number of levels involved in the experimentation and k is the number of factors. Full
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factorial design is applied for testing a model that is either linear or interactive in nature (?)
or (?).
Fractional Factorial Designs (FFD)
A fractional factorial design is the one that takes into account only a part of the full factorial
design which consequently results in low number of runs as all the corners of the design are not
included in the investigation. A fractional factorial design is shown in the figure 1.2 in which
only half of the total eight points are chosen for the purpose of investigation. Usually, these
designs are applied for the robustness tests and for the screening purposes (?) or (?).
Composite Designs
Composite design is the last kind of design which is employed for a normal investigational area.
This design involves the utilisation of the axial experiments to merge the examinations by the
corners, the virtual midpoint and the factorial design. An example of this can be viewed in
the right side cube in the figure 1.2 where six squares are chosen for the axial experiments.
Here, the quadratic models are applied since three or five levels of investigation are shown by
the factors (?) or (?).
1.7 Model
The base for DOE is an approximation of reality with the help of a mathematical model.
The important aspects of the investigated system are represented by the use of factors and
responses. A model is never 100% right, but simply helps to transport the complexity of the
reality into an equation which is easy to handle (?). The simplest one is a linear model where
the i factors xi,1, xi,2, . . . , xi,j influence the response y in the following way:
yi = β0 + β1xi,1 + β2xi,2 + · · ·+ βjxi,j + εi. i = 1, 2, . . . , n, (1.1)
In this case β0, β1, . . . , βj represents the regression coefficients and ε is the random part of the
model which is assumed to be normally disturbed with mean 0 and variance σ2. We can extend
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this equation to one with n multiple responses and arrive at:
yi = β0 + β1xi,1 + β2xi,2 + · · ·+ βjxi,j + εi, i = 1, 2, . . . , n, (1.2)
where yi stands for the ith response with the factors xi1, xi2, . . . xij .
The selection of the model is an important step during an investigation. Therefore, the
experimenter should pay a lot of attention to this point. Aside from the linear model, there
are other mathematical models such as second order model. We can extend this equation to
include interactions effects and quadratic effects.
We assume that the response yi follows the classical linear model
yi = β0 +
m∑
j=1
βjxi,j
m−1∑
j=1
m∑
k=j+1
βjkxi,jxi,k +
m∑
j=1
βjjx
2
i,j + εi i = 1, . . . , n, (1.3)
wherem is the number of quantitative factors, parameters β0, . . . , β12, . . . , βm−1,m, β11, . . . , βm,m
are unknown constant and the εi are iid N(0, σ
2).
1.8 General Notation
The single experiments are represented in the form of a graph in the figure 1.2. The unscaled
data is represented by the minimum factor level and the maximum factor level since only two
levels of investigation are involved. The values in between the minimum factor level and the
maximum factor level are recorded for the composite and other design families.
Usually, scaling is made perpendicular for the purpose of making the values simple and
effortless to manage. Subsequently, the value of each and every factor is within the range of
−1 to 1 which implies that the range of factors is 2.
The mathematical symbols of + and − are used to denote the perpendicular scaled factors.
0 is used to represent the midpoint. This representation depicts a drawback as it only repre-
sents the three values (−, 0,+) and ignores all the values in between these which calls for the
utilisation of a comprehensive illustration (?) or (?).
Factorial Experiment Design 13
1.9 Factorial Experiment Design
Basic Terminologies and Principles
Every experiment involves various factors and it is necessary to observe its procedures. We
can use factorial designs for this purpose. Factorial design is widely used by experts since
it allows to comprehend how a the response is influenced by multiple independent factors.
Simply, factorial designs determine how response variable is affected by other factors. It also
describes the association between various factors. Mostly, a linear response function is involved
in factorial designs which prevent wastage of experimental material as it supports examination
of factors at two or three levels. Again, interaction refers to autonomous factors if the values
of one are affected by the condition of another (?).
Main effect
The change in the response generated as a consequence of change in factors quantity is referred
to as the effect of independent variable.
Interaction
Two autonomous factors interact if the effect of one of the factors differs by relying on the
level of the other variable.
1.9.1 Two-level factorial designs
Basic to factorial designs, a simple 2k design has just two levels (high/low) or (1−1) for
each factor and is used in the initial stages of an experiment (?). (?) stated that the total
estimations for 2k design is 2k− 1 comprising k main effects, ( k
2
)
two-way interactions,
( k
3
)
Three-way interactions,. . . , and 1k-way interactions. (?) presented these iterations in figure
1.3. (?) explained that constructing 2k designs uses design points N = 2k in columns with
factor settings X1 alternating between −1 and +1, X2 grouped by 2, and X3 grouped by 4.
As factorial designs are orthogonal (right-angled), the pairwise relationships between any two
columns equals zero. Figure 1.3 shows that the specification for the factorial design as the
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Figure 1.3: 23 Factorial design, graphic and matrix: Source by (?)
columns on the left hand side of the table, although there are seven additional analysis terms
available (three main effects, three two-way interactions, one three-way interaction) available
from the design. The design is graphically presented in the figure 1.3.
1.9.2 Three-level factorial designs
The 3k factorial design expands the simpler 2k structure to accommodate three levels: low,
intermediate, and high, capable of describing curvature, and has N = 3k observations per
replication. For a continuous factor or variable, the third level supports investigation of a
quadratic relationship between each of the factors and the response. Degrees of freedom are
consistent with the number of values in the final model that are free to vary, reflecting possible
movement of a dynamic system within its bounds. When estimating a first-order (linear) and
second order (quadratic) component, each main effect of a 3k factorial design has two degrees
of freedom; and each two-way interaction has four degrees of freedom (linear × linear, linear
× quadratic, quadratic × linear, quadratic × quadratic). For a 3k design, there are therefore
3k−1 estimable effects in total, consisting of k main effects, k pure quadratic effects, ( k
2
)
two-
way interactions with four degrees of freedom,
( k
3
)
three-way interactions with eight degrees
of freedom, . . . , and 1k-way interactions with 2k degrees of freedom (?).
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1.10 Fractional Factorial Designs (FFD)
As the number of factors increase in a problem, (?) suggested that factorial designs become
inefficient and a fractional design should be considered.
Figure 1.4: 23 Fractional factorial and factorial designs and extension: Source by (?)
Briefly, (?) explained that in the case of many factors and few levels where higher-order
interactions are less important, then a fractional factorial gridded design can deliver greater
efficiency. By carefully selecting fewer points, as on the left-hand hypercube, allows the in-
vestigation of three factors at two levels in just four runs or iterations 23−1. In comparison
with the right-hand factorial design, the left-hand face of the fractional design each have two
points; showing one instance of X2 and X3 at each level, thus isolating the effect for factor X1.
Similarly, averaging the results top and bottom faces estimates the X2, and the front and back
faces the effect for factor X3 (?)
Aspects of designing fractional factorials include
• Effect Sparsity Where the assumption is that few factorial effects only are relevant (?).
• Effect Hierarchy The main effects are important to be than two-factor interactions,
which again may be superior to three-way interactions, etc. (?).
• Effect Heredity An interaction is more likely to be significant if at least one of its
parents is significant. (?).
Consequently, design size is specially considered while designing of efficient full factorial designs.
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Design Resolution
To classify fractional factorial designs, (?) Resolution is a measure of the degree of confounding
for main effects and interactions in a fractional factorial design. Resolution is generally denoted
in Roman numerals. whilst good design seeks the ’maximum’ resolution (?). According to (?),
these qualities are now used for screening designs, although they do not use the traditional
Roman numerals. A resolution III design, only allows main effects to be estimated, this is the
lowest level. Next level, resolution IV, also allows main effects with two-way interactions to
be estimated, although the interaction effects cannot be estimated. A resolution V fractional
factorial design allows all main effects and two-way interactions to be estimated and may well
be preferable to saturated or supersaturated designs (?). Further, they have explained that the
resolution 5 fractional factorial design can be expanded to a central composite design figure
1.4 that further allows estimates for quadratic effects (?).
2k−p Fractional Factorial Design
The 2k−p Fractional Factorial Design is comprised of a subset of the runs of the 2k Factorial
Design. Similar to the 2k Factorial Design, the 2k−p Fractional Factorial Designs consists of
k factors each at only two levels. The value of p specifies the degree to which the design
is fractionated, determined by 1/2p, that fraction of the original design attributed to the
new design. The full design alias structure comprises all combinations of the p interaction
generators, which equal to 1. The dening relation is therefore constructed from the p generators
and their 2p − p− 1 interactions are the complete defining relation for the design. The section
on resolution contains further explanation of the model at figure 1.4. Fractional factorial
designs may be classified as regular or nonregular. Of these designs, regular 2k−p designs
comprise defining relationships among factors, nonregular designs do not (?). (?) devised a
set of nonregular orthogonal designs that were not the power of two. These designs are used in
screening experiments because of their flexibility and economy with run sizes (?). However, (?)
cautioned that nonregular designs may have complex structures that are neither orthogonal nor
fully aliased, thus effects may be difficult to interpret. A saturated or supersaturated design
is constructed when there are too many factor combinations to be run, so a selection is made
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from the possible combinations (?).
3k−p Fractional Factorial Design
Issues occur in fractional factional designs when factor numbers are very high. Noting effect
sparsity and similar to the 2k−p fractional factorial designs, three-way fractional factorial de-
signs 3k have k factors each of three levels. The p value from the original design is set at 1/3p,
for the new design (?). Interestingly, (?) explained the evolution of interactions and effect
aliasing, and how ’de-aliasing’ emerged over decades from work by (?). After their success at
analysing interactions in nonregular two-way designs, they moved to three-way designs. The
linear-by-linear interaction for factors A and B [(AB)ll] is defined as the product of vectors Al
and Bl; the quadratic-by-linear, linear-by-quadratic, and quadratic-by-quadratic interactions
are thus (AB)ql, (AB)lq, (AB)qq. The four degrees of freedom for the A × B interaction can
therefore be represented by a contrast vector and extended to further numbers of quantitative
factors with three levels (?).
As noted, the increasing number of degrees of freedom may mask or dissipate results from valid
interpretation. Box-Behnken designs are three-level nonregular designs (?).
Placket-Burman Designs (PB) (fractional factorial) designs As explained, a non-regular
two-level screening design was developed by (?) as k = N − 1 variables for N runs, where N
comprises a multiple of 4, and separate from the power of 2 design. Main effects may be signif-
icantly confounded (indistinguishable) with two-factor interactions. Similar to resolution III
designs, Plackett-Burman designs are efficient with better run economy in cases where all in-
teractions are assumed negligible in relation to significant main effects. However, these designs
have complex alias structures compared to regular 2k−p designs, as the two-factor interaction
column Xij is correlated to each Xk (when k differs from i or j).
Supersaturated Designs (SSD) Supersaturated designs are fractional factorial designs in
which the run size n is too small to estimate all the main effects (?). (?) explained that such
designs are used when the number of observations is less than the number of factors involved;
(?) used a randomising design to address this issue. Satterthwaite’s model nevertheless could
not estimate all main effects and as k > N − 1, the design is not orthogonal. The supersatu-
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rated design is employed when an assumption can be made that there are few effects within
a large number of factors (effect sparsity) and there are practical constraints in running the
model. (?) introduced the first three-level supersaturated designs. These are further discussed
in the next chapter.
Chapter 2
Literature Review
This chapter review of screening designs: that is, second-order and definitive designs. Con-
structions using conference matrices and weighing matrices are presented, together with models
including two-level categorical factors.
2.1 Second Order Screening Designs
Over the decades, researchers diverted their modelling from the sequential design approach
for response surface methodology to a single experimental design for both factor screening
and response surface interpretation (?). As noted in the previous chapter, effect sparsity and
heredity are used in optimising screening designs (?). The sparsity principle states that system
or process variability is concentrated on a low number of inputs. In experimental screening
designs, factor sparsity therefore assumes few factors in a given model are active or influential;
similarly effect sparsity indicates that compared to active factors, the number of active effects
is relatively small (?). The conclusion therefore is that the effect sparsity assumption may
apply when factor sparsity does not so hold, and the variations from this outcome (?).
Another screening principle for model selection is establishing heredity connections in the effect
hierarchy (?). A two-factor interaction model with strong heredity connections implies that
both its constituent main effects are included; a model with weak heredity requires the inclusion
of only one of its constituent main effects (?).
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2.2 Response Surface Designs
Response Surface Designs provide an optimal way of selecting a relatively few points to observe
a response variables. (?) produced a three-part, two-stage analysis: a screening analysis that
led to the third part which was the response surface exploration. The first part comprised a
factor screening analysis to identify significant factors; the second step, a second-order model,
assumed both factor sparsity and strong effect heredity.
(?) described a novel three-level approach for screening designs, estimating for main effects
without contamination from second-order effects. (?) then discussed aliasing issues when
standard optimisation (fractional factorial) designs have complex structures. (?) took this
(optimal) design route a step further by interpolating minimal aliasing for screening important
factors. By minimising the sum of squares of the alias matrix items to a lower bound for
a primary model, a series of 18, 27 and 30-run designs were constructed for k = 4 to 7, k
= 4 to 13 and k = 6 to 14 factors, respectively. The minimal aliasing design succeeded in
detecting active factors. The iterations of the single two or three-level design model comprise
factor screening/projection/ response surface methodology, assume a strong heredity principle
effect, and analyze for linear and quadratic effects (?);(?) ;(?); (?). (?) confirmed this possible
design flaw when using the (?) design specifically with weak heredity between factor interaction
hierarchies. Whilst the authors acknowledge the strong heredity effect assumption, they argued
that this was mitigated through the quadratic analysis in their designs. As noted above, (?)
developed Denitive Screening Design to address this problem. These are discussed below.
2.3 Definitive Screnning Designs (DSD)
Screening designs are used widely by industrial experimentation. In early stage of experi-
mentation the experimenters have been using screening designs frequently because it leads
to identification of the most influential factors through a large number of potential factors
that may affect a particular response. Screening is important in many application such as in-
dustrial research and development, drug discovery, oncology, genetics, biomedical engineering,
computer simulation experiments and machine learning (see (?)). Also, screening designs are
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attractive due to the fact that the cost of such experiments is relatively inexpensive and the
provided estimation is sufficient.
However, an undesirable property of two level screening designs is that they completely
confound the main effects of the factors with one or more two factors interactions (see (?)).
Screening designs are typically of resolution III. The reason is that resolution III designs permit
one to explore the effects of many factors with an adequate number of runs. Sometimes
designs of resolution IV are also used for screening designs. In these designs, main effects
are confounded with, at worst, three-factor interactions. This is better from the confounding
viewpoint, but the designs require more runs than a resolution III design ((?)).
Another common family of screening designs is the Plackett-Burman designs. In (?), the
authors described the construction of some very economical designs with the run number being
a multiple of four (rather than a power of 2). (PB) are very efficient screening designs when
only main effects are of interest. Moreover, another limitation of classical two screening designs
is that they are incapable for capturing curvature that is caused by pure quadratic effects (see
(?)).
In a recent paper, (?) proposed a new class of designs, called definitive screening designs
DSDs. Definitive screening designs offer many advantages over standard screening designs.
Figure 2.1 shows the DSD general structures, these designs requires 2m+1 runs for m factors.
The 2m+1 runs are consist ofm fold-over pairs and an overall center point. Each run (excluding
the centre point) has exactly one entry at the center level (zero) and all others at the extremes
(±1).
Comparing the definitive screening designs and the 2k−p fractional factorial designs given
by (?) we observe that the DSD have the following advantages:
1. The number of required runs is only one more than twice the number of factors.
2. Unlike resolution III designs, main effects are completely independent of two factor
interactions. As a result, estimates of main effects are not biased by the presence of
active two factor interactions, regardless of weather the interactions are included in the
model or not.
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Figure 2.1: DSD General Design Structure for m factors: Source by (?)
3. Unlike resolution IV designs, two factor interaction are not completely confounded with
other two factor interactions, although they may be partially correlated.
4. Unlike resolution III, IV , and V designs with added center points, all quadratic effects
are estimable in models comprised of any number of linear and quadratic main effects
terms.
5. Quadratic effects are orthogonal to main effects and not completely confounded (though
partially correlated) with interaction effects.
6. With 6 through (at least) 12 factors, the designs are capable of estimating all possible
full quadratic models involving three or fewer factors with very high level of statistical
efficiency.
Table 2.1 presented an example for DSD with 6 factors and centerpoint. In the initial paper
of (?), definitive screening designs need a computerized search to be constructed. Moreover,
due to computational complexity were not able to construct orthogonal designs for m ≥ 12.
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Table 2.1: DSD For Six Factors: Source by (?)
Run x1 x2 x3 x4 x5 x6
+ 0 + − − − −
2 0 − + + + +
3 + 0 − + + −
4 − 0 + − − +
5 − − 0 + − −
6 + + 0 − + +
7 − + + 0 + −
8 + − − 0 − +
9 + − + − 0 −
10 − + − + 0 +
11 + + + + − 0
12 − − − − + 0
13 0 0 0 0 0 0
2.4 Conference Matrix
A conference matrix also called a C-matrix is a square matrix C with 0 on the diagonal and
+1 and −1 off the diagonal which satisfies C′C = (m − 1)I for m even. Conference matrices
first arose in connection with a problem in telephony. They were first described by (?), who
used Hadamard matrix theory to describe a problem for conference telephone calls. Also he
gave them their name but not directly for design of experiments (?). (?) noted that Hadamard
theory interest grew with processing power through technological change.
However,(?) suggested the use of conference matrices (for even numbers) to construct denitive
screening designs rather than the computerised search for (?) construction. In this way they
were able to find orthogonal designs for m = (12, 14, 16, 18, 20, 24, 26, 28, 30) table 2.2 shows an
example of conference matrix for 12 factors. The proposed construction method of (?) works
with even number of factors but only when the needed conference matrix exist. For odd m we
simply find the next higher value of m let be m′, for which an orthognoal DSD exists, and
drop m′ −m columns to obtain an orthognoal (2m′ + 1)-run DSD for m factors. The main
advantage of this design is that they do not need a computer search to construct the designs.
Moreover, by using conference matrices we retain the nice properties of DSD as these were
described by (?). However, a conference matrix is a special case of a weighing matrix and there
are cases where a conference matrix cannot exist.
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Table 2.2: Conference Matrix For 12 Factors: Source by (?)
Run X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12
1 0 + + + + + + + + + + +
2 + 0 − − − − + − + + + +
3 + + 0 + + − + − − + − −
4 + + − 0 + + − − − − + +
5 + + − − 0 + − + + + − −
6 + + + − − 0 + + − − + −
7 + − − + + − 0 + + − + −
8 + + + + − − − 0 + − − +
9 + − + + − + − − 0 + + −
10 + − − + − + + + − 0 − +
11 + − + − + − − + − + 0 +
12 + − + − + + + − + − − 0
2.5 Weighing Matrix
Suppose that W′ is the design matrix of a chemical balance weighing experiment. Then,
W = W(m, k) is a square matrix of order m, has entries from the set {0, ±1}, has k non-zero
entries per row and column, satisfies WW′ = W′W = kIm, is universally optimal in the class
of all m-observation chemical balance weighing designs, with m objects, such that at most k
objects are used in each weighing (see (?)). Parameter k is called the weight of W. Weighing
matrix of the same order can be easily constructed. In a recent paper, (?) proposed a method
for constructing efficient three-level screening designs based on known weighing matrices and
their complete fold-over. This construction is a generalization of the method proposed by (?).
These designs avoid the fully confounding of effects and can identify factors having a nonlinear
effect on the response. Weighing matrices can exist in many cases where conference design
that do not exist. We will say that two columns of a matrix have t coincidence of zeros if
they both have zeros in the same t positions. For example, columns 1 and 2 of W4a have no
coincidence of zeroes while columns 1 and 3 of the same matrix have 2 coincidences of zeros. A
weighing matrix C=W(n, n−1) of order n and weight n−1 is called conference matrix (in the
literature it can also be found as C-matrix or n-type matrix). This square matrix C can always
be transformed to have 0s on the diagonal and ±1s off the diagonal, such that C′C = CC′ is a
multiple of the identity matrix I. Thus, if the matrix has order n, C′C = (n− 1)In. Matrices
W4b and W6a, given in table 2.3 are conference matrices of order 4 and 6 respectively.
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Table 2.3: Example of Weighing Matrices with different number of k: Source by (?)
W4a =

+ 0 + 0
0 + 0 +
− 0 + 0
0 − 0 +
 , W4b =

+ + − 0
− + 0 −
− 0 − +
0 − − −

W4c =

0 0 + 0
0 0 0 +
− 0 0 0
0 − 0 0
 , W4d =

+ + − −
− + + −
− − − −
+ − + −

W6a =

+ + − − 0 +
+ − − + − 0
+ − + 0 + +
− − 0 − − +
0 − − − + −
− 0 − + + +
 , W6b =

+ 0 0 + + −
+ + + − 0 0
− 0 0 − + −
0 − + 0 + +
+ − − − 0 0
0 − + 0 − −

W4a = W(4, 2) is a weighing design of order 4 and weight 2, W4b = W(4, 3), W4c = W(4, 1),
W4d = W(4, 4), W6a = W(6, 5), W6b = W(6, 4), where − stands for −1 and + denotes 1.
It is conjectured that weighing matrices W = W(n, k) exist for all orders n ≡ (mod 4)
but the existence of weighing matrices of order n ≡ 2 (mod 4) is only possible when the weight
k can be written as the sum of two integer squares (k = a2 + b2). For example W = W(14, 12)
cannot exist because 12 cannot be written as the sum of two integer squares (k = 12 6= a2+b2).
For more results and a survey on the existence of weighing and conference matrices the reader
should refer to [(?) or (?)].
2.6 Definitive Screnning Design with Added two-level
Categorical factors
All the DSDs, C-matrix and W(m, k) we have seen so far deal with only continuous factors.
(?) introduced a new design that can accommodate some two-level qualitative factors using
a DSD-augment method presented in figure 2.2 and an ORTH-augment approach presented
in figure 2.3. The first method, termed the DSD-augment method, produces designs that
are highly D-efficient and for which all estimates of main effects and second-order effects are
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independent. However, this design has some limitations:
1. partial aliasing between the intercept and interaction terms involving categorical factors
remains.
2. The resulting designs, while highly efficient, are not orthogonal.
3. the information matrix is not diagonal.
4. As the number of categorical factors increases, the correlations between quadratic effects
increase.
The second method, called the ORTH-augment method, leads to orthogonal linear main effect
for c ≤ 4. Partial aliasing between main effects and interactions involving the categorical factors
does exist. Moreover, as the number of categorical factors increases, the correlations between
quadratic effects increasing approaching 2/3 in the limit.
Figure 2.2: Example of DSD-augment designs; m denotes the number of continuous factors;
c denotes the number of two-level categorical factors: Source by (?)
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Figure 2.3: Example of ORTH-augment designs; m denotes the number of continuous factors;
c denotes the number of two-level categorical factors: Source by (?)
2.7 Research questions
To ensure the research achieve the intended objectives we stated the research questions for this
study as follows:
RQ1. Is it possible to construct new DSDs that have more than four categorical factors
and many continuous factors?
RQ2. Can the new DSDs perform better than the previous designs used in the literature?
RQ3. How special type of DSDs can be constructed and analyzed?
RQ4. Is the correlation of the constructed designs calculated by a close form (formula)
based only on the parameters on the design?
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2.8 Methodology
The methodology we should use, to address the research questions of this thesis, is summarized
in the following seven steps :
1. Techniques will first be developed that will be applied to generate new designs of exper-
iments.
2. Use computer power and a new idea to develop new designs.
3. Merger and modify different initial designs to generate improved designs.
4. Implemented the new methods and the new ideas in algorithms and programs using
Matlab and JMP.
5. Run simulation experiments to verify and further study our findings.
6. Study the theoretical properties of the constructed designs.
7. Extend the method for models with main effects, interactions and full quadratic terms.
Chapter 3
General methodology for adding
two-level categorical factors using
weighing matrices (SDWk)
In this chapter we present a generalize construction of screening designs with categorical fac-
tors using the weighing matrices that proposed by (?) to include some two level categorical
factors. The general procedure is described in the following
Procedure:
1. Start with a design, D =

W
0s
−W
, with 2m+ s runs and m factors constructed from
a weighing matrix W = W(m,m− k), as in (?).
2. Replace the zeros for the desirable categorical factors with ±1 so that orthogonality is
retained.
The method is very general and can be use with any weighing matrix of order m and weight
m − k. The step 2 of the method is not straightforward and a detailed analysis and study is
required for each case.
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Some special cases
In this chapter we present some details and the results we obtain when the general method is
applied to the special cases of W = W(m,m− k), for k = 1, 2, 3.
In an effort to broaden the applicability of DSD, we consider the following question? Is
it possible to construct new DSD that have more than four categorical factors and many
continuous factors in a way that preserves all or most of the properties discussed above?
Throughout, we assume that the response yi follows the classical linear model
yi = β0 +
m∑
j=1
βjxi,j
m−1∑
j=1
m∑
k=j+1
βjkxi,jxi,k +
m−c∑
j=1
βjjx
2
i,j + εi i = 1, . . . , n, (3.1)
where m − c is the number of quantitative factors, c is the number of qualitative factors,
parameters β0, . . . , β12, . . . , βm−1,m, β11, . . . , βm−c,m−c are unknown constant and the εi are iid
N(0, σ2).
3.1 Screening designs for adding two-level categorical factors
constructed from W = W(m,m− 1) (conference matrices)
This approach is a special case of the suggested methodology and was studied in details by
(?). The inclusion of categorical factors in these designs was illustrated in (?).
3.2 Screening designs for adding two-level categorical factors
constructed from W = W(m,m− 2)
The two methods presented in this chapter is a generalization of the method proposed by
(?). These two methods transforms the original design of (?) to additionally include some
categorical factors. the first method the design is constructed with no additional runs (SDW2)
and the second method is constructed with additional 4 runs (SDW2,+4runs)
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3.2.1 Construction 1: A method with no addition of runs (SDW2)
This construction works for up to m/2 categorical factors i.e. c ≤ m/2. Our main Procedure
for constructing (DSD) with c categorical 2-level factors, from a total number of m factors, is
described in the following steps:
Procedure:
1. Start with a (DSD), D =

W
0s
−W
, with 2m+ s runs and m factors constructed from
a weighing matrix W = W (m,m− 2), as in (?).
2. Remove the s centre points and call the derived design D1. So, D1 =
 W
−W
 (Table
3.1 will show this design by setting zt = 0, for all t = 1, 2, . . . , c).
3. Select c columns from D1 with no coincidence of zeros. Suppose that these are the
columns j1, j2, . . . , jc.
4. Replace the first and third zeros in column jt by the symbol zt and the second and fourth
zeros by -zt.
5. Select the values of zt from the set {−1, 1}, for all t = 1, 2, . . . , c and then replace the
symbols zt with their corresponding selected values in the derived matrix to generate the
desirable design.
The structure that is used for this procedure is presented on Table 3.1. It shows the general
structure with c two-level categorical factors and m− c quantitative factors.
Example 1. In this example we will illustrate the construction of (DSD) with 20 runs and
10 factors. There will be 7 continuous factors and 3 categorical factors. We will follow the
proposed construction step by step.
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Table 3.1: Design structure for including up to c categorical factors with no additional points
Run Continues Factors Categorical
factors
(n) 1 d1 . . . dm
2
−c dm
2
−c+1 . . . dm
2
dm
2
+1 . . . dm−c ac . . . a1
1 1 0 . . . ±1 ±1 . . . ±1 0 . . . ±1 ±1 . . . ±1
2 1 0 . . . ±1 ±1 . . . ±1 0 . . . ±1 ±1 . . . ±1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
m− 2c− 1 1 ±1 . . . 0 ±1 . . . ±1 ±1 . . . 0 ±1 . . . ±1
m− 2c 1 ±1 . . . 0 ±1 . . . ±1 ±1 . . . 0 ±1 . . . ±1
m− 2c+ 1 1 ±1 . . . ±1 0 . . . ±1 ±1 . . . ±1 zc . . . ±1
m− 2c+ 2 1 ±1 . . . ±1 0 . . . ±1 ±1 . . . ±1 −zc . . . ±1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
m− 1 1 ±1 . . . ±1 ±1 . . . 0 ±1 . . . ±1 ±1 . . . z1
m 1 ±1 . . . ±1 ±1 . . . 0 ±1 . . . ±1 ±1 . . . −z1
m+ 1 1 0 . . . ±1 ±1 . . . ±1 0 . . . ±1 ±1 . . . ±1
m+ 2 1 0 . . . ±1 ±1 . . . ±1 0 . . . ±1 ±1 . . . ±1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
2m− 2c− 1 1 ±1 . . . 0 ±1 . . . ±1 ±1 . . . 0 ±1 . . . ±1
2m− 2c 1 ±1 . . . 0 ±1 . . . ±1 ±1 . . . 0 ±1 . . . ±1
2m− 2c+ 1 1 ±1 . . . ±1 0 . . . ±1 ±1 . . . ±1 zc . . . ±1
2m− 2c+ 2 1 ±1 . . . ±1 0 . . . ±1 ±1 . . . ±1 −zc . . . ±1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
2m− 1 1 ±1 . . . ±1 ±1 . . . 0 ±1 . . . ±1 ±1 . . . z1
2m 1 ±1 . . . ±1 ±1 . . . 0 ±1 . . . ±1 ±1 . . . −z1
Step 1-2 Using a weighing matrix W = W (10, 8) we construct D1 following steps 1 and 2 of
Construction 1 (see section 3.2.1). D1 is the required initial design for construction 1
and it is explicitly presented in Table 3.2, D1, c = 0.
Step 3 We may select columns 10, 9 and 8 as these have no coincidence of zeros (see Table
3.2, Step 3).
Step 4 We will use symbols z1, z2 and z3 for columns 10, 9 and 8 respectively. First and third
zero in each column is replaced by the corresponding symbol while the second and forth
zero is replaced by the negative of the corresponding symbol (see Table 3.2, Step 4).
Step 5 We should select values for symbols z1, z2 and z3 from the set {−1, 1}. Any triplet of
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values is possible since there are no restrictions for orthogonality because of the suggested
structure. In this example we selected z1 = 1, z2 = 1 and z3 = −1 and we obtained the
desirable design with c = 3 qualitative factors (see Table 3.2, c=3, Step 5).
Table 3.2: Construction 3.2.1 illustrating example with c = 3
D1 (c = 0)
0 +−++ 0 +−−−
0 +++−0 ++−+
+ 0 +−+−0 +−−
−0 ++++ 0 ++−
++ 0 +−−−0 +−
+−0 ++−+ 0 ++
−++ 0 +−−−0 +
++−0 ++−+ 0 +
+−++ 0 +−−−0
+++−0 ++−+ 0
0−+−−0−+++
0−−−+ 0−−+−
−0−+−+ 0−++
+ 0−−−−0−−+
−−0−+++ 0−+
−+ 0−−+−0−−
+−−0−+++ 0−
−−+ 0−−+−0−
−+−−0−+++ 0
−−−+ 0−−+−0
D1 (Step 3)
0 +−++ 0 + −−−
0 +++−0 + +−+
+ 0 +−+−0 +−−
−0 ++++ 0 ++−
++ 0 +−−− 0 +−
+−0 ++−+ 0 ++
−++ 0 +−− −0 +
++−0 ++− + 0 +
+−++ 0 +− −−0
+++−0 ++ −+ 0
0−+−−0− +++
0−−−+ 0− −+−
−0−+−+ 0 −++
+ 0−−−−0 −−+
−−0−+++ 0−+
−+ 0−−+− 0−−
+−−0−++ + 0−
−−+ 0−−+ −0−
−+−−0−+ ++ 0
−−−+ 0−− +−0
Step 4
0 +−++ 0 + − − −
0 +++−0 + + − +
+ 0 +−+−0 + − −
−0 ++++ 0 + + −
++ 0 +−−− z3 + −
+−0 ++−+−z3 + +
−++ 0 +−− − z2 +
++−0 ++− + −z2 +
+−++ 0 +− − − z1
+++−0 ++ − + −z1
0−+−−0− + + +
0−−−+ 0− − + −
−0−+−+ 0 − + +
+ 0−−−−0 − − +
−−0−+++ z3 − +
−+ 0−−+−−z3 − −
+−−0−++ + z2 −
−−+ 0−−+ − −z2 −
−+−−0−+ + + z1
−−−+ 0−− + − −z1
c = 3, Step 5
0 +−++ 0 +−−−
0 +++−0 ++−+
+ 0 +−+−0 +−−
−0 ++++ 0 ++−
++ 0 +−−−++−
+−0 ++−+−++
−++ 0 +−−−++
++−0 ++−+−+
+−++ 0 +−−−+
+++−0 ++−+−
0−+−−0−+++
0−−−+ 0−−+−
−0−+−+ 0−++
+ 0−−−−0−−+
−−0−++++−+
−+ 0−−+−−−−
+−−0−++++−
−−+ 0−−+−−−
−+−−0−++++
−−−+ 0−−+−−
All the (DSD) with 20 runs and 10 factors including c = 1, 2, 3, 4, 5 categorical factors,
that are constructed by Construction 1, are presented in Table 3.3. All the generated designs
from m = 8 to m = 22 of this method are presented in Appendix C.
3.2.2 Construction 2: A method with four additional runs (SDW2,+4runs)
Another approach for constructing designs with up to c ≤ 7 categorical factors is accomplished
through the following steps. Even though the previous method is more general, this method
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Table 3.3: All designs with 20 runs and c categorical factors without the addition of extra runs,
c ≤ 5
c = 1
0 +−++ 0 +−−−
0 +++−0 ++−+
+ 0 +−+−0 +−−
−0 ++++ 0 ++−
++ 0 +−−−0 +−
+−0 ++−+ 0 ++
−++ 0 +−−−0 +
++−0 ++−+ 0 +
+−++ 0 +−−−+
+++−0 ++−+−
0−+−−0−+++
0−−−+ 0−−+−
−0−+−+ 0−++
+ 0−−−−0−−+
−−0−+++ 0−+
−+ 0−−+−0−−
+−−0−+++ 0−
−−+ 0−−+−0−
−+−−0−++++
−−−+ 0−−+−−
c = 2
0 +−++ 0 +−−−
0 +++−0 ++−+
+ 0 +−+−0 +−−
−0 ++++ 0 ++−
++ 0 +−−−0 +−
+−0 ++−+ 0 ++
−++ 0 +−−−++
++−0 ++−+−+
+−++ 0 +−−−+
+++−0 ++−+−
0−+−−0−+++
0−−−+ 0−−+−
−0−+−+ 0−++
+ 0−−−−0−−+
−−0−+++ 0−+
−+ 0−−+−0−−
+−−0−++++−
−−+ 0−−+−−−
−+−−0−++++
−−−+ 0−−+−−
c = 3
0 +−++ 0 +−−−
0 +++−0 ++−+
+ 0 +−+−0 +−−
−0 ++++ 0 ++−
++ 0 +−−−++−
+−0 ++−+−++
−++ 0 +−−−++
++−0 ++−+−+
+++−0 ++−++
+−++ 0 +−−−−
0−+−−0−+++
0−−−+ 0−−+−
−0−+−+ 0−++
+ 0−−−−0−−+
−−0−++++−+
−+ 0−−+−−−−
+−−0−++++−
−−+ 0−−+−−−
−−−+ 0−−+−+
−+−−0−+++−
c = 4
0 +−++ 0 +−−−
0 +++−0 ++−+
+ 0 +−+−++−−
−0 ++++−++−
+−0 ++−++++
++ 0 +−−−−+−
−++ 0 +−−−++
++−0 ++−+−+
+++−0 ++−++
+−++ 0 +−−−−
0−+−−0−+++
0−−−+ 0−−+−
−0−+−++−++
+ 0−−−−−−−+
−+ 0−−+−+−−
−−0−+++−−+
+−−0−++++−
−−+ 0−−+−−−
−−−+ 0−−+−+
−+−−0−+++−
c = 5
0 +−++++−−−
0 +++−−++−+
+ 0 +−+−++−−
−0 ++++−++−
+−0 ++−++++
++ 0 +−−−−+−
−++ 0 +−−−++
++−0 ++−+−+
+++−0 ++−++
+−++ 0 +−−−−
0−+−−+−+++
0−−−+−−−+−
−0−+−++−++
+ 0−−−−−−−+
−+ 0−−+−+−−
−−0−+++−−+
+−−0−++++−
−−+ 0−−+−−−
−−−+ 0−−+−+
−+−−0−+++−
provides an alternative construction of design with different correlation properties.
Procedure:
1. Start with a (DSD), D =

W
0s
−W
, with 2m+ s runs and m factors constructed from
a weighing matrix W = W (m,m− 2), as in (?).
2. Remove the s centre points and call the derived design D1. So, D1 =
 W
−W
 (Table
3.4 will show this design by selecting the first 2m rows and setting zt = 0, for all t =
1, 2, . . . , 7).
3. Let c be the number of desirable categorical factors to generate. Select c columns
of D1 such that bc/2c pairs of columns will have coincidence of all zeros, and de-
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note those columns by j1, j2, . . . , jc where the pairing is between columns (j2t−1, j2t)
for t = 1, 2, . . . , b c2c.
4. Replace the first and third zeros in column ji by the symbol zi and the second and fourth
zeros by -zi, i = 1, 2, . . . ,min(6, c).
5. Set B equal to the 4× c matrix, B =

−z7 −b6 b5 −b4 b3 −b2 b1
−z7 b6 −b5 b4 −b3 −b2 b1
−z7 b6 −b5 −b4 b3 b2 −b1
−z7 −b6 b5 b4 −b3 b2 −b1
, and
by Bc denote the 4× c matrix consist by the last c columns of B.
6. The new additional four runs will be [14×1 04×(m−c) B1 ]
7. Replace zi and bi by values from the set{1,−1} to get the new design.
Note that zi and bi, i = 1, 2, . . . , c should be replaced in such a way to satisfy z2t = z2t−1
and b2t = b2t−1 for t = 1, 2, . . . , bc/2c. Also, if c = 7 then all four zero in j7 column are
replaced by z7.
Example 2. In this example we will illustrate the construction of DSD with 24 runs and
10 factors. There will be 7 continuous factors and 3 categorical factors. We will follow the
proposed construction step by step.
Step 1-3 Using a weighing matrix W = W (10, 8) we construct D1 following steps 1, 2 and 3
of Construction 2 (see section 3.2.2). D1 is the required initial design for construction 2
and we might select columns 10,9 and 8 as columns 10 and 9 have the same coincidence of
zeros, while column 8 has no coincidence of zeros with 10 and 9. It is explicitly presented
in Table 3.5, D1, c = 3.
Step 4 We will use symbols z1, z2 and z3 for columns 10, 9 and 8 respectively. First and third
zero in each column is replaced by the corresponding symbol while the second and forth
zero is replaced by the negative of the corresponding symbol (see Table 3.5, Step 4).
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Table 3.4: Design structure for including up to 7 categorical factors with addition of points
Run Continues Factors Categorical factors
(n) 1 d1 d2 . . . dm−9 dm−8 dm−7 a7 a6 a5 a4 a3 a2 a1
1 1 0 0 . . . ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1
2 1 0 0 . . . ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
m− 9 1 ±1 ±1 . . . 0 0 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1
m− 8 1 ±1 ±1 . . . 0 0 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1
m− 7 1 ±1 ±1 . . . ±1 ±1 0 z7 ±1 ±1 ±1 ±1 ±1 ±1
m− 6 1 ±1 ±1 . . . ±1 ±1 0 z7 ±1 ±1 ±1 ±1 ±1 ±1
m− 5 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 z6 z5 ±1 ±1 ±1 ±1
m− 4 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 −z6 −z5 ±1 ±1 ±1 ±1
m− 3 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 ±1 ±1 z4 z3 ±1 ±1
m− 2 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 ±1 ±1 −z4 −z3 ±1 ±1
m− 1 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 z2 z1
m 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 −z2 −z1
m+ 1 1 0 0 . . . ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1
m+ 2 1 0 0 . . . ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
2m− 9 1 ±1 ±1 . . . 0 0 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1
2m− 8 1 ±1 ±1 . . . 0 0 ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1
2m− 7 1 ±1 ±1 . . . ±1 ±1 0 z7 ±1 ±1 ±1 ±1 ±1 ±1
2m− 6 1 ±1 ±1 . . . ±1 ±1 0 z7 ±1 ±1 ±1 ±1 ±1 ±1
2m− 5 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 z6 z5 ±1 ±1
2m− 4 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 −z6 −z5 ±1 ±1 ±1 ±1
2m− 3 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 ±1 ±1 z4 z3 ±1 ±1
2m− 2 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 ±1 ±1 −z4 −z3 ±1 ±1
2m− 1 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 z2 z1
2m 1 ±1 ±1 . . . ±1 ±1 ±1 ±1 ±1 ±1 ±1 ±1 −z2 −z1
2m+ 1 1 0 0 . . . 0 0 0 −z7 −b6 b5 −b4 b3 −b2 b1
2m+ 2 1 0 0 . . . 0 0 0 −z7 b6 −b5 b4 −b3 −b2 b1
2m+ 3 1 0 0 . . . 0 0 0 −z7 b6 −b5 −b4 b3 b2 −b1
2m+ 4 1 0 0 . . . 0 0 0 −z7 −b6 b5 b4 −b3 b2 −b1
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step 5-6 we add B1 matrix (see 3.2.2). We will use symbols b1, b2 and b3 for the four addi-
tional runs of columns 10, 9 and 8 respectively (see Table 3.5, Step 5-6).
Step 7 We should select values for symbols z1, z2 and z3 from the set {−1, 1} in such away
to satisfy z2t = z2t−1 for t = 1, 2, . . . , bc/2c. Then select values for symbols b1, b2 and b3
from the set {−1, 1} in such away to satisfy b2t = b2t−1 for t = 1, 2, . . . , bc/2c. In this
example we selected z1 = 1, z2 = 1 and z3 = −1. Also,we selected b1 = −1, b2 = −1 and
b3 = 1. So, we obtained the desirable design with c = 3 qualitative factors (see Table 3.5,
c=3, Step 7).
Table 3.5: Construction 3.2.2 illustrating example with c = 3
D1 (c = 3)
0 0 ++−−+ −+−
0 0 +++++ −−+
+−0 0 ++− −+−
−+ 0 0 +++ ++−
+−+−0 0 + +−−
+−−+ 0 0 + +++
−−+−+−0 0 ++
+++−−+ 0 0 ++
++−−+−+ −0 0
+++++−− + 0 0
0 0−−++− +−+
0 0−−−−− ++−
−+ 0 0−−+ +−+
+−0 0−−− −−+
−+−+ 0 0− −++
−++−0 0− −−−
++−+−+ 0 0−−
−−−++−0 0−−
−−++−+− + 0 0
−−−−−++ −0 0
Step 4
0 0 ++−−+ − + −
0 0 +++++ − − +
+−0 0 ++− − + −
−+ 0 0 +++ + + −
+−+−0 0 + + − −
+−−+ 0 0 + + + +
−−+−+−0 z3 + +
+++−−+ 0−z3 + +
++−−+−+ − z2 z1
+++++−− + −z2−z1
0 0−−++− + − +
0 0−−−−− + + −
−+ 0 0−−+ + − +
+−0 0−−− − − +
−+−+ 0 0− − + +
−++−0 0− − − −
++−+−+ 0 z3 − −
−−−++−0−z3 − −
−−++−+− + z2 z1
−−−−−++ − −z2−z1
Step 5-6
0 0 ++−−+ − + −
0 0 +++++ − − +
+−0 0 ++− − + −
−+ 0 0 +++ + + −
+−+−0 0 + + − −
+−−+ 0 0 + + + +
−−+−+−0 z3 + +
+++−−+ 0−z3 + +
++−−+−+ − z2 z1
+++++−− + −z2−z1
0 0−−++− + − +
0 0−−−−− + + −
−+ 0 0−−+ + − +
+−0 0−−− − − +
−+−+ 0 0− − + +
−++−0 0− − − −
++−+−+ 0 z3 − −
−−−++−0−z3 − −
−−++−+− + z2 z1
−−−−−++ − −z2−z1
0 0 0 0 0 0 0 b3 −b2 b1
0 0 0 0 0 0 0−b3−b2 b1
0 0 0 0 0 0 0 b3 b2 −b1
0 0 0 0 0 0 0−b3 b2 −b1
Step 7
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−0 0 ++−−
+−−+ 0 0 ++++
−−+−+−0+++
+++−−+ 0−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+ 0 0−−++
−++−0 0−−−−
++−+−+ 0+−−
−−−++−0−−−
−−++−+−+++
−−−−−++−−−
0 0 0 0 0 0 0++−
0 0 0 0 0 0 0−+−
0 0 0 0 0 0 0+−+
0 0 0 0 0 0 0−−+
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Table 3.6: Adding c = 7 categorical factors with the addition of extra runs
c = 2
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−0 0 ++−−
+−−+ 0 0 ++++
−−+−+−0 0 ++
+++−−+ 0 0 ++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+ 0 0−−++
−++−0 0−−−−
++−+−+ 0 0−−
−−−++−0 0−−
−−++−+−+++
−−−−−++−−−
0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 +−
0 0 0 0 0 0 0 0 +−
c = 3
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−0 0 ++−−
+−−+ 0 0 ++++
−−+−+−0 +++
+++−−+ 0−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+ 0 0−−++
−++−0 0−−−−
++−+−+ 0 +−−
−−−++−0−−−
−−++−+−+++
−−−−−++−−−
0 0 0 0 0 0 0 +−+
0 0 0 0 0 0 0−−+
0 0 0 0 0 0 0 ++−
0 0 0 0 0 0 0−+−
c = 4
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−0 0 ++−−
+−−+ 0 0 ++++
−−+−+−++++
+++−−+−−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+ 0 0−−++
−++−0 0−−−−
++−+−+++−−
−−−++−−−−−
−−++−+−+++
−−−−−++−−−
0 0 0 0 0 0−+−+
0 0 0 0 0 0 +−−+
0 0 0 0 0 0−++−
0 0 0 0 0 0 +−+−
c = 5
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−0 +++−−
+−−+ 0−++++
−−+−+−++++
+++−−+−−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+ 0 +−−++
−++−0−−−−−
++−+−+++−−
−−−++−−−−−
−−++−+−+++
−−−−−++−−−
0 0 0 0 0 +−+−+
0 0 0 0 0−+−−+
0 0 0 0 0−−++−
0 0 0 0 0 ++−+−
c = 6
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−++++−−
+−−+−−++++
−−+−+−++++
+++−−+−−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+++−−++
−++−−−−−−−
++−+−+++−−
−−−++−−−−−
−−++−+−+++
−−−−−++−−−
0 0 0 0−+−+−+
0 0 0 0 +−+−−+
0 0 0 0 +−−++−
0 0 0 0−++−+−
c = 7
0 0 ++−−+−+−
0 0 +++++−−+
+−0 +++−−+−
−+ 0 ++++++−
+−+−++++−−
+−−+−−++++
−−+−+−++++
+++−−+−−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 +−−++−+
+−0 +−−−−−+
−+−+++−−++
−++−−−−−−−
++−+−+++−−
−−−++−−−−−
−−++−+−+++
−−−−−++−−−
0 0 0−−+−+−+
0 0 0−+−+−−+
0 0 0−+−−++−
0 0 0−−++−+−
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All the DSD with 24 runs and 10 factors including c = 2, 3, 4, 5, 6, 7 categorical factors, that
are constructed by Construction 2, are presented in Table 3.6. We avoid starting from c = 1
because the difference between the correlation of one categorical factor (c = 1) with no extra
runs and the correlation of one categorical factor (c = 1) with extra runs is very small. All the
generatwed designs from m = 8 to m = 22 of this method are presented in Appendix D
3.3 Correlation structure of the (SDW2) and (SDW2,+4runs)
In this section we investigate the theoretical properties of the constructed designs. The correla-
tion of a quadratic effect with any of the linear effects will be zero. The next theorem calculate
the exact correlations in all the other cases for the design constructed in section 3.2.1.
Theorem 1. Let D = [d1, d2, . . . , dm−c, . . . , a1] be a DSD, with m− c quantitative factors and
c categorical 2-level factors, that it is constructed by a weighting matrix W (m,m − 2) as in
section 3.2.1. The correlation structure of the model matrix for the main and 2-fi model is:
i. Cor(di,dj) = 0
ii. Cor(di,aj) = 0
iii. Cor(di,djdl) = 0
iv. Cor(ai,aj) = 0
v. Cor(ai,djdl) ∈
{
±2√
m(m−4) , 0
}
vi. Cor(di,djal) ∈
{
±2
m−2 , 0
}
vii. Cor(ai,djal) ∈
{
±4√
(m)(m−2) ,
±2√
(m)(m−2) , 0
}
viii. Cor(di,ajal) ∈
{
±4√
(m)(m−2) ,
±2√
(m)(m−2) , 0
}
ix. Cor(ai,ajal) ∈
{±6
m ,
±4
m ,
±2
m , 0
}
Proof. The proof is provided in Appendix A
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Example 3. In this example we will illustrate the correlation structure of the model matrix
for all terms as this is shown in theorem 1 can be calculated. Let suppose the number of factors
m = 10 then:
Table 3.7: matrix for example 3 with d = 7 and c = 3
d1 d2 d3 d4 d5 d6 d7 a3 a2 a1
0 1 -1 1 1 0 1 -1 -1 -1
0 1 1 1 -1 0 1 1 -1 1
1 0 1 -1 1 -1 0 1 -1 -1
-1 0 1 1 1 1 0 1 1 -1
1 1 0 1 -1 -1 -1 1 1 -1
1 -1 0 1 1 -1 1 -1 1 1
-1 1 1 0 1 -1 -1 -1 1 1
1 1 -1 0 1 1 -1 1 -1 1
1 -1 1 1 0 1 -1 -1 -1 1
1 1 1 -1 0 1 1 -1 1 -1
0 -1 1 -1 -1 0 -1 1 1 1
0 -1 -1 -1 1 0 -1 -1 1 -1
-1 0 -1 1 -1 1 0 -1 1 1
1 0 -1 -1 -1 -1 0 -1 -1 1
-1 -1 0 -1 1 1 1 1 -1 1
-1 1 0 -1 -1 1 -1 -1 -1 -1
1 -1 -1 0 -1 1 1 1 1 -1
-1 -1 1 0 -1 -1 1 -1 -1 -1
-1 1 -1 -1 0 -1 1 1 1 1
-1 -1 -1 1 0 -1 -1 1 -1 -1
0 0 0 0 0 0 0 0 0 0
i. Cor(d1,d2) = 0
ii. Cor(d1,a3) = 0
iii. Cor(d1,d2d3) = 0
iv. Cor(a3,a1) = 0
v. Cor(a1,d1d2) = −0.26
vi. Cor(d1,d2a1) = −0.25
vii. Cor(a1,d1a3) = 0
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viii. Cor(d1,a3a1) = −0.22
ix. Cor(a3,a2a1) = −0.2
Note that the correlation value change depends on which columns we calculate the correlation
for. For example the correlation between column a1 and the interaction between d1a3 is 0.
While if we calculate the correlation value for different columns we may have different corre-
lation value. For example the correlation between column a1 and the interaction between d1a2
is −0.45. All possible correlation values between terms in the model have been presented in
theorem 1.
In section 3.2.2 we discuss the case of adding four runs before we generate the categorical
factors. Again we are able to predict the correlation structure of the generated designs. These
result are given in theorem 2.
Theorem 2. Let D = [d1, d2, . . . , dm−c, ac, . . . , a2, a1] be a DSDs with m − c quantitative
factors and c ≤ 7 categorical 2-level factors that it is constructed by a weighting matrix
W (m,m − 2) as in section 3.2.2. The correlation structure of the model matrix for the main
and 2-fi model is:
i. Cor(di,dj) = 0
ii. Cor(di,aj) = 0
iii. Cor(di,djdl) = 0
iv. Cor(ai,aj) = 0
v. Cor(ai,djdl) ∈
{
±2√
m2−4 ,
±2√
(m+2)(m−4) , 0
}
vi. Cor(di,djal) ∈
{
±2
m−2 , 0
}
vii. Cor(ai,djal) ∈
{
±4√
m2−4 ,
±2√
m2−4 , 0
}
viii. cor(di,ajal) ∈
{
±4√
m2−4 ,
±2√
m2−4 , 0
}
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ix. Cor(ai,ajal) ∈
{
±8
m+2 ,
±6
m+2 ,
±4
m+2 ,
±2
m+2 , 0
}
Proof. The proof is provided in Appendix A
Example 4. In this example we will illustrate the correlation structure of the model matrix for
all terms as this is shown in therorem 2 can be calculated. Let suppose the number of factors
m = 10 then:
Table 3.8: matrix for example 4 with d = 7 and c = 3
d1 d2 d3 d4 d5 d6 d7 a3 a2 a1
0 0 1 1 -1 -1 1 -1 1 -1
0 0 1 1 1 1 1 -1 -1 1
1 -1 0 0 1 1 -1 -1 1 -1
-1 1 0 0 1 1 1 1 1 -1
1 -1 -1 1 0 0 1 1 -1 -1
1 -1 1 -1 0 0 1 1 1 1
-1 -1 -1 1 1 -1 0 1 1 1
1 1 -1 1 -1 1 0 -1 1 1
1 1 -1 -1 1 -1 1 -1 1 1
1 1 1 1 1 -1 -1 1 -1 -1
0 0 -1 -1 1 1 -1 1 -1 1
0 0 -1 -1 -1 -1 -1 1 1 -1
-1 1 0 0 -1 -1 1 1 -1 1
1 -1 0 0 -1 -1 -1 -1 -1 1
-1 1 1 -1 0 0 -1 -1 1 1
-1 1 -1 1 0 0 -1 -1 -1 -1
1 1 1 -1 -1 1 0 1 -1 -1
-1 -1 1 -1 1 -1 0 -1 -1 -1
-1 -1 1 1 -1 1 -1 1 1 1
-1 -1 -1 -1 -1 1 1 -1 -1 -1
0 0 0 0 0 0 0 1 -1 1
0 0 0 0 0 0 0 -1 -1 1
0 0 0 0 0 0 0 1 1 -1
0 0 0 0 0 0 0 -1 1 -1
i. Cor(d1,d2) = 0
ii. Cor(d1,a1) = 0
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iii. Cor(d1,d2d3) = 0
iv. Cor(a2,a1) = 0
v. Cor(a3,d1d2) = 0
vi. Cor(d2,d4a3) = −0.25
vii. Cor(a3,d5a1) = 0
viii. cor(d2,a3a2) = −0.41
ix. Cor(a3,a2a1) = 0
Note that the correlation value change depends on which columns we calculate the correlation
for. For example the correlation between column a3 and the interaction between d5a1 is 0.
While if we calculate the correlation value for different columns we may have different corre-
lation value. For example the correlation between column a3 and the interaction between d1a1
is −0.41. All possible correlation values between terms in the model have been presented in
theorem 2.
3.4 Screening designs for adding two-level categorical factors
constructed from W = W(m,m− 3) (SDW3)
In this section we will use the special case of W(m,m − 3) to generate the new screening
designs (SDW3).
Procedure:
1. Start with a design, D =

W
0s
−W
, with 2m+ s runs and m factors constructed from
a weighing matrix W = W(m,m− 3), as in (?).
2. Remove the s centre points and call the derived design D1.
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3. Let c be the number of desirable categorical factors to generate. Select c columns of D1
and denote those columns by j1, j2, . . . , jc.
4. If the selected columns have no coincidence of zero (t = 0) then we replace the first,
third, fourth and sixth zeros in column ji to +1. The second and fifth zeros in column ji
to −1.
If there are two columns j1, j2 of the selected columns that have four coincidence of zeros
(t = 4) then:
i The four pair of zeroes in (j1, j2) are replaced by (+,+),(+,+),(+,−),(+,−).
ii The two zeroes that are left in j1 are replaced by −1.
iii The two zeroes that are left in j2 are replaced by 1.
5. Define a 4 × c matrix B, B =

−z4 −z3 −z2 z1
−z4 −z3 z2 −z1
−z4 z3 −z2 −z1
z4 −z3 −z2 −z1
, and by Bc denote the 4 × c
matrix consist of the last c columns of B.
6. The new additional four runs will be [14×1 04×(m−c) Bc ]
Example 5. In this example we illustrate the construction of (SDW3) with 28 runs and 12
factors to accommodate two level categorical factors. There will be 9 continuous factors and 3
categorical factors.
Step 1-2 Using D that is constructed from a weighing matrix W = W(12, 9) as it is shown
in the procedure, we will add 3 two-level categorical factors.
Step 3 We select the last column 12 and replace the first,third,fourth and sixth zeros to z1
and replace the second and fifth zeros to −z1. We select the column 11 and replace the
first,third,fourth and sixth zeros to z2 and replace the second and fifth zeros to −z2. We
select the column 10 and replace the first,third,fourth and sixth zeros to z3 and replace
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the second and fifth zeros to −z3. we add Bc matrix using z1, z2 and z3 for the four
additional runs of columns 12, 11 and 10 respectively.
Step 4 We select the value from 1,−1 for all symbols.
Table 3.9: Construction 3.4 illustrating example with c = 3
(step1)
+ 0−−+−−0−−0 +
−+−0 + 0−−+ 0−−
+−−0 ++ 0 ++ 0+−
0 0−++++−−+ 0 +
++−+−0 0 ++ 0−+
+−0−−+−−0 +−0
+−0 + 0−+−0−−−
0 +−−−++ 0−−0−
0 0 +−+++ 0 +−−+
+++ 0 + 0 0 +−+−−
−−0 + 0 +−+−−−0
−−−−0−++ 0 +−0
−0 ++−++ 0 ++ 0−
+−+ 0−0 ++−0 ++
−++ 0−−0−−0−+
0 0 +−−−−++−0−
−−+−+ 0 0−−0 +−
−+ 0 ++−++ 0−+ 0
−+ 0−0 +−+ 0 +++
0−+++−−0 ++ 0 +
0 0−+−−−0−++−
−−−0−0 0−+−++
++ 0−0−+−+++ 0
++++ 0 +−−0−+ 0
0 0 0 0 0 0 0 0 0 0 0 0
(step2)
+ 0−−+−−0− −0 +
−+−0 + 0−−+ 0−−
+−−0 ++ 0 ++ 0 +−
0 0−++++−− + 0 +
++−+−0 0 ++ 0−+
+−0−−+−−0 +−0
+−0 + 0−+−0 −−−
0 +−−−++ 0− −0−
0 0 +−+++ 0 + −−+
+++ 0 + 0 0 +− +−−
−−0 + 0 +−+− −−0
−−−−0−++ 0 +−0
−0 ++−++ 0 + + 0−
+−+ 0−0 ++− 0 ++
−++ 0−−0−− 0−+
0 0 +−−−−++ −0−
−−+−+ 0 0−− 0 +−
−+ 0 ++−++ 0 −+ 0
−+ 0−0 +−+ 0 +++
0−+++−−0 + + 0 +
0 0−+−−−0− ++−
−−−0−0 0−+ −++
++ 0−0−+−+ ++ 0
++++ 0 +−−0 −+ 0
0 0 0 0 0 0 0 0 0 0 0 0
(step3)
+ 0−−+−−0− − z2 +
−+−0 + 0−−+ z3 − −
+−−0 ++ 0 ++−z3 + −
0 0−++++−− + −z2 +
++−+−0 0 ++ z3 − +
+−0−−+−−0 + − z1
+−0 + 0−+−0 − − −
0 +−−−++ 0− − z2 −
0 0 +−+++ 0 + − − +
+++ 0 + 0 0 +− + − −
−−0 + 0 +−+− − − −z1
−−−−0−++ 0 + − z1
−0 ++−++ 0 + + z2 −
+−+ 0−0 ++− z3 + +
−++ 0−−0−−−z3 − +
0 0 +−−−−++ − −z2 −
−−+−+ 0 0−− z3 + −
−+ 0 ++−++ 0 − + z1
−+ 0−0 +−+ 0 + + +
0−+++−−0 + + z2 +
0 0−+−−−0− + + −
−−−0−0 0−+ − + +
++ 0−0−+−+ + + −z1
++++ 0 +−−0 − + z1
0 0 0 0 0 0 0 0 0−b3−b2−b1
0 0 0 0 0 0 0 0 0−b3−b2 b1
0 0 0 0 0 0 0 0 0−b3 b2 −b1
0 0 0 0 0 0 0 0 0 b3 −b2−b1
(step4)
+ 0−−+−−0−−++
−+−0 + 0−−++−−
+−−0 ++ 0 ++−+−
0 0−++++−−+−+
++−+−0 0 +++−+
+−0−−+−−0 +−+
+−0 + 0−+−0−−−
0 +−−−++ 0−−+−
0 0 +−+++ 0 +−−+
+++ 0 + 0 0 +−+−−
−−0 + 0 +−+−−−−
−−−−0−++ 0 +−+
−0 ++−++ 0 +++−
+−+ 0−0 ++−+++
−++ 0−−0−−−−+
0 0 +−−−−++−−−
−−+−+ 0 0−−++−
−+ 0 ++−++ 0−++
−+ 0−0 +−+ 0 +++
0−+++−−0 ++++
0 0−+−−−0−++−
−−−0−0 0−+−++
++ 0−0−+−+++−
++++ 0 +−−0−++
0 0 0 0 0 0 0 0 0−−−
0 0 0 0 0 0 0 0 0−−+
0 0 0 0 0 0 0 0 0−+−
0 0 0 0 0 0 0 0 0 +−−
3.5 Correlation structure of the (SDW3)
In this section we investigate the correlation properties of the constructed designs in section
3.4 the next two theorems calculate the exact correlation in all the other cases for the design
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Table 3.10: All designs with 24 runs and c categorical factors for W = W(m,m− 3)
(c = 1)
+ 0−−+−−0−−0 +
−+−0 + 0−−+ 0−−
+−−0 ++ 0 ++ 0+−
0 0−++++−−+ 0 +
++−+−0 0 ++ 0−+
+−0−−+−−0 +−+
+−0 + 0−+−0−−−
0 +−−−++ 0−−0−
0 0 +−+++ 0 +−−+
+++ 0 + 0 0 +−+−−
−−0 + 0 +−+−−−−
−−−−0−++ 0 +−+
−0 ++−++ 0 ++ 0−
+−+ 0−0 ++−0 ++
−++ 0−−0−−0−+
0 0 +−−−−++−0−
−−+−+ 0 0−−0 +−
−+ 0 ++−++ 0−++
−+ 0−0 +−+ 0 +++
0−+++−−0 ++ 0 +
0 0−+−−−0−++−
−−−0−0 0−+−++
++ 0−0−+−+++−
++++ 0 +−−0−++
0 0 0 0 0 0 0 0 0 0 0−
0 0 0 0 0 0 0 0 0 0 0−
(c = 2)
+ 0−−+−−0−−++
−+−0 + 0−−+ 0−−
+−−0 ++ 0 ++ 0+−
0 0−++++−−+−+
++−+−0 0 ++ 0−+
+−0−−+−−0 +−+
+−0 + 0−+−0−−−
0 +−−−++ 0−−+−
0 0 +−+++ 0 +−−+
+++ 0 + 0 0 +−+−−
−−0 + 0 +−+−−−−
−−−−0−++ 0 +−+
−0 ++−++ 0 +++−
+−+ 0−0 ++−0 ++
−++ 0−−0−−0−+
0 0 +−−−−++−−−
−−+−+ 0 0−−0 +−
−+ 0 ++−++ 0−++
−+ 0−0 +−+ 0 +++
0−+++−−0 ++++
0 0−+−−−0−++−
−−−0−0 0−+−++
++ 0−0−+−+++−
++++ 0 +−−0−++
0 0 0 0 0 0 0 0 0 0−−
0 0 0 0 0 0 0 0 0 0−−
0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0 +−
(c = 3)
+ 0−−+−−0−−++
−+−0 + 0−−++−−
+−−0 ++ 0 ++−+−
0 0−++++−−+−+
++−+−0 0 +++−+
+−0−−+−−0 +−+
+−0 + 0−+−0−−−
0 +−−−++ 0−−+−
0 0 +−+++ 0 +−−+
+++ 0 + 0 0 +−+−−
−−0 + 0 +−+−−−−
−−−−0−++ 0 +−+
−0 ++−++ 0 +++−
+−+ 0−0 ++−+++
−++ 0−−0−−−−+
0 0 +−−−−++−−−
−−+−+ 0 0−−++−
−+ 0 ++−++ 0−++
−+ 0−0 +−+ 0 +++
0−+++−−0 ++++
0 0−+−−−0−++−
−−−0−0 0−+−++
++ 0−0−+−+++−
++++ 0 +−−0−++
0 0 0 0 0 0 0 0 0−−−
0 0 0 0 0 0 0 0 0−−+
0 0 0 0 0 0 0 0 0−+−
0 0 0 0 0 0 0 0 0 +−−
(c = 4)
+ 0−−+−−0−−++
−+−0 + 0−−++−−
+−−0 ++ 0 ++−+−
0 0−++++−−+−+
++−+−0 0 +++−+
+−0−−+−−++−+
+−0 + 0−+−+−−−
0 +−−−++ 0−−+−
0 0 +−+++ 0 +−−+
+++ 0 + 0 0 +−+−−
−−0 + 0 +−+−−−−
−−−−0−++−+−+
−0 ++−++ 0 +++−
+−+ 0−0 ++−+++
−++ 0−−0−−−−+
0 0 +−−−−++−−−
−−+−+ 0 0−−++−
−+ 0 ++−+++−++
−+ 0−0 +−+++++
0−+++−−0 ++++
0 0−+−−−0−++−
−−−0−0 0−+−++
++ 0−0−+−+++−
++++ 0 +−−−−++
0 0 0 0 0 0 0 0−−−+
0 0 0 0 0 0 0 0−−+−
0 0 0 0 0 0 0 0−+−−
0 0 0 0 0 0 0 0 +−−−
constructed in section 3.4. we need to put under consideration the number of zeros that have
the same position (t). As given by (?) For m > 7 we have that there might be some pairs of
columns with t = 0 coincidence of zeros and some others with t = 2. For m ≤ 7, we have that
there might be some pairs of columns with t = 0, 1, 2 for all pairs of columns.
Theorem 3. Let D = [d1, d2, . . . , dm−c, ac, . . . , a2, a1] be a (DSD) with m − c quantitative
factors , c ≤ 4 which c is two-level categorical factors and t = 0 that it is constructed by a
weighting matrix W (m,m−3) as in section 3.4. The correlation structure of the model matrix
for the main and 2-fi model is:
i. Cor(di,dj) = 0
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ii. Cor(di,aj) = 0
iii. Cor(di,djdl) = 0
iv. Cor(ai,aj) = 0
v. Cor(ai,djdl) ∈
{
±3√
(m+2)(m−6) ,
±1√
(m+2)(m−6)
}
vi. Cor(di,djal) ∈
{
±3
m−3 ,
±1
m−3
}
vii. Cor(ai,djal) ∈
{
±6√
(m−3)(m+2) ,
±4√
(m−3)(m+2) ,
±2√
(m−3)(m+2) , 0
}
viii. cor(di,ajal) ∈
{
±6√
(m−3)(m+2) ,
±4√
(m−3)(m+2) ,
±2√
(m−3)(m+2) , 0
}
ix. Cor(ai,ajal) ∈
{
±9
m+2 ,
±7
m+2 ,
±5
m+2 ,
±3
m+2 ,
±1
m+2
}
Proof. The proof is provided in Appendix A
Example 6. In this example we will illustrate the correlation structure of the model matrix for
all terms as this is shown in therorem 3 can be calculated. Let suppose the number of factors
m = 12 and t = 0 then:
i. Cor(d1,d2) = 0
ii. Cor(d1,a1) = 0
iii. Cor(d1,d2d3) = 0
iv. Cor(a3,a2) = 0
v. Cor(a3,d1d2) = −0.09
vi. Cor(d1,d2a2) = 0
vii. Cor(a3,d1a2) = −0.18
viii. cor(d2,a3a1) = −0.36
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Table 3.11: matrix for example 6 with d = 9 and c = 3
d1 d2 d3 d4 d5 d6 d7 d8 d9 a3 a2 a1
1 0 -1 -1 1 -1 -1 0 -1 -1 1 1
-1 0 1 1 -1 1 1 0 1 1 1 -1
-1 1 -1 0 1 0 -1 -1 1 1 -1 -1
1 -1 1 0 -1 0 1 1 -1 1 1 1
1 -1 -1 0 1 1 0 1 1 -1 1 -1
-1 1 1 0 -1 -1 0 -1 -1 -1 -1 1
0 0 -1 1 1 1 1 -1 -1 1 -1 1
0 0 1 -1 -1 -1 -1 1 1 -1 -1 -1
1 1 -1 1 -1 0 0 1 1 1 -1 1
-1 -1 1 -1 1 0 0 -1 -1 1 1 -1
1 -1 0 -1 -1 1 -1 -1 0 1 -1 1
-1 1 0 1 1 -1 1 1 0 -1 1 1
1 -1 0 1 0 -1 1 -1 0 -1 -1 -1
-1 1 0 -1 0 1 -1 1 0 1 1 1
0 1 -1 -1 -1 1 1 0 -1 -1 1 -1
0 -1 1 1 1 -1 -1 0 1 1 1 1
0 0 1 -1 1 1 1 0 1 -1 -1 1
0 0 -1 1 -1 -1 -1 0 -1 1 1 -1
1 1 1 0 1 0 0 1 -1 1 -1 -1
-1 -1 -1 0 -1 0 0 -1 1 -1 1 1
-1 -1 0 1 0 1 -1 1 -1 -1 -1 -1
1 1 0 -1 0 -1 1 -1 1 1 1 -1
-1 -1 -1 -1 0 -1 1 1 0 1 -1 1
1 1 1 1 0 1 -1 -1 0 -1 1 1
0 0 0 0 0 0 0 0 0 -1 -1 -1
0 0 0 0 0 0 0 0 0 -1 -1 1
0 0 0 0 0 0 0 0 0 -1 1 -1
0 0 0 0 0 0 0 0 0 1 -1 -1
ix. Cor(a3,a2a1) = −0.14
Note that the correlation value change depends on which columns we calculate the correlation
for. For example the correlation between column d1 and the interaction between d2a2 is 0.
While if we calculate the correlation value for different columns we may have different correla-
tion value. For example the correlation between column d1 and the interaction between d2a3 is
0.11. All possible correlation values between terms in the model have been presented in theorem
3.
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Theorem 4. Let D = [d1, d2, . . . , dm−c, ac, . . . , a2, a1] be a DSD with m−c quantitative factors
, c ≤ 4 which c is two-level categorical factors and t = 2 that it is constructed by a weighting
matrix W (m,m − 3) as in section 3.4. The correlation structure of the model matrix for the
main and 2-fi model is:
i. Cor(di,dj) = 0
ii. Cor(di,aj) = 0
iii. Cor(di,djdl) = 0
iv. Cor(ai,aj) = 0
v. Cor(ai,djdl) ∈
{
±3√
(m+2)(m−4) ,
±1√
(m+2)(m−4) , 0
}
vi. Cor(di,djal) ∈
{
±3
m−3 ,
±1
m−3 , 0
}
vii. Cor(ai,djal) ∈
{
±4√
(m−3)(m+2) ,
±2√
(m−3)(m+2) , 0
}
viii. cor(di,ajal) ∈
{
±4√
(m−3)(m+2) ,
±2√
(m−3)(m+2) , 0
}
ix. Cor(ai,ajal) ∈
{
±5
m+2 ,
±3
m+2 ,
±1
m+2
}
Proof. The proof is provided in Appendix A
Example 7. In this example we will illustrate the correlation structure of the model matrix for
all terms as this is shown in therorem 4 can be calculated. Let suppose the number of factors
m = 12 and t = 2 then:
i. Cor(d1,d2) = 0
ii. Cor(d1,a3) = 0
iii. Cor(d2,d3d4) = 0
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Table 3.12: matrix for example 7 with d = 9 and c = 3
d1 d2 d3 d4 d5 d6 d7 d8 d9 a3 a2 a1
-1 0 1 -1 -1 -1 0 -1 -1 1 1 1
1 0 -1 1 1 1 0 1 1 1 -1 -1
-1 -1 -1 0 0 0 -1 -1 1 1 1 -1
1 1 1 0 0 0 1 1 -1 -1 -1 1
0 1 1 1 0 0 1 -1 1 -1 1 -1
0 -1 -1 -1 0 0 -1 1 -1 1 -1 1
1 -1 0 1 1 1 0 -1 -1 -1 1 1
-1 1 0 -1 -1 -1 0 1 1 -1 -1 -1
0 1 1 0 0 1 -1 -1 1 1 -1 1
0 -1 -1 0 0 -1 1 1 -1 -1 1 -1
-1 -1 1 1 1 -1 -1 0 0 -1 -1 1
1 1 -1 -1 -1 1 1 0 0 1 1 1
1 -1 1 -1 -1 1 -1 0 0 -1 -1 -1
-1 1 -1 1 1 -1 1 0 0 1 -1 1
1 0 0 1 -1 -1 0 -1 -1 1 -1 -1
-1 0 0 -1 1 1 0 1 1 -1 1 1
1 0 0 1 -1 -1 -1 1 1 1 1 1
-1 0 0 -1 1 1 1 -1 -1 1 -1 -1
0 1 1 0 1 0 -1 1 -1 1 1 -1
0 -1 -1 0 -1 0 1 -1 1 -1 -1 1
-1 1 -1 1 -1 1 -1 0 -1 -1 1 -1
1 -1 1 -1 1 -1 1 0 1 1 1 -1
1 1 -1 -1 1 -1 -1 -1 0 -1 1 1
-1 -1 1 1 -1 1 1 1 0 1 1 1
0 0 0 0 0 0 0 0 0 -1 -1 -1
0 0 0 0 0 0 0 0 0 -1 -1 1
0 0 0 0 0 0 0 0 0 -1 1 -1
0 0 0 0 0 0 0 0 0 1 -1 -1
iv. Cor(a3,a2) = 0
v. Cor(a2,d2d3) = −0.09
vi. Cor(d1,d2a2) = 0.11
vii. Cor(a2,d1a1) = 0.18
viii. cor(d1,a2a1) = 0.11
ix. Cor(a3,a2a1) = 0.14
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Note that the correlation value change depends on which columns we calculate the correlation
for. For example the correlation between column d1 and the interaction between d2a2 is 0.11.
While if we calculate the correlation value for different columns we may have different correla-
tion value. For example the correlation between column d1 and the interaction between d2a1 is
0.33. All possible correlation values between terms in the model have been presented in theorem
4.
3.6 Correlation between Quadratic effects
In the next theorem we investigate the correlation of two quadratic effects for designs that
introduced in section 3.2 and section 3.4.
Theorem 5. The presented designs, with m factors and c < m/2 of them being categorical, will
be able to estimate up to (m − c)/2 quadratic effects. One advantage of the method (SDW2)
when (c = m/2) is that as the number of categorical factors increases, the maximum correlation
between two quadratic effects decreases. However, since some of their quadratic effects are fully
confounded with each other when c < m/2 , one may select the method (SDW3) with m factors,
c ≤ 4 categorical factors and t = 0, 2 will be able to estimate quadratic effects. there are two
cases for the method (SDW3) depands on t which is the number of zeros coincidence in columns
wj and wl of W. It is actually easy to verify the following:
i. for the method (SDW2) When the number of categorical factors is half the total number
of factors (c = m/2). We have that the maximum correlation between two quadratic
effects is 1− ( mm−2).
ii. for the method (SDW3)
• when t = 0 we have that the maximum correlation between two quadratic effects is
1− mm−3 .
• when t = 2 we have that the maximum correlation between two quadratic effects is
1− m3(m−3) .
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Proof. The proof is provided in Appendix A
Example 8. Suppose we have a (SDW3) with two quadratic coulmns j1 and j2. If j1 and j2
has t = 0 then we use 1 − mm−3 formula to get the maximum absolute value. If j1 and j2 has
t = 2 then we use 1− m3(m−3) formula to get the maximum absolute value.
3.7 Results and designs
In this chapter, we have given a new general methodology for adding two-level categorical
factors to DSDs. We have introduced three new construction methods based on weighing
matrices W = W(m, k) for k = 2, 3. The three methods produce designs with main effects
being pairwise orthogonal. Moreover, For SDW2, (SDW2,+4runs) and SDW3 methods the
correlation between different effects decrease when the number of factors increase. The gen-
erated designs have some partial aliasing between the main effects and two factor interactions
that involves categorical factors. that is something that is expected since the run size is kept as
small as possible. For SDW2 method can be orthogonal up to c = m/2 for main effects which
gives benefit over all designs in this thesis. For (SDW2,+4runs) method can be orthogonal up
to c ≤ 7 for main effects. For SDW3 can be orthogonal up to c ≤ 4 for main effects.
In table 3.14 we compare the designs constructed in this thesis with existing designs in the
literature. By m we denote the total number of factors in the design matrix, n denotes the
run size in the design matrix, max aliased denotes the max absolute values in aliased terms,
max c denotes the max categorical factors that can be included in the design matrix, while
we use aj to denote the categorical factors and dj to denote the quantitative factors. In the
term column, ajal will represent the interaction term of the two different categorical factors aj
and al. Similarly, ajdl denotes the interaction of the categorical factor aj and the quantitative
factor dl. Moreover, djdl denotes interaction of the two different quantitative factors dj and
dl.
In table 3.14 we also compare four different construction methods. Method SDW2 is the first
method of this thesis 3.2.2, method (SDW2,+4runs) is the second method of this thesis 3.2.1,
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method SDW3 is the third method of this thesis 3.4, methods DSD and ORTH are the
DSD-augmented method and ORTH-augment method respctively, that were provided in (?).
Also, note the correlation values presented in the table are not influenced by the number of
categorical factors included in the designs. One additional difference of SDW2 design con-
structed in this thesis is that this design can accommodate more categorical factors than the
all designs such as (SDW2,+4runs), SDW3, DSD and ORTH. Note that we presented the
max absolute value of the alias matrix for the terms of all the interest. As can be seen from
the table 3.14. For c ≤ 4 categorical factors we recommend the use of designs from SDW3,
DSD and ORTH, for 5 ≤ c ≤ 7 we recommend using designs from (SDW2,+4runs) while for
c ≥ 7 only the design from method SDW2 exist.
Figure 3.2 shows the correlation on color map between main effects Cor(di,dj) for de-
signs constructed by SDW2 and DSD are being pairwise orthogonal. Also, the correlation
between main effects with categorical factors Cor(di,aj) is being pairwise orthogonal with
SDW2, while the max absolute value is 0.08 in DSD that mean the DSD design has some
partial aliase involving categorical factors. In Figure 3.3 shows the correlation between main
effects and quadratic effects Cor(di,djj) and the correlation between categorical factors and
quadratic factors Cor(ai,djj) for designs constructed by SDW2 and DSD are being pairwise
orthogonal. Moreover, the max absolute correlation between quadratic effects Cor(dii,djj) is
0.40 in DSD while is fully aliased in SDW2 that means the correlation between quadratic
effects can not be estimable when c < m/2. In Figure 3.4 shows the correlation between main
effects Cor(di,dj) for designs constructed by SDW2 and DSD are being pairwise orthogonal
when the number of the categoriocal factors are half the number of the total number of the
factors. Also,the correlation between main effects with categorical factors Cor(di,aj) is being
pairwise orthogonal with SDW2, while there is some partial aliased in DSD. In Figure 3.5
shows the correlation between main effects and quadratic effects Cor(di,djj) and the correla-
tion between categorical factors and quadratic factors Cor(ai,djj) for designs constructed by
SDW2 and DSD are being pairwise orthogonal. Also,the max absolute correlation between
quadratic effects Cor(dii,djj) is 0.40 in DSD while the max absolute correlation between
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quadratic effects Cor(dii,djj) when the number of categorical factors half the total number of
factors is 0.20 in SDW2. In Figure 3.6 shows the correlation between main effects Cor(di,dj)
for designs constructed by (SDW2,+4runs), ORTH and SDW3 are being pairwise orthogonal.
Also,the correlation between main effects with categorical factors Cor(di,aj) is being pairwise
orthogonal with (SDW2,+4runs), while there are some partial aliasing involving categorical
factors in ORTH and SDW3 because c > 4. In Figure 3.7 shows the correlation between
main effects and quadratic effects Cor(di,djj) for designs constructed by ORTH and SDW3
are being pairwise orthogonal and the correlation between categorical factors and quadratic
factors Cor(ai,djj) for designs constructed by ORTH and SDW3 are being partial aliased.
Also,the max absolute correlation between quadratic effects Cor(dii,djj) is 0.40 in ORTH
while the max absolute correlation between quadratic effects Cor(dii,djj) is 0.33 in SDW3.
In Figure 3.1 we compare the absolute value of the correlation between two quadratic effects
versus the factors size for the designs constructed in this thesis with existing designs in the
literature DSD and ORTH . It can be seen from the chart the value of SDW3 method
decrease when the number of factors increase when c = m/2. The SDW3 design with t = 0
decrease when the number of factors increase. In Table 3.13 we presented the exact value for
each designs constructed in this thesis with existing designs in the literature. By m By m we
denote the total number of factors in the design matrix. For example, when m = 8 the smallest
value among all designs is 0.333 which belong to SDW2, when m = 100 the smallest value
through all designs is 0.02 that is neraly zero for SDW2.
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Table 3.13: Comparison of designs based on the max absolute values in their quadratic alias
matrices
m ORTH DSD SDW 2 (c=m/2) SDW 3 (t=0) SDW 3 (t=2)
8 0.357 0.524 0.333 0.600 0.467
10 0.389 0.556 0.250 0.429 0.524
12 0.409 0.576 0.200 0.333 0.556
14 0.423 0.590 0.167 0.273 0.576
16 0.433 0.600 0.143 0.231 0.590
18 0.441 0.608 0.125 0.200 0.600
20 0.447 0.614 0.111 0.176 0.608
22 0.452 0.619 0.100 0.158 0.614
24 0.457 0.623 0.091 0.143 0.619
26 0.460 0.627 0.083 0.130 0.623
28 0.463 0.630 0.077 0.120 0.627
30 0.466 0.632 0.071 0.111 0.630
32 0.468 0.634 0.067 0.103 0.632
34 0.470 0.636 0.063 0.097 0.634
36 0.471 0.638 0.059 0.091 0.636
38 0.473 0.640 0.056 0.086 0.638
40 0.474 0.641 0.053 0.081 0.640
42 0.476 0.642 0.050 0.077 0.641
44 0.477 0.643 0.048 0.073 0.642
46 0.478 0.644 0.045 0.070 0.643
48 0.479 0.645 0.043 0.067 0.644
50 0.480 0.646 0.042 0.064 0.645
52 0.480 0.647 0.040 0.061 0.646
54 0.481 0.648 0.038 0.059 0.647
56 0.482 0.648 0.037 0.057 0.648
58 0.482 0.649 0.036 0.055 0.648
60 0.483 0.650 0.034 0.053 0.649
62 0.484 0.650 0.033 0.051 0.650
64 0.484 0.651 0.032 0.049 0.650
66 0.485 0.651 0.031 0.048 0.651
68 0.485 0.652 0.030 0.046 0.651
70 0.486 0.652 0.029 0.045 0.652
72 0.486 0.653 0.029 0.043 0.652
74 0.486 0.653 0.028 0.042 0.653
76 0.487 0.653 0.027 0.041 0.653
78 0.487 0.654 0.026 0.040 0.653
80 0.487 0.654 0.026 0.039 0.654
82 0.488 0.654 0.025 0.038 0.654
84 0.488 0.655 0.024 0.037 0.654
86 0.488 0.655 0.024 0.036 0.655
88 0.489 0.655 0.023 0.035 0.655
90 0.489 0.655 0.023 0.034 0.655
92 0.489 0.656 0.022 0.034 0.655
94 0.489 0.656 0.022 0.033 0.656
96 0.489 0.656 0.021 0.032 0.656
98 0.490 0.656 0.021 0.032 0.656
100 0.490 0.657 0.020 0.031 0.656
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Figure 3.1: Correlation between quadratic effects for all designes
Figure 3.2: color map on correlation for main effects. Left:Designs constructed by SDW2
m = 9 factors, c = 3 categorical factor and n = 24 runs.Right:Designs constructed by DSD
m = 9 factors, c = 3 categorical factors and n = 26 runs.
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Table 3.14: Comparison of designs based on the max absolute values in their alias matrices
m terms
Methods
SDW2 SDW2,+4runs DSD ORTH SDW3 SDW3
t = 0 t = 2
n max max n max max n max max n max max n max max n max max
alias c alias c alias c alias c alias c alias c
8 1,da 16 0 4 20 0 7 18 0.11 4 20 0 4 20 0.00 4 20 0.00 4
10 20 0 5 24 0 7 22 0.09 4 24 0 4 24 0.00 4 24 0.00 4
12 24 0 6 28 0 7 26 0.08 4 28 0 4 28 0.00 4 28 0.00 4
16 32 0 8 36 0 7 34 0.06 4 36 0 4 36 0.00 4 36 0.00 4
18 36 0 9 40 0 7 38 0.05 4 40 0 4 40 0.00 4 40 0.00 4
20 40 0 10 44 0 7 42 0.05 4 44 0 4 44 0.00 4 44 0.00 4
8 1,aa 16 0 4 20 0 7 18 0.33 4 20 0 4 20 0.00 4 20 0.00 4
10 20 0 5 24 0 7 22 0.27 4 24 0 4 24 0.00 4 24 0.00 4
12 24 0 6 28 0 7 26 0.08 4 28 0 4 28 0.00 4 28 0.00 4
16 32 0 8 36 0 7 34 0.06 4 36 0 4 36 0.00 4 36 0.00 4
18 36 0 9 40 0 7 38 0.16 4 40 0 4 40 0.00 4 40 0.00 4
20 40 0 10 44 0 7 42 0.05 4 44 0 4 44 0.00 4 44 0.00 4
8 a,aa 16 0.5 4 20 0.6 7 18 0 4 20 0.102 4 20 0.50 4 20 0.30 4
10 20 0.2 5 24 0.67 7 22 0 4 24 0.33 4 24 0.42 4 24 0.25 4
12 24 0.33 6 28 0.43 7 26 0 4 28 0.143 4 28 0.36 4 28 0.21 4
16 32 0.25 8 36 0.33 7 34 0 4 36 0.11 4 36 0.28 4 36 0.17 4
18 36 0.33 9 40 0.4 7 38 0 4 40 0.1 4 40 0.25 4 40 0.15 4
20 40 0.2 10 44 0.273 7 42 0 4 44 0.09 4 44 0.23 4 44 0.14 4
8 a,ad 16 0.25 4 20 0.4 7 18 0 4 20 0.2 4 20 0.57 4 20 0.28 4
10 20 0.4 5 24 0.33 7 22 0 4 24 0.17 4 24 0.44 4 24 0.22 4
12 24 0.33 6 28 0.29 7 26 0 4 28 0.14 4 28 0.36 4 28 0.18 4
16 32 0.25 8 36 0.22 7 34 0 4 36 0.11 4 36 0.26 4 36 0.13 4
18 36 0.22 9 40 0.2 7 38 0 4 40 0.1 4 40 0.23 4 40 0.12 4
20 40 0.2 10 44 0.18 7 42 0 4 44 0.09 4 44 0.21 4 44 0.10 4
8 d,ad 16 0.33 4 20 0.33 7 18 0 4 20 0.14 4 20 0.60 4 20 0.20 4
10 20 0.25 5 24 0.25 7 22 0 4 24 0.11 4 24 0.43 4 24 0.14 4
12 24 0.2 6 28 0.2 7 26 0 4 28 0.09 4 28 0.33 4 28 0.11 4
16 32 0.14 8 36 0.14 7 34 0 4 36 0.07 4 36 0.23 4 36 0.08 4
18 36 0.13 9 40 0.13 7 38 0 4 40 0.06 4 40 0.20 4 40 0.07 4
20 40 0.11 10 44 0.11 7 42 0 4 44 0.05 4 44 0.18 4 44 0.06 4
8 a,dd 16 0.25 4 20 0.2 7 18 0 4 20 0.11 4 20 0.67 4 20 0.47 4
10 20 0.2 5 24 0.17 7 22 0 4 24 0.091 4 24 0.43 4 24 0.35 4
12 24 0.17 6 28 0.14 7 26 0 4 28 0.08 4 28 0.33 4 28 0.28 4
16 32 0.13 8 36 0.11 7 34 0 4 36 0.06 4 36 0.22 4 36 0.20 4
18 36 0.11 9 40 0.1 7 38 0 4 40 0.05 4 40 0.19 4 40 0.18 4
20 40 0.11 10 44 0.09 7 42 0 4 44 0.05 4 44 0.17 4 44 0.16 4
8 d,aa 16 0.33 4 20 0.67 7 18 0 4 20 0.29 4 20 0.57 4 20 0.28 4
10 20 0.5 5 24 0.5 7 22 0 4 24 0.22 4 24 0.44 4 24 0.22 4
12 24 0.4 6 28 0.4 7 26 0 4 28 0.182 4 28 0.36 4 28 0.18 4
16 32 0.29 8 36 0.29 7 34 0 4 36 0.13 4 36 0.26 4 36 0.13 4
18 36 0.25 9 40 0.25 7 38 0 4 40 0.12 4 40 0.23 4 40 0.12 4
20 40 0.22 10 44 0.22 7 42 0 4 44 0.11 4 44 0.21 4 44 0.10 4
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Figure 3.3: color map on correlation between main effects and quadratics factors. Left:Designs
constructed by SDW2 m = 9 factors, c = 3 categorical factor and n = 24 runs.Right:Designs
constructed by DSD m = 9 factors, c = 3 categorical factors and n = 26 runs.
Figure 3.4: color map on correlation for main effects. Left:Designs constructed by SDW2
m = 6 factors, c = 6 categorical factor and n = 24 runs.Right:Designs constructed by DSD
m = 6 factors, c = 6 categorical factors and n = 26 runs.
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Figure 3.5: color map on correlation between main effects and quadratics factors. Left:Designs
constructed by SDW2 m = 6 factors, c = 6 categorical factor and n = 24 runs.Right:Designs
constructed by DSD m = 6 factors, c = 6 categorical factors and n = 26 runs.
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Figure 3.6: color map on correlation for main effects. Left:Designs constructed by
(SDW2,+4runs) m = 7 factors, c = 5 categorical factor and n = 28 runs. Right:Designs
constructed by ORTH m = 7 factors, c = 5 categorical factors and n = 28 runs. Left
bottom:Designs constructed by SDW3 m = 7 factors, c = 5 categorical factor and n = 28
runs.
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Figure 3.7: color map on correlation between main effects and quadratics factors.Left:Designs
constructed by ORTH m = 7 factors, c = 5 categorical factors and n = 28 runs.Right:Designs
constructed by SDW3 m = 7 factors, c = 5 categorical factor and n = 28 runs.
Chapter 4
Evaluate of screening designs from
weighing matrices with added
two-level categorical factors
In this chapter we investigate the estimation capacity of the screening designs (SDWs), s =
1, 2, 3 that were recently introduced in chapter 3. Simulation studies are performed using a
number of different models. These models include main effects and second order terms and
the procedure was evaluated by calculating the type I and type II error rates in each case.
The performance of the screening designs (SDWs) for s = 1, 2, 3 is also evaluated with respect
to the applied models and the resulted type I and type II errors. The evaluation results are
tabulated and discussed for practitioners to use.
4.1 Preamble
Definitive screening designs with added two-level categorical factors were first introduced by
(?) by building on previous work in the field [(?);(?)]. In another iteration of the definitive
screening design, (?) showed that an effective procedure used the orthogonality of main ef-
fects of factors concurrently with orthogonality between main effects and second-order effects.
Screening designs can be used for explanatory problems, or for predictive purposes. (?) used
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a five-factor definitive screening designs to investigate which is the best analysis method that
could be used depending on the goal of the experiment. They found that for explanatory pur-
poses, the Dantzig selector with the BIC statistic is preferable while for prediction models the
use of forward stepwise with BIC statistic resulted in a lower mean squared prediction error.
These estimators extended the advantageous properties of definitive screening designs, incor-
porating nonlinear factors and avoiding confounding of effects ((?); (?)). However, two-level
categorical factors in these designs have a partial aliasing effect between the factor interactions
and the intercept terms. In section 3 therefore introduced weighing matrices SDW1, SDW2
and SDW3 as modifications to the designs. Whilst this was a further developmental step, as it
gives existence when conference matrices do not exist, the performance of higher order models
may be compromised; for example in SDW2 the models that includes quadratic effects can
only be estimated in the case of exactly half of the design factors are categorical.
A number of different assumptions may apply when adding factor interactions into a model;
effect hierarchy, effect heredity, effect sparsity and others, see for example (?). A strong effect
heredity signifies that both corresponding main effects of a two-factor interaction should be in-
cluded in the model event if these are not active; weak effect heredity prevails that at least one
of the two main effects, constituting the interaction, should be included. However, (?) warned
that a weak effect heredity distorts interpretation. Studying effect heredity and effect sparsity
on screening designs, (?) compared a nine-factor definitive screening design with a similar
Box-Behnken design for four cases and two different noise levels. Box-Behnken designs are
three-level response surface designs; noise levels are uncontrollable variations in the inputs (?).
(?) concluded that the definitive screening designs performed better under the assumption of
strong heredity. Assuming strong effect heredity and up to three active main effects in designs,
(?) manage to identify all the active second-order terms. A screening design is efficient when
there are only a few active main effects (effect sparsity assumption), as heredity influence the
statistical analysis in experiments with lower resolution designs; as described previously by (?).
Another modification of definitive screening designs, in the (?) method, is the use of designs
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with two ‘fake’ of ‘false’ (i.e., unused) factors and they strongly recommend them in lieu of
the designs with minimal runs. Fake factors are orthogonal to the ‘real’ factors and to the
second-order terms. Adding two fake factors to the design results in four additional runs, but
provides a further two degrees of freedom for the estimation of the pure error, and greatly
facilitates active second-order effect identification. In a design where the number of factors
exceeded the number of observations, (?) added false (fake) factors to a regression model to
test for over-fitting or under-fitting of the model through the number of main effects that were
falsely selected as active (type I error). This approach using (uncorrelated) fake factors in
the design helps in identifying active main effects and also allow a sufficient number of active
second-order effects to be correctly fitted in a second order model (?). Adding additional centre
points will further increases the degrees of freedom for the estimate of the error variance.
A limitation of the effective design-based model selection method, that was proposed in
(?), is the quantitative nature of all factors is the used design matrices. To facilitate more
comprehensive use of the model, this chapter considers the alternative designs that were con-
structed from weighing matrices W = W (m, k) with added two-level categorical factors SDWs
for s = 1, 2, 3, see section 3.
Assume that we have a total of m = d + c real factors (including d quantitative and c
categorical factors) and in addition mf fake factors have been used in the construction of the
SDWs design. In this case, the number of columns of the SDWs design matrix is z = m+mf .
Also, we assume that all the third-order and higher-order effects are all negligible, which leads
to the following full second-order model:
yi = β0 +
m∑
j=1
βjxi,j
m−1∑
j=1
m∑
k=j+1
βjkxi,jxi,k +
d∑
j=1
βjjx
2
i,j + εi i = 1, . . . , n, (4.1)
where the coefficients β0, . . . , β12, . . . , βm−1,m, β11, . . . , βd,d are unknown but constant (many
of them are assumed to be zero based on the effect sparsity assumption), and the errors
εi are iid N(0, σ
2). The number of second order terms (2FIs and pure quadratic effects) is
m2 = (m(m+ 1)/2)− c as we do not have quadratic effects of the c included 2-level categorical
factors. Let D, C and F be the matrices consists of the d continuous, c categorical and mf
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fake factors of the SDWs respectively. Let X2 denote the matrix with all the second order
terms (without quadratic columns for categorical factors) and n the number of runs. With this
terminology the model can be written in a matrix form as:
Y = µ1 +DβD + CβC + FβF +X2β2 + ε (4.2)
where Y is the n × 1 response vector, µ is constant, 1 is an n × 1 vector of ones, D is n × d,
βD is d× 1, C is n× c, βC is c× 1, F is n×mf , βF is mf × 1, X2 is n×m2, β2 is m2 × 1 and
the residual vector ε is n× 1. We assume that the residual vector is normally distributed with
mean vector 0 and variance-covariance matrix σ2In×n. The complete model matrix is written
as M = [1, D,C, F,X2] where the constituting matrices are as above.
4.2 Construction of the proposed design
This section presents designs SDWs for s = {1, 2, 3} that have presented in section 3. These
are shown consecutively. For further details and examples, the interested reader is referred to
section 3.
4.2.1 The SDW1 Design
In this research we used the ORTH-augment method because all linear and quadratic main
effects are orthogonal. In table 4.1 we illustrated how to include fake factors on designs SDW1
4.2.2 The SDW2 Design
This approach was introduced and studied in details in section 3. This construction works for
up to m/2 categorical factors. In table 4.2 we illustrated how to include fake factors on designs
SDW2
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Table 4.1: SDW1 Design; e.g., W (12, 11) with 4 added categorical factors, mf = 2 fake factors,
n = 30 runs and nc = 2 centre points; from (?) using ORTH-augment method.
1 0 1 1 1 1 1 1 1 1 1 1 1
1 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 1 0 -1 -1 -1 -1 1 -1 1 1 1 1
1 -1 0 1 1 1 1 -1 1 -1 -1 -1 -1
1 1 1 0 1 1 -1 1 -1 -1 1 -1 -1
1 -1 -1 0 -1 -1 1 -1 1 1 -1 1 1
1 1 1 -1 0 1 1 -1 -1 -1 -1 1 1
1 -1 -1 1 0 -1 -1 1 1 1 1 -1 -1
1 1 1 -1 -1 0 1 -1 1 1 1 -1 -1
1 -1 -1 1 1 0 -1 1 -1 -1 -1 1 1
1 1 1 1 -1 -1 0 1 1 -1 -1 1 -1
1 -1 -1 -1 1 1 0 -1 -1 1 1 -1 1
1 1 -1 -1 1 1 -1 1 1 1 -1 1 -1
1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1
1 1 1 1 1 -1 -1 -1 1 1 -1 -1 1
1 -1 -1 -1 -1 1 1 1 1 -1 1 1 -1
1 1 -1 1 1 -1 1 -1 -1 1 1 1 -1
1 -1 1 -1 -1 1 -1 1 1 1 -1 -1 1
1 1 -1 -1 1 -1 1 1 1 -1 1 -1 1
1 -1 1 1 -1 1 -1 -1 -1 1 1 1 -1
1 1 -1 1 -1 1 -1 -1 1 -1 1 0 1
1 -1 1 -1 1 -1 1 1 -1 1 -1 0 -1
1 1 -1 1 -1 1 1 1 -1 1 -1 -1 0
1 -1 1 -1 1 -1 -1 -1 1 -1 1 1 0
1 0 0 0 0 0 0 -1 -1 -1 1 0 0
1 0 0 0 0 0 0 -1 -1 1 -1 0 0
1 0 0 0 0 0 0 -1 1 -1 -1 0 0
1 0 0 0 0 0 0 1 -1 -1 -1 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0
4.2.3 The SDW3 Design
This approach was introduced and studied in details in section 3. In table 4.3 we illustrated
how to include fake factors on designs SDW3
4.3 Estimation capacity of the SDWs designs
As noted above, in any SDW1 and SDW3, all linear main effects are pairwise orthogonal,
with partial aliasing between main effects and two-factor interactions involving the categorical
factors. In any SDW2, all linear main effects and quadratic effect are orthogonal when the
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Table 4.2: SDW2 Design; e.g.; W (12, 10) with 5 added categorical factors, mf = 2 fake factors,
n = 26 runs and nc = 2 centre points; from section 3.
1 1 1 -1 1 0 1 1 -1 1 1 0 1
1 -1 -1 1 -1 0 -1 -1 1 -1 -1 0 -1
1 -1 1 1 0 1 1 -1 1 1 1 1 1
1 1 -1 -1 0 -1 -1 1 -1 -1 1 -1 -1
1 1 -1 1 1 1 1 1 1 -1 1 1 0
1 -1 1 -1 -1 -1 1 -1 -1 1 -1 -1 0
1 -1 0 -1 1 1 -1 1 -1 -1 -1 1 1
1 1 0 1 -1 -1 1 1 1 1 1 -1 -1
1 0 -1 -1 -1 1 1 -1 -1 1 1 1 -1
1 0 1 1 1 -1 -1 1 1 1 -1 -1 1
1 -1 -1 0 1 -1 1 -1 1 -1 1 -1 1
1 1 1 0 -1 1 -1 1 1 1 -1 1 -1
1 -1 1 -1 0 1 1 1 1 -1 -1 -1 -1
1 1 -1 1 0 -1 -1 -1 -1 1 -1 1 1
1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 0
1 -1 1 1 -1 -1 -1 1 -1 -1 1 1 0
1 -1 -1 1 1 0 1 1 -1 1 -1 0 -1
1 1 1 -1 -1 0 -1 -1 1 -1 1 0 1
1 -1 0 -1 1 -1 -1 -1 1 1 1 1 -1
1 1 0 1 -1 1 1 -1 -1 -1 -1 -1 1
1 0 -1 -1 -1 -1 1 1 1 -1 -1 1 1
1 0 1 1 1 1 -1 -1 -1 -1 1 -1 -1
1 -1 -1 0 -1 1 -1 1 -1 1 1 -1 1
1 1 1 0 1 -1 1 -1 -1 -1 -1 1 -1
1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0
number of categorical factors is half the total number of factors.
Using these modified SDWs designs, that include the 2-level categorical factors, the iden-
tification of the main effects and the second-order terms (interactions and quadratic effects)
worth investigation. As is for any design, the model performance will degrade as the number
of active second-order terms increase. Trivial example is the case when the terms in the model
exceed n−1 and then the model matrix will be singular so the model will not be estimable. In
non trivial cases, where there seems to be enough degrees of freedom to estimate all the model
parameters, there will be cases that this will not be possible because of the correlations between
the included terms and the hidden structure of the used design matrix. To further investigate
this situations with the designs of interest, we define nso to be the number of second-order
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Table 4.3: SDW3 Design; e.g. W (12, 9) with 4 added categorical factors, mf = 2 fake factors,
n = 30 runs and nc = 2 center points; from section 3.
1 0 0 1 -1 -1 -1 1 1 -1 -1 1 -1
1 0 0 -1 1 1 1 1 -1 1 1 -1 1
1 1 -1 -1 -1 -1 0 -1 -1 1 1 1 0
1 -1 1 1 1 1 0 1 1 -1 1 -1 0
1 -1 1 1 0 -1 0 1 -1 1 -1 1 1
1 1 -1 -1 0 1 0 -1 1 -1 -1 -1 -1
1 0 -1 0 1 -1 1 -1 1 -1 1 1 1
1 0 1 0 -1 1 -1 -1 -1 1 -1 -1 -1
1 1 1 1 0 -1 1 -1 1 1 1 -1 0
1 -1 -1 -1 0 1 -1 1 -1 -1 1 1 0
1 -1 -1 1 -1 0 -1 -1 1 1 1 -1 1
1 1 1 -1 1 0 1 1 1 1 -1 1 -1
1 -1 -1 1 1 0 1 -1 -1 1 -1 0 -1
1 1 1 -1 -1 0 -1 1 1 1 1 0 1
1 1 0 0 1 -1 -1 1 -1 -1 -1 -1 1
1 -1 0 0 -1 1 1 1 1 1 1 1 -1
1 0 0 0 1 1 -1 -1 1 1 -1 1 1
1 0 0 0 -1 -1 1 1 -1 -1 1 -1 -1
1 1 1 1 0 1 0 -1 -1 -1 1 1 0
1 -1 -1 -1 0 -1 0 1 1 1 -1 -1 0
1 -1 1 -1 -1 0 1 -1 -1 -1 -1 0 1
1 1 -1 1 1 0 -1 1 -1 1 1 0 -1
1 -1 1 -1 1 -1 -1 -1 1 -1 1 0 -1
1 1 -1 1 -1 1 1 1 1 -1 -1 0 1
1 0 0 0 0 0 0 -1 -1 -1 1 0 0
1 0 0 0 0 0 0 -1 -1 1 -1 0 0
1 0 0 0 0 0 0 -1 1 -1 -1 0 0
1 0 0 0 0 0 0 1 -1 -1 -1 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0
terms that are included in the model.
The number of models that cannot be estimated (have a singular model matrix) is denoted
by nsing. In the tables to follow we also present the percentage psing of non-estimable models
over all possible models nmodels with d continuous factors, c categorical factors, mf fake factors,
n runs and nso second order terms.
Table 4.4 shows that for the first case, SDW1, the percentage of non-estimable models
decreases when the number of factors in the design increases. For example, the SWD1 con-
structed from a W (8, 7) (i.e. 8 factors in total) with 4 categorical factors has 1.0284% of the
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Table 4.4: Summary of model robustness and discrimination properties for SDWs for s =
1, 2, 3; having 6 real factors (constructed from W (8, ∗) matrix) or 10 real factors (constructed
from W (12, ∗) matrix), one center-point nc = 1 and mf = 2 fake factors.
Methods Matrix d c mf n nso nmodels nsing psing
SWD1 w(8,7) 5 1 2 19 6 38760 8 0.020640
4 2 2 21 6 27132 3 0.011057
3 3 2 21 6 31824 1 0.003142
2 4 2 21 6 19448 2 0.010284
SWD2 w(8,6) 3 3 2 17 6 18564 7 0.037700
SWD3 w(8,5) 5 1 2 19 4 4845 9 0.185759
4 2 2 21 4 3876 3 0.077399
3 3 2 21 5 8568 1 0.011671
2 4 2 21 5 24310 1 0.004114
SWD1 w(12,11) 9 1 2 27 6 25827165 75 0.000290
8 2 2 29 6 22957480 57 0.000248
7 3 2 29 6 20358520 41 0.000201
6 4 2 29 6 18009460 19 0.000106
SWD2 w(12,10) 5 5 2 25 6 15890700 8 0.000050
SWD3 w(12,9) 9 1 2 27 2 1431 3 0.209644
8 2 2 29 4 292825 8 0.002700
7 3 2 29 5 2598960 1 0.000038
6 4 2 29 7 115775100 3 0.000003
Note: d is no. of continuous factors; c is no. categorical factors; mf is no. fake factors; n is no. of
runs for each design matrix; nso is no. of 2
nd order terms resulting in singularity; nmodels is no.
models having nso 2
nd order terms; nsing is no. of singular models with nso 2
nd order terms, psing
is % of singular models
possible models not estimable when nso = 6 second-order terms are in the model. On the other
hand, the SWD1 constructed from a W (12, 11) (i.e. 12 factors in total) with 4 categorical fac-
tors, has 0.0106% of the possible models non-estimable when nso = 6 second-order terms are
present.
The percentage of non-estimable models also decreases when the number of factors in the
design increases for the second type of design, SDW2. As shown in the design SDW2 that is
generated from the W (8, 6) (i.e. 8 factors in total) with half categorical factors (c = 4), there
are 3.77% of the possible models that cannot be estimated when nso = 6 second-order terms
are included in the model. With half the factors as categorical in the design SDW2 that is
generated from the W (12, 10) weighing matrix (i.e. 12 factors in total), there were only 0.005%
of the possible models that cannot be estimated when nso = 6 second-order terms are included
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in the model.
The percentage of the models that cannot be estimated also decreases as the number of
factors increases for the case of SDW3. This is shown for example by the SDW3 generated
from W (8, 5) (i.e. 8 factors in total) with 4 categorical factors, where 0.4114% of the possible
models are not estimable when there are nso = 5 second-order terms are in the model; while
in the 4 categorical factor design from W (12, 9) (i.e. 12 factors in total) only 0.0003% of the
possible models are not estimable when nso = 7 second-order terms are included.
4.4 Model Selection Procedure
In this section we deploy and illustrate a generalised procedure for the analysis of SDWs;
s = 1, 2, 3, with categorical factors, two centre points, the strong heredity principle; and mf = 2
fake factors. A special case of this method, with no categorical factors was first developed in
(?). In what follows, let PF = F (F
′F )−F ′ be the orthogonal projection of the column space
of F and Y denotes the response vector. The pooled variance can be determined by
s2p =
(nc − 1)s2c +mfs2F
nc +mf − 1
where
s2F =
Y ′PFY
mf
(4.3)
is an unbiased estimator of the variance component estimated from mf fake factors and s
2
c is
the estimate of the component of the variance that corresponds to the pure error (see (?) for
details). The procedure can be briefly described by the following steps:
1. Regress Y on the matrix XDCF = [DCF ] (see (4.2) for the notation of D, C, and F
matrices) and compute the predicted values YME .
YME = XDCF (X
′
DCFXDCF )
−1X ′DCFY. (4.4)
This vector becomes the response vector for the space of the main effects.
2. The residuals of this regression Y2nd
Y2nd = [I −XDCF (X ′DCFXDCF )−1X ′DCF ]Y (4.5)
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become the response vector for the second-order effects.
3. Let βˆD and βˆC be the estimated coefficient vectors of the first m = d + c main effects
(d main effects of the continues factors and the c main effects of the categorical factors
respectively) that derived from the regression in step 1.
4. Calculate the t-statistics and p-values for all the previously estimated m main effects
(use βˆD, βˆC , and s
2
p). With a significance level α = 0.05, record the indices of the
active main effects, include all these integers in a set which is now denoted by AME ,
and let mME 6= AME be the number of active main effects identified (this would be
the cardinality of the set AME). For example, suppose that the 1st, 2nd, 4th and 6th
main effects are significant. Then AME = {1, 2, 4, 6} and mME 6= AME = 4. Pool any
insignificant main effects columns with those in matrix F and obtain a new estimate of
the variance σ2 using Equation (4.3) with the new matrix F (including the insignificant
effects) and increasing accordingly the number of fake factors (mf ) by m−mME .
5. To identify the active second order effects, create the matrix, X2, consisting of all the
2FIs and quadratic effects involving the columns that corresponds to the active main
effects that were found in step 4. To continue the example from Step 4, where we had
three quantitative active main effects and one categorical active main effect, the resulting
matrix would have nine columns. Let Vij denote the element-wise (Hadamard) product
of columns i and j. Then:
X2 = [V12, V14, V16, V24, V26, V46, V11, V22, V44].
In general, if AME has u = ud+uc elements (ud active continuous and uc active categorical
factors), then X2 will have (u(u + 1)/2) − uc columns. The guided subset selection
procedure that describe by (?) can now be used to identify active second-order terms.
Guided subset selection in a nutshell: Start by computing the total sums of squares,
TSS = y′2ndy2nd and calculate the statistic F0 = (TSS/z)/s
2
p, where z and s
2
p are as
defined previously. If the calculated F0 statistics does not exceed the critical value of the
F -distribution having z and vp degrees of freedom for α = 0.2, then there are no active
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second-order effects and this procedure can be abandoned. Note that vp corresponds
to the recalculated s2p with the inactive main effects included to the fake factors too.
Otherwise, fit all the one-term models for each second-order effect and choose the model
having the smallest residual sum of squares, R1. Then define F1 = [R1/(z − 1)]/s2p and
note that this is distributed as F (z − 1, vp). If the calculated value F1 does not exceed
the critical value of the F -distribution with α = 0.2, then one active second-order effect
is inferred. If not, then in the next step fit all two-terms models containing pairs of
second-order effects and choose the model with the smallest residual sum of squares, R2.
Calculate the test statistics F2 = [R2/(z−2)]/s2p which is distributed as F (z−2, vp). The
hypothesis is tested at a significant level α = 0.2, and the procedure is abandoned if it
fails to reject the hypothesis. Otherwise, the procedure is repeated for models with up to
z/2 second-order terms. If the number of active main effects is three or fewer, then the
selection procedure can test up to all possible second-order effects involving the active
main effects.
4.5 Simulation Study
In this section we present the design and analysis of our simulation study to evaluate and
compare the SDWs, s = 1, 2, 3 designs that include categorical factors. To do that we perform
simulation experiments with 12-factors SDWs, s = 1, 2, 3 and a variety of models. The pro-
grams were developed and run in Matlab environment. Matlab code function is provided in
the Appendix B.
4.5.1 Design of the study
The simulation study was a designed experiment as it is described below. Up to a total number
of second-order terms nso (2-FI and quadratic terms) that are shown in table 4.4 were included
in the models and this maximum number of second-order terms was due to the limitations
of each model matrix as these were investigated in section 4.3. For SDW1, the design that
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is generated from the weighing matrix W (12, 11) with c = 1, 2, 3, 4 categorical factors, up to
5 second-order terms can be estimated. With SDW2, the design that is generated form the
weighing matrix W (12, 10) with c = m/2 categorical factors, also allows 5 second-order terms
to be estimated. However, for SDW3, the design generated from the weighing matrix W (12, 9)
with c = 1 categorical factor, there is just one second-order term that can be estimated;
with c = 2 categorical factors provides up to three estimable second-order terms; with c = 3
categorical factors allows up to four second-order terms to be estimated and the design with
c = 4 categorical factors can estimate up to six second-order terms. The parameters and
notation of the simulation study were as follows:
1. m indicates the number of factors and for this study we examine designs with m = 12
factors.
2. The type of design: We used the SDWs for s = 1, 2, 3 with 12 factors in total including
mf = 2 fake factors. Run size is 28 for the SDW1 and SDW3 designs, and 24 for SDW2
design; these are the design sizes (number of runs) without the centre point. Details on
the construction of the used designs see Section 4.2.
3. From three to six active main effects, ma, (including both continuous and categorical
factors) were randomly selected.
4. Where possible, from zero to three active 2FIs (m2FI) were randomly selected.
5. Again where possible, from zero to three active pure quadratic effects (mq) were selected
randomly.
6. The coefficient for each active effect were generated for two cases; same coefficients (all
equal to 5) and linearly spread coefficients (in the range 2 to 6).
7. A strong heredity was used.
8. Each simulation model with a specific setup run 1000 times.
9. There were nc = 2 centre points included in addition to the designs.
Simulation Results 74
10. Two different simulated error variance values were included in the generation of the
simulated response vectors (i.e. 0.1 and 1.0).
4.6 Simulation Results
In the tables to follow we use the following notation and abbreviations. The column ‘case’
indicates the generation method of the coefficients. Case 1 indicate the use of same coefficients
for each active effect, i.e all coefficients are equal to 5. Case 2 indicate a linearly spread of
coefficients for all active effects within the range of [1, 6]. In this case small, medium and
large size effects are included in the simulation models. We use c to indicate the number of
categorical factors, nc for the number of centre points, n for the total number of runs, and mf
for the number of fake factors in the design. To save space, in the presented results, we choose
to have 5 main effects including intercept. We use Q to denote the number of quadratic effects
and I for the number of 2FI effects in the model. ATIM denotes the average type I error
and ATIIM the average type II error for the main effects; ATIQ is the average type I error
and ATIIQ the average type II error for the quadratic effects; ATII shows the average type I
error and ATIII the average type II error for the interaction effects; ε represents the variance
of the error that is used in the simulations.
The simulation results for the SDW1 design with c = 1, 2, 3, 4 are presented in table 4.5.
Table 4.5 shows that the average type I error for main effects ATIM has values from 0 to 0.6,
so there were factors that were erroneously identified as active. The maximum value for the
type II error for main effects ATIIM is 0.167. this appears only once and that is in the case
2 (having the coefficients linearly spread), c = 4, ε = 0.1. Also, the average type I error for
the interactions ATII effects has 0 to 0.089 values while the type II errors ATIII are between
0 and 0.071. The average type I error for quadratic effects ATIQ was less than 0.001 in all
cases. However, the type II errors for the quadratic effects ATIIQ have a range between 0
and 0.5; thus up to half the active quadratic factors were not identified, due to the non-zero
correlations among two-factor interactions and/or between quadratic effects and two-factor
interactions. For example, with case 2, c = 4, n = 30, Q = 2, I = 3 and ε = 1 there is a
Simulation Results 75
Table 4.5: Result for W(12, 11) designs with a variety of categorical factors, mf = 2 and
nc = 2
case c n M Q I A TI M A TII M A TI Q A TII Q A TI I A TII I error
1 1 28 5 1 3 0 0 0 0 0 0 0.1
1 1 28 5 2 2 0 0 0 0 0.023 0 0.1
1 1 28 5 2 3 0.5 0 0 0 0 0 0.1
1 1 28 5 3 2 0.25 0 0 0 0 0 0.1
1 1 28 5 1 3 0 0 0 0 0 0 1
1 1 28 5 3 2 0 0 0 0 0 0 1
2 1 28 5 1 2 0 0 0 0 0 0 0.1
2 1 28 5 3 1 0 0 0 0 0.023 0 0.1
2 1 28 5 1 3 0 0 0 0 0 0 1
2 1 28 5 3 2 0 0 0 0 0 0 1
1 2 30 5 1 2 0 0 0 0 0 0 0.1
1 2 30 5 2 2 0.6 0 0 0 0.023 0 0.1
1 2 30 5 3 2 0.2 0 0 0 0 0 0.1
1 2 30 5 1 3 0 0 0 0 0 0 1
1 2 30 5 3 2 0.2 0 0 0 0 0 1
2 2 30 5 1 1 0 0 0 0 0.068 0 0.1
2 2 30 5 2 3 0.4 0 0 0 0 0 0.1
2 2 30 5 3 1 0.2 0 0 0 0 0 0.1
2 2 30 5 3 2 0.2 0 0 0.333 0 0 0.1
2 2 30 5 1 0 0 0 0 0 0.089 0 1
2 2 30 5 2 3 0 0 0 0 0 0 1
2 2 30 5 3 2 0.4 0 0 0 0 0 1
1 3 30 5 2 3 0.2 0 0 0 0 0 0.1
1 3 30 5 2 3 0.6 0 0 0 0.071 0.071 1
1 3 30 5 3 2 0 0 0 0.333 0 0 1
2 3 30 5 1 2 0 0 0 0 0.047 0 0.1
2 3 30 5 2 3 0 0 0 0 0 0 0.1
2 3 30 5 3 2 0.4 0 0 0.333 0 0 0.1
2 3 30 5 1 2 0.2 0 0 0 0 0 1
2 3 30 5 2 3 0 0 0 0 0 0 1
2 3 30 5 3 2 0.2 0 0 0 0 0 1
1 4 30 5 2 0 0.4 0 0 0 0.067 0 0.1
1 4 30 5 2 2 0 0 0 0.5 0 0 0.1
1 4 30 5 2 3 0.2 0 0 0.5 0 0 0.1
1 4 30 5 3 0 0.4 0 0 0 0.044 0 0.1
1 4 30 5 3 2 0 0 0 0.333 0 0 0.1
1 4 30 5 1 2 0.2 0 0 0 0 0 1
1 4 30 5 2 1 0.2 0 0 0 0 0 1
1 4 30 5 2 3 0.4 0 0 0 0 0 1
1 4 30 5 3 1 0.2 0 0 0.333 0 0 1
2 4 30 5 2 0 0.6 0 0 0 0 0 0.1
2 4 30 5 2 3 0 0.167 0 0.5 0 0.024 0.1
2 4 30 5 3 2 0.6 0 0 0 0 0 0.1
2 4 30 5 0 3 0.2 0 0 0 0 0 1
2 4 30 5 1 2 0 0 0 0 0 0 1
2 4 30 5 2 3 0.4 0 0 0.5 0 0 1
2 4 30 5 3 1 0 0 0 0.333 0 0 1
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type II error of 0.5 for the quadratic effects and no type I errors for the quadratic effects in
that scenario. This shows that 1 out of the 2 quadratic effects was identified and one was
missed. Balance between type I and type II errors are desirable with more favorably desiring
small to zero type II errors in the screening stage. Also, all the included interaction effects are
estimated in this specific scenario.
Table 4.6: Result for W(12, 10) designs with 5 categorical factors and mf = 2
case c n M Q I A TI M A TII M A TI Q A TII Q A TI I A TII I error
1 5 26 5 0 3 0.2 0 0 0 0 0 0.1
1 5 26 5 2 0 0 0 0 0 0.022 0 0.1
1 5 26 5 2 1 0 0 0 0 0 0 0.1
1 5 26 5 2 3 0 0 0 0.5 0 0.048 0.1
1 5 26 5 3 0 0 0 0 0 0 0 0.1
1 5 26 5 3 1 0.6 0 0 0.333 0 0 0.1
1 5 26 5 3 1 0 0 0 0.333 0 0 1
1 5 26 5 3 2 0.4 0 0 0.667 0 0 1
2 5 26 5 0 3 0.2 0 0 0 0 0 0.1
2 5 26 5 2 1 0 0 0 0 0 0 0.1
2 5 26 5 3 0 0 0 0 0 0 0 0.1
2 5 26 5 3 1 0 0 0 0.333 0 0 0.1
2 5 26 5 3 0 0 0 0 0 0 0 1
2 5 26 5 3 1 0.4 0 0 0.333 0 0 1
2 5 26 5 3 2 0.6 0 0 0.667 0.023 0.023 1
In Table 4.6 we present the simulation results for the SDW2 with c = m/2. We can see
that the average type I error for the main effects ATIM ranges from 0 to 0.6, indicating falsely
reported active factors, whilst the type II error ATIIM for main effects was zero. This indicate
that the proposed designs with the suggested method can identify all the significant effects in
the screening stage. Having a non zero type I error will probably not be a problem at this stage
as in most experimental situations we plan to have some follow up experiments to specify and
estimate a more precise model. Also, the average type I error for interaction ATII effects is
between 0 and 0.023 and the average type II errors ATIII between 0 and 0.048. The average
type I error for quadratic effects ATIQ is also zero for these scenarios. However, the type
II errors for the quadratic effects ATIIQ reach 0.667, thus missing substantial many active
quadratic effects. For example, in the model for case 2, Q = 3, I = 1 and ε = 1 there is a type
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I error for main effects of 0.4 and no type II error. This means that all the 4 active effects in
the simulated model were identified as active but also 40% of the non-active (i.e 2 non-active
out of the 6 non-active in our case) were identified as active while they were not. The type
II error of quadratic effects equal to 0.333 meaning that there are active quadratic effect that
were missed. In our case 33.3% (i.e. 1 out of the 3 in our case) of the truly active quadratic
effects were missed.
In Table 4.7 we give the simulation results of the SDW3 designs with c = 1, 2, 3, 4 categor-
ical factors. Observe that the values for the average type I error rate for main effects ATIM
is 0 to 0.8 while type II errors for ATIIM had only one non-zero value of 0.333. Both the
average type I and type II error rate ATIII for interaction effects ranged between 0 and 0.048.
There were no type I errors for quadratic effects ATIQ, whilst type II errors reached 0.667.
For example, the model in case 2, c = 4, n = 30, Q = 3, I = 3 and ε = 0.1 the average type
I and type II errors for main effects factors and interaction effects factors show values smaller
than 0.001. However, type II error is 0.333 for the quadratic effects.
In this section we presented an evaluate of screening designs using the designs SDWs,
s = 1, 2, 3 with added categorical factors. This method makes effective use of the design
special structure to detect active main effects and active second-order effects. The SDW1
design with c = 1, 2, 3, 4 categorical factors has good results for the average type II error rate
for main effects, interaction effects, and quadratic effects. However, as the categorical factors
increase, the quadratic effects become inestimable. Based on the singularity of the model
matrix and the study we performed, the SDW1 designs can detect up to 5 second-order terms.
The SDW2 matrix can include categorical factors up to half the total number of factors, and
gives good results and high estimation capacity in the extreme case of max categorical factors.
Moreover, as the number of factors increase, the design’s ability to detect the quadratic effects
increases comparatively, together with the number of estimable second-order effects as the
design expands. By studding the SDW3 design with c = 1, 2, 3, 4 categorical factors we can
conclude that the design with c = 4 categorical factors was the optimum design having the
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Table 4.7: Result for W(12, 9) designs with varieties of categorical factors and mf = 2
case c n M Q I A TI M A TII M A TI Q A TII Q A TI I A TII I error
1 1 28 5 0 1 0.25 0 0 0 0 0 0.1
1 1 28 5 1 0 0.25 0 0 0 0 0 0.1
2 1 28 5 0 1 0.25 0 0 0 0 0 0.1
2 1 28 5 1 0 0.25 0 0 0 0 0 0.1
1 2 30 5 0 3 0.4 0 0 0 0 0.024 0.1
1 2 30 5 1 1 0.2 0 0 0 0 0 0.1
1 2 30 5 2 0 0 0 0 0 0 0 0.1
1 2 30 5 2 1 0.4 0 0 0.5 0 0 0.1
2 2 30 5 0 3 0 0 0 0 0 0.024 1
2 2 30 5 2 0 0.2 0 0 0 0 0 1
2 2 30 5 3 0 0.4 0 0 0.333 0 0 1
1 3 30 5 0 3 0.2 0 0 0 0 0 0.1
1 3 30 5 1 3 0.8 0 0 0 0.024 0 0.1
1 3 30 5 3 1 0.4 0 0 0 0.023 0 0.1
1 3 30 5 0 3 0 0 0 0 0 0 1
1 3 30 5 2 2 0 0 0 0.5 0 0 1
1 3 30 5 3 1 0.8 0 0 0 0.023 0 1
2 3 30 5 0 3 0 0 0 0 0 0 0.1
2 3 30 5 3 1 0.4 0 0 0.333 0 0 0.1
2 3 30 5 3 0 0.2 0 0 0 0 0 1
2 3 30 5 3 1 0.6 0 0 0.333 0 0 1
1 4 30 5 1 1 0 0 0 0 0 0 0.1
1 4 30 5 3 0 0.6 0 0 0 0.044 0 0.1
1 4 30 5 3 3 0.2 0 0 0.6667 0 0 0.1
1 4 30 5 0 3 0.2 0 0 0 0 0 1
1 4 30 5 3 3 0 0 0 0.6667 0 0 1
2 4 30 5 0 2 0.2 0 0 0 0 0 0.1
2 4 30 5 3 1 0.6 0 0 0 0.023 0 0.1
2 4 30 5 3 2 0 0 0 0.333 0 0 0.1
2 4 30 5 3 3 0 0 0 0.333 0 0 0.1
2 4 30 5 0 2 0.2 0 0 0 0 0 1
2 4 30 5 2 0 0.4 0 0 0 0 0 1
2 4 30 5 2 3 0.2 0 0 0 0 0 1
2 4 30 5 3 2 0.2 0 0 0.333 0 0 1
2 4 30 5 3 3 0 0.333 0 0.667 0.048 0.048 1
greatest estimation capacity for up to six second-order terms.
As a final conclusion for the design comparison we could say that for up to three categorical
factors, the SDW1 is the most useful design; for four categorical factors the SDW3 design can
perform a bit better but still the results with the SDW1 design are not bad. When we are
dealing with more than four categorical factors, then the SDW2 design could be more efficient
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in the case where we have exactly half of the factors under study being categorical.
Chapter 5
Conclusion and Future Research
This chapter concludes the thesis. It consists of a summary of the thesis and suggestions for
future research.
The first chapter introduced the concepts underpinning screening designs, the evolution of
the concept and the experimenters’ extensions from original 20th century research. Screening
designs are increasingly useful in selecting relevant factors from very large databanks, espe-
cially given the reach of the internet and the interoperability of devices and data collectors.
The principles of experimental designs, including factorial designs, were presented and a model
concept was shown.
Chapter 2 presented the preliminary result from the study. These included a literature
review and model presentations on second order screening designs, weighing matrices, and re-
sponse surface designs. Conference designs and concepts based on definitive screening designs,
such as added two-level categorical factors, were then discussed. The research questions and
methodology followed.
Chapter 3 we have introduced a new general methodology for adding two-level categorical
factors to DSDs. We have introduced three new constructing methods based on weighing
matrices W = W(m, k) for k = 2, 3. The three methods produce designs with main effects
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being pairwise orthogonal. Moreover, For SDW2, (SDW2,+4runs) and SDW3 methods the
correlation between different columns decrease when the number of factors increase. The gen-
erated designs have some partial aliasing between the main effects and two factor interactions
that involves categorical factors. For SDW2 method can be orthogonal up to c = m/2 for
main effects which gives benift over all designs in this thesis. For (SDW2,+4runs) method can
be orthogonal up to c ≤ 7 for main effects. For SDW3 can be orthogonal up to c ≤ 4 for
main effects. Also, we provided the correlation structure of the SDW2, (SDW2,+4runs) and
SDW3. We compare the absolute value of the correlation between two quadratic effects versus
the factors size for SDW2, SDW3 with existing designs in the literature DSD and ORTH
by using colour map. The SDW2 produce designs with main effects being pairwise orthogonal
when the main effects of all the interest. Also, the SDW2 present an excellent result when
c = m/2 if the quadratic effects of all the interest. For c ≤ 4 categorical factors we recommend
the use of designs from SDW3, DSD and ORTH, for 5 ≤ c ≤ 7 we recommend the use of
designs from (SDW2,+4runs) while for c ≥ 7 only the design from method SDW2 exist.
Chapter 4 concerned an evaluation for screening designs using weighing matrices with
added two-level categorical factors. The construction of the designs were presented, that is,
the SDW1, SDW2 and SDW3. We presented the limitation of the Model Selection with
SDW1, SDW2 and SDW3. These structure provides a basis for a true model for two-level
categorical factors of main effects, restricted second-order factors and quadratic effects and
identify true Second-order models. We have introduced a new model selection that is modified
by categorical factors for The SDWs. A simulation study was undertaken and the results
presented.
This work focused on the Weighing matrices with added two-level categorical factors and
their properties: construction and evaluation. Weighing matrix offers further investigation for
design with more categorical factors. It would be interesting to construct a weighing design
with added more than two-level categorical factors such as we can study designs with three
levels catigorical factors and four-levels categorical factors. It is possible to study Blocking
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Schemes for Definitive Screening Designs based on weighing matrix. It would be interesting to
study analysis of the design with a model with higher order effects, it can be done in one step
on sequential approach.
Appendices
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Appendix A
Proof for Theorems
Proof of Theorem 1:
The Pearson correlation between the factors xi and xj is calculated by
rc =
∑2m
k=1(xi − x¯i)(xj − x¯j)√∑2m
k=1(xi − x¯i)2
∑2m
k=1(xj − x¯j)2
. (A.1)
i. The proof is straightforward because these are columns of a weighing matrix (with their
fold over).
ii. Because W = W(m,m − 2) is a weighing matrix, we have that ∑wk,iwk,j = 0 for all
i, j = 1, 2, . . . ,m. Following the construction method of section 3.2.1 we have
< di,aj >=
2m∑
k=1
dk,iak,j =
m∑
k=1
dk,iak,j +
2m∑
k=1+m
dk,iak,j =
0 + dk1,iz1 + dk1+1,i(−z1) + dk1+m,iz1 + dk1+1+m,i(−z1).
Because of the fold over structure of D1 we have that
dk1+m,i = −dk1,i, dk1+1+m,i = −dk1+1,i
and thus,
< di,aj >= 0.
iii. straightforward because all three of them are fold over columns.
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iv. Because W = W(m,m− 2) is a weighing matrix, we have that
2m∑
k=1
ak,iak,j =
m∑
k=1
ak,iak,j +
2m∑
k=1+m
ak,iak,j =
0 + dk1,iz1 + dk1+1,i(−z1) + dk1+m,iz1 + dk1+1+m,i(−z1)
+dk1,jz2 + dk1+1,j(−z2) + dk1+m,jz2 + dk1+1+m,j(−z2)
and so,
dk1+m,i = −dk1,i, dk1+1+m,i = −dk1+1,i, dk1+m,j = −dk1,j , dk1+1+m,j = −dk1+1,j
due to the balance of the categorical columns, we get
< ai,aj >= 0.
v. The Pearson correlation between the categorical factor ai and the two factor interaction
djl of the quantitative factors dj and dl is calculated by equation (A.1). We have that
the mean djl = 0 because these are two columns of a weighing matrix and a¯i = 0 due to
the construction of the balanced categorical factor. So,
2m∑
k=1
ak,idk,jdk,l =
m∑
k=1
ak,idk,jdk,l +
2m∑
k=1+m
ak,idk,jdk,l =
0 + dk1,jdk1,lz1 + dk1+1,jdk1+1,l(−z1) + dk1+m,jdk1+m,lz1 + dk1+1+m,jdk1+1+m,l(−z1).
Because of the structure of D1 in section 3.2.1 we have that
dk1+m,jdk1+m,l = −(dk1,jdk1,l), dk1+1+m,jdk1+1+m,l = −(dk1+1,jdk1+1,l).
So,
< ai,djl >∈ {±4, 0} . (A.2)
From equation (A.1) we have that√√√√ 2m∑
k=1
(ai − a¯i)2
2m∑
k=1
(djl − djl)2 =
√
2m(2m− 8) = 2
√
m(m− 4). (A.3)
Substituting equation (A.2) and equation (A.3) in equation (A.1) we obtain
< ai,djl >∈
{
±2√
m(m− 4) , 0
}
.
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vi. First note that d¯i = 0 and djal = 0 because of the fold over for di and the balance of
djal. From equation (A.1) we have that
2m∑
k=1
dk,idk,jak,l =
m∑
k=1
dk,idk,jak,l +
2m∑
k=1+m
dk,idk,jak,l =
0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1).
Due to the fold over structure of D1 in section 3.2.1 we have that
dk1+m,idk1+m,j = −(dk1,idk1,j), dk1+1+m,idk1+1+m,j = −(dk1+1,idk1+1,j).
So,
< di,djal >∈ {±4, 0} . (A.4)
From equation (A.1) we have that√√√√ 2m∑
k=1
(djal − djal)2
2m∑
k=1
(di − d¯i)2 =
√
(2m− 4)(2m− 4) = (2m− 4). (A.5)
Substituting equation (A.4) and equation (A.5) in equation (A.1) we have
< di,djal >∈
{ ±2
m− 2 , 0
}
.
vii. From equation (A.1) we have that
2m∑
k=1
ak,idk,jak,l =
m∑
k=1+m
ak,idk,jak,l +
2m∑
k=1
ak,idk,jak,l =
0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1)+
dk1,jdk1,lz2 + dk1+1,jdk1+1,l(−z2) + dk1+m,jdk1+m,lz2 + dk1+1+m,jdk1+1+m,l(−z2).
Since, a¯i = 0 and djal = 0 due to the balance of the design.
Then,
dk1+m,idk1+m,j = −(dk1,idk1,j), dk1+1+m,idk1+1+m,j = −(dk1+1,idk1+1,j)
dk1+m,idk1+m,l = −(dk1,idk1,l), dk1+1+m,idk1+1+m,l = −(dk1+1,idk1+1,l).
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So,
< ai,djal >∈ {±4,±2, 0} . (A.6)
From equation (A.1) we have that√√√√ 2m∑
k=1
(djal − ¯djal)2
2m∑
k=1
(ai − a¯i)2 =
√
(m)(m− 2). (A.7)
Substituting equation (A.6) and equation (A.7) in equation (A.1) we have
< ai,djal >∈
{
±4√
(m)(m− 2) ,
±2√
(m)(m− 2) , 0
}
.
viii. The proof is similar to the proof of vii.
ix. Due to the fact that W = (m,m− 2) is a weighing matrix we have that
2m∑
k=1
ak,iak,jak,l =
m∑
k=1
ak,iak,jak,l +
2m∑
k=1+m
ak,iak,jak,l =
0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1)+
dk1,jdk1,lz2 + dk1+1,jdk1+1,l(−z2) + dk1+m,jdk1+m,lz2 + dk1+1+m,jdk1+1+m,l(−z2)+
dk1,idk1,lz3 + dk1+1,idk1+1,l(−z3) + dk1+m,idk1+m,lz3 + dk1+1+m,idk1+1+m,l(−z3).
So,
dk1+m,idk1+m,j = −(dk1,idk1,j), dk1+1+m,idk1+1+m,j = −(dk1+1,idk1+1,j)
dk1+m,jdk1+m,l = −(dk1,jdk1,l), dk1+1+m,jdk1+1+m,l = −(dk1+1,jdk1+1,l)
dk1+m,idk1+m,l = −(dk1,idk1,l), dk1+1+m,idk1+1+m,l = −(dk1+1,idk1+1,l)
because of balance and orthogonality of the columns. Then,
< ai,ajal >∈ {±12,±8,±4, 0} . (A.8)
Since a¯i = 0 and a¯jl = 0 due to the balance of the categorical columns. From equation
(A.1) we have that√√√√ 2m∑
k=1
(ai)− a¯i)2
2m∑
k=1
(ajal − ¯ajal)2 =
√
(2m)(2m) = 2m (A.9)
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because all summation range from i = 1 to i = 2m. Now, substituting (A.8) and (A.9)
in (A.1) we have that
< ai,ajal >∈
{±6
m
,
±4
m
,
±2
m
, 0
}
.
Proof of Theorem 2:
The Pearson correlation between the factors xi and xj that have the same coincidence of zeros
is given by
rc =
∑2m+4
k=1 (xi − x¯i)(xj − x¯j)√∑2m+4
k=1 (xi − x¯i)2
∑2m+4
k=1 (xj − x¯j)2
. (A.10)
The result for i, ii, iii, iv is straightforward because of the construction of the columns (using
a weighing matrix), their balance and their fold-over structure.
v. The Pearson correlation between the categorical factor ai and the two factor interaction
dj and dl depend on whether the columns of ai,dj and dl have the same position of zero
or not.
If ai = dj or ai = dl have the same coincidence of zero then the person correlation is
< ai,djdl >= 0
because of the orthogonality of columns ai and djdl.
If dj = dl have the same coincidence of zero then the Pearson correlation is
< ai,djdl >∈
{ ±2√
m2 − 4 , 0
}
.
If (ai 6= dj 6= dl) then the Pearson correlation is
< ai,djdl >∈
{
±2√
(m+ 2)(m− 4) , 0
}
.
Because
2m+4∑
k=1
ak,idk,jdk,l =
m∑
k=1
ak,idk,jdk,l +
2m+4∑
k=1+m
ak,idk,jdk,l =
0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1).
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Due to the fold over of structure D1 in section 3.2.2 we have that
dk1+m,jdk1+m,l = −(dk1,jdk1,l), dk1+1+m,jdk1+1+m,l = −(dk1+1,jdk1+1,l).
So,
< ai,djdl >∈ {±4, 0} . (A.11)
From equation (A.10) we have that√√√√2m+4∑
k=1
(ai − a¯i)2
2m+4∑
k=1
(djl − d¯jl)2 =
√
(2m+ 4)(2m− 4) = 2
√
m2 − 4. (A.12)
if dj = dl then√√√√2m+4∑
k=1
(ai − a¯i)2
2m+4∑
k=1
(djl − d¯jl)2 =
√
(2m+ 4)(2m− 8) = 2
√
(m+ 2)(m− 4) (A.13)
Since a¯i = 0 and djdl = 0 because of the balance design.
Substituting equation (A.11) and equation (A.12) or (A.13) in equation (A.10) we have
that
< (ai,djdl >∈
{
±2√
m2 − 4 ,
±2√
(m+ 2)(m− 4) , 0
}
.
vi. The Pearson correlation between the quantitative factor di and the two factor interaction
dj and al depends on whether the columns di,dj and al have the same position of zero or
not.
If di = al or dj = al have the same coincidence of zero then the Pearson correlation is
< di,djal >= 0
because of the orthogonality of columns di and djal.
If di = dj have the same coincidence of zero or (di 6= dj 6= al) then the Pearson correlation
is
< di,djal >∈
{ ±2
m− 2 , 0
}
.
Because
2m+4∑
k=1
dk,idk,jak,l =
m∑
k=1
dk,idk,jak,l +
2m+4∑
k=1+m
dk,idk,jak,l =
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0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1)
due to the fold over of structure D1 in section 3.2.2 we have that
dk1+m,idk1+m,j = −(dk1,idk1,j), dk1+1+m,idk1+1+m,j = −(dk1+1,idk1+1,j).
So,
< di,djal >∈ {±4, 0} . (A.14)
From equation (A.10) we have that√√√√2m+4∑
k=1
(di − d¯i)2
2m+4∑
k=1
(djal − ¯djal)2 =
√
(2m− 4)(2m− 4) = 2m− 4. (A.15)
The mean averages for d¯i = 0 and ¯djal = 0 due to the balance of the design. Substituting
equation (A.14) and equation (A.15) in equation (A.10) we have that
< di,djal >∈
{ ±2
m− 2 , 0
}
.
vii. The Pearson correlation between the categorical factor ai and the two factor interaction
dj and al depends on whether the columns ai, dj and al have the same position of zero
or not. If ai and al have the same coincidence of zero then the Pearson correlation is
< ai,djal >= 0
because of orthogonality of columns ai and djal.
If ai = dj or al = dj then,
< ai,djal >∈ {±4, 0} .
If ai 6= dj 6= al then, Because W = (m,m − 2) is a weighing matrix, we have that∑
wk,iwk,j = 0 for all i, j = 1, 2, . . . ,m following the constructing method of table 3.4
< ai,djal >=
2m+4∑
k=1
ak,idk,jak,l =
m∑
k=1
ak,idk,jak,l +
2m+4∑
k=1+m
ak,idk,jak,l =
0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1)+
dk1,ldk1,jz3 + dk1+1,ldk1+1,j(−z3) + dk1+m,ldk1+m,jz3 + dk1+1+m,ldk1+1+m,j(−z3)
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because of the fold over of structure D1 in section 3.2.2, we have that
dk1+m,idk1+m,j = −dk1,idk1,j , dk1+1+m,idk1+1+m,j = −dk1+1,idk1+1,j
dk1+m,ldk1+m,j = −dk1,ldk1,j , dk1+1+m,ldk1+1+m,j = −dk1+1,ldk1+1,j .
So,
< ai,djal >∈ {±8,±4, 0} (A.16)
The mean averages for a¯i = 0 due to the balance of the design and djal = 0 because of
orthogonality of columns dj and al.
From equation (A.10) we have that√√√√2m+4∑
k=1
ai − ¯(ai)2
2m+4∑
k=1
(djal)− ¯(djal)2 =
√
(2m+ 4)(2m− 4) = 2
√
m2 − 4. (A.17)
Substituting equation (A.16) and equation (A.17) in equation (A.10) we have that
< ai,djal >∈
{ ±4√
m2 − 4 ,
±2√
m2 − 4 , 0
}
.
viii. The Pearson correlation between the quantitative factor di and the two factor interaction
aj and al depend on whether the columns of di,aj and al have the same coincidence of
zero or not.
If aj and al have the same coincidence of zero then the Pearson correlation is
< di,ajal >= 0
because of the orthogonality of columns di and ajal.
Otherwise,
< di,ajal >=∈
{ ±4√
m2 − 4 ,
±2√
m2 − 4 , 0
}
.
Because W = (m,m − 2) is a weighing matrix, we have that ∑wk,iwk,j = 0 for all
i, j = 1, 2, . . . ,m following the constructing method of tabel 3.4,
< di,ajal >=
2m+4∑
k=1
dk,iak,jak,l =
m∑
k=1
dk,iak,jak,l +
2m+4∑
k=1+m
dk,iak,jak,l =
0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1)+
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dk1,idk1,lz3 + dk1+1,idk1+1,l(−z3) + dk1+m,idk1+m,lz3 + dk1+1+m,idk1+1+m,l(−z3).
because of the fold over of structure D1 in section 3.2.2, we have that
dk1+m,idk1+m,j = −(dk1,idk1,j), dk1+1+m,idk1+1+m,j = −(dk1+m,idk1+m,j)
dk1+m,idk1+m,l = −(dk1,idk1,l), dk1+1+m,idk1+1+m,l = −(dk1+m,idk1+m,l).
Moreover, d¯i = 0 due to the balance of the design and ¯ajal = 0 because of orthogonality
of the columns aj and al.
So,
< di,ajal >∈ {±8,±4, 0} (A.18)
From equation (A.10) we have that√√√√2m+4∑
k=1
di − ¯(di)2
2m+4∑
k=1
(ajal)− (ajal)2 =
√
(2m− 4)(2m+ 4) = 2
√
m2 − 4. (A.19)
Substituting equation (A.18) and equation(A.19) in equation (A.10) we have that
< di,ajal >∈
{ ±4√
m2 − 4 ,
±2√
m2 − 4 , 0
}
.
ix. The Pearson correlation between the categorical column ai and the two factor interaction
ajl of the categorical columns aj and al is calculated by equation (A.10) we have two
possible solution that depends on whether the columns ai, aj and al have the same
position of zero or not.
If
ai 6= aj 6= al
following the constructing method of table 3.4 we have
2m+4∑
k=1
ak,iak,jak,l =
m∑
k=1
ak,iak,jak,l +
2m+4∑
k=1+m
ak,iak,jak,l =
0 + z1dk1,jdk1,l + (−z1)dk1+1,jdk1+1,l + dk1,iz3dk1,l + dk1+1,i(−z3)dk1+1,l+
dk1,idk1,jz5 + dk1+1,idk1+1,l(−z5) + z1dk1+m,jdk1+m,l + (−z1)dk1+1+m,jdk1+1+m,l+
dk1+m,iz3dk1+m,l+dk1+1+m,i(−z3)dk1+1+m,l+dk1+m,idk1+m,jz5+dk1+1+m,idk1+1+m,j(−z5)+
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b1b3b5 + b1(−b3)(−b5) + (−b1)b3(−b5) + (−b1)(−b3)b5.
because of the fold over of structure D1 in section 3.2.2, we have that
dk1,jdk1,l = −(dk1+m,jdk1+m,l), dk1+1,jdk1+1,l = −(dk1+1+m,jdk1+1+m,l)
dk1,idk1,l = −(dk1+m,idk1+m,l), dk1+1,idk1+1,l = −(dk1+1+m,idk1+1+m,l)
dk1,idk1,j = −(dk1+m,idk1+m,j), dk1+1,idk1+1,l = −(dk1+1+m,idk1+1+m,j)
< ai,ajl >∈ {±16,±12,±8,±4, 0} . (A.20)
If ai = aj or ai = aj or aj = al then,
< ai,ajl >∈ {±4} .
The mean averages for a¯i = 0 and a¯jl = 0 because of the balance of the columns.
From equation (A.10) we have that√√√√2m+4∑
k=1
(ai − a¯i)2
2m+4∑
k=1
(ajl − d¯jl)2 =
√
(2m+ 4)2 = 2m+ 4. (A.21)
Substituting equation (A.20) and equation (A.21) in equation A.10 we obtain
< ai, ajl >∈
{ ±8
m+ 2
,
±6
m+ 2
,
±4
m+ 2
,
±2
m+ 2
, 0
}
.
Proof of Theorem 3:
The Pearson correlation between the factors xi and xj that have t = 0 is given by equation
(A.10) The result for i, ii, iii, iv is straightforward because of the construction of the columns
(using a weighing matrix), their balance and their fold-over structure.
v. The Pearson correlation between the categorical factor ai and the two factor interaction
dj and dl is
< ai,djdl >∈
{
±3√
(m+ 2)(m− 6) ,
±1√
(m+ 2)(m− 6)
}
.
Because
2m+4∑
k=1
ak,idk,jdk,l =
m∑
k=1
ak,idk,jdk,l +
2m+4∑
k=1+m
ak,idk,jdk,l =
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0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+2,idk1+2,jz1
+dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1) + dk1+2+m,idk1+2+m,jz1
Due to the fold over of structure D1 in section 3.4 we have that
dk1+m,jdk1+m,l = −(dk1,jdk1,l), dk1+1+m,jdk1+1+m,l = −(dk1+1,jdk1+1,l),
dk1+2+m,jdk1+2+m,l = −(dk1+2,jdk1+2,l).
So,
< ai,djdl >∈ {±6, 2} . (A.22)
From equation (A.10) we have that√√√√2m+4∑
k=1
(ai − a¯i)2
2m+4∑
k=1
(djl − d¯jl)2 =
√
(2m+ 4)(2m− 12) = 2
√
(m+ 2)(m− 6).
(A.23)
Since a¯i = 0 and djdl = 0 because of the balance design.
Substituting equation (A.22) and equation (A.23) in equation (A.10) we have that
< (ai,djdl >∈
{
±3√
(m+ 2)(m− 6) ,
±1√
(m+ 2)(m− 6)
}
.
vi. The Pearson correlation between the quantitative factor di and the two factor interaction
dj and al is
< di,djal >∈
{ ±3
m− 3 ,
±1
m− 3
}
.
Because
2m+4∑
k=1
dk,idk,jak,l =
m∑
k=1
dk,idk,jak,l +
2m+4∑
k=1+m
dk,idk,jak,l =
0+dk1,idk1,jz1+dk1+1,idk1+1,j(−z1)+dk1+2,idk1+2,jz1+dk1+m,idk1+m,jz1+dk1+1+m,idk1+1+m,j(−z1)+dk1+2+m,idk1+2+m,jz1
due to the fold over of structure D1 in section 3.4 we have that
dk1+m,idk1+m,j = −(dk1,idk1,j), dk1+1+m,idk1+1+m,j = −(dk1+1,idk1+1,j),
dk1+2+m,idk1+2+m,j = −(dk1+2,idk1+2,j).
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So,
< di,djal >∈ {±6, 2} . (A.24)
From equation (A.10) we have that√√√√2m+4∑
k=1
(di − d¯i)2
2m+4∑
k=1
(djal − ¯djal)2 =
√
(2m− 6)(2m− 6) = 2m− 6. (A.25)
The mean averages for d¯i = 0 and ¯djal = 0 due to the balance of the design. Substituting
equation (A.24) and equation (A.25) in equation (A.10) we have that
< di,djal >∈
{ ±3
m− 3 ,
±1
m− 3
}
.
vii. The Pearson correlation between the categorical factor ai and the two factor interaction
dj and al is
< ai,djal >∈ {±12, 8, 4, 0} .
Because W = (m,m − 3) is a weighing matrix, we have that ∑wk,iwk,j = 0 for all
i, j = 1, 2, . . . ,m following the constructing in section 3.4
< ai,djal >=
2m+4∑
k=1
ak,idk,jak,l =
m∑
k=1
ak,idk,jak,l +
2m+4∑
k=1+m
ak,idk,jak,l =
0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+2,idk1+2,jz1+
dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1) + dk1+2+m,idk1+2+m,jz1
dk1,ldk1,jz3 + dk1+1,ldk1+1,j(−z3) + dk1+2,ldk1+2,jz3+
dk1+m,ldk1+m,jz3 + dk1+1+m,ldk1+1+m,j(−z3) + dk1+2+m,ldk1+2+m,jz3
because of the fold over of structure D1 in section 3.4, we have that
dk1+m,idk1+m,j = −dk1,idk1,j ,
dk1+1+m,idk1+1+m,j = −dk1+1,idk1+1,j ,
dk1+2+m,idk1+2+m,j = −dk1+2,idk1+2,j ,
dk1+m,ldk1+m,j = −dk1,ldk1,j ,
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dk1+1+m,ldk1+1+m,j = −dk1+1,ldk1+1,j ,
dk1+2+m,ldk1+2+m,j = −dk1+2,ldk1+2,j .
So,
< ai,djal >∈ {±12,±8,±4, 0} (A.26)
The mean averages for a¯i = 0 due to the balance of the design and djal = 0 because of
orthogonality of columns dj and al.
From equation (A.10) we have that√√√√2m+4∑
k=1
ai − ¯(ai)2
2m+4∑
k=1
(djal)− ¯(djal)2 =
√
(2m+ 4)(2m− 6) = 2
√
(m+ 2)(m− 3).
(A.27)
Substituting equation (A.26) and equation (A.27) in equation (A.10) we have that
< ai,djal >∈
{
±6√
(m+ 2)(m− 3) ,
±4√
(m+ 2)(m− 3) ,
±2√
(m+ 2)(m− 3) , 0
}
.
viii. The Pearson correlation between the categorical factor di and the two factor interaction
aj and al is
< di,ajal >∈ {±12, 8, 4, 0} .
Because W = (m,m − 3) is a weighing matrix, we have that ∑wk,iwk,j = 0 for all
i, j = 1, 2, . . . ,m following the constructing in section 3.4
< di,ajal >=
2m+4∑
k=1
dk,iak,jak,l =
m∑
k=1
dk,iak,jak,l +
2m+4∑
k=1+m
dk,iak,jak,l =
0 + dk1,idk1,lz1 + dk1+1,idk1+1,l(−z1) + dk1+2,idk1+2,lz1+
dk1+m,idk1+m,lz1 + dk1+1+m,idk1+1+m,l(−z1) + dk1+2+m,idk1+2+m,lz1
dk1,idk1,jz3 + dk1+1,idk1+1,j(−z3) + dk1+2,idk1+2,jz3+
dk1+m,idk1+m,jz3 + dk1+1+m,idk1+1+m,j(−z3) + dk1+2+m,idk1+2+m,jz3
because of the fold over of structure D1 in section 3.4, we have that
dk1+m,idk1+m,l = −dk1,idk1,l,
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dk1+1+m,idk1+1+m,l = −dk1+1,idk1+1,l,
dk1+2+m,idk1+2+m,l = −dk1+2,idk1+2,l,
dk1+m,idk1+m,j = −dk1,idk1,j ,
dk1+1+m,idk1+1+m,j = −dk1+1,idk1+1,j ,
dk1+2+m,idk1+2+m,j = −dk1+2,idk1+2,j .
So,
< di,ajal >∈ {±12,±8,±4, 0} (A.28)
The mean averages for d¯i = 0 due to the balance of the design and ajal = 0 because of
orthogonality of columns aj and al.
From equation (A.10) we have that√√√√2m+4∑
k=1
ai − ¯(di)2
2m+4∑
k=1
(ajal)− ¯(ajal)2 =
√
(2m− 6)(2m+ 4) = 2
√
(m− 3)(m+ 2).
(A.29)
Substituting equation (A.28) and equation (A.29) in equation (A.10) we have that
< di,ajal >∈
{
±6√
(m− 3)(m+ 2) ,
±4√
(m− 3)(m+ 2) ,
±2√
(m− 3)(m+ 2) , 0
}
.
ix. The Pearson correlation between the categorical column ai and the two factor interaction
ajl of the categorical columns aj and al is calculated by equation (A.10) that following
the constructing method of section 3.4 we have
2m+4∑
k=1
ak,iak,jak,l =
m∑
k=1
ak,iak,jak,l +
2m+4∑
k=1+m
ak,iak,jak,l =
0 + z1dk1,jdk1,l + (−z1)dk1+1,jdk1+1,l + z1dk1+2,jdk1+2,l
+dk1,iz3dk1,l + dk1+1,i(−z3)dk1+1,l + dk1+2,iz3dk1+2,l + dk1,idk1,jz5
+dk1+1,idk1+1,l(−z5) + dk1+2,idk1+2,jz5 + z1dk1+m,jdk1+m,l + (−z1)dk1+1+m,jdk1+1+m,l
+z1dk1+2+m,jdk1+2+m,l+dk1+m,iz3dk1+m,l+dk1+1+m,i(−z3)dk1+1+m,l+dk1+2+m,iz3dk1+2+m,l
+dk1+m,idk1+m,jz5 + dk1+1+m,idk1+1+m,j(−z5) + dk1+2+m,idk1+2+m,jz5+
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because of the fold over of structure D1 in section 3.2.2, we have that
dk1,jdk1,l = −(dk1+m,jdk1+m,l),
dk1+1,jdk1+1,l = −(dk1+1+m,jdk1+1+m,l),
dk1+2,jdk1+2,l = −(dk1+2+m,jdk1+2+m,l,
dk1,idk1,l = −(dk1+m,idk1+m,l),
dk1+1,idk1+1,l = −(dk1+1+m,idk1+1+m,l),
dk1+2,idk1+2,l = −(dk1+2+m,idk1+2+m,l),
dk1,idk1,j = −(dk1+m,idk1+m,j),
dk1+1,idk1+1,l = −(dk1+1+m,idk1+1+m,j),
dk1+2,idk1+2,l = −(dk1+2+m,idk1+2+m,j).
< ai,ajl >∈ {±18,±14,±10,±6,±2} (A.30)
The mean averages for a¯i = 0 and a¯jl = 0 because of the balance of the columns.
From equation (A.10) we have that√√√√2m+4∑
k=1
(ai − a¯i)2
2m+4∑
k=1
(ajl − d¯jl)2 =
√
(2m+ 4)2 = 2(m+ 2). (A.31)
Substituting equation (A.30) and equation (A.31) in equation A.10 we obtain
< ai, ajl >∈
{ ±9
m+ 2
,
±7
m+ 2
,
±5
m+ 2
,
±3
m+ 2
,
±1
m+ 2
}
.
Proof of Theorem 4:
The Pearson correlation between the factors xi and xj that have t = 2 is given by equation
(A.10) The result for i, ii, iii, iv is straightforward because of the construction of the columns
(using a weighing matrix), their balance and their fold-over structure.
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v. The Pearson correlation between the categorical factor ai and the two factor interaction
dj and dl depend on whether the columns of ai,dj and dl have the same position of zero
or not.
If ai = dj or ai = dl have t = 2 then the person correlation is
< ai,djdl >= 0
because of the orthogonality of columns ai and djdl.
If dj = dl have t = 2 then the Pearson correlation is
< ai,djdl >∈
{
±3√
(m+ 2)(m− 4) ,
±1√
(m+ 2)(m− 4)
}
.
Because
2m+4∑
k=1
ak,idk,jdk,l =
m∑
k=1
ak,idk,jdk,l +
2m+4∑
k=1+m
ak,idk,jdk,l =
0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+2,idk1+2,jz1
+dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1) + dk1+2+m,idk1+2+m,jz1
Due to the fold over of structure D1 in section 3.4 we have that
dk1+m,jdk1+m,l = −(dk1,jdk1,l), dk1+1+m,jdk1+1+m,l = −(dk1+1,jdk1+1,l),
dk1+2+m,jdk1+2+m,l = −(dk1+2,jdk1+2,l).
So,
< ai,djdl >∈ {±6, 2} . (A.32)
From equation (A.10) we have that√√√√2m+4∑
k=1
(ai − a¯i)2
2m+4∑
k=1
(djl − d¯jl)2 =
√
(2m+ 4)(2m− 8) = 2
√
(m+ 2)(m− 4). (A.33)
Since a¯i = 0 and djdl = 0 because of the balance design.
Substituting equation (A.32) and equation (A.33) in equation (A.10) we have that
< (ai,djdl >∈
{
±3√
(m+ 2)(m− 4) ,
±1√
(m+ 2)(m− 4) , 0
}
.
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vi. The Pearson correlation between the quantitative factor di and the two factor interaction
dj and al depends on whether the columns di,dj and al have the same position of zero or
not.
If di = al or dj = al have t = 2 then the Pearson correlation is
< di,djal >= 0
because of the orthogonality of columns di and djal.
If di = dj have t = 2 then the Pearson correlation is
< di,djal >∈
{ ±3
m− 3 ,
±1
m− 3
}
.
Because
2m+4∑
k=1
dk,idk,jak,l =
m∑
k=1
dk,idk,jak,l +
2m+4∑
k=1+m
dk,idk,jak,l =
0 + dk1,idk1,jz1 + dk1+1,idk1+1,j(−z1) + dk1+2,idk1+2,jz1+
dk1+m,idk1+m,jz1 + dk1+1+m,idk1+1+m,j(−z1) + dk1+2+m,idk1+2+m,jz1
due to the fold over of structure D1 in section 3.4 we have that
dk1+m,idk1+m,j = −(dk1,idk1,j), dk1+1+m,idk1+1+m,j = −(dk1+1,idk1+1,j),
dk1+2+m,idk1+2+m,j = −(dk1+2,idk1+2,j).
So,
< di,djal >∈ {±6, 2} . (A.34)
From equation (A.10) we have that√√√√2m+4∑
k=1
(di − d¯i)2
2m+4∑
k=1
(djal − ¯djal)2 =
√
(2m− 6)(2m− 6) = 2m− 6. (A.35)
The mean averages for d¯i = 0 and ¯djal = 0 due to the balance of the design. Substituting
equation (A.34) and equation (A.35) in equation (A.10) we have that
< di,djal >∈
{ ±3
m− 3 ,
±1
m− 3 , 0
}
.
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vii. The Pearson correlation between the categorical factor ai and the two factor interaction
dj and al depends on whether the columns ai, dj and al have the same position of zero
or not.
If ai and al have t = 2 then the Pearson correlation is
< ai,djal >∈ {±4, 0} .
If ai = dj or al = dj then,
< ai,djal >∈ {±8,±4, 0} .
Because W = (m,m − 3) is a weighing matrix, we have that ∑wk,iwk,j = 0 for all
i, j = 1, 2, . . . ,m following the constructing in section 3.4
< ai,djal >=
2m+4∑
k=1
ak,idk,jak,l =
m∑
k=1
ak,idk,jak,l +
2m+4∑
k=1+m
ak,idk,jak,l =
0+dk1+2,idk1+2,jz1+dk1+2+m,idk1+2+m,jz1dk1,ldk1,jz3+dk1+1,ldk1+1,j(−z3)+dk1+2,ldk1+2,jz3+
dk1+m,ldk1+m,jz3 + dk1+1+m,ldk1+1+m,j(−z3) + dk1+2+m,ldk1+2+m,jz3
because of the fold over of structure D1 in section 3.4, we have that
dk1+2+m,idk1+2+m,j = −dk1+2,idk1+2,j , dk1+m,ldk1+m,j = −dk1,ldk1,j ,
dk1+1+m,ldk1+1+m,j = −dk1+1,ldk1+1,j , dk1+2+m,ldk1+2+m,j = −dk1+2,ldk1+2,j .
So,
< ai,djal >∈ {±8,±4, 0} (A.36)
The mean averages for a¯i = 0 due to the balance of the design and djal = 0 because of
orthogonality of columns dj and al.
From equation (A.10) we have that√√√√2m+4∑
k=1
ai − ¯(ai)2
2m+4∑
k=1
(djal)− ¯(djal)2 =
√
(2m+ 4)(2m− 6) = 2
√
(m+ 2)(m− 3).
(A.37)
Substituting equation (A.36) and equation (A.37) in equation (A.10) we have that
< ai,djal >∈
{
±4√
(m+ 2)(m− 3) ,
±2√
(m+ 2)(m− 3) , 0
}
.
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viii. The Pearson correlation between the categorical factor di and the two factor interaction
aj and al depend on whether the columns of di,aj and al have the same coincidence of
zero or not.
If aj and al have t = 2 then the Pearson correlation is
< di,ajal >∈ {±4, 0} .
If di = aj or di = al then,
< ai,djal >∈ {±8,±4, 0} .
Because W = (m,m − 3) is a weighing matrix, we have that ∑wk,iwk,j = 0 for all
i, j = 1, 2, . . . ,m following the constructing in section 3.4
< di,ajal >=
2m+4∑
k=1
dk,iak,jak,l =
m∑
k=1
dk,iak,jak,l +
2m+4∑
k=1+m
dk,iak,jak,l =
0+dk1+2,idk1+2,lz1+dk1+2+m,idk1+2+m,lz1dk1,idk1,jz3+dk1+1,idk1+1,j(−z3)+dk1+2,idk1+2,jz3+
dk1+m,idk1+m,jz3 + dk1+1+m,idk1+1+m,j(−z3) + dk1+2+m,idk1+2+m,jz3
because of the fold over of structure D1 in section 3.4, we have that
dk1+2+m,idk1+2+m,l = −dk1+2,idk1+2,l, dk1+m,idk1+m,j = −dk1,idk1,j ,
dk1+1+m,idk1+1+m,j = −dk1+1,idk1+1,j , dk1+2+m,idk1+2+m,j = −dk1+2,idk1+2,j .
So,
< di,ajal >∈ {±8,±4, 0} . (A.38)
The mean averages for d¯i = 0 due to the balance of the design and ajal = 0 because of
orthogonality of columns aj and al.
From equation (A.10) we have that√√√√2m+4∑
k=1
ai − ¯(di)2
2m+4∑
k=1
(ajal)− ¯(ajal)2 =
√
(2m− 6)(2m+ 4) = 2
√
(m− 3)(m+ 2).
(A.39)
Substituting equation (A.38) and equation (A.39) in equation (A.10) we have that
< di,ajal >∈
{
±4√
(m− 3)(m+ 2) ,
±2√
(m− 3)(m+ 2) , 0
}
.
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ix. The Pearson correlation between the categorical column ai and the two factor interaction
ajl of the categorical columns aj and al is calculated by equation (A.10) depends on
whether the columns ai, aj and al have the same position of zero or not.
If ai = aj or ai = al then,
< ai,ajal >∈ {±10,±6,±2, 0} .
Following the constructing method of section 3.4 we have
2m+4∑
k=1
ak,iak,jak,l =
m∑
k=1
ak,iak,jak,l +
2m+4∑
k=1+m
ak,iak,jak,l =
0 + z1dk1,jdk1,l + (−z1)dk1+1,jdk1+1,l + z1dk1+2,jdk1+2,l + dk1+2,iz3dk1+2,l+
dk1+1,idk1+1,l(−z5) + z1dk1+m,jdk1+m,l + (−z1)dk1+1+m,jdk1+1+m,l + z1dk1+2+m,jdk1+2+m,l
+dk1+2+m,iz3dk1+2+m,l + dk1+1+m,idk1+1+m,j(−z5)
because of the fold over of structure D1 in section 3.4, we have that
dk1,jdk1,l = −(dk1+m,jdk1+m,l), dk1+1,jdk1+1,l = −(dk1+1+m,jdk1+1+m,l),
dk1+2,jdk1+2,l = −(dk1+2+m,jdk1+2+m,l, dk1,idk1,l = −(dk1+m,idk1+m,l),
dk1+1,idk1+1,l = −(dk1+1+m,idk1+1+m,l),
< ai,ajl >∈ {±10,±6,±2} . (A.40)
The mean averages for a¯i = 0 and a¯jl = 0 because of the balance of the columns.
From equation (A.10) we have that√√√√2m+4∑
k=1
(ai − a¯i)2
2m+4∑
k=1
(ajl − d¯jl)2 =
√
(2m+ 4)2 = 2(m+ 2). (A.41)
Substituting equation (A.40) and equation (A.41) in equation A.10 we obtain
< ai, ajl >∈
{ ±5
m+ 2
,
±3
m+ 2
,
±1
m+ 2
}
.
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Proof of Theorem 5:
i. The correlation between any two pure quadratic effects of D =

W(m,m− 2)
0s
−W(m,m− 2)
 is
rii,jj = 1 +
(t− 2)(2m+ s)
(s+ 4)(m− 2) , (A.42)
where t is the number of zeros coincidence in columns wj and wl of W, m is the number
of factors and s is the number of center points. the formula (A.42) has been proofed by
GeorgiouStylianouAggarwal2014
Setting t = 0 and s =0 we have
rii,jj = 1− m
m− 2
.
ii. The correlation between any two pure quadratic effects of D =

W(m,m− 3)
0s
−W(m,m− 3)
 is
rii,jj = 1 +
(t− 3)(2m+ s)
(s+ 6)(m− 3) , (A.43)
where t is the number of zeros coincidence in columns wj and wl of W, m is the number
of factors and s is the number of center points. the formula (A.43) has been proofed by
GeorgiouStylianouAggarwal2014
• when t = 0 and s =0 we have
rii,jj = 1− m
m− 3
.
• when t = 2 and s =0 we have
rii,jj = 1− m
3(m− 3)
.
Appendix B
Analysis Program Pesudocode
errorvar=[0.1, 1]
x=[. . . ]; (x is the design matrix).
[n, c] = size(x);
mf = 2; (mf is the number of fake columns).
cate=1; (cate is the number of categorical factors).
nc = 2; (nc is the number of centerpoint).
a = 0.2; (a is the significance level).
df is the degree of freedom.
All Main=[]; (ALL Main is the main factors without the intercept and fake factors).
N-main is the length for All Main;
Active-Main-Vars is the active main factors in the model.
N-Active-Main is the length of Active Main Vars.
Non-Active-Main is the non active main factors as in the model.
N-Non-Active-Main is the length of Non Active Main.
N-quadratic is the pure quadratic effects for continuous Active Main Vars that following strong
heredity.
all interaction factors without fake factors and intercept
N-interactions = (((c−mf − 1) ∗ (c−mf − 2)/2)).
All-Interactions = [1 : Ninteractions].
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Generate all second order terms matrix.
Intvecq = []; Intvecq is All second order terms.
xq = []; xq is all second order terms.
for k = 2 : c−mf
xq = x(:, k). ∗ x(:, k)
[nxq,mxq] = size(xq)
intvecq = [intvecq;[k, k]]
[a11q, b11q]=size(intvecq)
end
Generating the model
y is any constant number
coef = 0+exprnd([c, 1]) (coef is generating the coefficient number for each terms in the model)
for i = 1:N-Active-Main
y = y + coef(inv − intvect) ∗ x(:, Active−Main− V ars(i))
end;
for i = 1:N-Active-Quadratic y = y+ coef(inv− intvect) ∗ x(:, Active−Quadratic(i, 1)). ∗ x(:
, Active−Quadratic(i, 2))
end
for i = 1:N-Active-Interactions y = y+coef(inv−intvect)∗x(:, Active−Interactions(i, 1)).∗x(:
, Active− Interactions(i, 2))
end
y = y + normrnd(0, errorvar, n, 1)
yme = x ∗ inv(x′ ∗ x) ∗ x′ ∗ y (yme the response data for the space of the main effects)
y2nd = y − yme (y2nd is the residuals).
βˆ = inv(x′ ∗ x) ∗ x′ ∗ y.
f = x(:, c−mf + 1 : c); (f is the columns number of fake factor)
pf = f × inv(f ′ ∗ f) ∗ f ′( pf is the projection operator for fake factors)
s2f = (y
′ ∗ pf ∗ y)/mf (s2f is the varianc for fake factor)
yc = y(n− nc+ 1 : n) (yc is the variance of nc)
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s2c = var(yc)
s2p = (((nc− 1) ∗ s2c) + (mf ∗ s2f ))/(nc +mf − 1)
d = x(:, 1 : c−mf ) (d is the main affect matrix without fake factors and intercipt)
cjj = inv(d
′ ∗ d) (cjjdenotethedignoalelementofinv(d′ ∗ d)correspondingtoβˆ)
[ncjj,mcjj] = size(cjj)
t = []; (t-test)
for i = 1:mcjj
seβ = sqrt(s2p ∗ cjj(t, t))
t = [t; βˆ(t, 1)/seβ]
end
Calculate the p− value
p− value = 2 ∗ (1− tcdf(abs(t), n− c− 1))
p− value = [p− value; ones(mf , 1)]
ff = x(:, p− value > 0.05) (ff is the fake factor after we pooled any insignificant main effect
with f)
[iff, jff ]=size(ff)
pff = pff ∗ inv(ff ′ ∗ ff) ∗ ff ′ (compute the projection operator after increasing df )
dfnew = jff (dfnew is the run number for ff)
s2ff = (y
′ ∗ pff ∗ y)/dfnew
Gudied subset selection procedure
tss = y′2nd ∗ y2nd
Calculate the F distribution for main effect
F = (tss/c)/s2ff
Fcr denotes the crtical value of F distribtion.
Fcr = finv(1− a, c, n− c− 1)
xs = x(:,p-value < 0.05) (xs is significant main effects with intercept)
[ns,ms]=size(xs)
pos=find(p-value< 0.05); (pos is the columns number that is significant)
[np,mp]=size(pos)
APPENDIX B. ANALYSIS PROGRAM PESUDOCODE 108
Calculating the type-I error for main effects
Non-Active Found As Active=setdiff(pos,Active Main Vars)
if (N-NonActive Main== 0)
add = 0
else
add=length(Non-Active Found As Active)/N-Non-Active Main
end
Type-I-Main=Type-I Main + add
Calculate the type-II error for main effects
Missed-Main = setdiff(Active-Main-Vars,pos)
N-Missed-Main=length(Missed-Main)
Type-II Main = Type-II Main + N-Missed Main/N-Active Main
Find F
calculate the smallest residual sum of squares to obtain F .
imin=[]
minsse=10100
for F = 1 : mxqi
R = [xs, xqi2(:, iF )]
Rhat = R ∗ inv(R′ ∗R) ∗R′ ∗ y
r = y −Rhat
rsquare = r.2
ssecur=sum(rsquare)
if ssecur < minsse
minsse = ssecur
minsse=R
imin=iF
end
end
F = (minsse/(c− 1))/s2ff Fcr = finv(1− a, c− 1, n− c− 1)
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out = intvecqi1(imin, :)
if (F > Fcr)
end
if F > Fcr continue other wise we infer that there are no active second-order effects and stop.
Calculate the type-I for quadratic error
Non-Active Found As Active Q = setdiff(out Q, Active Quadratic,’rows’)
[ntq,mtq]=size(Non-Active Found As Active Q)
N-Non-Active Found As Active Q = ntq
if (N-Non Active Quadratic == 0)
add NQ=0;
else
add NQ = N-Non-Active Found As Active Q/N-Non-Active Quadratic
end
Type-I quadratic=Type-I quadratic+add NQ
Calculate the type-II for quadratic error
Missed-quadratic = setdiff(Active Quadratic,out Q,’rows’)
[ntq,mtq] = size(Missed quadratic)
N-Missed quadratic = ntq
if (N-Active Quadratic==0)
add Q=0
else
add Q = N-Missed quadratic/N-Active Quadratic
end
Type-II quadratic = Type-II quadratic + add Q
Calculate the type-I interaction error
Non-Active Found As Active = setdiff(outI, Active Interactions,’rows’)
[nt,mt] = size(Non-Active Found As Active)
N-Non Active Found As Active = nt
if (N-Non Active Interactions==0)
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add-NI=0
else
add-NI=N-Non Active Found As Active/N-Non Active Interactions
end
Type-I interaction = Type-I interaction + add-NI
Calculate the type-II interaction error
Missed interaction = setdiff(Active Interactions, outI,’rows’)
[nt,mt] = size(Missed interaction)
N-Missed interaction=nt
if (N-Active Interactions==0)
add-I=0
else
add-I=N-Missed interaction/N-Non Active Interactions
end
Type-II interaction = Type-II interaction + add-I
Calculate the average Type-I error and Type-II error for Main, quadratic and in-
teraction
Ave Type-I Main = Type-I Main/Repeat
Ave Type-II Main = Type-II Main/Repeat
Ave Type-I quadratic = Type-I quadratic/Repeat
Ave Type-II quadratic = Type-II quadratic/Repeat
Ave Type-I interaction = Type-I interaction/Repeat
Ave Type-II interaction = Type-II interaction/Repeat
Appendix C
All designs with added categorical
factors for (SDW2)
Table C.1: All designs with 16 runs and c categorical factors constructed from (SDW2) method.
c = 1
0 +++ 0 +++
0−+−0 +−+
+ 0−+−0−+
+ 0 +++ 0−−
−−0 +−+ 0−
−−0 ++−0 +
+−+ 0−−++
+−−0 +++−
0−−−0−−−
0 +−+ 0−+−
−0 +−+ 0 +−
−0−−−0 ++
++ 0−+−0 +
++ 0−−+ 0−
−+−0 ++−+
−++ 0−−−−
c = 2
0 +++ 0 +++
0−+−0 +−+
+ 0−+−0−+
+ 0 +++ 0−−
−−0 +−++−
−−0 ++−−+
+−+ 0−−++
+−−0 +++−
0−−−0−−−
0 +−+ 0−+−
−0 +−+ 0 +−
−0−−−0 ++
++ 0−+−++
++ 0−−+−−
−+−0 ++−+
−++ 0−−−−
c = 3
0 +++ 0 +++
0−+−0 +−+
+ 0−+−+−+
+ 0 +++−−−
−−0 +−++−
−−0 ++−−+
+−+ 0−−++
+−−0 +++−
0−−−0−−−
0 +−+ 0−+−
−0 +−+++−
−0−−−−++
++ 0−+−++
++ 0−−+−−
−+−0 ++−+
−++ 0−−−−
c = 4
0 +++++++
0−+−−+−+
+ 0−+−+−+
+ 0 +++−−−
−−0 +−++−
−−0 ++−−+
+−+ 0−−++
+−−0 +++−
0−−−+−−−
0 +−+−−+−
−0 +−+++−
−0−−−−++
++ 0−+−++
++ 0−−+−−
−+−0 ++−+
−++ 0−−−−
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Table C.2: All designs with 20 runs and c categorical factors constructed from (SDW2) method.
c = 1
0 +−++ 0 +−−−
0 +++−0 ++−+
+ 0 +−+−0 +−−
−0 ++++ 0 ++−
++ 0 +−−−0 +−
+−0 ++−+ 0 ++
−++ 0 +−−−0 +
++−0 ++−+ 0 +
+−++ 0 +−−−+
+++−0 ++−+−
0−+−−0−+++
0−−−+ 0−−+−
−0−+−+ 0−++
+ 0−−−−0−−+
−−0−+++ 0−+
−+ 0−−+−0−−
+−−0−+++ 0−
−−+ 0−−+−0−
−+−−0−++++
−−−+ 0−−+−−
c = 2
0 +−++ 0 +−−−
0 +++−0 ++−+
+ 0 +−+−0 +−−
−0 ++++ 0 ++−
++ 0 +−−−0 +−
+−0 ++−+ 0 ++
−++ 0 +−−−++
++−0 ++−+−+
+−++ 0 +−−−+
+++−0 ++−+−
0−+−−0−+++
0−−−+ 0−−+−
−0−+−+ 0−++
+ 0−−−−0−−+
−−0−+++ 0−+
−+ 0−−+−0−−
+−−0−++++−
−−+ 0−−+−−−
−+−−0−++++
−−−+ 0−−+−−
c = 3
0 +−++ 0 +−−−
0 +++−0 ++−+
+ 0 +−+−0 +−−
−0 ++++ 0 ++−
++ 0 +−−−++−
+−0 ++−+−++
−++ 0 +−−−++
++−0 ++−+−+
+++−0 ++−++
+−++ 0 +−−−−
0−+−−0−+++
0−−−+ 0−−+−
−0−+−+ 0−++
+ 0−−−−0−−+
−−0−++++−+
−+ 0−−+−−−−
+−−0−++++−
−−+ 0−−+−−−
−−−+ 0−−+−+
−+−−0−+++−
c = 4
0 +−++ 0 +−−−
0 +++−0 ++−+
+ 0 +−+−++−−
−0 ++++−++−
+−0 ++−++++
++ 0 +−−−−+−
−++ 0 +−−−++
++−0 ++−+−+
+++−0 ++−++
+−++ 0 +−−−−
0−+−−0−+++
0−−−+ 0−−+−
−0−+−++−++
+ 0−−−−−−−+
−+ 0−−+−+−−
−−0−+++−−+
+−−0−++++−
−−+ 0−−+−−−
−−−+ 0−−+−+
−+−−0−+++−
c = 5
0 +−++++−−−
0 +++−−++−+
+ 0 +−+−++−−
−0 ++++−++−
+−0 ++−++++
++ 0 +−−−−+−
−++ 0 +−−−++
++−0 ++−+−+
+++−0 ++−++
+−++ 0 +−−−−
0−+−−+−+++
0−−−+−−−+−
−0−+−++−++
+ 0−−−−−−−+
−+ 0−−+−+−−
−−0−+++−−+
+−−0−++++−
−−+ 0−−+−−−
−−−+ 0−−+−+
−+−−0−+++−
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Table C.3: All designs with 24 runs and c categorical factors constructed from (SDW2) method.
c = 1
0 ++++−0 ++++−
0 ++−−+ 0−−++−
+ 0 ++−++ 0 +−++
+ 0 ++−−−0−+−+
++ 0−++++ 0 +−+
++ 0−+−−−0−++
++−0−−+−+ 0−−
−+−0−−++−0 ++
+−+−0−++−−0−
−−+−0−+−++ 0 +
−++−−0−++−−+
+−−−−0−++++−
0−−−−+ 0−−−−+
0−−++−0 ++−−+
−0−−+−−0−+−−
−0−−+++ 0 +−+−
−−0 +−−−−0−+−
−−0 +−+++ 0 +−−
−−+ 0 ++−+−0 ++
+−+ 0 ++−−+ 0−−
−+−+ 0 +−−++ 0 +
++−+ 0 +−+−−0−
+−−++ 0 +−−+++
−++++ 0 +−−−−−
c = 2
0 ++++−0 ++++−
0 ++−−+ 0−−++−
+ 0 ++−++ 0 +−++
+ 0 ++−−−0−+−+
++ 0−++++ 0 +−+
++ 0−+−−−0−++
++−0−−+−+ 0−−
−+−0−−++−0 ++
+−+−0−++−−+−
−−+−0−+−++−+
−++−−0−++−−+
+−−−−0−++++−
0−−−−+ 0−−−−+
0−−++−0 ++−−+
−0−−+−−0−+−−
−0−−+++ 0 +−+−
−−0 +−−−−0−+−
−−0 +−+++ 0 +−−
−−+ 0 ++−+−0 ++
+−+ 0 ++−−+ 0−−
−+−+ 0 +−−++++
++−+ 0 +−+−−−−
+−−++ 0 +−−+++
−++++ 0 +−−−−−
c = 3
0 ++++−0 ++++−
0 ++−−+ 0−−++−
+ 0 ++−++ 0 +−++
+ 0 ++−−−0−+−+
++ 0−++++ 0 +−+
++ 0−+−−−0−++
++−0−−+−++−−
−+−0−−++−−++
+−+−0−++−−+−
−−+−0−+−++−+
−++−−0−++−−+
+−−−−0−++++−
0−−−−+ 0−−−−+
0−−++−0 ++−−+
−0−−+−−0−+−−
−0−−+++ 0 +−+−
−−0 +−−−−0−+−
−−0 +−+++ 0 +−−
−−+ 0 ++−+−+++
+−+ 0 ++−−+−−−
−+−+ 0 +−−++++
++−+ 0 +−+−−−−
+−−++ 0 +−−+++
−++++ 0 +−−−−−
c = 4
0 ++++−0 ++++−
0 ++−−+ 0−−++−
+ 0 ++−++ 0 +−++
+ 0 ++−−−0−+−+
++ 0−++++++−+
++ 0−+−−−−−++
++−0−−+−++−−
−+−0−−++−−++
+−+−0−++−−+−
−−+−0−+−++−+
−++−−0−++−−+
+−−−−0−++++−
0−−−−+ 0−−−−+
0−−++−0 ++−−+
−0−−+−−0−+−−
−0−−+++ 0 +−+−
−−0 +−−−−+−+−
−−0 +−+++−+−−
−−+ 0 ++−+−+++
+−+ 0 ++−−+−−−
−+−+ 0 +−−++++
++−+ 0 +−+−−−−
+−−++ 0 +−−+++
−++++ 0 +−−−−−
c = 5
0 ++++−0 ++++−
0 ++−−+ 0−−++−
+ 0 ++−++++−++
+ 0 ++−−−−−+−+
++ 0−++++++−+
++ 0−+−−−−−++
++−0−−+−++−−
−+−0−−++−−++
+−+−0−++−−+−
−−+−0−+−++−+
−++−−0−++−−+
+−−−−0−++++−
0−−−−+ 0−−−−+
0−−++−0 ++−−+
−0−−+−−+−+−−
−0−−+++−+−+−
−−0 +−−−−+−+−
−−0 +−+++−+−−
−−+ 0 ++−+−+++
+−+ 0 ++−−+−−−
−+−+ 0 +−−++++
++−+ 0 +−+−−−−
+−−++ 0 +−−+++
−++++ 0 +−−−−−
c = 6
0 ++++−+++++−
0 ++−−+−−−++−
+ 0 ++−++++−++
+ 0 ++−−−−−+−+
++ 0−++++++−+
++ 0−+−−−−−++
++−0−−+−++−−
−+−0−−++−−++
+−+−0−++−−+−
−−+−0−+−++−+
−++−−0−++−−+
+−−−−0−++++−
0−−−−++−−−−+
0−−++−−++−−+
−0−−+−−+−+−−
−0−−+++−+−+−
−−0 +−−−−+−+−
−−0 +−+++−+−−
−−+ 0 ++−+−+++
+−+ 0 ++−−+−−−
−+−+ 0 +−−++++
++−+ 0 +−+−−−−
+−−++ 0 +−−+++
−++++ 0 +−−−−−
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Table C.4: All designs with 32 runs and c categorical factors constructed from (SDW2) method.
c = 1
0 +++++−−0 +−+++++
0 ++−++−+ 0−++−−−+
+ 0 +++++++ 0+−++−−
+ 0−++++−−0 ++−−+−
++ 0−−+−+−+ 0−−++−
+−0−−+−−++ 0 ++−−−
++−0 +−−++−−0 +−+−
−+−0 +−−−+++ 0−+−−
−−−+ 0 +−++++−0−++
+++−0−+−+++−0−++
−−+−+ 0 ++++−+−0 +−
++−+−0 ++++−+−0−+
+−−−++ 0−+−−−−+ 0 +
+−−−+−0 +−+++++ 0 +
−+−−+++ 0−+−−+−−+
−+−−−++ 0 +−+++++−
0−−−−−++ 0−+−−−−−
0−−+−−+−0 +−−+++−
−0−−−−−−−0−+−−++
−0 +−−−−++ 0−−++−+
−−0 ++−+−+−0 ++−−+
−+ 0 ++−++−−0−−+++
−−+ 0−++−−++ 0−+−+
+−+ 0−+++−−−0 +−++
+++−0−+−−−−+ 0 +−−
−−−+ 0 +−+−−−+ 0 +−−
++−+−0−−−−+−+ 0−+
−−+−+ 0−−−−+−+ 0 +−
−+++−−0 +−++++−0−
−+++−+ 0−+−−−−−0−
+−++−−−0 +−++−+++
+−+++−−0−+−−−−−−
c = 2
0 +++++−−0 +−+++++
0 ++−++−+ 0−++−−−+
+ 0 +++++++ 0+−++−−
+ 0−++++−−0 ++−−+−
++ 0−−+−+−+ 0−−++−
+−0−−+−−++ 0 ++−−−
++−0 +−−++−−0 +−+−
−+−0 +−−−+++ 0−+−−
−−−+ 0 +−++++−0−++
+++−0−+−+++−0−++
−−+−+ 0 ++++−+−0 +−
++−+−0 ++++−+−0−+
+−−−++ 0−+−−−−+++
+−−−+−0 +−+++++−+
−+−−+++ 0−+−−+−−+
−+−−−++ 0 +−+++++−
0−−−−−++ 0−+−−−−−
0−−+−−+−0 +−−+++−
−0−−−−−−−0−+−−++
−0 +−−−−++ 0−−++−+
−−0 ++−+−+−0 ++−−+
−+ 0 ++−++−−0−−+++
−−+ 0−++−−++ 0−+−+
+−+ 0−+++−−−0 +−++
+++−0−+−−−−+ 0 +−−
−−−+ 0 +−+−−−+ 0 +−−
++−+−0−−−−+−+ 0−+
−−+−+ 0−−−−+−+ 0 +−
−+++−−0 +−++++−+−
−+++−+ 0−+−−−−−−−
+−++−−−0 +−++−+++
+−+++−−0−+−−−−−−
c = 3
0 +++++−−0 +−+++++
0 ++−++−+ 0−++−−−+
+ 0 +++++++ 0+−++−−
+ 0−++++−−0 ++−−+−
++ 0−−+−+−+ 0−−++−
+−0−−+−−++ 0 ++−−−
++−0 +−−++−−0 +−+−
−+−0 +−−−+++ 0−+−−
−−−+ 0 +−++++−0−++
+++−0−+−+++−0−++
−−+−+ 0 ++++−+−++−
++−+−0 ++++−+−−−+
+−−−++ 0−+−−−−+++
+−−−+−0 +−+++++−+
−+−−+++ 0−+−−+−−+
−+−−−++ 0 +−+++++−
0−−−−−++ 0−+−−−−−
0−−+−−+−0 +−−+++−
−0−−−−−−−0−+−−++
−0 +−−−−++ 0−−++−+
−−0 ++−+−+−0 ++−−+
−+ 0 ++−++−−0−−+++
−−+ 0−++−−++ 0−+−+
+−+ 0−+++−−−0 +−++
+++−0−+−−−−+ 0 +−−
−−−+ 0 +−+−−−+ 0 +−−
++−+−0−−−−+−++−+
−−+−+ 0−−−−+−+−+−
−+++−−0 +−++++−+−
−+++−+ 0−+−−−−−−−
+−++−−−0 +−++−+++
+−+++−−0−+−−−−−−
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Table C.4: (cont.)
c = 4
0 +++++−−0 +−+++++
0 ++−++−+ 0−++−−−+
+ 0 +++++++ 0+−++−−
+ 0−++++−−0 ++−−+−
++ 0−−+−+−+ 0−−++−
+−0−−+−−++ 0 ++−−−
++−0 +−−++−−0 +−+−
−+−0 +−−−+++ 0−+−−
−−−+ 0 +−++++−+−++
+++−0−+−+++−−−++
−−+−+ 0 ++++−+−++−
++−+−0 ++++−+−−−+
+−−−++ 0−+−−−−+++
+−−−+−0 +−+++++−+
−+−−+++ 0−+−−+−−+
−+−−−++ 0 +−+++++−
0−−−−−++ 0−+−−−−−
0−−+−−+−0 +−−+++−
−0−−−−−−−0−+−−++
−0 +−−−−++ 0−−++−+
−−0 ++−+−+−0 ++−−+
−+ 0 ++−++−−0−−+++
−−+ 0−++−−++ 0−+−+
+−+ 0−+++−−−0 +−++
+++−0−+−−−−+++−−
−−−+ 0 +−+−−−+−+−−
++−+−0−−−−+−++−+
−−+−+ 0−−−−+−+−+−
−+++−−0 +−++++−+−
−+++−+ 0−+−−−−−−−
+−++−−−0 +−++−+++
+−+++−−0−+−−−−−−
c = 5
0 +++++−−0 +−+++++
0 ++−++−+ 0−++−−−+
+ 0 +++++++ 0+−++−−
+ 0−++++−−0 ++−−+−
++ 0−−+−+−+ 0−−++−
+−0−−+−−++ 0 ++−−−
++−0 +−−++−−++−+−
−+−0 +−−−+++−−+−−
−−−+ 0 +−++++−+−++
+++−0−+−+++−−−++
−−+−+ 0 ++++−+−++−
++−+−0 ++++−+−−−+
+−−−++ 0−+−−−−+++
+−−−+−0 +−+++++−+
−+−−+++ 0−+−−+−−+
−+−−−++ 0 +−+++++−
0−−−−−++ 0−+−−−−−
0−−+−−+−0 +−−+++−
−0−−−−−−−0−+−−++
−0 +−−−−++ 0−−++−+
−−0 ++−+−+−0 ++−−+
−+ 0 ++−++−−0−−+++
−−+ 0−++−−+++−+−+
+−+ 0−+++−−−−+−++
+++−0−+−−−−+++−−
−−−+ 0 +−+−−−+−+−−
++−+−0−−−−+−++−+
−−+−+ 0−−−−+−+−+−
−+++−−0 +−++++−+−
−+++−+ 0−+−−−−−−−
+−++−−−0 +−++−+++
+−+++−−0−+−−−−−−
c = 6
0 +++++−−0 +−+++++
0 ++−++−+ 0−++−−−+
+ 0 +++++++ 0+−++−−
+ 0−++++−−0 ++−−+−
++ 0−−+−+−++−−++−
+−0−−+−−++−++−−−
++−0 +−−++−−++−+−
−+−0 +−−−+++−−+−−
−−−+ 0 +−++++−+−++
+++−0−+−+++−−−++
−−+−+ 0 ++++−+−++−
++−+−0 ++++−+−−−+
+−−−++ 0−+−−−−+++
+−−−+−0 +−+++++−+
−+−−+++ 0−+−−+−−+
−+−−−++ 0 +−+++++−
0−−−−−++ 0−+−−−−−
0−−+−−+−0 +−−+++−
−0−−−−−−−0−+−−++
−0 +−−−−++ 0−−++−+
−−0 ++−+−+−+++−−+
−+ 0 ++−++−−−−−+++
−−+ 0−++−−+++−+−+
+−+ 0−+++−−−−+−++
+++−0−+−−−−+++−−
−−−+ 0 +−+−−−+−+−−
++−+−0−−−−+−++−+
−−+−+ 0−−−−+−+−+−
−+++−−0 +−++++−+−
−+++−+ 0−+−−−−−−−
+−++−−−0 +−++−+++
+−+++−−0−+−−−−−−
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Table C.4: (cont.)
c = 7
0 +++++−−0 +−+++++
0 ++−++−+ 0−++−−−+
+ 0 +++++++++−++−−
+ 0−++++−−−++−−+−
++ 0−−+−+−++−−++−
+−0−−+−−++−++−−−
++−0 +−−++−−++−+−
−+−0 +−−−+++−−+−−
−−−+ 0 +−++++−+−++
+++−0−+−+++−−−++
−−+−+ 0 ++++−+−++−
++−+−0 ++++−+−−−+
+−−−++ 0−+−−−−+++
+−−−+−0 +−+++++−+
−+−−+++ 0−+−−+−−+
−+−−−++ 0 +−+++++−
0−−−−−++ 0−+−−−−−
0−−+−−+−0 +−−+++−
−0−−−−−−−+−+−−++
−0 +−−−−++−−−++−+
−−0 ++−+−+−+++−−+
−+ 0 ++−++−−−−−+++
−−+ 0−++−−+++−+−+
+−+ 0−+++−−−−+−++
+++−0−+−−−−+++−−
−−−+ 0 +−+−−−+−+−−
++−+−0−−−−+−++−+
−−+−+ 0−−−−+−+−+−
−+++−−0 +−++++−+−
−+++−+ 0−+−−−−−−−
+−++−−−0 +−++−+++
+−+++−−0−+−−−−−−
c = 8
0 +++++−−++−+++++
0 ++−++−+−−++−−−+
+ 0 +++++++++−++−−
+ 0−++++−−−++−−+−
++ 0−−+−+−++−−++−
+−0−−+−−++−++−−−
++−0 +−−++−−++−+−
−+−0 +−−−+++−−+−−
−−−+ 0 +−++++−+−++
+++−0−+−+++−−−++
−−+−+ 0 ++++−+−++−
++−+−0 ++++−+−−−+
+−−−++ 0−+−−−−+++
+−−−+−0 +−+++++−+
−+−−+++ 0−+−−+−−+
−+−−−++ 0 +−+++++−
0−−−−−+++−+−−−−−
0−−+−−+−−+−−+++−
−0−−−−−−−+−+−−++
−0 +−−−−++−−−++−+
−−0 ++−+−+−+++−−+
−+ 0 ++−++−−−−−+++
−−+ 0−++−−+++−+−+
+−+ 0−+++−−−−+−++
+++−0−+−−−−+++−−
−−−+ 0 +−+−−−+−+−−
++−+−0−−−−+−++−+
−−+−+ 0−−−−+−+−+−
−+++−−0 +−++++−+−
−+++−+ 0−+−−−−−−−
+−++−−−0 +−++−+++
+−+++−−0−+−−−−−−
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Table C.5: All designs with 36 runs and c categorical factors constructed from (SDW2) method.
c = 1
0 +−+++−−−0 +−++−+++
0−−−+−−+−0−−−+++−+
+ 0 +−+++−−−0 +−++−++
+ 0−−−+−−+−0−−−+++−
+−0 +−+++−−+ 0 +−++−+
−−0−−−+−−++ 0−−−+++
+−−0 +−+++−++ 0 +−++−
++−0−−−+−−−+ 0−−−++
−−−−0 +−++++++ 0 +−++
+−+−0−−−+−+−+ 0−−−+
++−−−0 +−++−+++ 0 +−+
+−−+−0−−−+++−+ 0−−−
+++−−−0 +−++−+++ 0 +−
−+−−+−0−−−+++−+ 0−−
−+++−−−0 +−++−+++ 0 +
−−+−−+−0−−−+++−+ 0−
+−+++−−−0 +−++−++++
−−−+−−+−0−−−+++−+−
0−+−−−+++ 0−+−−+−−−
0 +++−++−+ 0 +++−−−+−
−0−+−−−+++ 0−+−−+−−
−0 +++−++−+ 0 +++−−−+
−+ 0−+−−−++−0−+−−+−
++ 0 +++−++−−0 +++−−−
−++ 0−+−−−+−−0−+−−+
−−+ 0 +++−+++−0 +++−−
++++ 0−+−−−−−−0−+−−
−+−+ 0 +++−+−+−0 +++−
−−+++ 0−+−−+−−−0−+−
−++−+ 0 +++−−−+−0 +++
−−−+++ 0−+−−+−−−0−+
+−++−+ 0 +++−−−+−0 ++
+−−−+++ 0−+−−+−−−0−
++−++−+ 0 +++−−−+−0 +
−+−−−+++ 0−+−−+−−−+
+++−++−+ 0 +++−−−+−−
c = 2
0 +−+++−−−0 +−++−+++
0−−−+−−+−0−−−+++−+
+ 0 +−+++−−−0 +−++−++
+ 0−−−+−−+−0−−−+++−
+−0 +−+++−−+ 0 +−++−+
−−0−−−+−−++ 0−−−+++
+−−0 +−+++−++ 0 +−++−
++−0−−−+−−−+ 0−−−++
−−−−0 +−++++++ 0 +−++
+−+−0−−−+−+−+ 0−−−+
++−−−0 +−++−+++ 0 +−+
+−−+−0−−−+++−+ 0−−−
+++−−−0 +−++−+++ 0 +−
−+−−+−0−−−+++−+ 0−−
−+++−−−0 +−++−+++++
−−+−−+−0−−−+++−+−−
+−+++−−−0 +−++−++++
−−−+−−+−0−−−+++−+−
0−+−−−+++ 0−+−−+−−−
0 +++−++−+ 0 +++−−−+−
−0−+−−−+++ 0−+−−+−−
−0 +++−++−+ 0 +++−−−+
−+ 0−+−−−++−0−+−−+−
++ 0 +++−++−−0 +++−−−
−++ 0−+−−−+−−0−+−−+
−−+ 0 +++−+++−0 +++−−
++++ 0−+−−−−−−0−+−−
−+−+ 0 +++−+−+−0 +++−
−−+++ 0−+−−+−−−0−+−
−++−+ 0 +++−−−+−0 +++
−−−+++ 0−+−−+−−−0−+
+−++−+ 0 +++−−−+−0 ++
+−−−+++ 0−+−−+−−−+−
++−++−+ 0 +++−−−+−−+
−+−−−+++ 0−+−−+−−−+
+++−++−+ 0 +++−−−+−−
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Table C.5: (cont.)
c = 3
0 +−+++−−−0 +−++−+++
0−−−+−−+−0−−−+++−+
+ 0 +−+++−−−0 +−++−++
+ 0−−−+−−+−0−−−+++−
+−0 +−+++−−+ 0 +−++−+
−−0−−−+−−++ 0−−−+++
+−−0 +−+++−++ 0 +−++−
++−0−−−+−−−+ 0−−−++
−−−−0 +−++++++ 0 +−++
+−+−0−−−+−+−+ 0−−−+
++−−−0 +−++−+++ 0 +−+
+−−+−0−−−+++−+ 0−−−
+++−−−0 +−++−+++++−
−+−−+−0−−−+++−+−−−
−+++−−−0 +−++−+++++
−−+−−+−0−−−+++−+−−
+−+++−−−0 +−++−++++
−−−+−−+−0−−−+++−+−
0−+−−−+++ 0−+−−+−−−
0 +++−++−+ 0 +++−−−+−
−0−+−−−+++ 0−+−−+−−
−0 +++−++−+ 0 +++−−−+
−+ 0−+−−−++−0−+−−+−
++ 0 +++−++−−0 +++−−−
−++ 0−+−−−+−−0−+−−+
−−+ 0 +++−+++−0 +++−−
++++ 0−+−−−−−−0−+−−
−+−+ 0 +++−+−+−0 +++−
−−+++ 0−+−−+−−−0−+−
−++−+ 0 +++−−−+−0 +++
−−−+++ 0−+−−+−−−+−+
+−++−+ 0 +++−−−+−−++
+−−−+++ 0−+−−+−−−+−
++−++−+ 0 +++−−−+−−+
−+−−−+++ 0−+−−+−−−+
+++−++−+ 0 +++−−−+−−
c = 4
0 +−+++−−−0 +−++−+++
0−−−+−−+−0−−−+++−+
+ 0 +−+++−−−0 +−++−++
+ 0−−−+−−+−0−−−+++−
+−0 +−+++−−+ 0 +−++−+
−−0−−−+−−++ 0−−−+++
+−−0 +−+++−++ 0 +−++−
++−0−−−+−−−+ 0−−−++
−−−−0 +−++++++ 0 +−++
+−+−0−−−+−+−+ 0−−−+
++−−−0 +−++−+++++−+
+−−+−0−−−+++−+−−−−
+++−−−0 +−++−+++++−
−+−−+−0−−−+++−+−−−
−+++−−−0 +−++−+++++
−−+−−+−0−−−+++−+−−
+−+++−−−0 +−++−++++
−−−+−−+−0−−−+++−+−
0−+−−−+++ 0−+−−+−−−
0 +++−++−+ 0 +++−−−+−
−0−+−−−+++ 0−+−−+−−
−0 +++−++−+ 0 +++−−−+
−+ 0−+−−−++−0−+−−+−
++ 0 +++−++−−0 +++−−−
−++ 0−+−−−+−−0−+−−+
−−+ 0 +++−+++−0 +++−−
++++ 0−+−−−−−−0−+−−
−+−+ 0 +++−+−+−0 +++−
−−+++ 0−+−−+−−−+−+−
−++−+ 0 +++−−−+−−+++
−−−+++ 0−+−−+−−−+−+
+−++−+ 0 +++−−−+−−++
+−−−+++ 0−+−−+−−−+−
++−++−+ 0 +++−−−+−−+
−+−−−+++ 0−+−−+−−−+
+++−++−+ 0 +++−−−+−−
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Table C.5: (cont.)
c = 5
0 +−+++−−−0 +−++−+++
0−−−+−−+−0−−−+++−+
+ 0 +−+++−−−0 +−++−++
+ 0−−−+−−+−0−−−+++−
+−0 +−+++−−+ 0 +−++−+
−−0−−−+−−++ 0−−−+++
+−−0 +−+++−++ 0 +−++−
++−0−−−+−−−+ 0−−−++
−−−−0 +−++++++++−++
+−+−0−−−+−+−+−−−−+
++−−−0 +−++−+++++−+
+−−+−0−−−+++−+−−−−
+++−−−0 +−++−+++++−
−+−−+−0−−−+++−+−−−
−+++−−−0 +−++−+++++
−−+−−+−0−−−+++−+−−
+−+++−−−0 +−++−++++
−−−+−−+−0−−−+++−+−
0−+−−−+++ 0−+−−+−−−
0 +++−++−+ 0 +++−−−+−
−0−+−−−+++ 0−+−−+−−
−0 +++−++−+ 0 +++−−−+
−+ 0−+−−−++−0−+−−+−
++ 0 +++−++−−0 +++−−−
−++ 0−+−−−+−−0−+−−+
−−+ 0 +++−+++−0 +++−−
++++ 0−+−−−−−−+−+−−
−+−+ 0 +++−+−+−−+++−
−−+++ 0−+−−+−−−+−+−
−++−+ 0 +++−−−+−−+++
−−−+++ 0−+−−+−−−+−+
+−++−+ 0 +++−−−+−−++
+−−−+++ 0−+−−+−−−+−
++−++−+ 0 +++−−−+−−+
−+−−−+++ 0−+−−+−−−+
+++−++−+ 0 +++−−−+−−
c = 6
0 +−+++−−−0 +−++−+++
0−−−+−−+−0−−−+++−+
+ 0 +−+++−−−0 +−++−++
+ 0−−−+−−+−0−−−+++−
+−0 +−+++−−+ 0 +−++−+
−−0−−−+−−++ 0−−−+++
+−−0 +−+++−++++−++−
++−0−−−+−−−+−−−−++
−−−−0 +−++++++++−++
+−+−0−−−+−+−+−−−−+
++−−−0 +−++−+++++−+
+−−+−0−−−+++−+−−−−
+++−−−0 +−++−+++++−
−+−−+−0−−−+++−+−−−
−+++−−−0 +−++−+++++
−−+−−+−0−−−+++−+−−
+−+++−−−0 +−++−++++
−−−+−−+−0−−−+++−+−
0−+−−−+++ 0−+−−+−−−
0 +++−++−+ 0 +++−−−+−
−0−+−−−+++ 0−+−−+−−
−0 +++−++−+ 0 +++−−−+
−+ 0−+−−−++−0−+−−+−
++ 0 +++−++−−0 +++−−−
−++ 0−+−−−+−−+−+−−+
−−+ 0 +++−+++−−+++−−
++++ 0−+−−−−−−+−+−−
−+−+ 0 +++−+−+−−+++−
−−+++ 0−+−−+−−−+−+−
−++−+ 0 +++−−−+−−+++
−−−+++ 0−+−−+−−−+−+
+−++−+ 0 +++−−−+−−++
+−−−+++ 0−+−−+−−−+−
++−++−+ 0 +++−−−+−−+
−+−−−+++ 0−+−−+−−−+
+++−++−+ 0 +++−−−+−−
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Table C.5: (cont.)
c = 7
0 +−+++−−−0 +−++−+++
0−−−+−−+−0−−−+++−+
+ 0 +−+++−−−0 +−++−++
+ 0−−−+−−+−0−−−+++−
+−0 +−+++−−+++−++−+
−−0−−−+−−++−−−−+++
+−−0 +−+++−++++−++−
++−0−−−+−−−+−−−−++
−−−−0 +−++++++++−++
+−+−0−−−+−+−+−−−−+
++−−−0 +−++−+++++−+
+−−+−0−−−+++−+−−−−
+++−−−0 +−++−+++++−
−+−−+−0−−−+++−+−−−
−+++−−−0 +−++−+++++
−−+−−+−0−−−+++−+−−
+−+++−−−0 +−++−++++
−−−+−−+−0−−−+++−+−
0−+−−−+++ 0−+−−+−−−
0 +++−++−+ 0 +++−−−+−
−0−+−−−+++ 0−+−−+−−
−0 +++−++−+ 0 +++−−−+
−+ 0−+−−−++−+−+−−+−
++ 0 +++−++−−−+++−−−
−++ 0−+−−−+−−+−+−−+
−−+ 0 +++−+++−−+++−−
++++ 0−+−−−−−−+−+−−
−+−+ 0 +++−+−+−−+++−
−−+++ 0−+−−+−−−+−+−
−++−+ 0 +++−−−+−−+++
−−−+++ 0−+−−+−−−+−+
+−++−+ 0 +++−−−+−−++
+−−−+++ 0−+−−+−−−+−
++−++−+ 0 +++−−−+−−+
−+−−−+++ 0−+−−+−−−+
+++−++−+ 0 +++−−−+−−
c = 8
0 +−+++−−−0 +−++−+++
0−−−+−−+−0−−−+++−+
+ 0 +−+++−−−++−++−++
+ 0−−−+−−+−−−−−+++−
+−0 +−+++−−+++−++−+
−−0−−−+−−++−−−−+++
+−−0 +−+++−++++−++−
++−0−−−+−−−+−−−−++
−−−−0 +−++++++++−++
+−+−0−−−+−+−+−−−−+
++−−−0 +−++−+++++−+
+−−+−0−−−+++−+−−−−
+++−−−0 +−++−+++++−
−+−−+−0−−−+++−+−−−
−+++−−−0 +−++−+++++
−−+−−+−0−−−+++−+−−
+−+++−−−0 +−++−++++
−−−+−−+−0−−−+++−+−
0−+−−−+++ 0−+−−+−−−
0 +++−++−+ 0 +++−−−+−
−0−+−−−++++−+−−+−−
−0 +++−++−+−+++−−−+
−+ 0−+−−−++−+−+−−+−
++ 0 +++−++−−−+++−−−
−++ 0−+−−−+−−+−+−−+
−−+ 0 +++−+++−−+++−−
++++ 0−+−−−−−−+−+−−
−+−+ 0 +++−+−+−−+++−
−−+++ 0−+−−+−−−+−+−
−++−+ 0 +++−−−+−−+++
−−−+++ 0−+−−+−−−+−+
+−++−+ 0 +++−−−+−−++
+−−−+++ 0−+−−+−−−+−
++−++−+ 0 +++−−−+−−+
−+−−−+++ 0−+−−+−−−+
+++−++−+ 0 +++−−−+−−
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Table C.5: (cont.)
c = 9
0 +−+++−−−++−++−+++
0−−−+−−+−−−−−+++−+
+ 0 +−+++−−−++−++−++
+ 0−−−+−−+−−−−−+++−
+−0 +−+++−−+++−++−+
−−0−−−+−−++−−−−+++
+−−0 +−+++−++++−++−
++−0−−−+−−−+−−−−++
−−−−0 +−++++++++−++
+−+−0−−−+−+−+−−−−+
++−−−0 +−++−+++++−+
+−−+−0−−−+++−+−−−−
+++−−−0 +−++−+++++−
−+−−+−0−−−+++−+−−−
−+++−−−0 +−++−+++++
−−+−−+−0−−−+++−+−−
+−+++−−−0 +−++−++++
−−−+−−+−0−−−+++−+−
0−+−−−++++−+−−+−−−
0 +++−++−+−+++−−−+−
−0−+−−−++++−+−−+−−
−0 +++−++−+−+++−−−+
−+ 0−+−−−++−+−+−−+−
++ 0 +++−++−−−+++−−−
−++ 0−+−−−+−−+−+−−+
−−+ 0 +++−+++−−+++−−
++++ 0−+−−−−−−+−+−−
−+−+ 0 +++−+−+−−+++−
−−+++ 0−+−−+−−−+−+−
−++−+ 0 +++−−−+−−+++
−−−+++ 0−+−−+−−−+−+
+−++−+ 0 +++−−−+−−++
+−−−+++ 0−+−−+−−−+−
++−++−+ 0 +++−−−+−−+
−+−−−+++ 0−+−−+−−−+
+++−++−+ 0 +++−−−+−−
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Table C.6: All designs with 40 runs and c categorical factors constructed from (SDW2) method.
c = 1
0−++−++−++ 0−++−++−++
0−++−−−+−−0 +−−+++−++
−0−+++−+++−0−+++++−+
−0−++−−−+−+ 0 +−−+−+++
+−0−+−+++++−0−+++++−
+−0−+−−−−+−+ 0 +−−++++
++−0−++++−++−0−−++++
++−0−+−−−−−−+ 0 +++++−
−++−0 +++−+−++−0 +−+++
−++−0−+−−−+−−+ 0 +++−+
++−++ 0 +−−++++−+ 0 +−−+
−−−+−0 +−−+++−++ 0−++−
+−++++ 0 +−−++++−+ 0 +−−
−−−−++ 0 +−−+−+++−0−++
−++++−+ 0 +−−++++−+ 0 +−
+−−−−−+ 0 +−−+++++−0−+
++++−−−+ 0 ++−+++−−+ 0 +
−+−−−−−+ 0 +++++−++−0−
+++−++−−+ 0 ++−+++−−++
−−+−−+−−+ 0 +++−+−++−−
0 +−−+−−+−−0 +−−+−−+−−
0 +−−+++−++ 0−++−−−+−−
+ 0 +−−−+−−−+ 0 +−−−−−+−
+ 0 +−−+++−+−0−++−+−−−
−+ 0 +−+−−−−−+ 0 +−−−−−+
−+ 0 +−++++−+−0−++−−−−
−−+ 0 +−−−−+−−+ 0 ++−−−−
−−+ 0 +−++++++−0−−−−−+
+−−+ 0−−−+−+−−+ 0−+−−−
+−−+ 0 +−+++−++−0−−−+−
−−+−−0−++−−−−+−0−++−
+++−+ 0−++−−−+−−0 +−−+
−+−−−−0−++−−−−+−0−++
++++−−0−++−+−−−+ 0 +−−
+−−−−+−0−++−−−−+−0−+
−+++++−0−++−−−−−+ 0 +−
−−−−+++−0−−+−−−++−0−
+−+++++−0−−−−−+−−+ 0 +
−−−+−−++−0−−+−−−++−+
++−++−++−0−−−+−+−−+−
c = 2
0−++−++−++ 0−++−++−++
0−++−−−+−−0 +−−+++−++
−0−+++−+++−0−+++++−+
−0−++−−−+−+ 0 +−−+−+++
+−0−+−+++++−0−+++++−
+−0−+−−−−+−+ 0 +−−++++
++−0−++++−++−0−−++++
++−0−+−−−−−−+ 0 +++++−
−++−0 +++−+−++−0 +−+++
−++−0−+−−−+−−+ 0 +++−+
++−++ 0 +−−++++−+ 0 +−−+
−−−+−0 +−−+++−++ 0−++−
+−++++ 0 +−−++++−+ 0 +−−
−−−−++ 0 +−−+−+++−0−++
−++++−+ 0 +−−++++−+ 0 +−
+−−−−−+ 0 +−−+++++−0−+
++++−−−+ 0 ++−+++−−+++
−+−−−−−+ 0 +++++−++−−−
+++−++−−+ 0 ++−+++−−++
−−+−−+−−+ 0 +++−+−++−−
0 +−−+−−+−−0 +−−+−−+−−
0 +−−+++−++ 0−++−−−+−−
+ 0 +−−−+−−−+ 0 +−−−−−+−
+ 0 +−−+++−+−0−++−+−−−
−+ 0 +−+−−−−−+ 0 +−−−−−+
−+ 0 +−++++−+−0−++−−−−
−−+ 0 +−−−−+−−+ 0 ++−−−−
−−+ 0 +−++++++−0−−−−−+
+−−+ 0−−−+−+−−+ 0−+−−−
+−−+ 0 +−+++−++−0−−−+−
−−+−−0−++−−−−+−0−++−
+++−+ 0−++−−−+−−0 +−−+
−+−−−−0−++−−−−+−0−++
++++−−0−++−+−−−+ 0 +−−
+−−−−+−0−++−−−−+−0−+
−+++++−0−++−−−−−+ 0 +−
−−−−+++−0−−+−−−++−+−
+−+++++−0−−−−−+−−+−+
−−−+−−++−0−−+−−−++−+
++−++−++−0−−−+−+−−+−
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Table C.6: (cont.)
c = 3
0−++−++−++ 0−++−++−++
0−++−−−+−−0 +−−+++−++
−0−+++−+++−0−+++++−+
−0−++−−−+−+ 0 +−−+−+++
+−0−+−+++++−0−+++++−
+−0−+−−−−+−+ 0 +−−++++
++−0−++++−++−0−−++++
++−0−+−−−−−−+ 0 +++++−
−++−0 +++−+−++−0 +−+++
−++−0−+−−−+−−+ 0 +++−+
++−++ 0 +−−++++−+ 0 +−−+
−−−+−0 +−−+++−++ 0−++−
+−++++ 0 +−−++++−+ 0 +−−
−−−−++ 0 +−−+−+++−0−++
−++++−+ 0 +−−++++−+++−
+−−−−−+ 0 +−−+++++−−−+
++++−−−+ 0 ++−+++−−+++
−+−−−−−+ 0 +++++−++−−−
+++−++−−+ 0 ++−+++−−++
−−+−−+−−+ 0 +++−+−++−−
0 +−−+−−+−−0 +−−+−−+−−
0 +−−+++−++ 0−++−−−+−−
+ 0 +−−−+−−−+ 0 +−−−−−+−
+ 0 +−−+++−+−0−++−+−−−
−+ 0 +−+−−−−−+ 0 +−−−−−+
−+ 0 +−++++−+−0−++−−−−
−−+ 0 +−−−−+−−+ 0 ++−−−−
−−+ 0 +−++++++−0−−−−−+
+−−+ 0−−−+−+−−+ 0−+−−−
+−−+ 0 +−+++−++−0−−−+−
−−+−−0−++−−−−+−0−++−
+++−+ 0−++−−−+−−0 +−−+
−+−−−−0−++−−−−+−0−++
++++−−0−++−+−−−+ 0 +−−
+−−−−+−0−++−−−−+−+−+
−+++++−0−++−−−−−+−+−
−−−−+++−0−−+−−−++−+−
+−+++++−0−−−−−+−−+−+
−−−+−−++−0−−+−−−++−+
++−++−++−0−−−+−+−−+−
c = 4
0−++−++−++ 0−++−++−++
0−++−−−+−−0 +−−+++−++
−0−+++−+++−0−+++++−+
−0−++−−−+−+ 0 +−−+−+++
+−0−+−+++++−0−+++++−
+−0−+−−−−+−+ 0 +−−++++
++−0−++++−++−0−−++++
++−0−+−−−−−−+ 0 +++++−
−++−0 +++−+−++−0 +−+++
−++−0−+−−−+−−+ 0 +++−+
++−++ 0 +−−++++−+ 0 +−−+
−−−+−0 +−−+++−++ 0−++−
+−++++ 0 +−−++++−+++−−
−−−−++ 0 +−−+−+++−−−++
−++++−+ 0 +−−++++−+++−
+−−−−−+ 0 +−−+++++−−−+
++++−−−+ 0 ++−+++−−+++
−+−−−−−+ 0 +++++−++−−−
+++−++−−+ 0 ++−+++−−++
−−+−−+−−+ 0 +++−+−++−−
0 +−−+−−+−−0 +−−+−−+−−
0 +−−+++−++ 0−++−−−+−−
+ 0 +−−−+−−−+ 0 +−−−−−+−
+ 0 +−−+++−+−0−++−+−−−
−+ 0 +−+−−−−−+ 0 +−−−−−+
−+ 0 +−++++−+−0−++−−−−
−−+ 0 +−−−−+−−+ 0 ++−−−−
−−+ 0 +−++++++−0−−−−−+
+−−+ 0−−−+−+−−+ 0−+−−−
+−−+ 0 +−+++−++−0−−−+−
−−+−−0−++−−−−+−0−++−
+++−+ 0−++−−−+−−0 +−−+
−+−−−−0−++−−−−+−+−++
++++−−0−++−+−−−+−+−−
+−−−−+−0−++−−−−+−+−+
−+++++−0−++−−−−−+−+−
−−−−+++−0−−+−−−++−+−
+−+++++−0−−−−−+−−+−+
−−−+−−++−0−−+−−−++−+
++−++−++−0−−−+−+−−+−
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Table C.6: (cont.)
c = 5
0−++−++−++ 0−++−++−++
0−++−−−+−−0 +−−+++−++
−0−+++−+++−0−+++++−+
−0−++−−−+−+ 0 +−−+−+++
+−0−+−+++++−0−+++++−
+−0−+−−−−+−+ 0 +−−++++
++−0−++++−++−0−−++++
++−0−+−−−−−−+ 0 +++++−
−++−0 +++−+−++−0 +−+++
−++−0−+−−−+−−+ 0 +++−+
++−++ 0 +−−++++−+++−−+
−−−+−0 +−−+++−++−−++−
+−++++ 0 +−−++++−+++−−
−−−−++ 0 +−−+−+++−−−++
−++++−+ 0 +−−++++−+++−
+−−−−−+ 0 +−−+++++−−−+
++++−−−+ 0 ++−+++−−+++
−+−−−−−+ 0 +++++−++−−−
+++−++−−+ 0 ++−+++−−++
−−+−−+−−+ 0 +++−+−++−−
0 +−−+−−+−−0 +−−+−−+−−
0 +−−+++−++ 0−++−−−+−−
+ 0 +−−−+−−−+ 0 +−−−−−+−
+ 0 +−−+++−+−0−++−+−−−
−+ 0 +−+−−−−−+ 0 +−−−−−+
−+ 0 +−++++−+−0−++−−−−
−−+ 0 +−−−−+−−+ 0 ++−−−−
−−+ 0 +−++++++−0−−−−−+
+−−+ 0−−−+−+−−+ 0−+−−−
+−−+ 0 +−+++−++−0−−−+−
−−+−−0−++−−−−+−+−++−
+++−+ 0−++−−−+−−−+−−+
−+−−−−0−++−−−−+−+−++
++++−−0−++−+−−−+−+−−
+−−−−+−0−++−−−−+−+−+
−+++++−0−++−−−−−+−+−
−−−−+++−0−−+−−−++−+−
+−+++++−0−−−−−+−−+−+
−−−+−−++−0−−+−−−++−+
++−++−++−0−−−+−+−−+−
c = 6
0−++−++−++ 0−++−++−++
0−++−−−+−−0 +−−+++−++
−0−+++−+++−0−+++++−+
−0−++−−−+−+ 0 +−−+−+++
+−0−+−+++++−0−+++++−
+−0−+−−−−+−+ 0 +−−++++
++−0−++++−++−0−−++++
++−0−+−−−−−−+ 0 +++++−
−++−0 +++−+−++−++−+++
−++−0−+−−−+−−+−+++−+
++−++ 0 +−−++++−+++−−+
−−−+−0 +−−+++−++−−++−
+−++++ 0 +−−++++−+++−−
−−−−++ 0 +−−+−+++−−−++
−++++−+ 0 +−−++++−+++−
+−−−−−+ 0 +−−+++++−−−+
++++−−−+ 0 ++−+++−−+++
−+−−−−−+ 0 +++++−++−−−
+++−++−−+ 0 ++−+++−−++
−−+−−+−−+ 0 +++−+−++−−
0 +−−+−−+−−0 +−−+−−+−−
0 +−−+++−++ 0−++−−−+−−
+ 0 +−−−+−−−+ 0 +−−−−−+−
+ 0 +−−+++−+−0−++−+−−−
−+ 0 +−+−−−−−+ 0 +−−−−−+
−+ 0 +−++++−+−0−++−−−−
−−+ 0 +−−−−+−−+ 0 ++−−−−
−−+ 0 +−++++++−0−−−−−+
+−−+ 0−−−+−+−−++−+−−−
+−−+ 0 +−+++−++−−−−−+−
−−+−−0−++−−−−+−+−++−
+++−+ 0−++−−−+−−−+−−+
−+−−−−0−++−−−−+−+−++
++++−−0−++−+−−−+−+−−
+−−−−+−0−++−−−−+−+−+
−+++++−0−++−−−−−+−+−
−−−−+++−0−−+−−−++−+−
+−+++++−0−−−−−+−−+−+
−−−+−−++−0−−+−−−++−+
++−++−++−0−−−+−+−−+−
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Table C.6: (cont.)
c = 7
0−++−++−++ 0−++−++−++
0−++−−−+−−0 +−−+++−++
−0−+++−+++−0−+++++−+
−0−++−−−+−+ 0 +−−+−+++
+−0−+−+++++−0−+++++−
+−0−+−−−−+−+ 0 +−−++++
++−0−++++−++−+−−++++
++−0−+−−−−−−+−+++++−
−++−0 +++−+−++−++−+++
−++−0−+−−−+−−+−+++−+
++−++ 0 +−−++++−+++−−+
−−−+−0 +−−+++−++−−++−
+−++++ 0 +−−++++−+++−−
−−−−++ 0 +−−+−+++−−−++
−++++−+ 0 +−−++++−+++−
+−−−−−+ 0 +−−+++++−−−+
++++−−−+ 0 ++−+++−−+++
−+−−−−−+ 0 +++++−++−−−
+++−++−−+ 0 ++−+++−−++
−−+−−+−−+ 0 +++−+−++−−
0 +−−+−−+−−0 +−−+−−+−−
0 +−−+++−++ 0−++−−−+−−
+ 0 +−−−+−−−+ 0 +−−−−−+−
+ 0 +−−+++−+−0−++−+−−−
−+ 0 +−+−−−−−+ 0 +−−−−−+
−+ 0 +−++++−+−0−++−−−−
−−+ 0 +−−−−+−−++++−−−−
−−+ 0 +−++++++−−−−−−−+
+−−+ 0−−−+−+−−++−+−−−
+−−+ 0 +−+++−++−−−−−+−
−−+−−0−++−−−−+−+−++−
+++−+ 0−++−−−+−−−+−−+
−+−−−−0−++−−−−+−+−++
++++−−0−++−+−−−+−+−−
+−−−−+−0−++−−−−+−+−+
−+++++−0−++−−−−−+−+−
−−−−+++−0−−+−−−++−+−
+−+++++−0−−−−−+−−+−+
−−−+−−++−0−−+−−−++−+
++−++−++−0−−−+−+−−+−
c = 8
0−++−++−++ 0−++−++−++
0−++−−−+−−0 +−−+++−++
−0−+++−+++−0−+++++−+
−0−++−−−+−+ 0 +−−+−+++
+−0−+−+++++−+−+++++−
+−0−+−−−−+−+−+−−++++
++−0−++++−++−+−−++++
++−0−+−−−−−−+−+++++−
−++−0 +++−+−++−++−+++
−++−0−+−−−+−−+−+++−+
++−++ 0 +−−++++−+++−−+
−−−+−0 +−−+++−++−−++−
+−++++ 0 +−−++++−+++−−
−−−−++ 0 +−−+−+++−−−++
−++++−+ 0 +−−++++−+++−
+−−−−−+ 0 +−−+++++−−−+
++++−−−+ 0 ++−+++−−+++
−+−−−−−+ 0 +++++−++−−−
+++−++−−+ 0 ++−+++−−++
−−+−−+−−+ 0 +++−+−++−−
0 +−−+−−+−−0 +−−+−−+−−
0 +−−+++−++ 0−++−−−+−−
+ 0 +−−−+−−−+ 0 +−−−−−+−
+ 0 +−−+++−+−0−++−+−−−
−+ 0 +−+−−−−−+++−−−−−+
−+ 0 +−++++−+−−−++−−−−
−−+ 0 +−−−−+−−++++−−−−
−−+ 0 +−++++++−−−−−−−+
+−−+ 0−−−+−+−−++−+−−−
+−−+ 0 +−+++−++−−−−−+−
−−+−−0−++−−−−+−+−++−
+++−+ 0−++−−−+−−−+−−+
−+−−−−0−++−−−−+−+−++
++++−−0−++−+−−−+−+−−
+−−−−+−0−++−−−−+−+−+
−+++++−0−++−−−−−+−+−
−−−−+++−0−−+−−−++−+−
+−+++++−0−−−−−+−−+−+
−−−+−−++−0−−+−−−++−+
++−++−++−0−−−+−+−−+−
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Table C.6: (cont.)
c = 9
0−++−++−++ 0−++−++−++
0−++−−−+−−0 +−−+++−++
−0−+++−+++−+−+++++−+
−0−++−−−+−+−+−−+−+++
+−0−+−+++++−+−+++++−
+−0−+−−−−+−+−+−−++++
++−0−++++−++−+−−++++
++−0−+−−−−−−+−+++++−
−++−0 +++−+−++−++−+++
−++−0−+−−−+−−+−+++−+
++−++ 0 +−−++++−+++−−+
−−−+−0 +−−+++−++−−++−
+−++++ 0 +−−++++−+++−−
−−−−++ 0 +−−+−+++−−−++
−++++−+ 0 +−−++++−+++−
+−−−−−+ 0 +−−+++++−−−+
++++−−−+ 0 ++−+++−−+++
−+−−−−−+ 0 +++++−++−−−
+++−++−−+ 0 ++−+++−−++
−−+−−+−−+ 0 +++−+−++−−
0 +−−+−−+−−0 +−−+−−+−−
0 +−−+++−++ 0−++−−−+−−
+ 0 +−−−+−−−+++−−−−−+−
+ 0 +−−+++−+−−−++−+−−−
−+ 0 +−+−−−−−+++−−−−−+
−+ 0 +−++++−+−−−++−−−−
−−+ 0 +−−−−+−−++++−−−−
−−+ 0 +−++++++−−−−−−−+
+−−+ 0−−−+−+−−++−+−−−
+−−+ 0 +−+++−++−−−−−+−
−−+−−0−++−−−−+−+−++−
+++−+ 0−++−−−+−−−+−−+
−+−−−−0−++−−−−+−+−++
++++−−0−++−+−−−+−+−−
+−−−−+−0−++−−−−+−+−+
−+++++−0−++−−−−−+−+−
−−−−+++−0−−+−−−++−+−
+−+++++−0−−−−−+−−+−+
−−−+−−++−0−−+−−−++−+
++−++−++−0−−−+−+−−+−
c = 10
0−++−++−+++−++−++−++
0−++−−−+−−−+−−+++−++
−0−+++−+++−+−+++++−+
−0−++−−−+−+−+−−+−+++
+−0−+−+++++−+−+++++−
+−0−+−−−−+−+−+−−++++
++−0−++++−++−+−−++++
++−0−+−−−−−−+−+++++−
−++−0 +++−+−++−++−+++
−++−0−+−−−+−−+−+++−+
++−++ 0 +−−++++−+++−−+
−−−+−0 +−−+++−++−−++−
+−++++ 0 +−−++++−+++−−
−−−−++ 0 +−−+−+++−−−++
−++++−+ 0 +−−++++−+++−
+−−−−−+ 0 +−−+++++−−−+
++++−−−+ 0 ++−+++−−+++
−+−−−−−+ 0 +++++−++−−−
+++−++−−+ 0 ++−+++−−++
−−+−−+−−+ 0 +++−+−++−−
0 +−−+−−+−−++−−+−−+−−
0 +−−+++−++−−++−−−+−−
+ 0 +−−−+−−−+++−−−−−+−
+ 0 +−−+++−+−−−++−+−−−
−+ 0 +−+−−−−−+++−−−−−+
−+ 0 +−++++−+−−−++−−−−
−−+ 0 +−−−−+−−++++−−−−
−−+ 0 +−++++++−−−−−−−+
+−−+ 0−−−+−+−−++−+−−−
+−−+ 0 +−+++−++−−−−−+−
−−+−−0−++−−−−+−+−++−
+++−+ 0−++−−−+−−−+−−+
−+−−−−0−++−−−−+−+−++
++++−−0−++−+−−−+−+−−
+−−−−+−0−++−−−−+−+−+
−+++++−0−++−−−−−+−+−
−−−−+++−0−−+−−−++−+−
+−+++++−0−−−−−+−−+−+
−−−+−−++−0−−+−−−++−+
++−++−++−0−−−+−+−−+−
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Table C.7: All designs with 44 runs and c categorical factors constructed from (SDW2) method.
c = 1
0 ++−+−+−−++ 0 ++−+++++−−
0 ++−−−−−+−−0 ++−−+−+−++
−0 ++−+−+−−++ 0 ++−+++++−
+ 0 ++−−−−−+−−0 ++−−+−+−+
−+ 0 ++−+−+−−+−0 ++−+++++
+−0 ++−−−−−+−+ 0 ++−−+−+−
+++ 0 ++−+−+−−−−0 ++−++++
−−−0 ++−−−−−+++ 0 ++−−+−+
+−++ 0 ++−+−+−+−−0 ++−+++
++−−0 ++−−−−−−++ 0 ++−−+−
+−−++ 0 ++−+−+++−−0 ++−++
−−+−−0 ++−−−−+−++ 0 ++−−+
++−−++ 0 ++−+−+++−−0 ++−+
+−−+−−0 ++−−−−+−++ 0 ++−−
+−+−−++ 0 ++−+++++−−0 ++−
−−−−+−−0 ++−−+−+−++ 0 ++−
−+−+−−+++++−+++++−−0 ++
−−−−−+−−−++−−+−+−++ 0 ++
+−+−+−−++ 0 ++−+++++−−0 +
+−−−−−+−−0 ++−−+−+−++ 0 +
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−0−−+−−−−−++
0−−+++++−++ 0−−++−+−+−−
+ 0−−+−+−++−−0−−+−−−−−+
−0−−+++++−++ 0−−++−+−+−
+−0−−+−+−++−+ 0−−+−−−−−
−+ 0−−+++++−+−0−−++−+−+
−−−0−−+−+−++++ 0−−+−−−−
+++ 0−−+++++−−−0−−++−+−
−+−−0−−+−+−+−++ 0−−+−−−
−−++ 0−−++++++−−0−−++−+
−++−−0−−+−+−−−++ 0−−+−−
++−++ 0−−++++−+−−0−−++−
−−++−−0−−+−+−−−++ 0−−+−
−++−++ 0−−++++−+−−0−−++
−+−++−−0−−+−−−−−++ 0−−+
++++−++ 0−−++−+−+−−0−−+
+−+−++−−+−−+−−−−−++ 0−−
+++++−++−−−++−+−+−−0−−
−+−+−++−−0−−+−−−−−++ 0−
−+++++−++ 0−−++−+−+−−0−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
c = 2
0 ++−+−+−−++ 0 ++−+++++−−
0 ++−−−−−+−−0 ++−−+−+−++
−0 ++−+−+−−++ 0 ++−+++++−
+ 0 ++−−−−−+−−0 ++−−+−+−+
−+ 0 ++−+−+−−+−0 ++−+++++
+−0 ++−−−−−+−+ 0 ++−−+−+−
+++ 0 ++−+−+−−−−0 ++−++++
−−−0 ++−−−−−+++ 0 ++−−+−+
+−++ 0 ++−+−+−+−−0 ++−+++
++−−0 ++−−−−−−++ 0 ++−−+−
+−−++ 0 ++−+−+++−−0 ++−++
−−+−−0 ++−−−−+−++ 0 ++−−+
++−−++ 0 ++−+−+++−−0 ++−+
+−−+−−0 ++−−−−+−++ 0 ++−−
+−+−−++ 0 ++−+++++−−0 ++−
−−−−+−−0 ++−−+−+−++ 0 ++−
−+−+−−+++++−+++++−−0 ++
−−−−−+−−−++−−+−+−++ 0 ++
+−+−+−−++ 0 ++−+++++−−++
+−−−−−+−−0 ++−−+−+−++−+
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−0−−+−−−−−++
0−−+++++−++ 0−−++−+−+−−
+ 0−−+−+−++−−0−−+−−−−−+
−0−−+++++−++ 0−−++−+−+−
+−0−−+−+−++−+ 0−−+−−−−−
−+ 0−−+++++−+−0−−++−+−+
−−−0−−+−+−++++ 0−−+−−−−
+++ 0−−+++++−−−0−−++−+−
−+−−0−−+−+−+−++ 0−−+−−−
−−++ 0−−++++++−−0−−++−+
−++−−0−−+−+−−−++ 0−−+−−
++−++ 0−−++++−+−−0−−++−
−−++−−0−−+−+−−−++ 0−−+−
−++−++ 0−−++++−+−−0−−++
−+−++−−0−−+−−−−−++ 0−−+
++++−++ 0−−++−+−+−−0−−+
+−+−++−−+−−+−−−−−++ 0−−
+++++−++−−−++−+−+−−0−−
−+−+−++−−0−−+−−−−−+++−
−+++++−++ 0−−++−+−+−−−−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
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Table C.7: (cont.)
c = 3
0 ++−+−+−−++ 0 ++−+++++−−
0 ++−−−−−+−−0 ++−−+−+−++
−0 ++−+−+−−++ 0 ++−+++++−
+ 0 ++−−−−−+−−0 ++−−+−+−+
−+ 0 ++−+−+−−+−0 ++−+++++
+−0 ++−−−−−+−+ 0 ++−−+−+−
+++ 0 ++−+−+−−−−0 ++−++++
−−−0 ++−−−−−+++ 0 ++−−+−+
+−++ 0 ++−+−+−+−−0 ++−+++
++−−0 ++−−−−−−++ 0 ++−−+−
+−−++ 0 ++−+−+++−−0 ++−++
−−+−−0 ++−−−−+−++ 0 ++−−+
++−−++ 0 ++−+−+++−−0 ++−+
+−−+−−0 ++−−−−+−++ 0 ++−−
+−+−−++ 0 ++−+++++−−0 ++−
−−−−+−−0 ++−−+−+−++ 0 ++−
−+−+−−+++++−+++++−−+++
−−−−−+−−−++−−+−+−++−++
+−+−+−−++ 0 ++−+++++−−++
+−−−−−+−−0 ++−−+−+−++−+
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−0−−+−−−−−++
0−−+++++−++ 0−−++−+−+−−
+ 0−−+−+−++−−0−−+−−−−−+
−0−−+++++−++ 0−−++−+−+−
+−0−−+−+−++−+ 0−−+−−−−−
−+ 0−−+++++−+−0−−++−+−+
−−−0−−+−+−++++ 0−−+−−−−
+++ 0−−+++++−−−0−−++−+−
−+−−0−−+−+−+−++ 0−−+−−−
−−++ 0−−++++++−−0−−++−+
−++−−0−−+−+−−−++ 0−−+−−
++−++ 0−−++++−+−−0−−++−
−−++−−0−−+−+−−−++ 0−−+−
−++−++ 0−−++++−+−−0−−++
−+−++−−0−−+−−−−−++ 0−−+
++++−++ 0−−++−+−+−−0−−+
+−+−++−−+−−+−−−−−+++−−
+++++−++−−−++−+−+−−−−−
−+−+−++−−0−−+−−−−−+++−
−+++++−++ 0−−++−+−+−−−−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
c = 4
0 ++−+−+−−++ 0 ++−+++++−−
0 ++−−−−−+−−0 ++−−+−+−++
−0 ++−+−+−−++ 0 ++−+++++−
+ 0 ++−−−−−+−−0 ++−−+−+−+
−+ 0 ++−+−+−−+−0 ++−+++++
+−0 ++−−−−−+−+ 0 ++−−+−+−
+++ 0 ++−+−+−−−−0 ++−++++
−−−0 ++−−−−−+++ 0 ++−−+−+
+−++ 0 ++−+−+−+−−0 ++−+++
++−−0 ++−−−−−−++ 0 ++−−+−
+−−++ 0 ++−+−+++−−0 ++−++
−−+−−0 ++−−−−+−++ 0 ++−−+
++−−++ 0 ++−+−+++−−0 ++−+
+−−+−−0 ++−−−−+−++ 0 ++−−
+−+−−++ 0 ++−+++++−−+++−
−−−−+−−0 ++−−+−+−++−++−
−+−+−−+++++−+++++−−+++
−−−−−+−−−++−−+−+−++−++
+−+−+−−++ 0 ++−+++++−−++
+−−−−−+−−0 ++−−+−+−++−+
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−0−−+−−−−−++
0−−+++++−++ 0−−++−+−+−−
+ 0−−+−+−++−−0−−+−−−−−+
−0−−+++++−++ 0−−++−+−+−
+−0−−+−+−++−+ 0−−+−−−−−
−+ 0−−+++++−+−0−−++−+−+
−−−0−−+−+−++++ 0−−+−−−−
+++ 0−−+++++−−−0−−++−+−
−+−−0−−+−+−+−++ 0−−+−−−
−−++ 0−−++++++−−0−−++−+
−++−−0−−+−+−−−++ 0−−+−−
++−++ 0−−++++−+−−0−−++−
−−++−−0−−+−+−−−++ 0−−+−
−++−++ 0−−++++−+−−0−−++
−+−++−−0−−+−−−−−+++−−+
++++−++ 0−−++−+−+−−−−−+
+−+−++−−+−−+−−−−−+++−−
+++++−++−−−++−+−+−−−−−
−+−+−++−−0−−+−−−−−+++−
−+++++−++ 0−−++−+−+−−−−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
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Table C.7: (cont.)
c = 5
0 ++−+−+−−++ 0 ++−+++++−−
0 ++−−−−−+−−0 ++−−+−+−++
−0 ++−+−+−−++ 0 ++−+++++−
+ 0 ++−−−−−+−−0 ++−−+−+−+
−+ 0 ++−+−+−−+−0 ++−+++++
+−0 ++−−−−−+−+ 0 ++−−+−+−
+++ 0 ++−+−+−−−−0 ++−++++
−−−0 ++−−−−−+++ 0 ++−−+−+
+−++ 0 ++−+−+−+−−0 ++−+++
++−−0 ++−−−−−−++ 0 ++−−+−
+−−++ 0 ++−+−+++−−0 ++−++
−−+−−0 ++−−−−+−++ 0 ++−−+
++−−++ 0 ++−+−+++−−+++−+
+−−+−−0 ++−−−−+−++−++−−
+−+−−++ 0 ++−+++++−−+++−
−−−−+−−0 ++−−+−+−++−++−
−+−+−−+++++−+++++−−+++
−−−−−+−−−++−−+−+−++−++
+−+−+−−++ 0 ++−+++++−−++
+−−−−−+−−0 ++−−+−+−++−+
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−0−−+−−−−−++
0−−+++++−++ 0−−++−+−+−−
+ 0−−+−+−++−−0−−+−−−−−+
−0−−+++++−++ 0−−++−+−+−
+−0−−+−+−++−+ 0−−+−−−−−
−+ 0−−+++++−+−0−−++−+−+
−−−0−−+−+−++++ 0−−+−−−−
+++ 0−−+++++−−−0−−++−+−
−+−−0−−+−+−+−++ 0−−+−−−
−−++ 0−−++++++−−0−−++−+
−++−−0−−+−+−−−++ 0−−+−−
++−++ 0−−++++−+−−0−−++−
−−++−−0−−+−+−−−+++−−+−
−++−++ 0−−++++−+−−−−−++
−+−++−−0−−+−−−−−+++−−+
++++−++ 0−−++−+−+−−−−−+
+−+−++−−+−−+−−−−−+++−−
+++++−++−−−++−+−+−−−−−
−+−+−++−−0−−+−−−−−+++−
−+++++−++ 0−−++−+−+−−−−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
c = 6
0 ++−+−+−−++ 0 ++−+++++−−
0 ++−−−−−+−−0 ++−−+−+−++
−0 ++−+−+−−++ 0 ++−+++++−
+ 0 ++−−−−−+−−0 ++−−+−+−+
−+ 0 ++−+−+−−+−0 ++−+++++
+−0 ++−−−−−+−+ 0 ++−−+−+−
+++ 0 ++−+−+−−−−0 ++−++++
−−−0 ++−−−−−+++ 0 ++−−+−+
+−++ 0 ++−+−+−+−−0 ++−+++
++−−0 ++−−−−−−++ 0 ++−−+−
+−−++ 0 ++−+−+++−−+++−++
−−+−−0 ++−−−−+−++−++−−+
++−−++ 0 ++−+−+++−−+++−+
+−−+−−0 ++−−−−+−++−++−−
+−+−−++ 0 ++−+++++−−+++−
−−−−+−−0 ++−−+−+−++−++−
−+−+−−+++++−+++++−−+++
−−−−−+−−−++−−+−+−++−++
+−+−+−−++ 0 ++−+++++−−++
+−−−−−+−−0 ++−−+−+−++−+
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−0−−+−−−−−++
0−−+++++−++ 0−−++−+−+−−
+ 0−−+−+−++−−0−−+−−−−−+
−0−−+++++−++ 0−−++−+−+−
+−0−−+−+−++−+ 0−−+−−−−−
−+ 0−−+++++−+−0−−++−+−+
−−−0−−+−+−++++ 0−−+−−−−
+++ 0−−+++++−−−0−−++−+−
−+−−0−−+−+−+−++ 0−−+−−−
−−++ 0−−++++++−−0−−++−+
−++−−0−−+−+−−−+++−−+−−
++−++ 0−−++++−+−−−−−++−
−−++−−0−−+−+−−−+++−−+−
−++−++ 0−−++++−+−−−−−++
−+−++−−0−−+−−−−−+++−−+
++++−++ 0−−++−+−+−−−−−+
+−+−++−−+−−+−−−−−+++−−
+++++−++−−−++−+−+−−−−−
−+−+−++−−0−−+−−−−−+++−
−+++++−++ 0−−++−+−+−−−−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
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Table C.7: (cont.)
c = 7
0 ++−+−+−−++ 0 ++−+++++−−
0 ++−−−−−+−−0 ++−−+−+−++
−0 ++−+−+−−++ 0 ++−+++++−
+ 0 ++−−−−−+−−0 ++−−+−+−+
−+ 0 ++−+−+−−+−0 ++−+++++
+−0 ++−−−−−+−+ 0 ++−−+−+−
+++ 0 ++−+−+−−−−0 ++−++++
−−−0 ++−−−−−+++ 0 ++−−+−+
+−++ 0 ++−+−+−+−−+++−+++
++−−0 ++−−−−−−++−++−−+−
+−−++ 0 ++−+−+++−−+++−++
−−+−−0 ++−−−−+−++−++−−+
++−−++ 0 ++−+−+++−−+++−+
+−−+−−0 ++−−−−+−++−++−−
+−+−−++ 0 ++−+++++−−+++−
−−−−+−−0 ++−−+−+−++−++−
−+−+−−+++++−+++++−−+++
−−−−−+−−−++−−+−+−++−++
+−+−+−−++ 0 ++−+++++−−++
+−−−−−+−−0 ++−−+−+−++−+
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−0−−+−−−−−++
0−−+++++−++ 0−−++−+−+−−
+ 0−−+−+−++−−0−−+−−−−−+
−0−−+++++−++ 0−−++−+−+−
+−0−−+−+−++−+ 0−−+−−−−−
−+ 0−−+++++−+−0−−++−+−+
−−−0−−+−+−++++ 0−−+−−−−
+++ 0−−+++++−−−0−−++−+−
−+−−0−−+−+−+−+++−−+−−−
−−++ 0−−++++++−−−−−++−+
−++−−0−−+−+−−−+++−−+−−
++−++ 0−−++++−+−−−−−++−
−−++−−0−−+−+−−−+++−−+−
−++−++ 0−−++++−+−−−−−++
−+−++−−0−−+−−−−−+++−−+
++++−++ 0−−++−+−+−−−−−+
+−+−++−−+−−+−−−−−+++−−
+++++−++−−−++−+−+−−−−−
−+−+−++−−0−−+−−−−−+++−
−+++++−++ 0−−++−+−+−−−−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
c = 8
0 ++−+−+−−++ 0 ++−+++++−−
0 ++−−−−−+−−0 ++−−+−+−++
−0 ++−+−+−−++ 0 ++−+++++−
+ 0 ++−−−−−+−−0 ++−−+−+−+
−+ 0 ++−+−+−−+−0 ++−+++++
+−0 ++−−−−−+−+ 0 ++−−+−+−
+++ 0 ++−+−+−−−−+++−++++
−−−0 ++−−−−−+++−++−−+−+
+−++ 0 ++−+−+−+−−+++−+++
++−−0 ++−−−−−−++−++−−+−
+−−++ 0 ++−+−+++−−+++−++
−−+−−0 ++−−−−+−++−++−−+
++−−++ 0 ++−+−+++−−+++−+
+−−+−−0 ++−−−−+−++−++−−
+−+−−++ 0 ++−+++++−−+++−
−−−−+−−0 ++−−+−+−++−++−
−+−+−−+++++−+++++−−+++
−−−−−+−−−++−−+−+−++−++
+−+−+−−++ 0 ++−+++++−−++
+−−−−−+−−0 ++−−+−+−++−+
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−0−−+−−−−−++
0−−+++++−++ 0−−++−+−+−−
+ 0−−+−+−++−−0−−+−−−−−+
−0−−+++++−++ 0−−++−+−+−
+−0−−+−+−++−+ 0−−+−−−−−
−+ 0−−+++++−+−0−−++−+−+
−−−0−−+−+−+++++−−+−−−−
+++ 0−−+++++−−−−−−++−+−
−+−−0−−+−+−+−+++−−+−−−
−−++ 0−−++++++−−−−−++−+
−++−−0−−+−+−−−+++−−+−−
++−++ 0−−++++−+−−−−−++−
−−++−−0−−+−+−−−+++−−+−
−++−++ 0−−++++−+−−−−−++
−+−++−−0−−+−−−−−+++−−+
++++−++ 0−−++−+−+−−−−−+
+−+−++−−+−−+−−−−−+++−−
+++++−++−−−++−+−+−−−−−
−+−+−++−−0−−+−−−−−+++−
−+++++−++ 0−−++−+−+−−−−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
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Table C.7: (cont.)
c = 9
0 ++−+−+−−++ 0 ++−+++++−−
0 ++−−−−−+−−0 ++−−+−+−++
−0 ++−+−+−−++ 0 ++−+++++−
+ 0 ++−−−−−+−−0 ++−−+−+−+
−+ 0 ++−+−+−−+−+++−+++++
+−0 ++−−−−−+−+−++−−+−+−
+++ 0 ++−+−+−−−−+++−++++
−−−0 ++−−−−−+++−++−−+−+
+−++ 0 ++−+−+−+−−+++−+++
++−−0 ++−−−−−−++−++−−+−
+−−++ 0 ++−+−+++−−+++−++
−−+−−0 ++−−−−+−++−++−−+
++−−++ 0 ++−+−+++−−+++−+
+−−+−−0 ++−−−−+−++−++−−
+−+−−++ 0 ++−+++++−−+++−
−−−−+−−0 ++−−+−+−++−++−
−+−+−−+++++−+++++−−+++
−−−−−+−−−++−−+−+−++−++
+−+−+−−++ 0 ++−+++++−−++
+−−−−−+−−0 ++−−+−+−++−+
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−0−−+−−−−−++
0−−+++++−++ 0−−++−+−+−−
+ 0−−+−+−++−−0−−+−−−−−+
−0−−+++++−++ 0−−++−+−+−
+−0−−+−+−++−++−−+−−−−−
−+ 0−−+++++−+−−−−++−+−+
−−−0−−+−+−+++++−−+−−−−
+++ 0−−+++++−−−−−−++−+−
−+−−0−−+−+−+−+++−−+−−−
−−++ 0−−++++++−−−−−++−+
−++−−0−−+−+−−−+++−−+−−
++−++ 0−−++++−+−−−−−++−
−−++−−0−−+−+−−−+++−−+−
−++−++ 0−−++++−+−−−−−++
−+−++−−0−−+−−−−−+++−−+
++++−++ 0−−++−+−+−−−−−+
+−+−++−−+−−+−−−−−+++−−
+++++−++−−−++−+−+−−−−−
−+−+−++−−0−−+−−−−−+++−
−+++++−++ 0−−++−+−+−−−−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
c = 10
0 ++−+−+−−++ 0 ++−+++++−−
0 ++−−−−−+−−0 ++−−+−+−++
−0 ++−+−+−−+++++−+++++−
+ 0 ++−−−−−+−−−++−−+−+−+
−+ 0 ++−+−+−−+−+++−+++++
+−0 ++−−−−−+−+−++−−+−+−
+++ 0 ++−+−+−−−−+++−++++
−−−0 ++−−−−−+++−++−−+−+
+−++ 0 ++−+−+−+−−+++−+++
++−−0 ++−−−−−−++−++−−+−
+−−++ 0 ++−+−+++−−+++−++
−−+−−0 ++−−−−+−++−++−−+
++−−++ 0 ++−+−+++−−+++−+
+−−+−−0 ++−−−−+−++−++−−
+−+−−++ 0 ++−+++++−−+++−
−−−−+−−0 ++−−+−+−++−++−
−+−+−−+++++−+++++−−+++
−−−−−+−−−++−−+−+−++−++
+−+−+−−++ 0 ++−+++++−−++
+−−−−−+−−0 ++−−+−+−++−+
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−0−−+−−−−−++
0−−+++++−++ 0−−++−+−+−−
+ 0−−+−+−++−−+−−+−−−−−+
−0−−+++++−++−−−++−+−+−
+−0−−+−+−++−++−−+−−−−−
−+ 0−−+++++−+−−−−++−+−+
−−−0−−+−+−+++++−−+−−−−
+++ 0−−+++++−−−−−−++−+−
−+−−0−−+−+−+−+++−−+−−−
−−++ 0−−++++++−−−−−++−+
−++−−0−−+−+−−−+++−−+−−
++−++ 0−−++++−+−−−−−++−
−−++−−0−−+−+−−−+++−−+−
−++−++ 0−−++++−+−−−−−++
−+−++−−0−−+−−−−−+++−−+
++++−++ 0−−++−+−+−−−−−+
+−+−++−−+−−+−−−−−+++−−
+++++−++−−−++−+−+−−−−−
−+−+−++−−0−−+−−−−−+++−
−+++++−++ 0−−++−+−+−−−−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
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Table C.7: (cont.)
c = 11
0 ++−+−+−−+++++−+++++−−
0 ++−−−−−+−−−++−−+−+−++
−0 ++−+−+−−+++++−+++++−
+ 0 ++−−−−−+−−−++−−+−+−+
−+ 0 ++−+−+−−+−+++−+++++
+−0 ++−−−−−+−+−++−−+−+−
+++ 0 ++−+−+−−−−+++−++++
−−−0 ++−−−−−+++−++−−+−+
+−++ 0 ++−+−+−+−−+++−+++
++−−0 ++−−−−−−++−++−−+−
+−−++ 0 ++−+−+++−−+++−++
−−+−−0 ++−−−−+−++−++−−+
++−−++ 0 ++−+−+++−−+++−+
+−−+−−0 ++−−−−+−++−++−−
+−+−−++ 0 ++−+++++−−+++−
−−−−+−−0 ++−−+−+−++−++−
−+−+−−+++++−+++++−−+++
−−−−−+−−−++−−+−+−++−++
+−+−+−−++ 0 ++−+++++−−++
+−−−−−+−−0 ++−−+−+−++−+
++−+−+−−++ 0 ++−+++++−−+
++−−−−−+−−0 ++−−+−+−++−
0−−+−+−++−−+−−+−−−−−++
0−−+++++−++−−−++−+−+−−
+ 0−−+−+−++−−+−−+−−−−−+
−0−−+++++−++−−−++−+−+−
+−0−−+−+−++−++−−+−−−−−
−+ 0−−+++++−+−−−−++−+−+
−−−0−−+−+−+++++−−+−−−−
+++ 0−−+++++−−−−−−++−+−
−+−−0−−+−+−+−+++−−+−−−
−−++ 0−−++++++−−−−−++−+
−++−−0−−+−+−−−+++−−+−−
++−++ 0−−++++−+−−−−−++−
−−++−−0−−+−+−−−+++−−+−
−++−++ 0−−++++−+−−−−−++
−+−++−−0−−+−−−−−+++−−+
++++−++ 0−−++−+−+−−−−−+
+−+−++−−+−−+−−−−−+++−−
+++++−++−−−++−+−+−−−−−
−+−+−++−−0−−+−−−−−+++−
−+++++−++ 0−−++−+−+−−−−
−−+−+−++−−0−−+−−−−−+++
−−+++++−++ 0−−++−+−+−−−
Appendix D
All designs with added categorical
factors for (SDW2,+4runs)
Table D.1: All designs with 20 runs and c categorical factors constructed from (SDW2,+4runs)
method.
c = 2
0 0 ++++++
0 0−++−−+
+−0 0−−++
++ 0 0 +−+−
−−−+ 0 0 +−
−+−−0 0 ++
+−−−++++
++−+−+−−
0 0−−−−−−
0 0 +−−++−
−+ 0 0 ++−−
−−0 0−+−+
+++−0 0−+
+−++ 0 0−−
−+++−−++
−−+−+−−−
0 0 0 0 0 0−+
0 0 0 0 0 0−+
0 0 0 0 0 0 +−
0 0 0 0 0 0 +−
c = 3
0 0 ++++++
0 0−++−−+
+−0 0−−++
++ 0 0 +−+−
−−−+ 0 ++−
−+−−0−++
+−−−++++
++−+−+−−
0 0−−−−−−
0 0 +−−++−
−+ 0 0 ++−−
−−0 0−+−+
+++−0 +−+
+−++ 0−−−
−+++−−++
−−+−+−−−
0 0 0 0 0 +−+
0 0 0 0 0−−+
0 0 0 0 0 ++−
0 0 0 0 0−+−
c = 4
0 0 ++++++
0 0−++−−+
+−0 0−−++
++ 0 0+−+−
−−−++++−
−+−−−−++
+−−−++++
++−+−+−−
0 0−−−−−−
0 0 +−−++−
−+ 0 0 ++−−
−−0 0−+−+
+++−++−+
+−++−−−−
−+++−−++
−−+−+−−−
0 0 0 0−+−+
0 0 0 0 +−−+
0 0 0 0−++−
0 0 0 0 +−+−
c = 5
0 0 ++++++
0 0−++−−+
+−0 +−−++
++ 0−+−+−
−−−++++−
−+−−−−++
+−−−++++
++−+−+−−
0 0−−−−−−
0 0 +−−++−
−+ 0 +++−−
−−0−−+−+
+++−++−+
+−++−−−−
−+++−−++
−−+−+−−−
0 0 0+−+−+
0 0 0−+−−+
0 0 0−−++−
0 0 0++−+−
c = 6
0 0 ++++++
0 0−++−−+
+−++−−++
++−−+−+−
−−−++++−
−+−−−−++
+−−−++++
++−+−+−−
0 0−−−−−−
0 0 +−−++−
−+++++−−
−−−−−+−+
+++−++−+
+−++−−−−
−+++−−++
−−+−+−−−
0 0−+−+−+
0 0 +−+−−+
0 0 +−−++−
0 0−++−+−
c = 7
0 +++++++
0 +−++−−+
+−++−−++
++−−+−+−
−−−++++−
−+−−−−++
+−−−++++
++−+−+−−
0 +−−−−−−
0 ++−−++−
−+++++−−
−−−−−+−+
+++−++−+
+−++−−−−
−+++−−++
−−+−+−−−
0−−+−+−+
0−+−+−−+
0−+−−++−
0−−++−+−
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Table D.2: All designs with 24 runs and c categorical factors constructed from (SDW2,+4runs)
method.
c = 2
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−0 0 ++−−
+−−+ 0 0 ++++
−−+−+−0 0 ++
+++−−+ 0 0 ++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+ 0 0−−++
−++−0 0−−−−
++−+−+ 0 0−−
−−−++−0 0−−
−−++−+−+++
−−−−−++−−−
0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 +−
0 0 0 0 0 0 0 0 +−
c = 3
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−0 0 ++−−
+−−+ 0 0 ++++
−−+−+−0 +++
+++−−+ 0−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+ 0 0−−++
−++−0 0−−−−
++−+−+ 0 +−−
−−−++−0−−−
−−++−+−+++
−−−−−++−−−
0 0 0 0 0 0 0 +−+
0 0 0 0 0 0 0−−+
0 0 0 0 0 0 0 ++−
0 0 0 0 0 0 0−+−
c = 4
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−0 0 ++−−
+−−+ 0 0 ++++
−−+−+−++++
+++−−+−−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+ 0 0−−++
−++−0 0−−−−
++−+−+++−−
−−−++−−−−−
−−++−+−+++
−−−−−++−−−
0 0 0 0 0 0−+−+
0 0 0 0 0 0 +−−+
0 0 0 0 0 0−++−
0 0 0 0 0 0 +−+−
c = 5
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−0 +++−−
+−−+ 0−++++
−−+−+−++++
+++−−+−−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+ 0 +−−++
−++−0−−−−−
++−+−+++−−
−−−++−−−−−
−−++−+−+++
−−−−−++−−−
0 0 0 0 0 +−+−+
0 0 0 0 0−+−−+
0 0 0 0 0−−++−
0 0 0 0 0 ++−+−
c = 6
0 0 ++−−+−+−
0 0 +++++−−+
+−0 0 ++−−+−
−+ 0 0 +++++−
+−+−++++−−
+−−+−−++++
−−+−+−++++
+++−−+−−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 0−−++−+
+−0 0−−−−−+
−+−+++−−++
−++−−−−−−−
++−+−+++−−
−−−++−−−−−
−−++−+−+++
−−−−−++−−−
0 0 0 0−+−+−+
0 0 0 0 +−+−−+
0 0 0 0 +−−++−
0 0 0 0−++−+−
c = 7
0 0 ++−−+−+−
0 0 +++++−−+
+−0 +++−−+−
−+ 0 ++++++−
+−+−++++−−
+−−+−−++++
−−+−+−++++
+++−−+−−++
++−−+−+−++
+++++−−+−−
0 0−−++−+−+
0 0−−−−−++−
−+ 0 +−−++−+
+−0 +−−−−−+
−+−+++−−++
−++−−−−−−−
++−+−+++−−
−−−++−−−−−
−−++−+−+++
−−−−−++−−−
0 0 0−−+−+−+
0 0 0−+−+−−+
0 0 0−+−−++−
0 0 0−−++−+−
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Table D.3: All designs with 28 runs and c categorical factors constructed from (SDW2,+4runs)
method.
c = 2
0 0 ++++++++−−
0 0 +−+−−+−++−
++ 0 0+++−−+++
+−0 0 +−++−−−+
++++ 0 0−++−++
+−+−0 0−−++−+
+++−−+ 0 0−−−−
−+++−−0 0−+−+
++−++−−−0 0−−
−+−−++−+ 0 0−+
−−++++−−−−++
+−−+−+−+−+−−
0 0−−−−−−−−++
0 0−+−++−+−−+
−−0 0−−−++−−−
−+ 0 0−+−−+++−
−−−−0 0 +−−+−−
−+−+ 0 0 ++−−+−
−−−++−0 0 ++++
+−−−++ 0 0 +−+−
−−+−−+++ 0 0++
+−++−−+−0 0 +−
++−−−−++++++
−++−+−+−+−−−
0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0 +−
0 0 0 0 0 0 0 0 0 0 +−
c = 3
0 0 ++++++++−−
0 0 +−+−−+−++−
++ 0 0 +++−−+++
+−0 0 +−++−−−+
++++ 0 0−++−++
+−+−0 0−−++−+
+++−−+ 0 0−−−−
−+++−−0 0−+−+
++−++−−−0 +−−
−+−−++−+ 0−−+
−−++++−−−−++
+−−+−+−+−+−−
0 0−−−−−−−−++
0 0−+−++−+−−+
−−0 0−−−++−−−
−+ 0 0−+−−+++−
−−−−0 0 +−−+−−
−+−+ 0 0 ++−−+−
−−−++−0 0 ++++
+−−−++ 0 0 +−+−
−−+−−+++ 0 +++
+−++−−+−0−+−
++−−−−++++++
−++−+−+−+−−−
0 0 0 0 0 0 0 0 0 +−+
0 0 0 0 0 0 0 0 0−−+
0 0 0 0 0 0 0 0 0 ++−
0 0 0 0 0 0 0 0 0−+−
c = 4
0 0 ++++++++−−
0 0 +−+−−+−++−
++ 0 0 +++−−+++
+−0 0 +−++−−−+
++++ 0 0−++−++
+−+−0 0−−++−+
+++−−+ 0 0−−−−
−+++−−0 0−+−+
++−++−−−++−−
−+−−++−+−−−+
−−++++−−−−++
+−−+−+−+−+−−
0 0−−−−−−−−++
0 0−+−++−+−−+
−−0 0−−−++−−−
−+ 0 0−+−−+++−
−−−−0 0 +−−+−−
−+−+ 0 0 ++−−+−
−−−++−0 0 ++++
+−−−++ 0 0+−+−
−−+−−+++++++
+−++−−+−−−+−
++−−−−++++++
−++−+−+−+−−−
0 0 0 0 0 0 0 0−+−+
0 0 0 0 0 0 0 0+−−+
0 0 0 0 0 0 0 0−++−
0 0 0 0 0 0 0 0+−+−
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Table D.3: (cont.)
c = 5
0 0 ++++++++−−
0 0 +−+−−+−++−
++ 0 0+++−−+++
+−0 0 +−++−−−+
++++ 0 0−++−++
+−+−0 0−−++−+
+++−−+ 0 +−−−−
−+++−−0−−+−+
++−++−−−++−−
−+−−++−+−−−+
−−++++−−−−++
+−−+−+−+−+−−
0 0−−−−−−−−++
0 0−+−++−+−−+
−−0 0−−−++−−−
−+ 0 0−+−−+++−
−−−−0 0 +−−+−−
−+−+ 0 0 ++−−+−
−−−++−0 +++++
+−−−++ 0−+−+−
−−+−−+++++++
+−++−−+−−−+−
++−−−−++++++
−++−+−+−+−−−
0 0 0 0 0 0 0 +−+−+
0 0 0 0 0 0 0−+−−+
0 0 0 0 0 0 0−−++−
0 0 0 0 0 0 0 ++−+−
c = 6
0 0 ++++++++−−
0 0 +−+−−+−++−
++ 0 0 +++−−+++
+−0 0 +−++−−−+
++++ 0 0−++−++
+−+−0 0−−++−+
+++−−+++−−−−
−+++−−−−−+−+
++−++−−−++−−
−+−−++−+−−−+
−−++++−−−−++
+−−+−+−+−+−−
0 0−−−−−−−−++
0 0−+−++−+−−+
−−0 0−−−++−−−
−+ 0 0−+−−+++−
−−−−0 0 +−−+−−
−+−+ 0 0 ++−−+−
−−−++−++++++
+−−−++−−+−+−
−−+−−+++++++
+−++−−+−−−+−
++−−−−++++++
−++−+−+−+−−−
0 0 0 0 0 0−+−+−+
0 0 0 0 0 0 +−+−−+
0 0 0 0 0 0 +−−++−
0 0 0 0 0 0−++−+−
c = 7
0 0 ++++++++−−
0 0 +−+−−+−++−
++ 0 0 +++−−+++
+−0 0 +−++−−−+
++++ 0 +−++−++
+−+−0 +−−++−+
+++−−+++−−−−
−+++−−−−−+−+
++−++−−−++−−
−+−−++−+−−−+
−−++++−−−−++
+−−+−+−+−+−−
0 0−−−−−−−−++
0 0−+−++−+−−+
−−0 0−−−++−−−
−+ 0 0−+−−+++−
−−−−0 ++−−+−−
−+−+ 0 +++−−+−
−−−++−++++++
+−−−++−−+−+−
−−+−−+++++++
+−++−−+−−−+−
++−−−−++++++
−++−+−+−+−−−
0 0 0 0 0−−+−+−+
0 0 0 0 0−+−+−−+
0 0 0 0 0−+−−++−
0 0 0 0 0−−++−+−
APPENDIX D. ALL DESIGNS WITH ADDED CATEGORICAL FACTORS FOR
(SDW2,+4RUNS) 137
Table D.4: All designs with 36 runs and c categorical factors constructed from (SDW2,+4runs)
method.
c = 2
0 0 +++−++++++−+−+
0 0 +−++−++−+−−−++
++ 0 0 +++−+++++−+−
+−0 0−++++−+−++−−
+−++ 0 0−−−−++−++−
++−+ 0 0−+−++−−−−−
+++−−−0 0 ++−−−++−
−+++−+ 0 0 +−−+−−−−
−+−+−++−0 0 +−−+++
++++++−−0 0−−++−+
−+−++−−++−0 0 +++−
++++−−++−−0 0 +−++
++−−−−−−+−++ 0 0−+
+−−+−+−+++−+ 0 0 ++
−−++−−−−+++−+−++
−++−−+−+−+++++−−
0 0−−−+−−−−−−+−+−
0 0−+−−+−−+−+++−−
−−0 0−−−+−−−−−+−+
−+ 0 0 +−−−−+−+−−++
−+−−0 0 ++++−−+−−+
−−+−0 0 +−+−−+++++
−−−+++ 0 0−−+++−−+
+−−−+−0 0−++−++++
+−+−+−−+ 0 0−++−−−
−−−−−−++ 0 0 ++−−+−
+−+−−++−−+ 0 0−−−+
−−−−++−−++ 0 0−+−−
−−++++++−+−−0 0 +−
−++−+−+−−−+−0 0−−
++−−++++−−−+−+++
+−−++−+−+−−−−−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−
c = 3
0 0 +++−++++++−+−+
0 0 +−++−++−+−−−++
++ 0 0 +++−+++++−+−
+−0 0−++++−+−++−−
+−++ 0 0−−−−++−++−
++−+ 0 0−+−++−−−−−
+++−−−0 0 ++−−−++−
−+++−+ 0 0 +−−+−−−−
−+−+−++−0 0 +−−+++
++++++−−0 0−−++−+
−+−++−−++−0 0 +++−
++++−−++−−0 0 +−++
++−−−−−−+−++ 0 +−+
+−−+−+−+++−+ 0−++
−−++−−−−+++−+−++
−++−−+−+−+++++−−
0 0−−−+−−−−−−+−+−
0 0−+−−+−−+−+++−−
−−0 0−−−+−−−−−+−+
−+ 0 0 +−−−−+−+−−++
−+−−0 0 ++++−−+−−+
−−+−0 0 +−+−−+++++
−−−+++ 0 0−−+++−−+
+−−−+−0 0−++−++++
+−+−+−−+ 0 0−++−−−
−−−−−−++ 0 0 ++−−+−
+−+−−++−−+ 0 0−−−+
−−−−++−−++ 0 0−+−−
−−++++++−+−−0 ++−
−++−+−+−−−+−0−−−
++−−++++−−−+−+++
+−−++−+−+−−−−−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 +−+
0 0 0 0 0 0 0 0 0 0 0 0 0−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 ++−
0 0 0 0 0 0 0 0 0 0 0 0 0−+−
c = 4
0 0 +++−++++++−+−+
0 0 +−++−++−+−−−++
++ 0 0 +++−+++++−+−
+−0 0−++++−+−++−−
+−++ 0 0−−−−++−++−
++−+ 0 0−+−++−−−−−
+++−−−0 0 ++−−−++−
−+++−+ 0 0 +−−+−−−−
−+−+−++−0 0 +−−+++
++++++−−0 0−−++−+
−+−++−−++−0 0 +++−
++++−−++−−0 0 +−++
++−−−−−−+−++++−+
+−−+−+−+++−+−−++
−−++−−−−+++−+−++
−++−−+−+−+++++−−
0 0−−−+−−−−−−+−+−
0 0−+−−+−−+−+++−−
−−0 0−−−+−−−−−+−+
−+ 0 0 +−−−−+−+−−++
−+−−0 0 ++++−−+−−+
−−+−0 0 +−+−−+++++
−−−+++ 0 0−−+++−−+
+−−−+−0 0−++−++++
+−+−+−−+ 0 0−++−−−
−−−−−−++ 0 0 ++−−+−
+−+−−++−−+ 0 0−−−+
−−−−++−−++ 0 0−+−−
−−++++++−+−−+++−
−++−+−+−−−+−−−−−
++−−++++−−−+−+++
+−−++−+−+−−−−−−−
0 0 0 0 0 0 0 0 0 0 0 0−+−+
0 0 0 0 0 0 0 0 0 0 0 0 +−−+
0 0 0 0 0 0 0 0 0 0 0 0−++−
0 0 0 0 0 0 0 0 0 0 0 0 +−+−
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Table D.4: (cont.)
c = 5
0 0 +++−++++++−+−+
0 0 +−++−++−+−−−++
++ 0 0 +++−+++++−+−
+−0 0−++++−+−++−−
+−++ 0 0−−−−++−++−
++−+ 0 0−+−++−−−−−
+++−−−0 0 ++−−−++−
−+++−+ 0 0 +−−+−−−−
−+−+−++−0 0 +−−+++
++++++−−0 0−−++−+
−+−++−−++−0 ++++−
++++−−++−−0−+−++
++−−−−−−+−++++−+
+−−+−+−+++−+−−++
−−++−−−−+++−+−++
−++−−+−+−+++++−−
0 0−−−+−−−−−−+−+−
0 0−+−−+−−+−+++−−
−−0 0−−−+−−−−−+−+
−+ 0 0 +−−−−+−+−−++
−+−−0 0 ++++−−+−−+
−−+−0 0 +−+−−+++++
−−−+++ 0 0−−+++−−+
+−−−+−0 0−++−++++
+−+−+−−+ 0 0−++−−−
−−−−−−++ 0 0 ++−−+−
+−+−−++−−+ 0 +−−−+
−−−−++−−++ 0−−+−−
−−++++++−+−−+++−
−++−+−+−−−+−−−−−
++−−++++−−−+−+++
+−−++−+−+−−−−−−−
0 0 0 0 0 0 0 0 0 0 0 +−+−+
0 0 0 0 0 0 0 0 0 0 0−+−−+
0 0 0 0 0 0 0 0 0 0 0−−++−
0 0 0 0 0 0 0 0 0 0 0 ++−+−
c = 6
0 0 +++−++++++−+−+
0 0 +−++−++−+−−−++
++ 0 0 +++−+++++−+−
+−0 0−++++−+−++−−
+−++ 0 0−−−−++−++−
++−+ 0 0−+−++−−−−−
+++−−−0 0 ++−−−++−
−+++−+ 0 0 +−−+−−−−
−+−+−++−0 0 +−−+++
++++++−−0 0−−++−+
−+−++−−++−+++++−
++++−−++−−−−+−++
++−−−−−−+−++++−+
+−−+−+−+++−+−−++
−−++−−−−+++−+−++
−++−−+−+−+++++−−
0 0−−−+−−−−−−+−+−
0 0−+−−+−−+−+++−−
−−0 0−−−+−−−−−+−+
−+ 0 0 +−−−−+−+−−++
−+−−0 0 ++++−−+−−+
−−+−0 0 +−+−−+++++
−−−+++ 0 0−−+++−−+
+−−−+−0 0−++−++++
+−+−+−−+ 0 0−++−−−
−−−−−−++ 0 0 ++−−+−
+−+−−++−−+++−−−+
−−−−++−−++−−−+−−
−−++++++−+−−+++−
−++−+−+−−−+−−−−−
++−−++++−−−+−+++
+−−++−+−+−−−−−−−
0 0 0 0 0 0 0 0 0 0−+−+−+
0 0 0 0 0 0 0 0 0 0 +−+−−+
0 0 0 0 0 0 0 0 0 0 +−−++−
0 0 0 0 0 0 0 0 0 0−++−+−
c = 7
0 0 +++−++++++−+−+
0 0 +−++−++−+−−−++
++ 0 0 +++−+++++−+−
+−0 0−++++−+−++−−
+−++ 0 0−−−−++−++−
++−+ 0 0−+−++−−−−−
+++−−−0 0 ++−−−++−
−+++−+ 0 0 +−−+−−−−
−+−+−++−0 ++−−+++
++++++−−0 +−−++−+
−+−++−−++−+++++−
++++−−++−−−−+−++
++−−−−−−+−++++−+
+−−+−+−+++−+−−++
−−++−−−−+++−+−++
−++−−+−+−+++++−−
0 0−−−+−−−−−−+−+−
0 0−+−−+−−+−+++−−
−−0 0−−−+−−−−−+−+
−+ 0 0 +−−−−+−+−−++
−+−−0 0 ++++−−+−−+
−−+−0 0 +−+−−+++++
−−−+++ 0 0−−+++−−+
+−−−+−0 0−++−++++
+−+−+−−+ 0 +−++−−−
−−−−−−++ 0 +++−−+−
+−+−−++−−+++−−−+
−−−−++−−++−−−+−−
−−++++++−+−−+++−
−++−+−+−−−+−−−−−
++−−++++−−−+−+++
+−−++−+−+−−−−−−−
0 0 0 0 0 0 0 0 0−−+−+−+
0 0 0 0 0 0 0 0 0−+−+−−+
0 0 0 0 0 0 0 0 0−+−−++−
0 0 0 0 0 0 0 0 0−−++−+−
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Table D.5: All designs with 40 runs and c categorical factors constructed from (SDW2,+4runs)
method.
c = 2
0 0 ++−−+++++−−+−+−+
0 0−−−−−−++−+−++−−+
+−0 0 ++−−+++++−−+−+
+−0 0−−−−−−++−+−++−
+−−+ 0 0 ++−−+++++−−+
−+−+ 0 0−−−−−−++−+−+
+−−+−+ 0 0 ++−−+++++−
+−+−−+ 0 0−−−−−−++−+
−+−+−+−+ 0 0 ++−−++++
+−−++−−+ 0 0−−−−−−++
+++−−+−+−+ 0 0 ++−−++
++−+−++−−+ 0 0−−−−−−
+++++−−+−+−+ 0 0 ++−−
−−++−+−++−−+ 0 0−−−−
−−+++++−−+−+−+ 0 0 ++
−−−−++−+−++−−+ 0 0−−
++−−+++++−−+−+−+++
−−−−−−++−+−++−−+−−
0 0−−++−−−−−++−+−+−
0 0 ++++++−−+−+−−++−
−+ 0 0−−++−−−−−++−+−
−+ 0 0 ++++++−−+−+−−+
−++−0 0−−++−−−−−++−
+−+−0 0 ++++++−−+−+−
−++−+−0 0−−++−−−−−+
−+−++−0 0 ++++++−−+−
+−+−+−+−0 0−−++−−−−
−++−−++−0 0 ++++++−−
−−−++−+−+−0 0−−++−−
−−+−+−−++−0 0 ++++++
−−−−−++−+−+−0 0−−++
++−−+−+−−++−0 0 ++++
++−−−−−++−+−+−0 0−−
++++−−+−+−−++−0 0 ++
−−++−−−−−++−+−+−++
++++++−−+−+−−++−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−
c = 3
0 0 ++−−+++++−−+−+−+
0 0−−−−−−++−+−++−−+
+−0 0 ++−−+++++−−+−+
+−0 0−−−−−−++−+−++−
+−−+ 0 0 ++−−+++++−−+
−+−+ 0 0−−−−−−++−+−+
+−−+−+ 0 0 ++−−+++++−
+−+−−+ 0 0−−−−−−++−+
−+−+−+−+ 0 0 ++−−++++
+−−++−−+ 0 0−−−−−−++
+++−−+−+−+ 0 0 ++−−++
++−+−++−−+ 0 0−−−−−−
+++++−−+−+−+ 0 0 ++−−
−−++−+−++−−+ 0 0−−−−
−−+++++−−+−+−+ 0 +++
−−−−++−+−++−−+ 0−−−
++−−+++++−−+−+−+++
−−−−−−++−+−++−−+−−
0 0−−++−−−−−++−+−+−
0 0 ++++++−−+−+−−++−
−+ 0 0−−++−−−−−++−+−
−+ 0 0 ++++++−−+−+−−+
−++−0 0−−++−−−−−++−
+−+−0 0 ++++++−−+−+−
−++−+−0 0−−++−−−−−+
−+−++−0 0 ++++++−−+−
+−+−+−+−0 0−−++−−−−
−++−−++−0 0 ++++++−−
−−−++−+−+−0 0−−++−−
−−+−+−−++−0 0 ++++++
−−−−−++−+−+−0 0−−++
++−−+−+−−++−0 0 ++++
++−−−−−++−+−+−0 +−−
++++−−+−+−−++−0−++
−−++−−−−−++−+−+−++
++++++−−+−+−−++−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−
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Table D.5: (cont.)
c = 4
0 0 ++−−+++++−−+−+−+
0 0−−−−−−++−+−++−−+
+−0 0 ++−−+++++−−+−+
+−0 0−−−−−−++−+−++−
+−−+ 0 0 ++−−+++++−−+
−+−+ 0 0−−−−−−++−+−+
+−−+−+ 0 0 ++−−+++++−
+−+−−+ 0 0−−−−−−++−+
−+−+−+−+ 0 0 ++−−++++
+−−++−−+ 0 0−−−−−−++
+++−−+−+−+ 0 0 ++−−++
++−+−++−−+ 0 0−−−−−−
+++++−−+−+−+ 0 0 ++−−
−−++−+−++−−+ 0 0−−−−
−−+++++−−+−+−+++++
−−−−++−+−++−−+−−−−
++−−+++++−−+−+−+++
−−−−−−++−+−++−−+−−
0 0−−++−−−−−++−+−+−
0 0 ++++++−−+−+−−++−
−+ 0 0−−++−−−−−++−+−
−+ 0 0 ++++++−−+−+−−+
−++−0 0−−++−−−−−++−
+−+−0 0 ++++++−−+−+−
−++−+−0 0−−++−−−−−+
−+−++−0 0 ++++++−−+−
+−+−+−+−0 0−−++−−−−
−++−−++−0 0 ++++++−−
−−−++−+−+−0 0−−++−−
−−+−+−−++−0 0 ++++++
−−−−−++−+−+−0 0−−++
++−−+−+−−++−0 0 ++++
++−−−−−++−+−+−++−−
++++−−+−+−−++−−−++
−−++−−−−−++−+−+−++
++++++−−+−+−−++−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0−++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−+−
c = 5
0 0 ++−−+++++−−+−+−+
0 0−−−−−−++−+−++−−+
+−0 0 ++−−+++++−−+−+
+−0 0−−−−−−++−+−++−
+−−+ 0 0 ++−−+++++−−+
−+−+ 0 0−−−−−−++−+−+
+−−+−+ 0 0 ++−−+++++−
+−+−−+ 0 0−−−−−−++−+
−+−+−+−+ 0 0 ++−−++++
+−−++−−+ 0 0−−−−−−++
+++−−+−+−+ 0 0 ++−−++
++−+−++−−+ 0 0−−−−−−
+++++−−+−+−+ 0 +++−−
−−++−+−++−−+ 0−−−−−
−−+++++−−+−+−+++++
−−−−++−+−++−−+−−−−
++−−+++++−−+−+−+++
−−−−−−++−+−++−−+−−
0 0−−++−−−−−++−+−+−
0 0 ++++++−−+−+−−++−
−+ 0 0−−++−−−−−++−+−
−+ 0 0 ++++++−−+−+−−+
−++−0 0−−++−−−−−++−
+−+−0 0 ++++++−−+−+−
−++−+−0 0−−++−−−−−+
−+−++−0 0 ++++++−−+−
+−+−+−+−0 0−−++−−−−
−++−−++−0 0 ++++++−−
−−−++−+−+−0 0−−++−−
−−+−+−−++−0 0 ++++++
−−−−−++−+−+−0 +−−++
++−−+−+−−++−0−++++
++−−−−−++−+−+−++−−
++++−−+−+−−++−−−++
−−++−−−−−++−+−+−++
++++++−−+−+−−++−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 +−+−+
0 0 0 0 0 0 0 0 0 0 0 0 0−+−−+
0 0 0 0 0 0 0 0 0 0 0 0 0−−++−
0 0 0 0 0 0 0 0 0 0 0 0 0 ++−+−
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Table D.5: (cont.)
c = 6
0 0 ++−−+++++−−+−+−+
0 0−−−−−−++−+−++−−+
+−0 0 ++−−+++++−−+−+
+−0 0−−−−−−++−+−++−
+−−+ 0 0 ++−−+++++−−+
−+−+ 0 0−−−−−−++−+−+
+−−+−+ 0 0 ++−−+++++−
+−+−−+ 0 0−−−−−−++−+
−+−+−+−+ 0 0 ++−−++++
+−−++−−+ 0 0−−−−−−++
+++−−+−+−+ 0 0 ++−−++
++−+−++−−+ 0 0−−−−−−
+++++−−+−+−+++++−−
−−++−+−++−−+−−−−−−
−−+++++−−+−+−+++++
−−−−++−+−++−−+−−−−
++−−+++++−−+−+−+++
−−−−−−++−+−++−−+−−
0 0−−++−−−−−++−+−+−
0 0 ++++++−−+−+−−++−
−+ 0 0−−++−−−−−++−+−
−+ 0 0 ++++++−−+−+−−+
−++−0 0−−++−−−−−++−
+−+−0 0 ++++++−−+−+−
−++−+−0 0−−++−−−−−+
−+−++−0 0 ++++++−−+−
+−+−+−+−0 0−−++−−−−
−++−−++−0 0 ++++++−−
−−−++−+−+−0 0−−++−−
−−+−+−−++−0 0 ++++++
−−−−−++−+−+−++−−++
++−−+−+−−++−−−++++
++−−−−−++−+−+−++−−
++++−−+−+−−++−−−++
−−++−−−−−++−+−+−++
++++++−−+−+−−++−−−
0 0 0 0 0 0 0 0 0 0 0 0−+−+−+
0 0 0 0 0 0 0 0 0 0 0 0 +−+−−+
0 0 0 0 0 0 0 0 0 0 0 0 +−−++−
0 0 0 0 0 0 0 0 0 0 0 0−++−+−
c = 7
0 0 ++−−+++++−−+−+−+
0 0−−−−−−++−+−++−−+
+−0 0 ++−−+++++−−+−+
+−0 0−−−−−−++−+−++−
+−−+ 0 0 ++−−+++++−−+
−+−+ 0 0−−−−−−++−+−+
+−−+−+ 0 0 ++−−+++++−
+−+−−+ 0 0−−−−−−++−+
−+−+−+−+ 0 0 ++−−++++
+−−++−−+ 0 0−−−−−−++
+++−−+−+−+ 0 +++−−++
++−+−++−−+ 0 +−−−−−−
+++++−−+−+−+++++−−
−−++−+−++−−+−−−−−−
−−+++++−−+−+−+++++
−−−−++−+−++−−+−−−−
++−−+++++−−+−+−+++
−−−−−−++−+−++−−+−−
0 0−−++−−−−−++−+−+−
0 0 ++++++−−+−+−−++−
−+ 0 0−−++−−−−−++−+−
−+ 0 0 ++++++−−+−+−−+
−++−0 0−−++−−−−−++−
+−+−0 0 ++++++−−+−+−
−++−+−0 0−−++−−−−−+
−+−++−0 0 ++++++−−+−
+−+−+−+−0 0−−++−−−−
−++−−++−0 0 ++++++−−
−−−++−+−+−0 +−−++−−
−−+−+−−++−0 +++++++
−−−−−++−+−+−++−−++
++−−+−+−−++−−−++++
++−−−−−++−+−+−++−−
++++−−+−+−−++−−−++
−−++−−−−−++−+−+−++
++++++−−+−+−−++−−−
0 0 0 0 0 0 0 0 0 0 0−−+−+−+
0 0 0 0 0 0 0 0 0 0 0−+−+−−+
0 0 0 0 0 0 0 0 0 0 0−+−−++−
0 0 0 0 0 0 0 0 0 0 0−−++−+−
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Table D.6: All designs with 44 runs and c categorical factors constructed from (SDW2,+4runs)
method.
c = 2
0 0−−++++−−++++−−++++
0 0−++−+−−+−+−++−−+−+
−−0 0−−++++++−++++−++
−+ 0 0−++−+−−+−−−+++−+
++−−0 0−−++−++++++++−
+−−+ 0 0−++−−−−+−+−+++
++++−−0 0−−+−++++++−+
+−+−−+ 0 0−+++−+−+−+−−
−−++++−−0 0 +++−++−+++
−++−+−−+ 0 0−+++−+−−−+
++++−++−++ 0 0++−−−−++
−+−+−−++−+ 0 0 +−−+−++−
++−++++++−++ 0 0 ++−−−−
−+−−−+−++++−0 0 +−−+−+
−−++++++++−−++ 0 0++−−
+−−+−+−+−+−++−0 0 +−−+
+++−++++−+−−−−++ 0 0 ++
−+++−+−+−−−+−++−0 0 +−
+++++−−+++++−−−−++++
−+−+++−−−++−−+−++−−−
0 0 ++−−−−++−−−−++−−−−
0 0 +−−+−++−+−+−−++−+−
++ 0 0 ++−−−−−−+−−−−+−−
+−0 0 +−−+−++−+++−−−+−
−−++ 0 0 ++−−+−−−−−−−−+
−++−0 0 +−−++++−+−+−−−
−−−−++ 0 0 ++−+−−−−−−+−
−+−++−0 0 +−−−+−+−+−++
++−−−−++ 0 0−−−+−−+−−−
+−−+−++−0 0 +−−−+−+++−
−−−−+−−+−−0 0−−++++−−
+−+−++−−+−0 0−++−+−−+
−−+−−−−−−+−−0 0−−++++
+−+++−+−−−−+ 0 0−++−+−
++−−−−−−−−++−−0 0−−++
−++−+−+−+−+−−+ 0 0−++−
−−−+−−−−+−++++−−0 0−−
+−−−+−+−+++−+−−+ 0 0−+
−−−−−++−−−−−++++−−++
+−+−−−+++−−++−+−−+−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−
c = 3
0 0−−++++−−++++−−++++
0 0−++−+−−+−+−++−−+−+
−−0 0−−++++++−++++−++
−+ 0 0−++−+−−+−−−+++−+
++−−0 0−−++−++++++++−
+−−+ 0 0−++−−−−+−+−+++
++++−−0 0−−+−++++++−+
+−+−−+ 0 0−+++−+−+−+−−
−−++++−−0 0 +++−++−+++
−++−+−−+ 0 0−+++−+−−−+
++++−++−++ 0 0 ++−−−−++
−+−+−−++−+ 0 0 +−−+−++−
++−++++++−++ 0 0++−−−−
−+−−−+−++++−0 0 +−−+−+
−−++++++++−−++ 0 0 ++−−
+−−+−+−+−+−++−0 0 +−−+
+++−++++−+−−−−++ 0 +++
−+++−+−+−−−+−++−0−+−
+++++−−+++++−−−−++++
−+−+++−−−++−−+−++−−−
0 0 ++−−−−++−−−−++−−−−
0 0 +−−+−++−+−+−−++−+−
++ 0 0 ++−−−−−−+−−−−+−−
+−0 0 +−−+−++−+++−−−+−
−−++ 0 0 ++−−+−−−−−−−−+
−++−0 0 +−−++++−+−+−−−
−−−−++ 0 0 ++−+−−−−−−+−
−+−++−0 0 +−−−+−+−+−++
++−−−−++ 0 0−−−+−−+−−−
+−−+−++−0 0 +−−−+−+++−
−−−−+−−+−−0 0−−++++−−
+−+−++−−+−0 0−++−+−−+
−−+−−−−−−+−−0 0−−++++
+−+++−+−−−−+ 0 0−++−+−
++−−−−−−−−++−−0 0−−++
−++−+−+−+−+−−+ 0 0−++−
−−−+−−−−+−++++−−0 +−−
+−−−+−+−+++−+−−+ 0−−+
−−−−−++−−−−−++++−−++
+−+−−−+++−−++−+−−+−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−
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Table D.6: (cont.)
c = 4
0 0−−++++−−++++−−++++
0 0−++−+−−+−+−++−−+−+
−−0 0−−++++++−++++−++
−+ 0 0−++−+−−+−−−+++−+
++−−0 0−−++−++++++++−
+−−+ 0 0−++−−−−+−+−+++
++++−−0 0−−+−++++++−+
+−+−−+ 0 0−+++−+−+−+−−
−−++++−−0 0 +++−++−+++
−++−+−−+ 0 0−+++−+−−−+
++++−++−++ 0 0++−−−−++
−+−+−−++−+ 0 0 +−−+−++−
++−++++++−++ 0 0 ++−−−−
−+−−−+−++++−0 0 +−−+−+
−−++++++++−−++ 0 0++−−
+−−+−+−+−+−++−0 0 +−−+
+++−++++−+−−−−++++++
−+++−+−+−−−+−++−−−+−
+++++−−+++++−−−−++++
−+−+++−−−++−−+−++−−−
0 0 ++−−−−++−−−−++−−−−
0 0 +−−+−++−+−+−−++−+−
++ 0 0 ++−−−−−−+−−−−+−−
+−0 0 +−−+−++−+++−−−+−
−−++ 0 0 ++−−+−−−−−−−−+
−++−0 0 +−−++++−+−+−−−
−−−−++ 0 0 ++−+−−−−−−+−
−+−++−0 0 +−−−+−+−+−++
++−−−−++ 0 0−−−+−−+−−−
+−−+−++−0 0 +−−−+−+++−
−−−−+−−+−−0 0−−++++−−
+−+−++−−+−0 0−++−+−−+
−−+−−−−−−+−−0 0−−++++
+−+++−+−−−−+ 0 0−++−+−
++−−−−−−−−++−−0 0−−++
−++−+−+−+−+−−+ 0 0−++−
−−−+−−−−+−++++−−++−−
+−−−+−+−+++−+−−+−−−+
−−−−−++−−−−−++++−−++
+−+−−−+++−−++−+−−+−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−+−
c = 5
0 0−−++++−−++++−−++++
0 0−++−+−−+−+−++−−+−+
−−0 0−−++++++−++++−++
−+ 0 0−++−+−−+−−−+++−+
++−−0 0−−++−++++++++−
+−−+ 0 0−++−−−−+−+−+++
++++−−0 0−−+−++++++−+
+−+−−+ 0 0−+++−+−+−+−−
−−++++−−0 0 +++−++−+++
−++−+−−+ 0 0−+++−+−−−+
++++−++−++ 0 0 ++−−−−++
−+−+−−++−+ 0 0 +−−+−++−
++−++++++−++ 0 0++−−−−
−+−−−+−++++−0 0 +−−+−+
−−++++++++−−++ 0 +++−−
+−−+−+−+−+−++−0−+−−+
+++−++++−+−−−−++++++
−+++−+−+−−−+−++−−−+−
+++++−−+++++−−−−++++
−+−+++−−−++−−+−++−−−
0 0 ++−−−−++−−−−++−−−−
0 0 +−−+−++−+−+−−++−+−
++ 0 0 ++−−−−−−+−−−−+−−
+−0 0 +−−+−++−+++−−−+−
−−++ 0 0 ++−−+−−−−−−−−+
−++−0 0 +−−++++−+−+−−−
−−−−++ 0 0 ++−+−−−−−−+−
−+−++−0 0 +−−−+−+−+−++
++−−−−++ 0 0−−−+−−+−−−
+−−+−++−0 0 +−−−+−+++−
−−−−+−−+−−0 0−−++++−−
+−+−++−−+−0 0−++−+−−+
−−+−−−−−−+−−0 0−−++++
+−+++−+−−−−+ 0 0−++−+−
++−−−−−−−−++−−0 +−−++
−++−+−+−+−+−−+ 0−−++−
−−−+−−−−+−++++−−++−−
+−−−+−+−+++−+−−+−−−+
−−−−−++−−−−−++++−−++
+−+−−−+++−−++−+−−+−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−+−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−−++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ++−+−
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Table D.6: (cont.)
c = 6
0 0−−++++−−++++−−++++
0 0−++−+−−+−+−++−−+−+
−−0 0−−++++++−++++−++
−+ 0 0−++−+−−+−−−+++−+
++−−0 0−−++−++++++++−
+−−+ 0 0−++−−−−+−+−+++
++++−−0 0−−+−++++++−+
+−+−−+ 0 0−+++−+−+−+−−
−−++++−−0 0 +++−++−+++
−++−+−−+ 0 0−+++−+−−−+
++++−++−++ 0 0++−−−−++
−+−+−−++−+ 0 0 +−−+−++−
++−++++++−++ 0 0 ++−−−−
−+−−−+−++++−0 0 +−−+−+
−−++++++++−−++++++−−
+−−+−+−+−+−++−−−+−−+
+++−++++−+−−−−++++++
−+++−+−+−−−+−++−−−+−
+++++−−+++++−−−−++++
−+−+++−−−++−−+−++−−−
0 0 ++−−−−++−−−−++−−−−
0 0 +−−+−++−+−+−−++−+−
++ 0 0 ++−−−−−−+−−−−+−−
+−0 0 +−−+−++−+++−−−+−
−−++ 0 0 ++−−+−−−−−−−−+
−++−0 0 +−−++++−+−+−−−
−−−−++ 0 0 ++−+−−−−−−+−
−+−++−0 0 +−−−+−+−+−++
++−−−−++ 0 0−−−+−−+−−−
+−−+−++−0 0 +−−−+−+++−
−−−−+−−+−−0 0−−++++−−
+−+−++−−+−0 0−++−+−−+
−−+−−−−−−+−−0 0−−++++
+−+++−+−−−−+ 0 0−++−+−
++−−−−−−−−++−−++−−++
−++−+−+−+−+−−+−−−++−
−−−+−−−−+−++++−−++−−
+−−−+−+−+++−+−−+−−−+
−−−−−++−−−−−++++−−++
+−+−−−+++−−++−+−−+−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−+−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−+−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−−++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0−++−+−
c = 7
0 0−−++++−−++++−−++++
0 0−++−+−−+−+−++−−+−+
−−0 0−−++++++−++++−++
−+ 0 0−++−+−−+−−−+++−+
++−−0 0−−++−++++++++−
+−−+ 0 0−++−−−−+−+−+++
++++−−0 0−−+−++++++−+
+−+−−+ 0 0−+++−+−+−+−−
−−++++−−0 0 +++−++−+++
−++−+−−+ 0 0−+++−+−−−+
++++−++−++ 0 0 ++−−−−++
−+−+−−++−+ 0 0 +−−+−++−
++−++++++−++ 0 +++−−−−
−+−−−+−++++−0 ++−−+−+
−−++++++++−−++++++−−
+−−+−+−+−+−++−−−+−−+
+++−++++−+−−−−++++++
−+++−+−+−−−+−++−−−+−
+++++−−+++++−−−−++++
−+−+++−−−++−−+−++−−−
0 0 ++−−−−++−−−−++−−−−
0 0 +−−+−++−+−+−−++−+−
++ 0 0++−−−−−−+−−−−+−−
+−0 0 +−−+−++−+++−−−+−
−−++ 0 0 ++−−+−−−−−−−−+
−++−0 0 +−−++++−+−+−−−
−−−−++ 0 0++−+−−−−−−+−
−+−++−0 0 +−−−+−+−+−++
++−−−−++ 0 0−−−+−−+−−−
+−−+−++−0 0 +−−−+−+++−
−−−−+−−+−−0 0−−++++−−
+−+−++−−+−0 0−++−+−−+
−−+−−−−−−+−−0 +−−++++
+−+++−+−−−−+ 0 +−++−+−
++−−−−−−−−++−−++−−++
−++−+−+−+−+−−+−−−++−
−−−+−−−−+−++++−−++−−
+−−−+−+−+++−+−−+−−−+
−−−−−++−−−−−++++−−++
+−+−−−+++−−++−+−−+−−
0 0 0 0 0 0 0 0 0 0 0 0 0−−+−+−+
0 0 0 0 0 0 0 0 0 0 0 0 0−+−+−−+
0 0 0 0 0 0 0 0 0 0 0 0 0−+−−++−
0 0 0 0 0 0 0 0 0 0 0 0 0−−++−+−
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Table D.7: All designs with 48 runs and c categorical factors constructed from (SDW2,+4runs)
method.
c = 2
0 0 ++++−−++−+++−+−++−+−
0 0 ++++−−−−−+−−−++−−+−+
−+ 0 0 ++++−−++−+++−+−++−
+−0 0 ++++−−−−−+−−−++−−+
−++−0 0 ++++−−++−+++−+−+
+−−+ 0 0 ++++−−−−−+−−−++−
+−+−+−0 0 ++++−−++−+++−+
−+−+−+ 0 0 ++++−−−−−+−−−+
+−−++−+−0 0 ++++−−++−+++
+−+−−+−+ 0 0 ++++−−−−−+−−
++−+−++−+−0 0 ++++−−++−+
−−−++−−+−+ 0 0 ++++−−−−−+
+−++−+−++−+−0 0 ++++−−++
+−−−−++−−+−+ 0 0 ++++−−−−
++−+++−+−++−+−0 0 ++++−−
−−−+−−−++−−+−+ 0 0 ++++−−
−−++−+++−+−++−+−0 0 ++++
−−−−−+−−−++−−+−+ 0 0 ++++
++−−++−+++−+−++−+−0 0 ++
++−−−−−+−−−++−−+−+ 0 0 ++
++++−−++−+++−+−++−+−++
++++−−−−−+−−−++−−+−+−−
0 0−−−−++−−+−−−+−+−−+−+
0 0−−−−+++++−+++−−++−+−
+−0 0−−−−++−−+−−−+−+−−+
−+ 0 0−−−−+++++−+++−−++−
+−−+ 0 0−−−−++−−+−−−+−+−
−++−0 0−−−−+++++−+++−−+
−+−+−+ 0 0−−−−++−−+−−−+−
+−+−+−0 0−−−−+++++−+++−
−++−−+−+ 0 0−−−−++−−+−−−
−+−++−+−0 0−−−−+++++−++
−−+−+−−+−+ 0 0−−−−++−−+−
+++−−++−+−0 0−−−−+++++−
−+−−+−+−−+−+ 0 0−−−−++−−
−++++−−++−+−0 0−−−−++++
−−+−−−+−+−−+−+ 0 0−−−−++
+++−+++−−++−+−0 0−−−−++
++−−+−−−+−+−−+−+ 0 0−−−−
+++++−+++−−++−+−0 0−−−−
−−++−−+−−−+−+−−+−+ 0 0−−
−−+++++−+++−−++−+−0 0−−
−−−−++−−+−−−+−+−−+−+++
−−−−+++++−+++−−++−+−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−
c = 3
0 0 ++++−−++−+++−+−++−+−
0 0 ++++−−−−−+−−−++−−+−+
−+ 0 0 ++++−−++−+++−+−++−
+−0 0 ++++−−−−−+−−−++−−+
−++−0 0 ++++−−++−+++−+−+
+−−+ 0 0 ++++−−−−−+−−−++−
+−+−+−0 0 ++++−−++−+++−+
−+−+−+ 0 0 ++++−−−−−+−−−+
+−−++−+−0 0 ++++−−++−+++
+−+−−+−+ 0 0 ++++−−−−−+−−
++−+−++−+−0 0 ++++−−++−+
−−−++−−+−+ 0 0 ++++−−−−−+
+−++−+−++−+−0 0 ++++−−++
+−−−−++−−+−+ 0 0 ++++−−−−
++−+++−+−++−+−0 0 ++++−−
−−−+−−−++−−+−+ 0 0 ++++−−
−−++−+++−+−++−+−0 0 ++++
−−−−−+−−−++−−+−+ 0 0 ++++
++−−++−+++−+−++−+−0 +++
++−−−−−+−−−++−−+−+ 0−++
++++−−++−+++−+−++−+−++
++++−−−−−+−−−++−−+−+−−
0 0−−−−++−−+−−−+−+−−+−+
0 0−−−−+++++−+++−−++−+−
+−0 0−−−−++−−+−−−+−+−−+
−+ 0 0−−−−+++++−+++−−++−
+−−+ 0 0−−−−++−−+−−−+−+−
−++−0 0−−−−+++++−+++−−+
−+−+−+ 0 0−−−−++−−+−−−+−
+−+−+−0 0−−−−+++++−+++−
−++−−+−+ 0 0−−−−++−−+−−−
−+−++−+−0 0−−−−+++++−++
−−+−+−−+−+ 0 0−−−−++−−+−
+++−−++−+−0 0−−−−+++++−
−+−−+−+−−+−+ 0 0−−−−++−−
−++++−−++−+−0 0−−−−++++
−−+−−−+−+−−+−+ 0 0−−−−++
+++−+++−−++−+−0 0−−−−++
++−−+−−−+−+−−+−+ 0 0−−−−
+++++−+++−−++−+−0 0−−−−
−−++−−+−−−+−+−−+−+ 0 +−−
−−+++++−+++−−++−+−0−−−
−−−−++−−+−−−+−+−−+−+++
−−−−+++++−+++−−++−+−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−
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Table D.7: (cont.)
c = 4
0 0 ++++−−++−+++−+−++−+−
0 0 ++++−−−−−+−−−++−−+−+
−+ 0 0 ++++−−++−+++−+−++−
+−0 0 ++++−−−−−+−−−++−−+
−++−0 0 ++++−−++−+++−+−+
+−−+ 0 0 ++++−−−−−+−−−++−
+−+−+−0 0 ++++−−++−+++−+
−+−+−+ 0 0 ++++−−−−−+−−−+
+−−++−+−0 0 ++++−−++−+++
+−+−−+−+ 0 0 ++++−−−−−+−−
++−+−++−+−0 0 ++++−−++−+
−−−++−−+−+ 0 0 ++++−−−−−+
+−++−+−++−+−0 0 ++++−−++
+−−−−++−−+−+ 0 0 ++++−−−−
++−+++−+−++−+−0 0 ++++−−
−−−+−−−++−−+−+ 0 0 ++++−−
−−++−+++−+−++−+−0 0 ++++
−−−−−+−−−++−−+−+ 0 0 ++++
++−−++−+++−+−++−+−++++
++−−−−−+−−−++−−+−+−−++
++++−−++−+++−+−++−+−++
++++−−−−−+−−−++−−+−+−−
0 0−−−−++−−+−−−+−+−−+−+
0 0−−−−+++++−+++−−++−+−
+−0 0−−−−++−−+−−−+−+−−+
−+ 0 0−−−−+++++−+++−−++−
+−−+ 0 0−−−−++−−+−−−+−+−
−++−0 0−−−−+++++−+++−−+
−+−+−+ 0 0−−−−++−−+−−−+−
+−+−+−0 0−−−−+++++−+++−
−++−−+−+ 0 0−−−−++−−+−−−
−+−++−+−0 0−−−−+++++−++
−−+−+−−+−+ 0 0−−−−++−−+−
+++−−++−+−0 0−−−−+++++−
−+−−+−+−−+−+ 0 0−−−−++−−
−++++−−++−+−0 0−−−−++++
−−+−−−+−+−−+−+ 0 0−−−−++
+++−+++−−++−+−0 0−−−−++
++−−+−−−+−+−−+−+ 0 0−−−−
+++++−+++−−++−+−0 0−−−−
−−++−−+−−−+−+−−+−+++−−
−−+++++−+++−−++−+−−−−−
−−−−++−−+−−−+−+−−+−+++
−−−−+++++−+++−−++−+−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−+−
c = 5
0 0 ++++−−++−+++−+−++−+−
0 0 ++++−−−−−+−−−++−−+−+
−+ 0 0 ++++−−++−+++−+−++−
+−0 0 ++++−−−−−+−−−++−−+
−++−0 0 ++++−−++−+++−+−+
+−−+ 0 0 ++++−−−−−+−−−++−
+−+−+−0 0 ++++−−++−+++−+
−+−+−+ 0 0 ++++−−−−−+−−−+
+−−++−+−0 0 ++++−−++−+++
+−+−−+−+ 0 0 ++++−−−−−+−−
++−+−++−+−0 0 ++++−−++−+
−−−++−−+−+ 0 0 ++++−−−−−+
+−++−+−++−+−0 0 ++++−−++
+−−−−++−−+−+ 0 0 ++++−−−−
++−+++−+−++−+−0 0 ++++−−
−−−+−−−++−−+−+ 0 0 ++++−−
−−++−+++−+−++−+−0 +++++
−−−−−+−−−++−−+−+ 0−++++
++−−++−+++−+−++−+−++++
++−−−−−+−−−++−−+−+−−++
++++−−++−+++−+−++−+−++
++++−−−−−+−−−++−−+−+−−
0 0−−−−++−−+−−−+−+−−+−+
0 0−−−−+++++−+++−−++−+−
+−0 0−−−−++−−+−−−+−+−−+
−+ 0 0−−−−+++++−+++−−++−
+−−+ 0 0−−−−++−−+−−−+−+−
−++−0 0−−−−+++++−+++−−+
−+−+−+ 0 0−−−−++−−+−−−+−
+−+−+−0 0−−−−+++++−+++−
−++−−+−+ 0 0−−−−++−−+−−−
−+−++−+−0 0−−−−+++++−++
−−+−+−−+−+ 0 0−−−−++−−+−
+++−−++−+−0 0−−−−+++++−
−+−−+−+−−+−+ 0 0−−−−++−−
−++++−−++−+−0 0−−−−++++
−−+−−−+−+−−+−+ 0 0−−−−++
+++−+++−−++−+−0 0−−−−++
++−−+−−−+−+−−+−+ 0 +−−−−
+++++−+++−−++−+−0−−−−−
−−++−−+−−−+−+−−+−+++−−
−−+++++−+++−−++−+−−−−−
−−−−++−−+−−−+−+−−+−+++
−−−−+++++−+++−−++−+−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0+−+−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−−++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0++−+−
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Table D.7: (cont.)
c = 6
0 0 ++++−−++−+++−+−++−+−
0 0 ++++−−−−−+−−−++−−+−+
−+ 0 0 ++++−−++−+++−+−++−
+−0 0 ++++−−−−−+−−−++−−+
−++−0 0 ++++−−++−+++−+−+
+−−+ 0 0 ++++−−−−−+−−−++−
+−+−+−0 0 ++++−−++−+++−+
−+−+−+ 0 0 ++++−−−−−+−−−+
+−−++−+−0 0 ++++−−++−+++
+−+−−+−+ 0 0 ++++−−−−−+−−
++−+−++−+−0 0 ++++−−++−+
−−−++−−+−+ 0 0 ++++−−−−−+
+−++−+−++−+−0 0 ++++−−++
+−−−−++−−+−+ 0 0 ++++−−−−
++−+++−+−++−+−0 0 ++++−−
−−−+−−−++−−+−+ 0 0 ++++−−
−−++−+++−+−++−+−++++++
−−−−−+−−−++−−+−+−−++++
++−−++−+++−+−++−+−++++
++−−−−−+−−−++−−+−+−−++
++++−−++−+++−+−++−+−++
++++−−−−−+−−−++−−+−+−−
0 0−−−−++−−+−−−+−+−−+−+
0 0−−−−+++++−+++−−++−+−
+−0 0−−−−++−−+−−−+−+−−+
−+ 0 0−−−−+++++−+++−−++−
+−−+ 0 0−−−−++−−+−−−+−+−
−++−0 0−−−−+++++−+++−−+
−+−+−+ 0 0−−−−++−−+−−−+−
+−+−+−0 0−−−−+++++−+++−
−++−−+−+ 0 0−−−−++−−+−−−
−+−++−+−0 0−−−−+++++−++
−−+−+−−+−+ 0 0−−−−++−−+−
+++−−++−+−0 0−−−−+++++−
−+−−+−+−−+−+ 0 0−−−−++−−
−++++−−++−+−0 0−−−−++++
−−+−−−+−+−−+−+ 0 0−−−−++
+++−+++−−++−+−0 0−−−−++
++−−+−−−+−+−−+−+++−−−−
+++++−+++−−++−+−−−−−−−
−−++−−+−−−+−+−−+−+++−−
−−+++++−+++−−++−+−−−−−
−−−−++−−+−−−+−+−−+−+++
−−−−+++++−+++−−++−+−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−+−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−+−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 +−−++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−++−+−
c = 7
0 0 ++++−−++−+++−+−++−+−
0 0 ++++−−−−−+−−−++−−+−+
−+ 0 0 ++++−−++−+++−+−++−
+−0 0 ++++−−−−−+−−−++−−+
−++−0 0 ++++−−++−+++−+−+
+−−+ 0 0 ++++−−−−−+−−−++−
+−+−+−0 0 ++++−−++−+++−+
−+−+−+ 0 0 ++++−−−−−+−−−+
+−−++−+−0 0 ++++−−++−+++
+−+−−+−+ 0 0 ++++−−−−−+−−
++−+−++−+−0 0 ++++−−++−+
−−−++−−+−+ 0 0 ++++−−−−−+
+−++−+−++−+−0 0 ++++−−++
+−−−−++−−+−+ 0 0 ++++−−−−
++−+++−+−++−+−0 +++++−−
−−−+−−−++−−+−+ 0 +++++−−
−−++−+++−+−++−+−++++++
−−−−−+−−−++−−+−+−−++++
++−−++−+++−+−++−+−++++
++−−−−−+−−−++−−+−+−−++
++++−−++−+++−+−++−+−++
++++−−−−−+−−−++−−+−+−−
0 0−−−−++−−+−−−+−+−−+−+
0 0−−−−+++++−+++−−++−+−
+−0 0−−−−++−−+−−−+−+−−+
−+ 0 0−−−−+++++−+++−−++−
+−−+ 0 0−−−−++−−+−−−+−+−
−++−0 0−−−−+++++−+++−−+
−+−+−+ 0 0−−−−++−−+−−−+−
+−+−+−0 0−−−−+++++−+++−
−++−−+−+ 0 0−−−−++−−+−−−
−+−++−+−0 0−−−−+++++−++
−−+−+−−+−+ 0 0−−−−++−−+−
+++−−++−+−0 0−−−−+++++−
−+−−+−+−−+−+ 0 0−−−−++−−
−++++−−++−+−0 0−−−−++++
−−+−−−+−+−−+−+ 0 +−−−−++
+++−+++−−++−+−0 +−−−−++
++−−+−−−+−+−−+−+++−−−−
+++++−+++−−++−+−−−−−−−
−−++−−+−−−+−+−−+−+++−−
−−+++++−+++−−++−+−−−−−
−−−−++−−+−−−+−+−−+−+++
−−−−+++++−+++−−++−+−−−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−−+−+−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−+−−+
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−+−−++−
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−−++−+−
