We combine the replica approach from statistical physics with a variational approach to analyze learning curves analytically. We apply the method to Gaussian process regression. As a main result we derive approximative relations between empirical error measures, the generalization error and the posterior variance.
Introduction
Approximate expressions for generalization errors for finite dimensional statistical data models can be often obtained in the large data limit using asymptotic expansions. Such methods can yield approximate relations for empirical and true errors which can be used to assess the quality of the trained model see e.g. [1] . Unfortunately, such an approximation scheme does not seem to be easily applicable to popular non-parametric models like Gaussian process (GP) models and Support Vector Machines (SVMs). We apply the replica approach of statistical physics to asses the average case learning performance of these kernel machines. So far, the tools of statistical physics have been successfully applied to a variety of learning problems [2] . However, this elegant method suffers from the drawback that data averages can be performed exactly only under very idealistic assumptions on the data distribution in the "thermodynamic" limit of infinite data space dimension. We try to overcome these limitations by combining the replica method with a variational approximation. For Bayesian models, our method allows us to express useful data averaged a-posteriori expectations by means of an approximate measure. The derivation of this measure requires no assumptions about the data density and no assumptions about the input dimension.
The main focus of this article is Gaussian process regression where we demonstrate the various strengths of the presented method. It solves some of the problems stated at the end of our previous NIPS paper [3] which was based on a simpler somewhat unmotivated truncation of a cumulant expansion. For Gaussian process models we show that our method does not only give explicit approximations for generalization errors but also of their sample fluctuations. Furthermore, we show how to compute corrections to our theory and demonstrate the possibility of deriving approximate universal relations between average empirical and true errors which might be of practical interest.
An earlier version of our approach, which was still restricted to the assumption of idealized data distributions appeared in [4] .
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, we assign a likelihood term of the form 
where the partition function 
were all data examples are independently generated from the same distribution. In the next section we will show how to derive a measure which enables us to compute analytically approximate combined data and posterior averages.
A Grand-Canonical Approach
We utilize the statistical mechanics approach to the analysis of learning. Our aim is to compute the so-called averaged "free energy"
which serves as a generating function for suitable data averages of posterior expectations. The partition function 
is computed for integer and the continuation is performed at the end [5] . We obtain
where C p denotes the expectation over the replicated prior measure.
Eq.(3) can be transformed into a simpler form by introducing the "grand canonical" partition function
with the Hamiltonian
The density 
thereby neglecting relative fluctuations. We recover the original (canonical) free energy as
Variational Approximation
For most interesting cases, the partition function . It is easy to write down the first terms in an expansion of the "grand canonical" free energy with respect to the difference
The brackets 7 8 z s
denote averages with respect to the effective measure which is induced by the prior and o Y { F } ¡ and acts in the space of replicated variables. As is well known, the first two leading terms in Eq. (7) present an upper bound [6] to
. Although differentiating the bound with respect to will usually not preserve the inequality, we still expect 1 that an optimization with respect to u s p is a sensible thing to do [7] .
Variational Equations
The grand-canonical ensemble was chosen such that Eq. (5) can be rewritten as an integral over a local quantity in the input variable
We will now specialize to Gaussian priors over , for which a local quadratic expression u s p 9
is a suitable trial Hamiltonian, leading to Gaussian averages
are variational parameters to be optimized. It is important to have an explicit dependence on the input variable £ in order to take a non uniform input density into account.
To perform the variation of the first two terms in Eq. (7) we note that the locality of Eq.(8) makes the "variational free energy"
an explicit function of the first two local moments
Hence, a straightforward variation yields
To extend the variational solutions to non-integer values of , we assume that for all ' the optimal parameters are replica symmetric, ie. 
. Following the algebra of the replica method (see [5] ) this is approximated within the variational replica approach as
Second, we consider the noisy local mean square prediction error of the posterior mean predictor
which is given by
We can also calculate fluctuations with respect to the data average, for example
Regression with Gaussian Processes
This statistical model assumes that data are generated as § 0
, where is Gaussian white noise with variance $ {
. The prior over functions has zero mean and covariance
. Using the definitions Eqs.(12,13), we get
which yields the set of variational equations (11). They become particularly easy when the regression model uses a translationally invariant kernel ¡ ) £ % # £ ¥¥ and the input distribution is homogeneous in a finite interval. The variational equations (11) can then be solved in terms of the eigenvalues of the Gaussian process kernel.
[8, 9] studied learning curves for Gaussian process regression which are not only averaged over the data but also over the data generating process # " using a Gaussian process prior on $ "
. Applying these averages to our theory and adapting the notation of [9] simply replaces in Eq.(15) the term § ¡ §
Learning Curves and Fluctuations
Practical situations differ from this "typical case" analysis. The data generating process is unknown but assumed to be fixed. The resulting learning curve is then conditioned on this particular "teacher"
( " . Right: Correction of the free energy. Symbols: We subtracted the first two contributions to Eq. (7) from the true value of the free energy. The latter was obtained by simulations. Lines show the third contribution of Eq. (7). The value of the noise variance $ { decreases from top to bottom. All y-data was set equal to zero.
Corrections to the Variational Approximation
It is a strength of our method that the quality of the variational approximation Eq. (7) can be characterized and systematically improved. In this paper, we restrict ourself to a characterization and consider the case where all § -data is set equal to zero. Since the posterior variance
is independent of the data this is still an interesting model from which the posterior variance can be estimated. We consider the third term in the expansion to the free energy Eq.(7). It is a correction to the variational free energy and evaluates to # a e h e i p r s
. Eq.(16) is shown by lines in the right panel of Fig.1 for different values of the model noise $ {
. We considered a homogeneous input density, the input dimension is one and the regression model uses a periodic RBF kernel. The symbols in Fig.1 show the difference between the true value of the free energy which is obtained by simulations and the first two terms of Eq.(7). The correction term is found to be qualitatively accurate and emphasizes a discrepancy between free energy and the first two terms of the expansion Eq. (7) for a medium amount of example data. The calculated learning curves inherit this behaviour.
Universal Relations
We can relate the training error 6,7) and the stationarity of the grand-canonical free energy with respect to the variational parameters we obtain the following relation
We use the fact that the posterior variance is independent of the § -data and simply estimate it from the model where all § -data is set equal to zero. In this case, Eq.(18) yields Of particular interest is the computation of empirical estimators that can be used in practice for model selection as well as the calculation of fluctuations (error bars) for such estimators. A prominent example is an efficient approximate leave-one-out estimator for SVMs.
Work on these issues is in progress.
