of the processors in such a manner that if it is not optimal to assign a job to processor i then it is not optimal to make an assignment to processor i until such time as there is at least one more arrival. That is, the state cannot change to one in which it becomes optimal to assign a job to processor i simply by the departure of jobs. This is the behavior we have observed numerically and argued for above.
I. INTRODUCTION
Robustness has been an important issue in the study of adaptive control theory; and many successful modified schemes have been proposed to improve robustness with respect to
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unmodeled dynamics and bounded disturbances, and guarantee signal boundedness for any given initial conditions. One common feature of most robust and globally stable schemes is that the adaptive law employs a dynamic normalizing signal
[1]- [7] that bounds the modeling error signal from above in addition to modifications, such as u , switching u , projection, and dead zones. In [8] , it is shown that an adaptive law with a static normalizing signal similar to the one used in the ideal case and a parameter projection are sufficient to guarantee robust stability for a model-reference adaptive control (MRAQ scheme. The stability analysis use to establish this result is long and rather complicated and deviates from that used in the ideal case or in the case of schemes with a dynamic normalizing signal. In this note, we establish the same result by slightly modifying the proof associated with the dynamic normalizing signal. The proof is a direct application of the approach in 191, which unifies the design and analysis of various modified robust adaptive controllers. -( S / 2 ) and S 2 0.
is a transfer function matrix analytic in Re [SI 2 -( S / 2 ) and S 2 0. 1) Z,(s) and R&s) are monic polynomials of degree rn and n, respectively, Z,(s) is Hunvitz, rn 5 n -1, and k, is a constant gain with known sign.
2) The relative degree of W,(s) satisfies n, -m, = n -rn and n, s n.
3) A,(s) is a stable transfer function such that
AmWm is strictly proper and analytic in Re[sl 5 -(p/2).
Additive plant perturbations and bounded disturbances may also be included in (1) without altering the analysis and results of this note. Consequently, such perturbations are omitted without loss of generality.
The model-reference adaptive control law is given by 
The appearance of k,(t), ky,(t), ky2(t), kL,(t), k,(t)
where c and k are generic symbols for nonnegative constants; and k is used to denote those quantities dependent on the size of initial conditions. When ( 5 ) is satisfied, (9) where a > 0 us a constant, which can be chosen arbitrarily.
From (6), and the application of swapping lemma, we have
where for some positive constants c's, ?,Xl, and x,. In the above inequality, kl and k, depend on initial conditions but we can choose To to be large enough so that for some p, > 0 and 0 < p2 < 1 to obtain
m V t ) I (c + p ' ) + (c + p , ) c / t e -~( f -s ) 7 w
To . e S~l ' (~( m ' (~~/ n 2 ( r ) ) d r + 6 r~( r -s )
ds (13) which is independent of initial conditions. Up to (13), except for the consideration of initial conditions, the analysis is the same as that in [9] and [lo] and does not depend on the form of normalization used in the projection. If n2 is a dynamic normalizing signal of the type considered in [91 and [lo] , then ( m / n ) E L,, and, therefore which together with (13) and (7) imply that m E L, [To, 30) provided 1 -p, -Z A z > 0.
The analysis for the static normalization nz = 1 + //o/12 + II ( 1) ' is only slightly different. The argument is as follows.
Since mf(To) = 0 we have lit,(t) 2 0 for t E [To, TI] for some T, > 0, which, together with 8 E L,, implies that m J t ) 5 u 2 ( t ) y 2 ( t ) ( e~( t ) w ( t ) ) 2 + y 2 ( r ) ~ cn2(t) --6 6 for some c > 0, (14) [To, TI] . Applying the Gronwall lemma for /c,) for some small positive p satisfying 1 -p2 -?p > 0, where c , 2 0 is a constant independent of TI.
i.e., [ m 2 ( t ) / n 2 ( t ) ]
Although To is a function of the size of initial conditions, p,, p2 are not; hence c, is also independent of initial conditions at where Ao,(s) and Ao2(s) are stable and strictly proper; and d ( t ) is a bounded disturbance, then with minor modifications on (6) we can still show the boundedness of all signals provided l l A , l l l~ and l l h a 2 1 1~ are small enough.
Remark: The proof of [8] relies on the results of [41 and includes additional arguments to handle the static normalizing signal. The results of this note rely on those of [91, which are simplified versions of those in [4]. The simplifications emphasized by this note concerns the additional arguments to handle the static normalizing signal. The complex arguments of [B] result from the fact that the static normalizing signal n ( t ) employed does not contain the term yZ(t), which is essential in the establishment of the inequality (14) for the m,(f) I 0 situation.
CONCLUSION
In this note, we show that the stability proof for the MRAC scheme with static normalization given in [8] can be simplified considerably by adding the term y 2 in the static normalizing signal.
