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When decisions are made, by decision makers (DMs) in private and public organizations the DMs are supported by analysts
(ANs) who provide decision support to the DM. Therefore, the quality of decision support provided by the AN directly
affects the quality of a DM’s decision. At present, many quantitative methods exist for evaluating uncertainty—for example,
Monte Carlo simulation—and such methods work very well when the AN is in full control of the data collection and model-
building processes. In many cases, however, the AN is not in control of these processes. In this article we develop a simple
method that a DM can employ in order to evaluate the process of decision support from a statistical point-of-view. We call
this approach the “Statistical Value Chain” (SVC): a consecutive benchmarking checklist with eight steps that can be used
to evaluate decision support seen from a statistical point-of-view.
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INTRODUCTION
When decisions are made by managers and top
managers—the “decision makers” (DMs) are
usually heavily supported by analysts (ANs) who
provide decision support. This article addresses the
need for a pragmatic checklist with which to gauge
the quality of information supplied to DMs by ANs.
Because the quality of the information supplied by
the AN directly affects the quality of a DM’s
decision, a DM should evaluate the quality of
decision support based on well-defined criteria.
Criteria of significance include levels of uncertainty
in the decision-support information, the cost of the
analysis, and the time taken for the decision
support. Improvements in just one of these criteria
can lead to improvements in others, since there is a
dependency between them. The focus of this article
is on the reduction of uncertainty for DMs.
Uncertainty in decision support is often
evaluated through the use of simulation tools, such
as the Monte Carlo approach or similar methods.
Such methods work well when data, model
parameters, and models are correctly defined and
extracted, and (if necessary) adjusted. However,
these approaches cannot compensate for corrupted
data, bad data extraction or incorrectly adjusted
parameters, and unclear definitions in models.
This article therefore provides a methodology
for evaluating uncertainty in the decision-support
process from a statistical point-of-view. This
approach has been named “the Statistical Value
Chain” (SVC). The SVC can be considered the
“correct” way of handling data in a cradle-to-grave
perspective—that is,  the process from the
extraction of raw data to its use for decision
support.
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It is the goal of this article to define and develop
the SVC, which in addition to allowing uncertainty
evaluation of decision support can also be
considered as a best practice for an AN in providing
that decision support. By benchmarking real-life
decision support processes using the SVC, we can
trace the consequences of practices that from a
statistical point-of-view lead to uncertainty, bias,
and errors in the analysis used for decision support.
The steps of the SVC are developed and explained
here.
The authors of the present article are not aware
of a similar method developed for decision support;
however, each step in the SVC is based on methods
and approaches that are well-defined in the
statistical literature. As such, the value of the SVC
is that aggregated knowledge from different areas
of statistical literature is compiled into eight simple
steps that can be employed as a benchmark checklist
for evaluating the quality of decision-support
information.
We demonstrate the SVC through an applied
decision-support case, which took place in
Denmark from 2009-2012 when three large
organizations requested a sustainability assessment
of the production and use of biodiesel. This case is
described in much greater detail by Herrmann
et al. (2012). In the rest of the article, this decision-
support case is referred to as “the biodiesel case”.
CASE STUDY AND BACKGROUND
This article builds on experiences from a large
biodiesel project initiated in 2008 by three
organizations (Novozymes A/S, Emmelev A/S, and
the Danish National Advanced Technology
Foundation). The goal of the project was to develop
a new enzymatic biodiesel transesterification process
that theoretically should be superior to conventional
transesterification. In the present article we consider
these three organizations as being the DMs, or just a
single DM. The Technical University of Denmark
(DTU) Division of Quantitative Sustainability
Assessment (QSA) was asked to conduct a
sustainability assessment of the biodiesel, and is
considered the AN providing decision support.
From the beginning of the project, it was
stipulated that the sustainability assessment should
be based on life cycle assessment (LCA)
methodology. LCA is a quantitative approach used
to assess the sustainability of products,
technologies, and services based on different
environmental impacts (Wenzel et al. ,  1997;
Finnveden et al., 2009; EC-JRC, 2010). In LCA, all
inputs of energy and raw materials and outputs of
emissions in a cradle-to-grave perspective of a
product are quantified and summarized into one
or a number of environmental impact scores—for
example, greenhouse gas emissions. As suggested
by several researchers (including Weidema and
Wesnæs, 1996; Heijungs and Frischknecht, 2005;
and Hung and Ma, 2009), the typical
recommendation for assessing uncertainty in an
LCA is based on a two-step procedure: (1) expert
guess on a distribution/uncertainty range, and
(2) applying the Monte Carlo uncertainty
simulation tool or similar tools. This works well
when the statistical analysis is correctly carried out;
however, expert guesses, Monte Carlo, and similar
uncertainty simulation tools do not reveal when
mistakes have been introduced into the analytical
process (Gy, 1998; Petersen et al., 2005). In the
biodiesel case, it has been demonstrated that there
was considerable uncertainty involved prior to
decision support because of errors in the software
tools used for the analysis (Herrmann et al., 2013a).
Many other similar examples of erroneous and
uncertain analyses are presented in different
references in the literature, for example by
Makridakis (1998), Bezdek et al. (2002), Nielsen et
al. (2007), and Mathiesen et al. (2009).
These cases support the need for a robust
methodology designed to evaluate and reduce the
level of uncertainty in decision support, and this is
the motivation for developing the Statistical Value
Chain. Here, we define the level of uncertainty in
decision support with the following symbolic
expression (1):
f (A, B, C) = U (1)
“U” is the uncertainty level1 of the statement
delivered by the AN. “A” represents the resources
available for the AN with regard to both time and
capital2. By increasing the resources available for
the AN, we can reduce the uncertainty level (and
reducing the resources has the opposite effect, of
course). “B” represents the size of the space (or
scope) that is investigated. Given that there is a fixed
amount of resources available for the AN, the
uncertainty level can therefore be reduced by
decreasing the size of the space that is investigated.
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Finally, “C” represents the capability of the AN, and
by increasing the capability of the AN the
uncertainty level is also reduced. The uncertainty
level of a given decision support can then be higher
than, equal to, or lower than what the DM will
accept, as outlined in this symbolic expression (2):
U > � V� � U (2)
“�” = the accepted uncertainty level set by the DM.
It is well known from the literature that different
DMs have different accepted risk attitudes, and
hence different accepted uncertainty levels (Royal
Society, 1992; Farmer et al., 1997; Simonet et al., 1997;
Estrin et al., 2008). By keeping “A” and “B” constant,
we can evaluate the uncertainty of an AN’s decision
support. The relation given in symbolic expression
1 is also given in the statistical literature, by Cochran
(1977), Gy (1998), Crawley MJ (2005), and Petersen
et al. (2005), among others. As a theoretical example
we can consider two different questions concerning
biofuels, keeping “A” and “C” constant:
Q1.What is the environmental impact of producing
10 tons of bioethanol in a specific company in
Brazil today based on sugar cane?
Q2.What is the environmental impact from the total
Brazilian production of bioethanol today?
The two questions differ significantly in terms
of the size of the space under investigation. Q1
focuses on one specific company in Brazil, while
Q2 is looking at all companies in Brazil that produce
bioethanol (>100). The scope of Q2 is therefore much
larger than of Q1. If the DM wants these questions
to be answered with the same level of certainty, then
the AN requires significantly more resources for
data gathering for Q2 compared to Q1. On the other
hand, if the resources for data gathering are fixed
then the uncertainty of the answer to Q2 will
increase significantly compared to Q1. The key
assumption of this article is that the three variables
A, B, and C basically drive the uncertainty. “B” is
elaborated in Herrmann et al. (2013b), where a
taxonomy has been developed that segregates and
ranks the size of the space (“B”) into 64 classes. “A”
is given by the DM (or paying party), while “C” is
the quality of the process that the AN uses for
decision support (SVC). In general we use the
expression ceteris paribus3 to keep everything else
constant except the quality of “C”. By
benchmarking real-life decision support cases of
“C” with the SVC, we can evaluate the uncertainty
(or reliability) of the given decision support.
The inspiration for naming our concept the
“Statistical Value Chain” comes from both the
statistical literature and business literature. The
concept of an analytical chain is used in the statistical
literature by Petersen et al. (2005) in “Representative
Sampling for Reliable Data Analysis: Theory of
Sampling”. In the business literature, the concept
value chain is frequently used, developed by Michael
Porter in 1985 in his bestselling book “Competitive
Advantage: Creating and Sustaining Superior
Performance”. From these concepts the idea of the
Statistical Value Chain arose.
THE STATISTICAL VALUE CHAIN (SVC), A
BENCHMARKING CHECKLIST FOR
EVALUATING DECISION SUPPORT
The SVC is derived from Gy (1998) and Petersen et
al. (2005), and also from more classical statistical
and probability theory, such as Pitman (1993),
Johnson (2005), and Montgomery (2005). It is not
the goal of this article to describe in detail the steps
of the statistical value chain—each step is described
thoroughly in the literature, and relevant references
are provided. The SVC can be operated by the DM
as a benchmarking checklist (from a statistical
perspective) of the process that the AN uses to make
decision support. If the AN did not apply the SVC
then the DM might ask what method was used
instead to derive data, and how the data were
aggregated to a final decision-support level.
From a decision-making point of view, decision
support makes sense only when there are options
to choose between. With no options, decision
making and decision support is pointless (Lindley,
1985). Describing the likely impacts or
consequences of different options or choices can be
done only by collecting retrospective data and then
interpreting these data in a prospective manner, and
a reduction in the quality of retrospective data
collection will in general lead to a troublesome
prospective assessment. In other words, in a
decision-support context there can be no sound
scientific method of compensating for poor
retrospective data collection and analysis, and a
deterioration in the quality in each step of the SVC
is likely to accumulate through the statistical value
chain in terms of increased uncertainty and bias.
Ultimately, this can make the final decision support
problematic. The SVC is illustrated in Figure 1.
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Based on the SVC, the DM can for each step in
the SVC ask whether the AN has followed suitable
statistical guidelines. If not, what has the AN done
instead? Each step in the SVC is essentially a check-
box. The criteria for checking “yes” is simply that
the DM considers the given step, based on the
outline in this article, in the SVC to be sufficiently
fulfilled (as given in symbolic expression 2).
We assume that it is a matter of fact what the
state of the world, here denoted by St, is at any given
point in time, where t is index in time. It is also
assume that the state of the physical world can be
described as the location and quantity of matter and
energy in time and space.
The state of the world at St-1 ... t-m (retrospective)
is unchangeable, although prospectively (St+1... t+n)
it is possible to influence the state of the world.
However, it is necessary that stringent rules for
induction, deduction, and abduction be applied in
order to achieve the clearest picture of the state of
the world and to understand how we can affect this
state—that is, to change it to a more desirable state
(at a later point in time). Statistics is the (applied)
science of deduction, induction, and abduction, and
therefore we assume that statistical analysis offers
an acceptable benchmark point for evaluating the
decision-support process.
Initially, we distinguish between (1) a physical
world, which is the location and quantity of matter
and energy in time and space, and (2) value, the
worth placed on that same physical entity by one
or more DMs. In the following statistical value
chain, steps 1 to 7 are concerned only with the
physical properties of the world.
Step 1 (R-DITASP): Defining in Time and Space
the Population(s) that is/are Under Investigation
For information about the world we must collect
empirical data. Obviously we cannot collect data
on the entire world, but we need to collect data on
the population(s) about which we are making
inquiries. The starting point for this data-collecting
procedure is to define (or outline) these populations,
with regard to both space and time—for example,
a specific corn field in the present year, all soybean
fields in a given country in 2006, or a batch of
printed circuit boards in 2028. In most decision-
support contexts there are many populations
from which to collect data, and we refer to this as a
system.
Figure 2 shows a simplified model of the
biodiesel case system that was investigated. The
system consists of different populations, including
“Rapeseed production in the field”, “Rapeseed
meal”, and Alcohol”, with a reference year of 2010.
Figure 1: The Statistical Value Chain (SVC). Based on the SVC,
the DM can for each step in the SVC ask whether the
AN has followed suitable statistical guidelines. If
not, what has the AN done instead? Each step in the
SVC is essentially a check-box. The criteria for
checking “yes” is simply that the DM considers the
given step, based on the outline in this article, in the
SVC to be sufficiently fulfilled (as given in symbolic
expression 2)
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To see the full biodiesel system, refer to Herrmann
et al. (2012).
Based on step 1 in the SVC, the DM could ask, “Who
has defined the populations to be investigated?
Which populations are considered with regard to
time and space? If these are not well-defined, what
then?”
Step 2 (R-TOSOFI): Theory of Sampling (TOS) or
Full Investigation
Once we have defined the system about which we
want to make inquiries, there are two options for
seeking information regarding these populations:
(a) seeking full information (i.e., examining all units
of the populations in the entire system), or (b) using
representative sampling for each population in the
system. The latter method—Theory of Sampling
(TOS)—is a statistical option that if conducted
properly, in principle, conserves resources
compared to the first procedure where all units of
the given population must be investigated fully
(Cochran, 1977). Only well-used sampling
procedures described by TOS can lead to
representative sampling of the different
populations in the product system. The starting
point of any sampling procedure is outlined in step
1 of the SVC, and the sample size (and hence
resources needed) depends on (1) how accurate the
DM needs the results to be, (2) the size of the
population, and (3) the true variation of the
population. To achieve representativeness
(“unbiasedness” and accuracy), it is important that
all items of the sample be randomly chosen from the
population/system, meaning that they have equal
probability of being sampled4. For example,
sampling from a batch of print circuit boards, in
(e.g., four full) containers, it is not a correct sample
procedure to pick the ten circuit boards closest to
doors of the first container. One possible correct
procedure for sampling from such a batch would
be to label all the circuit boards with consecutive
numbers and then to draw randomly from these
numbers. Correct sampling is not a trivial task, and
both Gy (1998) and Petersen et al. (2005) conclude
that there can be grave errors in applied sampling.
As noted by Petersen et al., using incorrect sampling
procedures can potentially corrupt the rest of the
statistical value chain used for decision support:
“Without representativity in this first stage in the
entire analytical chain, there is no way of ever
evaluating the degree of sampling bias and
sampling errors embedded in the final analytical
results subjected to data analysis. It has been known
for more than 50 years that the combined sampling
errors typically amount to 10-100, or even as much
as 100-1000 times the specific analytical errors”.
For the biodiesel case, the AN was never in
control of the sampling process and so had no way
to ensure that the principle of randomization had
been applied correctly when extracting data from
the different populations. The primary data source
was various databases with environmental data on
the different populations identified in step 1. Some
of the data extracted from these databases were
adequate (based on a specific accepted uncertainty
level, according to symbolic expression 2); however,
some of the data were rather old, and clearly not
representative for the reference year (2010). Given
the resources available to the AN, there were no
other options than to use these data as a “best
guess” and accept increased uncertainty in the final
results.
Based on step 2 in the SVC, the DM could ask, “By
whom and how have the data extractions been
undertaken? Has full investigation been used, or
has TOS been applied with a proper randomization
process? If TOS has been applied, what percentage
of the population has been investigated? If not full
investigation or TOS, what then?”
Step 3 (R-DES): Descriptive Statistics
Descriptive statistics is about computing averages,
analysis and estimating of variations, min and max,
Figure 2: A simplified model of the analysed system for
production and combustion of biodiesel for
passenger-car transport in Denmark based on
rapeseed oil. The reference year is 2010. To see the
full system, refer toHerrmann et al. (2012)
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distributions, and confidence intervals etc. for each
population investigated. See Johnson (2005) for
further information. This step is to some degree
trivial, and its quality is closely linked with the AN’s
capability to undertake these computations (Gy,
1998).
In the biodiesel case, the AN did not do such
calculations, since all data in the databases were
already aggregated. In the LCA software tool
“SimaPro” (Pre-sustainability, 2013), an uncertainty
range for the different data points is given, and five
different distributions are available: “No
distribution”, “Range”, “Triangular”, “Normal
distribution”, and “Lognormal distribution”.
According to Pre-sustainability (2013), these
uncertainty distribution estimates are based largely
on literature studies or expert estimations. For the
final decision support to the DM in the biodiesel case,
the AN took the approach that the estimate of the
biodiesel environmental impact was at the lowest
possible uncertainty level, given the resources
available for the project and the capability of the AN.
Based on step 3 in the SVC the DM could ask, “How
and by whom was the descriptive statistic step
undertaken?”
Step 4 (R-SAP): The Retrospective Summary of
Population(s) Investigated
“Prior to determining where we are going: we must
first ascertain from whence we came” (A. Lincoln).
As long as a given assessment can be categorized
as retrospective, we assume that the assessment is
just a matter of accounting, and that based on the
previous steps this accounting is more or less
straightforward and covers the full system—that
is, all populations. This process is analogous to a
company’s financial statement. In Gowthorpe
(2003) and Andersen et al. (2005), the process of how
to make a financial statement and its basic
assumptions are described. We assume that the
better (more accurate and unbiased) the accounting,
the better it can serve as a starting point for prospective
assessments of a system. We also assume that the
better the AN is equipped to investigate the
retrospective system, the better the AN can provide
prospective assessments—analogous to issues
treated in “Financial Statement Analysis” (Wild,
2007). In the biodiesel case, the AN calculated that
the environmental impact from driving 1000 km in
a diesel-engine car running on biodiesel in 2010
(retrospective) resulted in greenhouse gas
emissions of 57 kg (Herrmann et al., 2012).
Based on step 4 in the SVC the DM could ask, “Who
performed the retrospective investigation of the
population(s) investigated? What are the
“retrospective” numbers that support the
estimations of prospective events in the following
steps of the SVC?”
Step 5 (P-ISMF): Inferential Statistics Model for
Forecasting
The prospective assessment should be based on a
clear model, and inferential statistics is useful for
developing such a model. Both the model and the
prospective assessment must be based on the
information and data gathered in the past
(retrospectively). Three prospective assessment
methods are outlined here.
(a) Naïve forecast method. The simplest method
for making a forecast is the naïve forecast method
(Makridakis, 1998), which assumes that the best
forecast for the future is the current value (of a
given time series). However, in many cases it is
unlikely that a system will remain static over a
(longer) time period. Hence, using the naïve
forecast method can lead to inaccuracy and bias
compared to other methods, described below.
Different forces can affect the system, which can
be divided into exogenous forces and endogenous
forces. Exogenous forces are those that the DM
cannot (or at least, not easily) influence—they
are imposed from “the outside”. Endogenous
forces are controlled by the DM by making
various alterations to the system. In the
biodiesel case we regarded the choice of alcohol
type as an endogenous force on the system,
since the DM (the company owner) could
choose to use different types of alcohol, such as
bioethanol or petrochemical methanol.
However, we regarded political forces in the
biodiesel system as exogenous; political changes
have affected the prices, demand, and
production methods for biodiesel in Europe
since 20105. As such, assuming that the
environmental impact of the illustrated
production system (Figure 2) is the same today
in 2013 as it was in 2010 is probably incorrect.
(b) Times series. It can be possible to deduce how
exogenous and endogenous forces impact the
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system by studying time series, at least if time
series have been recorded for both the system
and the forces that might impact the system.
Based on this information, we can attempt to
make forecasts and trend analyses (Makridakis,
1998). However, the study of time series can be
dangerously misleading. As an example, ten
different exogenous forces might affect a
system, but five of these forces might be
unknown to the AN, and only two of the
“known forces” might have reliable times series
available. If the AN makes a correlation analysis
based on a response variable (such as
greenhouse gas emissions) for the system and
the time series for only the two known
exogenous forces, the resulting forecast can be
biased and misleading—after all, it omits eight
of the ten potential forces affecting the system.
Also, an observed correlation between different
time series does not necessarily indicate that
there is a causal relation. We see no other way to
evaluate whether an observed correlation is also
an expression for an actual causality except
sound human judgment.
(c) Explanatory model:  Information on the
different forces affecting a system might (in
many cases) already be summarized and
available through the literature or in the mind
as a memory, although both can be biased and
inaccurate, as pointed out in Kahneman (2013).
Given this, we do not (necessarily) need to
undertake time series studies ourselves to
investigate the impact of different forces on the
product system. In the following, we use
“explanatory variables” interchangeably with
“forces”. As an example, take the endogenous
force “alcohol type” in the biodiesel system
shown in Figure 1. For this endogenous force,
information (stoichiometry) was already
available in the literature, which we used to
assess how this force could impact the response
variable (greenhouse gas emissions) by
changing the alcohol-type input to the biodiesel
system. Hence, we can (also) produce forecasts
through the use of explanatory models, which
consist of explanatory variables and response
variables (Montgomery, 2005). A breakdown of
the explanatory variables can be useful for
achieving a better result from the forecasting
process. The following breakdown is not
necessarily a complete list of possibilities, but
rather is a suggestion for what can be considered
at least a starting point.
(i) Explanatory variables can be separated into
four categories, the “(un)knowns”: “The
known knowns, the known unknowns, the
unknown knowns, and the unknown
unknowns” (Herrmann et al., 2013b). This
distinction between different explanatory
variables is partly also discussed by Walker
et al. (2003) and Montgomery (2005), who
outline an uncertainty continuum going
from “statistical uncertainty” to “total
ignorance”.
(ii) Both endogenous and exogenous
explanatory variables can affect a system,
so it is important to consider both types
when defining the baseline (and
alternatives) while forecasting. In other
words, not considering important
explanatory variables potentially leads to
increased uncertainty in the prospective
assessment, as these variables do affect and
change the system.
(iii)The PESTEL framework (Johnson et al.,
2005) can be used as a further breakdown
of explanatory forces or variables in the
explanatory model. PESTEL is an acronym
for the political, economic, sociocultural,
technological, environmental, and legal
variables. For further information regarding
the PESTEL framework, see Johnson et al.
(2005).
One of the most important factors when
forecasting for decision support is that the
explanatory variables must be adjusted correctly,
and those that impact an investigated system must
not be missed. If variables that induce changes in a
response variable describing a system are missed,
the result can be bias or too much “weight” on the
applied explanatory variables. As an example, take
the debate of indirect land use change (ILUC). It
can be misleading when land use changes are
explained as driven solely by the increased
production of biofuels in other countries, as seems
to be the case in articles by Searchinger et al. (2008)
and Schmidt (2010). Other variables could also drive
land use changes. Kline et al. (2008) list a range of
other possible explanatory variables beyond a
single-crop market that can potentially impact this
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analysis. Cultural, technological, biophysical, and
economic forces could, for example, also explain
changes in the land use response variable. Some of
these explanatory variables can also change
drastically over time (that is, the coefficient used
for characterizing a given explanatory variable can
change), for example the already-mentioned
“political” explanatory variable. In the biodiesel
case a very simple inferential statistical model was
employed—for details see Herrmann et al. (2013c).
Based on step 5 in the SVC the DM could ask, “Who
performed the prospective assessment? What kind
of model was employed to perform the prospective
assessment?”
Step 6 (P-Baseline): Developing the Baseline for
Prospective Systems
The first step for constructing a baseline should be
characterized by one question: “What will happen
if the change under consideration is not
introduced?” No forces that could potentially affect
the baseline should be ignored.
In the biodiesel case, the forecast of the baseline
was created by assuming that the latest
retrospective data point (57 kg of greenhouse gas
emissions per 1000 km of driving in an ordinary
diesel-engine car) would offer the best estimate of
this response variable for a similar prospective
event, given the resources that were available to
the AN (The naïve forecast method). However, it was
also assumed that the forecast would be valid only
for a particular short period of time, in order to
avoid the likely increased uncertainty from
prospective changes in the biodiesel system as time
progresses.
Based on step 6 in the SVC the DM could ask, “Who
developed the baseline study? Have all forces that
could affect the system been included? How has
the baseline for prospective events been
developed?”
Step 7 (P-Alternatives): Developing Alternatives
to the Baseline, Rooted in the P-ISMF Model
Any relevant alternatives to the baseline study are
developed in step 7 of the SVC. Like the baseline
study (step 6), important exogenous and
endogenous forces influencing the alternatives
should not be ignored. The forces that affected the
baseline might not affect the alternatives in the same
way. For example, in the biodiesel case the
prospective baseline would be based on
petrochemical alcohol used in the transesterification
process, while an alternative to the baseline would
be to use biomass-based alcohol, such as bioethanol.
A tax on bioethanol would then affect the
alternative differently. The difference between the
baseline study and alternatives describes the
potential for change.
In the biodiesel case, different alternatives were
applied in addition to the baseline. These
alternatives were based on a change to (1) the type
of alcohol, (2) the ratio of fertilizers used (given by
fertilizer/manure and assuming a fixed amount of
“NKP” applied to the agriculture soil), and
(3) transport distance. Based on these changes in
the explanatory variables for the biodiesel system,
changes in the response variables could be
observed—including changes in the greenhouse gas
emissions from the biodiesel system. One of these
alternatives gave the highest potential
improvement for the response variable of the
biodiesel system that was modeled, dropping from
the baseline of 57 kg of CO2 emission per 1000 km
driven in an ordinary diesel-engine car to only 31
kg per 1000 km. Whether this change is considered
positive or negative in the biodiesel system depends
on the value that the DM places on CO2 emission.
Putting a value on such factors is the final step (step
8, below) in the SVC.
Based on step 7 in the SVC the DM could ask, “Who
developed the different alternatives? Have all forces
that could affect the alternatives been included?
How were the different alternatives developed?”
Step 8 (Valuation): Putting a Value on the Physical
Properties Given in Steps 1-7 in the SVC
Steps 1 to 7 are concerned only with strictly physical
properties of the world. In step 8, “valuation” is
considered. Valuation in this article is understood
as the process of the DM placing a value on the
physical entities treated in steps 1-7 above. We
assume in this article that valuation takes place in
collaboration with all DMs in a society that is
democratic. Further, we assume that these entities
can be both tangible and intangible. In the following
section we refer to such tangible and intangible
entities simply as “goods”. It is beyond the scope
of this article to compare different methods to assign
values to these goods; however, three problems
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(points I, II, and III below) recognized in the
economic literature regarding the valuation of
goods indicate why valuation from an economic
perspective is not trivial, and why without due
diligence this step can lead to (increased)
uncertainty if it is included by the AN and used for
decision support.
The starting point of valuation from an
economic perspective is an economy where no
market failures take place, and as a result resources/
goods are allocated in a Pareto Optimal (PO) way.
Pareto optimality means that resources are allocated
such that it is not possible to reallocate them in a
way where someone is better off without someone
else being worse off (Lindeneg, 1998).
I. When a transaction in a perfect economy
(without market failures) takes place, then a
price is established on a good, and this is the
real price of the good. Before this transaction
takes place (and potentially afterwards) the
owner (or any agent in the market) might, for
strategic reasons, claim that the good is worth
much more to the owner (or to other agents in
the market) than it was actually traded for
(Lindeneg, 1998; Johnson et al., 2005). Such
strategic claims are of little interest in this article.
Values not adopted from actual transactions
have a significant risk of being biased and
uncertain.
II. Transactions of non-market goods fall victim to
market failures. For example, environmental
problems can be considered transactions that
happen outside of a perfect market (Hanley et
al., 2007). Methods to determine the valuation
of non-market goods are many, but such
methods will be inaccurate and biased if
sufficient resources and care are not taken when
applying them.
III. Values placed on different physical entities
change repeatedly over time. If such changes
are not reflected when the value of a particular
good is given, then this can also lead to
increased uncertainty and bias.
Based on these factors, we find it reasonable to
assume that valuations which are not adopted from
a perfect market are resource-intensive (given that
a “reasonable”6 low uncertainty level is intended),
and can potentially lead to bias, and hence to
incorrect decision support. Cost-benefit analysis
(CBA) can be used to assess the value of a given
project even when the market fails. Different
methods for CBA are available, such as avoided-
cost analysis, social cost-benefit analysis (SCBA),
cost-effectiveness analysis (CEA), and scoring
methods. Concepts such as willingness-to-pay
(WTP), willingness-to-accept-compensation
(WTAC), and similar measures are used in the
valuation of non-market goods in a CBA. For further
information, see Møller (1996), Lindeneg (1998), and
Hanley et al. (2007).
In the biodiesel case, the AN refrained from
performing a valuation of the greenhouse gas
emission as one of the response variables that we
used for the system. Refraining from putting a value
on the physical property (greenhouse gas emission)
clearly has a downside in that the DM must
explicitly (or implicitly) make the valuation of the
changes proposed in order to consider trade-offs
between other response variables—such as
respiratory inorganics emissions or the cost of
developing and marketing new processes—
compared to the potential reduction of greenhouse
gas emission from the biodiesel system.
Based on step 8 in the SVC the DM could ask, “Who
has undertaken the valuation step? Has the
valuation been investigated in representative way
(if the society is democratic)? In general, how has
data been obtained for the valuation step? What
percentage of society has been asked or
investigated? If asked, how have the participators
been asked?”
DEMONSTRATION OF THE SVC IN
DIFFERENT DECISION-SUPPORT CONTEXTS
In the following we include three concrete cases of
decision support that did not follow the statistical
guidelines given above, and how that decision
support resulted in significant consequences for the
DM or DMs.
Exploitation of Mining Blocks, Based on Gy (1998)
This case took place in 1982 in Australia, at what
was the world’s second-largest copper mine.
Extremely biased samples were taken by hand from
cones of blast-hole cuttings, with a consequent
annual loss of some $8 million. In this case, the
identified error seems to be in step 2 (R-TOSOFI) in
the SVC. That $8 million marks the difference
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between “business-as-usual” and the alternate (and,
seen from a statistical point-of-view) improved way
of handling data in steps 6 (P-Baseline), 7 (P-
Alternatives), and 8 (Valuation) in the SVC in a
retrospective perspective.
Forecasting IBM’s Sales, Based on Makridakis
(1998)
In 1984, IBM chairman John Opel announced that
sales would double to $100 billion by 1990, while
profits would continue to exhibit exponential
growth. Based on this forecast, IBM hired more than
100,000 new personnal. In this article we interpret
this as happening at step 7 “P-Alternatives” in the
SVC, since hiring 100,000 new personnal is a change
compared to the 1984 level of employees. However,
things did not turn out as expected. In 1996, IBM’s
sales were only $72 billion, while it incurred losses
of more than $13 billion in 1991, 1992, and 1993.
Moreover, IBM’s work force was, by the end of 1996,
at about half its 1986/87 peak of 430,000. Figure 3
shows the difference between the forecast and
actual developments. Figure 3 also shows the
retrospective numbers that led to Opel’s forcast. In
this article, we assume that these numbers were
statistically identified correctly. However, the
mistake that Opel seemed to make was in not
considering changes in the business environment—
that is, the exogenous variables at both step 6
(P-Baseline) and 7 (P-Alternatives) in the SVC. In
this case it could seem that Opel underestimated
the exogenous forces imposed externaly by
competitors to IBM; the competitors also wanted a
bigger slice of the growing pie.
Yearly Evaluation of the Energy Sector in a
European Country
In this case, a European Country Governmental
Body (ECGB) was in charge of the yearly evaluation
of a new energy-saving agreement that targeted the
energy sector by increasing the number of energy-
saving activities. The first problem the ECGB
encountered was that neither the total population
of all energy-saving activities nor the characteristics
of all energy-saving activities was known to them—
data on these activities were available only in
aggregated form. This corresponds to a diversion
from the benchmark described in step 1 (R-DTSP)
in the SVC. Ignoring the problem of not having
identified the population that they were sampling
from, the ECGB used a two-step sampling
procedure. In the first step they sampled from the
population of energy producers, and in a second
from producer-specific projects. However, in each
year the sampling was not representative of the
energy producers in the population, because the
distribution in the sample deviated from the
distribution of the population by the type and size
of the producer—large-scale energy producers or
energy producers of a certain branch were highly
overrepresented in the sample. In some cases, the
selection probability for units of a certain type was
25 times as high as for units of another type. Also, a
large-scale energy producer had a 5 times higher
Figure 3: IBM chairman John Opel’s forecast for IBM in 1984, from Makridakis (1998)
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chance of being selected than a smaller energy
producer, despite the fact that small-scale energy
producers made up a larger share of the population
(in a highly right-skewed population). Clearly the
sampling procedure used by the ECGB is not in
alignment with the TOS rule of equal probability
for each element of the population to be sampled.
The consequence of the procedure employed by the
ECGB is therefore likely to be a rather biased
evaluation of the energy-saving agreement, as large-
scale energy producers with newer technologies
were disproportionately represented in the
evaluation scheme compared to smaller and older
energy producers.
CONCLUDING REMARKS
In this article we have developed a benchmarking
checklist, the SVC, that the DM can employ to
evaluate uncertainty in decision support from a
statistical perspective. Based on the SVC, the DM
can for each step in the SVC ask whether the AN
has followed suitable statistical guidelines. If not,
what has the AN done instead? The DM can then,
based on the DM’s own accepted uncertainty level,
decide either to reject the decision support or to
continue with it. Each step in the SVC is essentially
a check-box. The criteria for checking “yes” is
simply that the DM considers the given step in the
SVC to be sufficiently fulfilled. The value of the SVC
is that it aggregates the knowledge from the
statistical literature and puts it into a simple
checklist that can be used by most DMs. Deviation
from the statistical value chain will, at any step of
the SVC, lead to increased uncertainty in the final
decision support.
A challenge for the statistical value chain is that
it might be relatively cost-intensive. However, both
Gy (1998) and Petersen et al. (2005) argue that in
the long run it pays off to employ proper statistical
approaches when performing decision support,
since it can be (and usually is) even more expensive
to not use proper statistical approaches, as
demonstrated with the IBM case.
The statistical value chain should not
necessarily be thought of, or used as, a rigid
procedure for employing statistics in decision
support. As is recognized by Collins (1998), projects
can rarely be put on a chain with a certain and
correctly-defined number of steps before the project
comes to an end. How a project develops is often
better described as being an ex-ante “N-step”
process, meaning that carrying out a project for
decision support is an iterative activity with an
unknown number of N-steps, going back and forth
between the different steps. This is also our
recommendation when using the SVC, where the
fundamental principle of the Deming Circle
approach (“Plan � Do � Check � Act” repeatedly)
should also be used for a sound decision-support
process.
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NOTES
1. In general this would be the expected uncertainty level,
since of course there is no guarantee that the uncertainty
level will always follow this model. There can be (very
few) cases for which the uncertainty level will not be
as expected. To reduce the use of technical language,
we use only the uncertainty level and not “the expected
uncertainty level”.
2. This would also include resources used by other parties
for data gathering whothen make these data free and
available to the AN.
3. In the economic literature this corresponds to the ceteris
paribus expression used to clarify when everything else
is held constant. However, in general the society of
tomorrow will have accumulated more information
than that of today.
4. For stratified populations, this applies to all units within
a stratum.
5. In fact, the product system investigated in Herrmann
et al. (2012) has changed significantly since 2010.
6. This is, naturally, the authors’ perception of what is a
reasonable uncertainty level.
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