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Abstract
Functional constrained optimization is becoming more and more important in machine
learning and operations research. Such problems have potential applications in risk-averse
machine learning, semisupervised learning and robust optimization among others. In this
paper, we first present a novel Constraint Extrapolation (ConEx) method for solving convex
functional constrained problems, which utilizes linear approximations of the constraint func-
tions to define the extrapolation (or acceleration) step. We show that this method is a unified
algorithm that achieves the best-known rate of convergence for solving different functional
constrained convex composite problems, including convex or strongly convex, and smooth or
nonsmooth problems with stochastic objective and/or stochastic constraints. Many of these
rates of convergence were in fact obtained for the first time in the literature. In addition,
ConEx is a single-loop algorithm that does not involve any penalty subproblems. Contrary
to existing dual methods, it does not require the projection of Lagrangian multipliers into
a (possibly unknown) bounded set. Second, for nonconvex functional constrained problem,
we introduce a new proximal point method which transforms the initial nonconvex problem
into a sequence of convex functional constrained subproblems. We establish the convergence
and rate of convergence of this algorithm to KKT points under different constraint qualifica-
tions. For practical use, we present inexact variants of this algorithm, in which approximate
solutions of the subproblems are computed using the aforementioned ConEx method and
establish their associated rate of convergence. To the best of our knowledge, most of these
convergence and complexity results of the proximal point method for nonconvex problems
also seem to be new in the literature.
1 Introduction
In this paper, we study the following composite optimization problem with functional constraints:
min
xPX
ψ0pxq :“ f0pxq ` χ0pxq
s.t. ψipxq :“ fipxq ` χipxq ď 0, i “ 1, . . . ,m.
(1.1)
Here, X Ď Rn is a convex compact set, f0 : X Ñ R and fi : X Ñ R, i “ 1, . . . ,m are continuous
functions which are not necessarily convex, χ0 : X Ñ R is a proper convex lower semicontinuous
function, and χi : X Ñ R, i “ 1, . . . ,m are convex and continuous functions. Problem (1.1) covers
different convex and nonconvex settings depending on the assumptions on fi and χi, i “ 0, . . . ,m.
In the convex setting, we assume that fi, i “ 0, . . . ,m, are convex or strongly convex functions,
which can be either smooth, nonsmooth or the sum of smooth and nonsmooth components. We
also assume that χi, i “ 0, . . . ,m, are “simple” functions in the sense that, for any given vector
v P Rn and non-negative weight vector w P Rm, a certain proximal operator associated with the
function χ0pxq `
řm
i“1wiχipxq ` xv, xy can be computed efficiently. For such problems, Lipschitz
smoothness properties of χi’s is of no consequence due to the simplicity of this proximal operator.
For the nonconvex case, we assume that fi, i “ 0, . . . ,m, are smooth functions, which are
not necessarily convex, but satisfying a certain lower curvature condition (c.f. (1.3)). However,
we do not put the simplicity assumption about the proximal operator associated with convex
functions χi, i “ 0, . . . ,m, in order to cover a broad class of nonconvex problems, including those
with non-differentiable objective functions or constraints.
Constrained optimization problems of the above form are prevalent in data science. One such
example arises from risk averse machine learning. Let ℓp¨, ξq : Rn ˆ Ξ Ñ R models the loss for
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a random data-point ξ P Ξ. Our goal is to minimize a certain risk measure [42, 43], e.g., the
so-called conditional value at risk that penalizes only the positive deviation of the loss function,
subject to the constraint that the expected loss is less than a threshold value. Therefore, one can
formulate this problem as
min
xPX
CVaRrℓpx, ωqs
s.t. Erℓpx, ωqs ď c, (1.2)
where CVaR denotes conditional value at risk and c is the tolerance on the average loss that one
can consider as acceptable. In many practical situations, the loss function ℓpx, ωq is nonconvex
w.r.t. x. Other examples of problem (1.1) can also be found in semi-supervised learning, where
one would like minimize the loss function defined over the labeled samples, subject to certain
proximity type constraints for the unlabeled samples.
There exists a variety of literature on solving convex functional constrained optimization prob-
lems (1.1). One research line focuses on primal methods without involving the Lagrange multipli-
ers including the cooperative subgradient methods [38, 26] and level-set methods [27, 34, 29, 4, 28].
One possible limitation of these methods is the difficulty to directly achieve accelerated rate of
convergence when the objective or constraint functions are smooth. Constrained convex opti-
mization problems can also be solved by reformulating them as saddle point problems which
will then be solved by using primal-dual type algorithms (see [33, 18]). The main hurdle for
existing primal-dual methods exists in that they require the projection of dual multipliers inside
a ball whose diameter is usually unknown. Other alternative approaches for constrained con-
vex problems include the classical exact penalty, quadratic penalty and augmented Lagrangian
methods [6, 22, 23, 46]. These approaches however require the solutions of penalty subproblems
and hence are more complicated than primal and primal-dual methods. Recently, research effort
has also been directed to stochastic optimization problems with functional constraints [26, 4]. In
spite of many interesting findings, existing methods for solving these problems are still limited:
a) many primal methods solve only stochastic problems with deterministic constraints [26], and
the convergence for accelerated primal-dual methods [33, 18] has not been studied for stochastic
functional constrained problems; and b) a few algorithms for solving problems with expectation
constraints require either a constraint evaluation step [26], or stochastic lower bounds on the
optimal value [4], thus relying on a light-tail assumption for the stochastic noise and conservative
sampling estimates based on Bernstein inequality. Some other algorithms require even more re-
strictive assumptions that the noise associated with stochastic constraints has to be bounded [47].
The past few years has also seen a resurgence of interest in the design of efficient algorithms for
nonconvex stochastic optimization, especially for stochastic and finite-sum problems due to their
importance in machine learning. Most of these studies need to assume that the constraints are
convex, and focus on the analysis of iteration complexity, i.e., the number of iterations required
to find an approximate stationary point, as well as possible ways to accelerate such approximate
solutions. If the nonconvex functional constraints do not appear, one type of approach for solving
(1.1) is to directly generalize stochastic gradient descent type methods (see [15, 16, 41, 1, 13,
48, 45, 35, 37, 20]) for solving problems with nonconvex objective functions. An alternative
approach is to indirectly utilize convex optimization methods within the framework of proximal-
point methods which transfer nonconvex optimization problems into a series of convex ones
(see [17, 7, 14, 11, 19, 24, 40, 36]). While direct methods are simpler and hence easier to
implement, indirect methods may provide stronger theoretical performance guarantees under
certain circumstances, e.g., when the problem has a large conditional number, many components
and/or multiple blocks [24]. However, if nonconvex functional constraints ψipxq ď 0 do appear
in (1.1), the study on its solution methods is scarce. While there is a large body of work on
the asymptotic analysis and the optimality conditions of penalty-based approaches for general
constrained nonlinear programming (for example, see [6, 32, 3, 2, 39]), only a few works discussed
the complexity of these methods for solving problems with nonconvex functional constraints
[8, 44, 12]. However, these techniques are not applicable to our setting because they cannot
guarantee the feasibility of the generated solutions, but certain local non-increasing properties
for the constraint functions. On the other hand, the feasibility of the nonconvex functional
constraints appear to be important in our problems of interest.
In this paper, we attempt to address some of the aforementioned significant issues associated
with both convex and nonconvex functional constrained optimization. Our contributions mainly
exist in the following several aspects.
Firstly, for solving convex functional constrained problems, we present a novel primal-dual
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type method, referred to as the Constraint Extrapolation (ConEx) method. One distinctive
feature of this method from existing primal-dual methods is that it utilizes linear approxima-
tions of the constraint functions to define the extrapolation (or acceleration/momentum) step.
As a consequence, contrary to the well-known Nemirovski’s mirror-prox method [33] and a new
primal-dual method recently developed by Hamedani and Aybat [18], ConEx does not require
the projection of Lagrangian multipliers onto a (possibly unknown) bounded set. In addition,
ConEx is a single-loop algorithm that does not involve any penalty subproblems. Due to the
built-in acceleration step, this method can explore problem structures and hence achieve better
rate of convergence than primal methods. In fact, we show that this method is a unified algo-
rithm that achieves the best-known rate of convergence for solving different convex functional
constrained problems, including convex or strongly convex, and smooth or non-smooth problems
with stochastic objective and/or stochastic constraints.
Strongly convex (1.1) Convex (1.1)
Cases Smooth Nonsmooth Smooth Nonsmooth
Deterministic Op1{?εq Op1{εq Op1{εq Op1{ε2q
Semi-stochastic Op1{εq Op1{εq Op1{ε2q Op1{ε2q
Fully-stochastic Op1{ε2q Op1{ε2q Op1{ε2q Op1{ε2q
Table 1: Different convergence rates of the ConEx method for strongly convex/convex, and
smooth/nonsmooth objective and/or constraints. Deterministic means both objective and con-
straints are deterministic, semi-stochastic means objective is stochastic but constraints are de-
terministic, fully-stochastic means both objective and constraints are stochastic.
Table 1 provides a brief summary for the iteration complexity of the ConEx method for
solving different functional constrained problems. For the strongly convex case, ConEx can
obtain convergence to an ε-approximate solution (i.e., optimality gap and infeasibility are Opεq)
as well as convergence of the distance of the last iterate to the optimal solution. The complexity
bounds provided in Table 1 for the strongly convex case hold for both types of convergence
criterions. For semi- and fully-stochastic case, we use the notion of expected convergence instead
of exact convergence used in the deterministic case. It should be noted that in Table 1, we ignore
the impact of various Lipschitz constants and/or stochastic noises for the sake of simplicity. In
fact, the ConEx method achieves quite a few new complexity results by reducing the impact of
these Lipschitz constants and stochastic noises (see Theorem 2.1, Theorem 2.3 and discussions
afterwards). Even though ConEx is a primal-dual type method, we can show its convergence
irrespective of the knowledge of the optimal Lagrange multipliers as it does not require the
projection of multipliers onto the ball. In particular, convergence rates of the ConEx method for
nonsmooth cases (either convex or strongly convex) in Table 1 holds irrespective of the knowledge
of the optimal Lagrange multipliers. For smooth cases, if certain parameters of ConEx method
are not big enough (compared to the norm of optimal Lagrange multipliers), then it converges
at the rates for nonsmooth problems of the respective case. As one can see from Table 1, such a
change would cause a suboptimal convergence rate in terms of ε only for the deterministic case,
but complexity will be the same for both semi- and fully-stochastic cases. It is worth mentioning
that faster convergence rates for the smooth cases can still be attained by incorporating certain
line search procedures. To the best of our knowledge, this is the first time in the literature that
a simple single-loop algorithm was developed for solving all different types of convex functional
constrained problems in an optimal manner.
Secondly, we aim to extend the ConEx method for the nonconvex setting and present a new
framework of proximal point method for solving the nonconvex functional constrained optimiza-
tion problems, which otherwise seem to be difficult to solve by using direct approaches. The key
component of our method is to exploit the structure of the nonconvex objective and constraints
ψi, i “ 0, . . . ,m, thereby turning the original problem into a sequence of functional constrained
subproblems with a strongly convex objective and strongly convex constraints. We show that
when the initial point is strictly feasible, then all the subsequent points generated in the algorithm
remain strictly feasible. Hence by Slater condition, there exists Lagrange multipliers attaining
strong duality for each subproblem. Furthermore, we analyze the conditions under which the dual
variables are bounded, and show asymptotic convergence of the sequence to the KKT points of
the original problem. Moreover, we provide the first iteration complexity of this proximal point
method under certain regularity conditions. More specifically, we show that this method requires
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Op1{εq iterations to obtain an appropriately defined ε-KKT point.
For practical use, we propose an inexact proximal point type algorithm for which only approx-
imate solutions of the subproblems are given. To develop the convergence analysis of the proposed
method, we present different termination criterions for controlling the accuracy for solving the
subproblems, either based on the distance to the optimal solution, or in terms of functional op-
timality gap and constraint violation, depending on different types of constraint qualifications.
We then establish the convergence or complexity of the inexact proximal point method for solv-
ing nonconvex functional constrained problems. We also present the overall complexity of the
inexact proximal point method when the ConEx method is used to solve the subproblems under
appropriate constraint qualification conditions.
Close to the completion of our paper, we notice that Ma et. al. [30] also worked independently
on the analysis of the proximal-point methods for nonconvex functional constrained problems.
In fact, the initial version of [30] was released almost at the same time as ours. In spite of some
overlap, there exist a few essential differences between our work and [30]. First, we establish
the convergence/complexity of the proximal point method under a variety of constraint qual-
ification conditions, including Mangasarian-Fromovitz constraint qualification (MFCQ), strong
MFCQ, and strong feasibility, and hence our work covers a broader class of nonconvex problems,
while [30] only consider a uniform Slater’s condition. Strong feasibility condition is stronger than
the uniform Slater’s condition but is easier to verify. Second, [30] uses a different definition of
subdifferential than ours and the definition of the KKT conditions in [30] comes from convex op-
timization problems. While it is unclear under what constraint qualification this KKT condition
is necessary for local optimality, it is possible to put their problem into our composite framework
in (1.1) and compute the subdifferential that provably yields our KKT condition under the afore-
mentioned MFCQ. Third, for solving the convex subproblems we provide a unified algorithm,
i.e., ConEx, that can achieve the best-known rate of convergence for solving different problem
classes, including deterministic, semi- and fully-stochastic, smooth and nonsmooth problems. On
the other hand, different methods were suggested for solving different types of problems in [30]. In
particular, a variant of the switching subgradient method, which was firstly presented by Polyak
in [38] for the general convex case, and later extended by [26] for the stochastic and strongly
convex cases, was suggested for solving deterministic problems. For the stochastic case they
directly apply the algorithm in [47] and hence require stochastic gradients to be bounded. These
nonsmooth subgradient methods do not necessarily yield the best possible rate of convergence if
the objective/constraint functions are smooth or contain certain smooth components.
Outline This paper is organized as follows. Section 1.1 describes notation and terminologies.
Section 2 exclusively deals with the ConEx method for solving problem (1.1) in the convex
setting. Subsection 2.1 states the main convergence results of the ConEx method and subsection
2.2 shows the details of the convergence analysis. Section 3 presents the proximal point method
for solving problem (1.1) in the nonconvex setting and establishes its convergence behavior and
iteration complexity. We also introduce an inexact variant of proximal point method in which
subproblems are approximately solved and shows an overall iteration complexity result when the
subproblems are solved using the ConEx method developed earlier.
1.1 Notation and terminologies
Throughout the paper, we use the following notations. Let rms :“ t1, . . . ,mu, ψpxq :“
rψ1pxq, . . . , ψmpxqsT , fpxq :“ rf1pxq, . . . , fmpxqsT and χpxq :“ rχ1pxq, . . . , χmpxqsT and the con-
straints in (1.1) be expressed as ψpxq ď 0. Here bold 0 denotes the vector of elements 0. Size of
the vector is left unspecified whenever it is clear from the context. ‖¨‖ denotes a general norm
and ‖¨‖˚ denotes its dual norm defined as ‖z‖˚ :“ suptzTx : ‖x‖ ď 1u. From this definition,
we obtain the aT b ď ‖a‖‖b‖˚. Euclidean norm is denoted as ‖¨‖2 and standard inner product is
denoted as x¨, ¨y. Let B2prq :“ tx : ‖x‖2 ď ru be the Euclidean ball of radius r centered at origin.
Nonnegative orthant of this ball is denoted as B2`prq. For a convex set X , we denote the normal
cone at x P X as NXpxq and its dual cone as N˚Xpxq, interior as intX and relative interior as
rintX . For a scalar valued function f and a scalar t, the notation tf ď tu stands for the set
tx : fpxq ď tu. The “`” operation on sets denotes the Minkowski sum of the sets. We refer to
the distance between two sets A,B Ă Rn as dpA,Bq :“ minaPA,bPB‖a´ b‖.
rxs` :“ maxtx, 0u for any x P R. For any vector x P Rk, we define rxs` as elementwise
application of the operator r¨s`. The i-th element of vector x is denoted as xi unless otherwise
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explicitly specified a different notation for certain special vectors.
A function rp¨q is λ-Lipschitz smooth if the gradient ∇rpxq is a λ-Lipschitz function, i.e. for
some λ ě 0
‖∇rpxq ´∇rpyq‖ď˚ λ‖x´ y‖, @x, y P dom r.
An equivalent form is:
´λ2 ‖x´ y‖2 ď rpxq ´ rpyq ´ x∇rpyq, x ´ yy ď λ2 ‖x´ y‖2, @x, y P dom r.
A refined version of the above property differentiates between negative and positive curvature.
In particular, we have
rpyq ` x∇rpyq, x ´ yy ´ ν2‖x´ y‖2 ď rpxq, @x, y P dom r. (1.3)
Here, we say that r satisfies (1.3) with parameter ν with respect to ‖¨‖. In many cases, it is
possible that a convex function r is a combination of Lipschitz smooth and nonsmooth functions.
Let ω : X Ñ R be continuously differentiable with Lω Lipschitz gradient and 1-strongly convex
with respect to ‖¨‖. We define the prox-function associated with ωp¨q as
W py, xq :“ ωpyq ´ ωpxq ´ x∇ωpxq, y ´ xy, @x, y P X. (1.4)
Based on the smoothness and strong convexity of ωpxq, we have the following relation
W py, xq ď Lω2 }x´ y}2 ď LωW px, yq, @x, y P X. (1.5)
Moreover, we say that a function rp¨q is β-strongly convex with respect to W p¨, ¨q if
rpxq ě rpyq ` x∇rpyq, x ´ yy ` βW px, yq, @x, y P X. (1.6)
For any convex function h, we denote the subdifferential as Bh which is defined as follows: at a
point x in the relative interior of X , Bh is comprised of all subgradients h1 of h at x which are in
the linear span of X´X . For a point x P Xz rintX , the set Bhpxq consists of all vectors h1, if any,
such that there exists xi P rintX and h1i P Bhpxiq, i “ 1, 2, . . . , with x “ lim
iÑ8
xi, h
1 “ lim
iÑ8
h1i.
With this definition, it is well-known that, if a convex function h : X Ñ R is Lipschitz continuous,
with constantM, with respect to a norm ‖¨‖, then the set Bhpxq is nonempty for any x P X and
h1 P Bhpxq ñ |xh1, dy| ďM‖d‖,@d P lin pX ´Xq,
which also implies
h1 P Bhpxq ñ ‖h1‖˚ ďM,
where ‖¨‖˚ is the dual norm. See [5] for more details.
2 Constraint Extrapolation for Convex Functional Con-
strained Optimization
In this section, we present a novel constraint extrapolation (ConEx) method for solving problem
(1.1) in the convex setting. To motivate our proposed method, observe that the KKT point of
(1.1) coincides with the solution of the following saddle point problem:
min
xPX
max
yě0
 
Lpx, yq :“ ψ0pxq `
řm
i“1y
piqψipxq
(
. (2.1)
In other words, px˚, y˚q is a saddle point of the Lagrange function Lpx, yq such that
Lpx˚, yq ď Lpx˚, y˚q ď Lpx, y˚q, (2.2)
for all x P X, y ě 0, whenever the optimal dual, y˚, exists. Throughout this section, we assume
the existence of y˚ satisfying (2.2). The following definition describes a widely used optimality
measure for the convex problem (1.1).
Definition 2.1. A point sx P X is called a pδo, δcq-optimal solution of problem (1.1) if
ψ0psxq ´ ψ˚0 ď δ0 and ‖rψpsxqs`‖2 ď δc.
A stochastic pδo, δcq-approximately optimal solution satisfies
Erψ0psxq ´ ψ˚0 s ď δ0 and Er‖rψpsxqs`‖2s ď δc.
As mentioned earlier, for the convex composite case, we assume that χi, i “ 0, . . . ,m, are “simple”
functions in the sense that, for any vector v P Rn and nonnegative w P Rm, we can efficiently
compute the following prox operator
proxpw, v, rx, ηq :“ argmin
xPX
 
χ0pxq `
řm
i“1wiχipxq ` xv, xy ` ηW px, rxq(. (2.3)
2.1 The ConEx method
ConEx is a single-loop primal-dual type method for functional constrained optimization. It
evolves from the primal-dual methods for solving bilinear saddle point point problems (e.g., [9,
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10, 25, 21, 20]). Recently Hamedani and Aybat [18] show that these methods can also handle more
general functional coupling term. However, as discussed earlier, existing primal-dual methods
[33, 18] for general saddle point problems, when applied to functional constrained problems,
require the projection of dual multipliers onto a possibly unknown bounded set in order to ensure
the boundedness of the operators, as well as the proper selection of stepsizes. One distinctive
feature of ConEx is to use value of linearized constraint functions in place of exact function
values when defining the operator of the saddle point problem and the extrapolation/momentum
step. With this modification, we show that the ConEx method still converges even though the
feasible set of y in problem (2.1) is unbounded. In addition, we show that the ConEx is a unified
algorithm for solving functional constrained optimization problems in the following sense. First,
we establish explicit rate of convergence for the ConEx method for solving functional constrained
stochastic optimization problems where either the objective and/or constraints are given in the
form of expectation. Second, we consider the composite constrained optimization problem in
which objective function f0 and/or constraints fi, i “ 1, . . . ,m can be nonsmooth. Third, we
consider the two cases of convex or strongly convex objective, f0. For strongly convex objective,
we also establish the convergence rate of the distance between last iterate to the optimal solution
x˚.
Before proceeding to the algorithm, we introduce the problem setup in more details. First,
we assume that f0 satisfies the following Lipschitz smoothness and nonsmoothness condition:
f0px1q ´ f0px2q ´ xf 10px2q, x1 ´ x2y ď L02 ‖x1 ´ x2‖2 `H0‖x1 ´ x2‖ (2.4)
for all x1, x2 P X and for all f 10px2q P Bf0px2q. For constraints, we make a similar assumption as
in (2.4). Moreover, we make an additional assumption that the constraint functions are Lipschitz
continuous. In particular, we have
fipx1q ´ fipx2q ´ xf 1ipx2q, x1 ´ x2y ď Li2 ‖x1 ´ x2‖2 `Hi‖x1 ´ x2‖, (2.5)
for all x1, x2 P X and for all f 1ipx2q P Bfipx2q, i “ 1, . . . ,m, and
fipx1q ´ fipx2q ďMf,i‖x1 ´ x2‖, @x1, x2 P X, i “ 1, . . . ,m,
χipx1q ´ χipx2q ďMχ,i‖x1 ´ x2‖, @x1, x2 P X, i “ 1, . . . ,m.
(2.6)
Note that the Lipschitz-continuity assumption in (2.6) is common in the literature when fi, i P
rms, are nonsmooth functions. If fi, i P rms, are Lipschitz smooth then their gradients are
bounded due to the compactness of X . Hence (2.6) is not a strong assumption for the given
setting. Also note that due to definition of subgradient for convex function defined in Section 1.1,
we have ‖f 1ip¨q‖˚ ďMf,i which implies |f 1ipx2qT px1´x2q| ď ‖f 1ipx2q‖˚‖x1´x2‖ ďMf,i‖x1´x2‖.
Using this relation and noting relations (2.5) and (2.6), we have the following four relations:
‖fpx1q ´ fpx2q‖2 ďMf‖x1 ´ x2‖,
‖χpx1q ´ χpx2q‖2 ďMχ‖x1 ´ x2‖,
‖fpx1q ´ fpx2q ´ f 1px2qT px1 ´ x2q‖2 ď Lf2 ‖x1 ´ x2‖2 `Hf‖x1 ´ x2‖,
‖f 1px2qT px1 ´ x2q‖2 ďMf‖x1 ´ x2‖,
(2.7)
for all x1, x2 P X . Here f 1p¨q :“ rf 11p¨q, . . . , f 1mp¨qs P Rnˆm and constants Mf ,Mχ, Hf and Lf are
defined as
Mf :“ p
řm
i“1M
2
f,iq1{2, Mχ :“ p
řm
i“1M
2
χ,iq1{2,
Hf :“ p
řm
i“1H
2
i q1{2, Lf :“ p
řm
i“1L
2
i q1{2.
(2.8)
We denote α “ pα1, . . . , αmqT as the vector of moduli of strong convexity for χi, i P rms, and
α0 as the modulus of strong convexity for χ0. We say that problem (1.1) is a convex composite
composite smooth (also referred to as composite smooth) functional constrained minimization
problem if (2.5) is satisfied with Hi “ 0 for all i “ 1, . . . ,m and (2.4) is satisfied with H0 “ 0.
Otherwise, (1.1) is a nonsmooth problem. To be succinct, problem (1.1) is composite smooth if
Hf “ H0 “ 0, otherwise it is a nonsmooth problem.
We assume that we can access the first-order information of functions f0, fi and zeroth-order
information of function fi using a stochastic oracle (SO). In particular, given x P X , SO outputs
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G0px, ξq, Gipx, ξq, and F px, ξq such that
ErG0px, ξqs “ f 10pxq,
ErGipx, ξqs “ f 1ipxq, i “ 1, . . . ,m,
ErF px, ξqs “ fpxq,
E
“
‖G0px, ξq ´ f 10pxq‖2˚
‰ ď σ20 ,
E
“
‖Gipx, ξq ´ f 1ipxq‖2˚
‰ ď σ2i , i “ 1, . . . ,m,
Er‖F px, ξq ´ fpxq‖22s ď σ2f ,
(2.9)
where ξ is a random variable which models the source of uncertainty and is independent of the
search point x. Note that the last relation of (2.9) is satisfied if we have individual stochastic
oracles Fipx, ξq such that ErpFipx, ξq ´ fipxqq2s ď σ2f,i. In particular, we can set σ2f “
řm
i“1σ
2
f,i.
We call Gi, i “ 0, . . . ,m, as stochastic subgradients of functions fi, i “ 0, . . . ,m at point x,
respectively. We use stochastic subgradients Gipxt, ξtq, i “ 0, . . . ,m, in the t-th iteration of the
ConEx method where ξt is a realization of random variable ξ which is independent of the search
point xt.
We denote ℓt´1f pxtq a linear approximation of fp¨q at point xt with
ℓt´1f pxtq :“ fpxt´1q ` f 1pxt´1qT pxt ´ xt´1q,
where f 1pxt´1q “ rf 11pxt´1q, . . . , f 1mpxt´1qs as defined earlier. For ease of notation, we denote
ℓt´1f pxtq as ℓf pxtq. We can do this, since for all t, we approximate fpxtq with linear function
approximation taken at xt´1. We use a stochastic version of ℓf in our algorithm, which is denoted
as ℓF . In particular, we have
ℓF pxtq :“ F pxt´1, sξt´1q `Gpxt´1, sξt´1qT pxt ´ xt´1q,
where Gpxt´1, sξt´1q :“ rG1pxt´1, sξt´1q, . . . , Gmpxt´1, sξt´1qs P Rnˆm. Here, we used sξt as an
independent (of ξt) realization of random variable ξ. In other words, Gipxt, sξtq and Gipxt, ξtq
are conditionally independent estimates of f 1ipxtq for i “ 1, . . . ,m under the condition that xt is
fixed. As we show later, independent samples of ξ are required to show that ℓF pxtq is an unbiased
estimator of ℓf pxtq.
We are now ready to formally describe the constraint extrapolation method (see Algorithm 1).
As mentioned earlier, the ℓF pxtq term in Line 3 of Algorithm 1 can be shown to be an unbiased
Algorithm 1 Constraint Extrapolation Method (ConEx Method)
Input: px0, y0q, tγt, τt, ηt, θtutě0, T.
1: px´1, y´1q Ð px0, y0q, F px´1q Ð F px0, sξ0q and ℓF px´1q Ð ℓF px0q
2: for t “ 0, . . . , T ´ 1 do
3: st Ð p1 ` θtqrχpxtq ` ℓF pxtqs ´ θtrχpxt´1q ` ℓF pxt´1qs.
4: yt`1 Ð
“
yt ` 1τt st
‰
`.
5: xt`1 Ð prox
`
yt`1, G0pxt, ξtq `
ř
iPrmsGipxt, ξtqypiqt`1, xt, ηt
˘
.
6: end for
7: return sxT “ `řT´1t“0 γt˘´1 T´1ř
t“0
γtxt`1.
estimator of ℓf pxtq. Moreover, the term χpxtq ` ℓf pxtq is an approximation to χpxtq ` fpxtq “
ψpxtq. Essentially, Line 3 represents a stochastic approximation for the term ψpxtq ` θtpψpxtq ´
ψpxt´1qq which is an extrapolation of the constraints, hence justifying the name of the algorithm.
Line 4 is the standard prox operator of the form argminyě0x´st, yy` τt2 ‖y´yt‖22. Line 5 also uses
a prox operator defined in (2.3) which uses Bregman divergenceW instead of standard Euclidean
norm. The final output of the algorithm in Line 7 is the weighted average of all primal iterates
generated. If we choose σf “ σ0 “ σi “ 0 for i “ 1, . . . ,m then we recover the deterministic
gradients and function evaluation. Henceforth, we assume general non-negative values for such
σ’s and provide a combined analysis for these settings. Later, we substitute appropriate values
of σ’s to finish the analysis for the following three different cases.
a) Deterministic setting where both the objective and constraints are deterministic. Here
σ0 “ σi “ σψ “ 0 for all i P rms.
b) Semi-stochastic setting where the constraints are deterministic but the objective is stochas-
tic. Here, σψ “ σi “ 0 for all i P rms. However, σ0 ě 0 can take arbitrary values.
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c) Fully-stochastic setting where both function and gradient evaluations are stochastic. Here,
all σψ, σ0, σi ě 0 can take arbitrary values.
Below, we specify a stepsize policy and state the convergence properties of Algorithm 1 for
solving problem (1.1) in the strongly convex setting. The proof of this result is involved and will
be deferred to Section 2.2.
Theorem 2.1. Suppose (2.4), (2.5), (2.6) and (2.9) are satisfied. Let B ě 1 be a constant,
t0 :“ 4pL0`BLf qα0 ` 2, M :“ maxt2Mf ,Mχ `Mfu, and σX,f :“ pσ2f ` D2X‖σ‖22q1{2. Set y0 “ 0
and tγt, θt, ηt, τtu in Algorithm 1 according to the following:
γt “ t` t0 ` 2, ηt “ α0pt`t0`1q2 ,
τt “ 1t`1 maxt 32M
2
α0
,
384‖σ‖2
2
T
α0
,
σX,fT
3{2
Bpt0`2q1{2 u, θt “
t`t0`1
t`t0`2 .
(2.10)
Then for T ě 1, we have
Erψ0psxT q ´ ψ0px˚qs ď α0pt0`1qpt0`2qD2XT 2 ` 12BσX,f pt0`1qpt0`2q1{2T 3{2 ` 16pζ2`H20 qα0T ` 8Bpt0`2q1{2σX,fT 1{2 .
(2.11)
and
E
∥
∥rψpsxT qs`∥∥2 ď 192pt0`2qp‖y˚‖2`1q2M2α0T 2 ` α0pt0`1qpt0`2qD2XT 2 ` 13BσX,f pt0`1qpt0`2q1{2T 3{2
` 16pζ
2`H2˚`144pt0`2qp‖y˚‖2`1q2‖σ‖22q
α0T
`  6pt0`2q1{2p‖y˚‖2`1q2σX,f
B
` 26Bpt0`2q1{2σX,f3
(
1
T 1{2
, (2.12)
where
H˚ :“ H0 ` p‖y˚‖2 ` 1qHf ` LfDX r‖y
˚‖
2
`1´Bs`
2 ,
ζ :“ 2e
!“
σ20 ` 12pt0 ` 3q‖σ‖22‖y˚‖22 ` 96pt0 ` 2qB2‖σ‖22 ` H
2
˚
2 ` 3α0BσX,f pt0`2q
3{2
2
‰)1{2
.
Moreover, we obtain the last iterate convergence
ErW px˚, XT qs ď 192pt0`2qp‖y
˚‖
2
`1q2M2
α2
0
T 2
` pt0`1qpt0`2qD2X
T 2
` 12BσX,f pt0`1qpt0`2q1{2
α0T 3{2
` 16pζ
2`H2˚`144pt0`2qp‖y˚‖2`1q2‖σ‖22q
α2
0
T
` pt0`2q1{2‖y˚‖22σX,f
Bα0
1
T 1{2
` 8Bpt0`2q1{2σX,f
α0T 1{2
. (2.13)
An immediate corollary of the above theorem is the following:
Corollary 2.2. We obtain an pε, εq-optimal solution of problem (1.1) in Tε iterations, where
Tε “max
!´
5α0pt0`2qpt0`1qD2X
ε
` 960pt0`2qp‖y˚‖2`1q2M2
α0ε
¯1{2
,
` 65BσX,f pt0`2q3{2
ε
˘2{3
,
80pζ2`H2˚`144pt0`2qp‖y˚‖2`1q2‖σ‖22q
α0ε
,
`30p‖y˚‖
2
`1q2σX,f
B
˘
t0`2
ε2
,
`130BσX,f
3
˘2 t0`2
ε2
)
.
(2.14)
Moreover, we obtain ErW px˚, xT qs ď ε in at most
max
!´
5pt0`2qpt0`1qD2X
ε
` 960pt0`2qp‖y˚‖2`1q2M2
α2
0
ε
¯1{2
,
` 60BσX,f pt0`2q3{2
α0ε
˘2{3
,
80pζ2`H2˚`144pt0`2qp‖y˚‖2`1q2‖σ‖22q
α2
0
ε
,
` 5‖y˚‖2
2
σX,f
Bα0
˘2 t0`2
ε2
,
` 40BσX,f
α0
˘2 t0`2
ε2
) (2.15)
iterations.
Proof. Using (2.12) and (2.14), we have E
∥
∥rψpsxT qs`∥∥2 ď ε5 ` ε5 ` ε5 ` ε5 ` ε5 “ ε.
Similarly, using (2.11) and (2.14), it is easy to observe that Erψ0psxT q ´ ψ0px˚qs ď ε. Using
(2.13) and (2.15), we have ErW px˚, xT qs ď ε5` ε5` ε5` ε5` ε5 “ ε. Hence we conclude the proof. 
Theorem 2.1 and Corollary 2.2 provide unified iteration complexity bounds for solving strongly
convex functional constrained optimization problems. These results will also be used later for
solving subproblems arising from the proximal point method for nonconvex problems in Section 3.
Below we derive from (2.14) the convergence rate of Algorithm 1 for both nonsmooth problems,
i.e., either Hf or H0 is strictly positive, and (composite) smooth problems, i.e., Hf “ 0, H0 “ 0.
Let us start with nonsmooth problems for which (2.4) is satisfied with H0 ą 0 or (2.5) is
satisfied with Hi ą 0 for at least one i P rms. In this case, we have
H˚ “ p‖y˚‖2 ` 1qHf `H0 `
LfDX r‖y˚‖2`1´Bs`
2 ą 0
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irrespective of the value of B. Then, using (2.14), we obtain the iteration complexity of
O
´
1?
ε
` pL0`BLf qDX?
α0
`
?
L0`BLfBM
α0
˘` H2˚
α0ε
¯
for the deterministic case. For the semi-stochastic case, the iteration complexity becomes
O
´
1?
ε
` pL0`BLf qDX?
α0
`
?
L0`BLfBM
α0
˘` pH2˚`σ20q
α0ε
¯
.
Similarly, for the fully-stochastic case, the iteration complexity is given by
O
´
1?
ε
` pL0`BLf qDX?
α0
`
?
L0`BLfBM
α0
˘` pH2˚`ζ2q
α0ε
` 1
ε2
 B2pL0`BLf qpσ20`D2X‖σ‖22q
α0
(¯
.
Observe that, due to the built-in acceleration scheme of the ConEx method, the Lipschitz constant
L0 will barely impact the convergence since it appears only in the Op1{
?
εq term. Similarly, the
impact of the Lipschitz constant Lf will be minimized for a large enough B (i.e., B ě ‖y˚‖2`1).
To the best of our knowledge, these complexity results with separate impact of Lipschitz constants
appear to be new for functional constrained optimization. Moreover, the iteration (and sampling)
complexity for the fully-stochastic case, i.e., stochastic constrained problems with bounded second
moments, has not been obtained before in the literature.
Now let us consider smooth problems for which (2.4) and (2.5) are satisfied with H0 “ 0 and
Hi “ 0 for all i “ 1, . . . ,m, respectively. We distinguish two different scenarios depending on
whether B ě ‖y˚‖2`1. First, if B ě ‖y˚‖2`1, then H˚ “ H0`Hf p‖y˚‖2`1q`LfDX r‖y˚‖2`
1 ´ Bs`{2 “ 0 and the iteration complexity in (2.14) can be simplified as follows. For the
deterministic case, the iteration complexity in (2.14) reduces to
O
´
1?
ε
` pL0`BLf qDX?
α0
`
?
L0`BLfBM
α0
˘¯
. (2.16)
Moreover, the complexity bounds for the semi- and fully-stochastic cases are given by
O
´
1?
ε
` pL0`BLf qDX?
α0
`
?
L0`BLfBM
α0
˘` σ20
α0ε
¯
, (2.17)
O
´
1?
ε
` pL0`BLf qDX?
α0
`
?
L0`BLfBM
α0
˘` ζ2
α0ε
` 1
ε2
 B2pL0`BLf qpσ20`D2X‖σ‖22q
α0
(¯
, (2.18)
respectively, where ζ2 “ Opσ20 `B2pL0`BLf q‖σ‖22{α0q. It is worth noting that a similar bound
to (2.16) has been obtained in [18] with a slightly different termination criterion1. On the other
hand, the complexity bounds in (2.17) and (2.18) for the semi-stochastic and fully-stochastic
cases seem to be new in the literature.
Second, if B ă ‖y˚‖2`1 for the smooth case, then H˚ ą 0 and the ConEx method converges
at the rate of nonsmooth problems in all these three settings described above. Hence, the ConEx
method still converges albeit at a slower rate without knowing exact bound on ‖y˚‖2. On the
other hand, existing primal-dual methods require correct estimation of ‖y˚‖2 in order to define
the projection operator and properly select stepsize. Observe that one can possibly perform a
line search for right value of B when specifying τt in the ConEx method in order to obtain a faster
convergence rate, especially for the deterministic and semi-stochastic cases where the constraint
violations ‖rψp¨qs`‖2 can be measured precisely.
It is worth mentioning that for the complexity results discussed above, we do not require the
constraints ψi, i “ 1, . . . ,m, to be strongly convex. From (2.10), we can see that α0 ą 0 is
enough to ensure the selection of stepsize policy which yields accelerated convergence rates. In
particular, if αi “ 0 for all i P rms (implying ψi’s are merely convex functions) then ηt in relation
(2.29) is required to satisfy the following more stringent relation: γtηt ď γt´1pηt´1 ` α0q. Note
that our stepsize policy already satisfies this relation. Hence Algorithm 1 exhibits accelerated
convergence rates even if the constraints are merely convex.
Now we provide another theorem which states the stepsize policy and the resulting conver-
gence properties of the ConEx method for solving problem (1.1) without any strong convexity
assumptions. The proof of this result can be found in Section 2.2.
Theorem 2.3. Suppose (2.4), (2.5), (2.6) and (2.9) are satisfied. Let B ě 1 be a given constant,
M, σX,f and H˚ be defined as in Theorem 2.1. Set y0 “ 0 and tγt, θt, ηt, τtu in Algorithm 1
according to the following:
γt “ 1, ηt “ L0 `BLf ` η,
θt “ 1, τt “ τ, (2.19)
1 The infeasibility in [18] is measured by y˚ rψpsxT qs`, and hence may vanish for constraints with y˚i “ 0.
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where
η :“ max ?2T rH2˚`σ20`48B2‖σ‖22s
DX
,
6BmaxtM,4‖σ‖
2
u
DX
(
,
τ :“ max ?96TσX,f
B
,
2DX maxtM,4‖σ‖2u
B
(
.
Then, we have
Erψ0psxT q ´ ψ0px˚qs ď pL0`BLf qD2X`maxt6M,24‖σ‖2uBDXT ` 1?T  ?2pζ2`H20 qDX?H2˚`σ20`48B2‖σ‖22 ` ?3BσX,f?2 (
(2.20)
and
Er‖rψpsxT qs`‖2s ď pL0`BLf qD2X`maxt6M,24‖σ‖2uDX`B`p‖y˚‖2`1q2B ˘T
` 1?
T
!
r 12
?
6p‖y˚‖
2
`1q2
B
` 13B
4
?
6
sσX,f
`
?
2DX
“b
H2˚ `B2σ20 ` 48‖σ‖22 ` ζ
2`H2˚?
H2˚`σ20`48B2‖σ‖22
‰)
, (2.21)
where
ζ :“ 2e σ20 ` ‖σ‖22p14‖y˚‖22 ` 123B2q ` 2?3‖σ‖2p2BH˚ `Bσ0q(1{2.
As a consequence, the number of iterations performed by Algorithm 1 to find an pε, εq-optimal
solution of problem (1.1) can be bounded by
max
!
3pL0`BLf qD2X`maxt36M,144‖σ‖2up‖y˚‖2`1qDX
ε
, r 36
?
6p‖y˚‖
2
`1q2
B
` 13
?
3B
4
?
2
s2 σ
2
X,f
ε2
,
18
ε2
“
DX
b
H2˚ ` σ20 ` 48B2‖σ‖22 ` DX pζ
2`H2˚q?
H2˚`σ20`48B2‖σ‖22
‰2)
.
(2.22)
Theorem 2.3 provides unified iteration complexity bounds for solving convex functional con-
strained optimization problems. Below we derive from (2.22) the convergence rate of Algorithm
1 for solving both nonsmooth problems, i.e., either Hf or H0 is strictly positive, and (composite)
smooth problems, i.e., Hf “ 0, H0 “ 0.
Let us start with the more general nonsmooth problems. Since Hi ą 0 for some i “ 0, . . . ,m,
we have H˚ ą 0. Then, the complexity bound in (2.22) for the deterministic, semi-stochastic
and fully-stochastic cases, respectively, will reduce to
O
`L0`BDX pLfDX`Mq
ε
` D
2
XH
2
˚
ε2
˘
,
O
`L0`BDX pLfDX`Mq
ε
` D
2
X pH2˚`σ20q
ε2
˘
,
and
O
´
L0`BDX pLfDX`Mq
ε
` B
2pσ2f`D2X‖σ‖22q`D2Xpσ20`H2˚q
ε2
¯
. (2.23)
Similarly to the strongly convex case, the separate impact of the Lipschitz constants (L0 and
Lf ) on these complexity bounds have not been obtained before. Moreover, the iteration (and
sampling) complexity for the fully-stochastic case, i.e., stochastic constrained problems with
bounded second moments appears to be new in the literature.
Now let us consider smooth problems for which Hf “ H0 “ 0. We distinguish two different
scenarios depending on whether B ě ‖y˚‖2 ` 1. First, if B ě ‖y˚‖2 ` 1, then H˚ “ 0 and
the complexity bound in (2.22) for the deterministic, semi-stochastic and fully-stochastic cases,
respectively, will reduce to
O
`L0`BDXpLfDX`Mq
ε
˘
, (2.24)
O
`L0`BDXpLfDX`Mq
ε
` σ20D2X
ε2
˘
, (2.25)
and
O
´
L0`BDX pLfDX`Mq
ε
` B
2pσ2f`D2X‖σ‖22q`D2Xσ20
ε2
¯
, (2.26)
where last bound is obtained from (2.22) by noting that ζ2 “ Opσ20 ` 48B2‖σ‖22q and replacing
σ2X,f “ σ2f ` D2X‖σ‖22. Note that similar bound as in (2.24) has been obtained before by using
more complicated algorithms (e.g., penaly method) or different criterrions. On the other hand
the complexity bounds in (2.25) and (2.26) appear to be new in the literature. Second, if B ă
‖y˚‖2 ` 1, then H˚ ą 0 and as a result, the ConEx method still converges but at the rate of
nonsmooth problems in all these three settings described above.
It should be noted that, different from the strongly convex case (c.f. (2.10)), the stepsize
scheme in (2.19) depends on H˚, implying that we need to estimate whether B ą ‖y˚‖2 `
1. However, we can replace H˚ in the definition of η by HB :“ H0 ` BHf . In this way,
similar complexity bounds will be obtained for most cases, including nonsmooth deterministic,
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nonsmooth semi-stochastic, nonsmooth fully-stochastic, as well as smooth semi-stochastic and
smooth fully-stochastic problems. In particular, with this modification the last term in (2.22)
will change to
18
ε2
“
DX
b
H2B ` σ20 ` 48B2‖σ‖22 `
DX pζ2`H2˚q?
H2
B
`σ2
0
`48B2‖σ‖2
2
‰2
.
The only exception that this modification would not work is for smooth deterministic problems.
In this case, since HB “ 0 but H˚ ą 0, the stepsize scheme (2.19) set according to replacing
H˚ by HB does not yield convergence. In particular, the last term in the infeasibility bound
(2.21) would change to H2˚{HB which is undefined. One possible solution for this is to artificially
set HB ą 0 in the definition of η to be some large positive number and forego of the faster
convergence of Op1{εq. After this change, we would obtain a convergence rate of Op1{ε2q. An
alternative approach would be to design a line search procedure on HB for the right value of H˚,
since there exists a verifiable condition based on the constraint violation ‖rψp¨qs`‖2.
2.2 Convergence analysis of the ConEx method
In this section, we provide a combined analysis of Theorem 2.3 and Theorem 2.1. Note that
Algorithm 1 is essentially a dual type method. In order to analyze this algorithm, we define a
primal-dual gap function for the equivalent saddle point problem (2.1). In particular, given a
pair of feasible solution z “ px, yq and sz “ psx, syq of (2.1), we define the primal-dual gap function
Qpz, szq as
Qpz, szq :“ Lpx, syq ´ Lpsx, yq. (2.27)
One can easily see from (2.2) that Qpz, z˚q ě 0 and Qpz˚, zq ď 0 for all feasible z. We use
the gap function of the saddle point formulation (2.1) to bound the optimality and feasibility of
the convex problem (1.1) separately, in terms of Definition 2.1. We first develop an important
upper-bound on the gap function in terms of primal, dual variables and randomness. This bound
holds for all nonnegative γt, ηt and τt. The precise statement is provided in Lemma 2.5.
The following technical result provides a simple form of the three-point theorem (see, e.g.,
Lemma 3.5 of [20]) and will be used in the proof of Lemma 2.5.
Lemma 2.4. Assume that g : X Ñ R satisfies
gpyq ě gpxq ` xg1pxq, y ´ xy ` µW py, xq, @x, y P S (2.28)
for some µ ě 0, where S is convex set in Rn. Ifsx “ argmin
xPS
tgpxq `W px, rxqu,
then
gpsxq `W psx, rxq ` pµ` 1qW px, sxq ď gpxq `W px, rxq, @x P S.
Proof. It follows from the definition ofW thatW px, rxq “W psx, rxq`x∇W psx, rxq, x´sxy`W px, sxq.
Using this relation, (2.28) and the optimality condition for sx, we have
gpxq `W px, rxq “ gpxq ` rW psx, rxq ` x∇W psx, rxq, x´ sxy `W px, sxqs
ě gpsxq ` xg1psxq, x´ sxy ` µW px, sxq ` rW psx, rxq ` x∇W psx, rxq, x´ sxy `W px, sxqs
ě gpsxq `W psx, rxq ` pµ` 1qW px, sxq.
Hence we conclude the proof. 
Lemma 2.5. Suppose (2.4), (2.5), (2.6) and (2.9) are satisfied. Let B ě 0 be a constant and
assume that tγt, ηt, τt, θtu is a non-negative sequence satisfying
γtθt “ γt´1,
γtτt ď γt´1τt´1,
γtηt ď γt´1pηt´1 ` α0,t´1q,
(2.29)
and
p2Mfq2 θtθt´1 ď
τtpηt´2´L0´BLf q
12 , θtpMf `Mχq2 ď τtpηt´1´L0´BLf q12 ,
p2Mf q2 1θT´1 ď
τtpηt´2´L0´BLf q
12 , pMf `Mχq2 ď
τT´1pηT´1´L0´BLf q
12 ,
(2.30)
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where α0,t :“ α0`αT yt`1 and Mf ,Mχ, Lf are constants as defined in (2.8). Then, for all T ě 1
and z P tpx, yq : x P X, y ě 0u, we haveřT´1
t“0 γtQpzt`1, zq `
řT´1
t“0 γtrxδGt , xt ´ xy ´ xδFt`1, yt`1 ´ yys
ď γ0η0W px, x0q ´ γT´1pηT ` α0,T´1qW px, xT q ` γ0τ02 ‖y ´ y0‖22 ´ γT´1τT´112 ‖y ´ yT ‖22
`řT´1t“0 2γtηt´L0´BLf “‖δGt ‖2˚ ` pH0 `Hf‖y‖2 ` LfDX2 r‖y‖2 ´Bs`q2‰
`řT´1t“1 3γtθ2t2τt ‖qt ´ sqt‖22 ` 3γT´12τT´1 ‖qT ´ sqT ‖22. (2.31)
Here qt :“ ℓF pxtq ´ ℓF pxt´1q ` χpxtq ´ χpxt´1q, sqt :“ ℓfpxtq ´ ℓfpxt´1q ` χpxtq ´ χpxt´1q,
δFt :“ ℓF pxtq ´ ℓf pxtq and δGt :“ G0pxt, ξtq `
ř
iPrmsGipxtqypiqt`1 ´ f 10pxtq ´
řm
i“1f
1
ipxtqypiqt`1.
Proof. Note that yt`1 “ argmin
yě0
x´st, yy` τt2 ‖y´ yt‖22. Hence, using Lemma 2.4, we have for all
y ě 0,
´xst, yt`1 ´ yy ď τt2
“
‖y ´ yt‖22 ´ ‖yt`1 ´ yt‖22 ´ ‖y ´ yt`1‖22
‰
. (2.32)
Let us denote vt :“ f 10pxtq `
ř
iPrmsf
1
ipxtqypiqt`1 and Vt :“ G0pxt, ξtq `
ř
iPrmsGipxt, ξtqypiqt`1. Then,
due to the strong convexity of χ0 and χi, i “ 1, . . . ,m, the optimality of xt`1, Lemma 2.4 and
the definition of α0,t, we have for all x P X ,
xVt, xt`1 ´ xy ` χ0pxt`1q ´ χ0pxq `
ř
iPrmspχipxt`1q ´ χipxqqypiqt`1
ď ηtrW px, xtq ´W pxt`1, xtqs ´ pηt ` α0,tqW px, xt`1q.
(2.33)
Due to the convexity of f0 and fi, (2.4), the definition of ℓf and the fact that yt`1 ě 0, we have
xvt, xt`1 ´ xy “ xf 10pxtq `
ř
iPrmsf
1
ipxtqypiqt`1, xt`1 ´ xy
“ @f 10pxtq, xt`1 ´ xt ` xt ´ xD` xf 1pxtqyt`1, xt`1 ´ xt ` xt ´ xy
ě f0pxtq ´ f0pxq ` f0pxt`1q ´ f0pxtq ´ L02 ‖xt`1 ´ xt‖2 ´H0‖xt`1 ´ xt‖
` xyt`1, ℓf pxt`1q ´ fpxtqy ` xyt`1, fpxtq ´ fpxqy
“ f0pxt`1q ´ f0pxq ` xℓf pxt`1q ´ fpxq, yt`1y ´
`
L0
2 ‖xt`1 ´ xt‖2 `H0‖xt`1 ´ xt‖
˘
Ot`1
, (2.34)
where Ot`1 :“ L02 ‖xt`1 ´ xt‖2 ` H0‖xt`1 ´ xt‖ is a ‘Lipschitz’-like term for the objective.
Combining (2.33), (2.34), noting that δGt “ Vt ´ vt and using ψ0 “ f0 ` χ0, ψ “ f ` χ, we have
ψ0pxt`1q ´ ψ0pxq ` xℓf pxt`1q ` χpxt`1q ´ ψpxq, yt`1y ` xδGt , xt`1 ´ xy
ď ηtW px, xtq ´ ηtW pxt`1, xtq ´ pηt ` α0,tqW px, xt`1q `Ot`1.
(2.35)
Noting the definition of Qp¨, ¨q in (2.27) and, adding (2.32) and (2.35), we obtain
Qpzt`1, zq ´ xψpxt`1q, yy ` xℓfpxt`1q ` χpxt`1q, yt`1y ´ xst, yt`1 ´ yy ` xδGt , xt`1 ´ xy
ď τt2
“
‖y ´ yt‖22 ´ ‖yt`1 ´ yt‖22 ´ ‖y ´ yt`1‖22
‰
` ηtW px, xtq ´ ηtW pxt`1, xtq ´ pηt ` α0,tqW px, xt`1q `Ot`1. (2.36)
In view of (2.5),
fipxt`1q ´ ℓfipxt`1q ď Li2 ‖xt`1 ´ xt‖2 `Hi‖xt`1 ´ xt‖.
Then, using Cauchy-Schwarz inequality and noting definitions of Lf , Hf , we have
xy, fpxt`1q ´ ℓfpxt`1qy ď ‖y‖2
“Lf
2 ‖xt`1 ´ xt‖2 `Hf‖xt`1 ´ xt‖
‰
Ct`1
,
where Ct`1 :“ Lf2 ‖xt`1 ´ xt‖2 ` Hf‖xt`1 ´ xt‖ is a ‘Lipschitz’-like term for the constraints.
Noting the above relation and definitions of qt and δ
F
t`1, we have
xℓf pxt`1q ` χpxt`1q, yt`1y ´ xψpxt`1q, yy ´ xst, yt`1 ´ yy
ě xℓf pxt`1q ` χpxt`1q, yt`1y ´ xℓf pxt`1q ` χpxt`1q, yy ´ xst, yt`1 ´ yy ´ ‖y‖2Ct`1
“ xℓf pxt`1q ` χpxt`1q ´ st, yt`1 ´ yy ´ ‖y‖2Ct`1
“ xℓf pxt`1q ` χpxt`1q ´ ℓF pxtq ´ χpxtq ´ θtqt, yt`1 ´ yy ´ ‖y‖2Ct`1
“ xqt`1, yt`1 ´ yy ´ θtxqt, yt ´ yy ´ θtxqt, yt`1 ´ yty ´ xδFt`1, yt`1 ´ yy ´ ‖y‖2Ct`1. (2.37)
Let B ě 0 be a constant. Then
‖y‖2Ct`1 “ Lf2 p‖y‖2 ´Bq‖xt`1 ´ xt‖2 ` BLf2 ‖xt`1 ´ xt‖2 ` ‖y‖2Hf‖xt`1 ´ xt‖
ď Lf2 r‖y‖2 ´Bs`‖xt`1 ´ xt‖2 ` BLf2 ‖xt`1 ´ xt‖2 ` ‖y‖2Hf‖xt`1 ´ xt‖
ď BLf2 ‖xt`1 ´ xt‖2 `
`
‖y‖2Hf ` LfDX2 r‖y‖2 ´Bs`
˘
‖xt`1 ´ xt‖. (2.38)
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By (2.36), (2.37), and (2.38), noting the definition of Ot`1 and using the relation 12‖a ´ b‖2 ď
W pa, bq, we have
Qpzt`1, zq ` xqt`1, yt`1 ´ yy ´ θtxqt, yt ´ yy ` xδGt , xt ´ xy ´ xδFt`1, yt`1 ´ yy
ď θtxqt, yt`1 ´ yty ´ xδGt , xt`1 ´ xty
` ηtW px, xtq ´ pηt ` α0,tqW px, xt`1q ` τt2
“
‖y ´ yt‖22 ´ ‖yt`1 ´ yt‖22 ´ ‖y ´ yt`1‖22
‰
´ pηt ´ L0 ´BLfqW pxt`1, xtq `
`
H0 ` ‖y‖2Hf ` LfDX2 r‖y‖2 ´Bs`
˘
‖xt`1 ´ xt‖. (2.39)
Multiplying (2.39) by γt, summing them up from t “ 0 to T ´ 1 with T ě 1, we obtainřT´1
t“0 γtQpzt`1, zq `
řT´1
t“0 rγtxqt`1, yt`1 ´ yy ´ γtθtxqt, yt ´ yys `
řT´1
t“0 γtrxδGt , xt ´ xy ´ xδFt`1, yt`1 ´ yys
ď řT´1t“0 rγtθtxqt ´ sqt, yt`1 ´ yty ` γtθtxsqt, yt`1 ´ yty ` xγtδGt , xt ´ xt`1ys
`řT´1t“0 “γtτt2 ‖y ´ yt‖22 ´ γtτt2 ‖y ´ yt`1‖22‰´řT´1t“0 γtτt2 ‖yt`1 ´ yt‖22
`řT´1t“0 rγtηtW px, xtq ´ γtpηt ` α0,tqW px, xt`1qs
´řT´1t“0 “γtpηt ´ L0 ´BLf qW pxt`1, xtq ´ γt `H0 ` ‖y‖2Hf ` LfDX2 r‖y‖2 ´Bs`˘
Hpy,Bq
‖xt`1 ´ xt‖
‰
,
(2.40)
where Hpy,Bq :“ H0 ` ‖y‖2Hf ` LfDX2 r‖y‖2 ´Bs`. Now we focus our attention to handle the
inner product terms of (2.40). Noting the definition of sqt, we have
‖sqt‖2 “ ‖ℓfpxtq ´ ℓf pxt´1q ` χpxtq ´ χpxt´1q‖2
ď ‖fpxt´1q ` f 1pxt´1qT pxt ´ xt´1q ´ fpxt´2q ´ f 1pxt´2qT pxt´1 ´ xt´2q‖2 ` ‖χpxtq ´ χpxt´1q‖2
ď ‖fpxt´1q ´ fpxt´2q‖2 ` ‖f 1pxt´1qT pxt ´ xt´1q‖2 ` ‖f 1pxt´2qT pxt´1 ´ xt´2q‖2 `MH‖xt ´ xt´1‖
ď 2Mf‖xt´1 ´ xt´2‖ ` pMf `MHq‖xt ´ xt´1‖, (2.41)
where the last relation follows due to (2.7). Using the above relation, we obtain
γtθtxsqt, yt`1 ´ yty ´ γtτt3 ‖yt`1 ´ yt‖22 ´ γt´2pηt´2´L0´BLf q4 W pxt´1, xt´2q ´ γt´1pηt´1´L0´BLf q4 W pxt, xt´1q
ď γtθt‖sqt‖2‖yt`1 ´ yt‖2 ´ γtτt3 ‖yt`1 ´ yt‖22
´ γt´2pηt´2´L0´BLf q4 W pxt´1, xt´2q ´ γt´1pηt´1´L0´BLf q4 W pxt, xt´1q
ď 2Mfγtθt‖xt´1 ´ xt´2‖‖yt`1 ´ yt‖2 ´ γtτt6 ‖yt`1 ´ yt‖22 ´ γt´2pηt´2´L0´BLf q4 W pxt´1, xt´2q
` pMf `MHqγtθt‖xt ´ xt´1‖‖yt`1 ´ yt‖2 ´ γtτt6 ‖yt`1 ´ yt‖22 ´ γt´1pηt´1´L0´BLf q4 W pxt, xt´1q
ď 0, (2.42)
where the last inequality follows by applying the relationW px, yq ě 12‖x´y‖, Young’s inequality
(2ab ď a2 ` b2) applied twice, once with
a “ `γtτt6 ˘1{2‖yt`1 ´ yt‖, b “ `γt´2pηt´2´L0´BLf q8 ˘1{2‖xt´1 ´ xt´2‖
and second time with
a “ `γtτt6 ˘1{2‖yt`1 ´ yt‖, b “ `γt´1pηt´1´L0´BLfq8 ˘1{2‖xt ´ xt´1‖,
and the fact that
p2Mf qγtθt ď
 γtγt´2τtpηt´2´L0´BLf q
12
(1{2 ô p2Mfq2 θtθt´1 ď τtpηt´2´L0´BLf q12 ,
pMf `MHq2γ2t θ2t ď γtγt´1τtpηt´1´L0´BLf q12 ô pMf `MHq2θt ď
τtpηt´1´L0´BLf q
12 ,
where equivalences follow due to (2.29).
Using Young’s inequality, Cauchy-Schwarz inequality and the relation uT v ď ‖u‖‖v‖˚, we have
γtθtxqt ´ sqt, yt`1 ´ yty ´ γtτt6 ‖yt`1 ´ yt‖22 ď 3γtθ2t2τt ‖qt ´ sqt‖22,
xγtδGt , xt ´ xt`1y ´ γtpηt´L0´BLf q4 W pxt`1, xtq ď 2γtηt´L0´BLf ‖δ
G
t ‖
2
˚,
γtHpy,Bq‖xt`1 ´ xt‖ ´ γtpηt´L0´BLf q4 W pxt`1, xtq ď 2γtηt´L0´BLfHpy,Bq
2.
(2.43)
Using (2.42) and (2.43) for t “ 0, . . . , T ´ 1 inside (2.40) and noting (2.29), we haveřT´1
t“0 γtQpzt`1, zq ` γT´1xqT , yT ´ yy `
řT´1
t“0 γtrxδGt , xt ´ xy ´ xδFt`1, yt`1 ´ yys
ď γ0η0W px, x0q ´ γT´1pηt ` α0,T´1qW px, xT q ` γ0τ02 ‖y ´ y0‖22 ´ γT´1τT´12 ‖y ´ yT ‖22
`řT´1t“0 “3γtθ2t2τt ‖qt ´ sqt‖22 ` 2γtηt´L0´BLf ‖δGt ‖2˚ ` 2γtηt´L0´BLfHpy,Bq2‰
´ γT´2pηT´2´L0´BLf q4 W pxT´1, xT´2q ´ γT´1pηT´1´L0´BLf q2 W pxT , xT´1q, (2.44)
where in the left hand side of the above relation, we used the fact that q0 “ ℓF px0q ´ ℓF px´1q `
13
χpx0q ´ χpx´1q “ 0. Similarly, we see that sq0 “ 0. Hence we can ignore ‖q0 ´ sq0‖22 term in the
right hand side of the above relation.
Using (2.41), we have
´ γT´1xsqT , yT ´ yy ´ γT´1τT´13 ‖y ´ yT ‖22
´ γT´2pηT´2´L0´BLf q4 W pxT´1, xT´2q ´ γT´1pηT´1´L0´BLf q2 W pxT , xT´1q
ď pMf `MHqγT´1‖xT ´ xT´1‖‖yT ´ y‖2 ´ γT´1τT´112 ‖y ´ yT ‖22 ´ γT´1pηT´1´L0´BLf q2 W pxT , xT´1q
` 2MfγT´1‖xT´1 ´ xT´2‖‖yT ´ y‖2 ´ γT´1τT´16 ‖y ´ yT ‖22 ´ γT´2pηT´2´L0´BLf q4 W pxT´1, xT´2q
´ γT´1τT´112 ‖yT ´ y‖22
ď ´γT´1τT´112 ‖yT ´ y‖22, (2.45)
where the last relation follows from (2.30), Young’s inequality and the fact that
p2Mf qγT´1 ď
 γT´2γT´1τT´1pηT´2´L0´BLf q
12
(1{2 ô p2Mfq2 1θT´1 ď τtpηt´2´L0´BLfq12 ,
pMf `MHqγT´1 ď
 γ2T´1τT´1pηT´1´L0´BLf q
12
(1{2 ô pMf `MHq2 ď τT´1pηT´1´L0´BLf q12 .
Moreover, again using Young’s inequality and Cauchy-Schwarz inequality, we have
´γT´1xqT ´ sqT , yT ´ yy ´ γT´1τT´16 ‖y ´ yT ‖22 ď 3γT´12τT´1 ‖qT ´ sqT ‖22. (2.46)
Using (2.45) and (2.46) in relation (2.44), noting that q0 ´ sq0 “ 0 and replacing the definition of
Hpy,Bq, we obtain (2.31). 
We now aim to convert the bound on the primal-dual gap function Q in Lemma 2.5 into a
bound on the optimality and infeasibility according to Definition 2.1. For proving this lemma,
we need one more simple result which is stated below.
Lemma 2.6. Let ρ0, . . . , ρj be a sequence of elements in R
n and let S be a convex set in Rn.
Define the sequence vt, t “ 0, 1, . . . , as follows: v0 P S and
vt`1 “ argmin
xPS
xρt, xy ` 12‖x´ vt‖22.
Then for any x P S and t ě 0, the following inequalities hold
xρt, vt ´ xy ď 12‖x´ vt‖22 ´ 12‖x´ vt`1‖22 ` 12‖ρt‖22, (2.47)řj
t“0xρt, vt ´ xy ď 12‖x´ v0‖22 ` 12
řj
t“0‖ρt‖
2
2. (2.48)
Proof. Using Lemma 2.4 with gpxq “ xρt, xy, W py, xq “ 12‖y ´ x‖22, rx “ vt and µ “ 0, we have,
due to the optimality of vt`1,
xρt, vt`1 ´ xy ` 12‖vt`1 ´ vt‖22 ` 12‖x´ vt`1‖22 ď 12‖x´ vt‖22,
is satisfied for all x P S. The above relation and the fact
xρt, vt ´ vt`1y ´ 12‖vt`1 ´ vt‖22 ď 12‖ρt‖22,
imply that
xρt, vt ´ xy ď 12‖x´ vt‖22 ´ 12‖x´ vt`1‖22 ` 12‖ρt‖22,
for all x P S. Summing up the above relations from t “ 0 to j and noting the nonnegativity of
‖¨‖22, we obtain (2.48). Hence we conclude the proof. 
Now we are ready to prove the lemma converting bound on the primal-dual gap to infeasibility
and optimality gap.
Lemma 2.7. Suppose all assumptions in Lemma 2.5 are satisfied. Then, for T ě 1, we have
Erψ0psxT q ´ ψ0px˚qs ď 1ΓT “γ0η0W px˚, x0q ` γ0τ02 ‖y0‖22
`řT´1t“0 2γtηt´L0´BLf `Er‖δGt ‖2˚s `H20˘` `řT´1t“1 12γtθ2tτt ` 12γT´1τT´1 ˘pσ2f `D2X‖σ‖22q‰, (2.49)
γT´1pηT´1`α0,T´1qErW px˚, xT qs ď γ0τ02 ‖y˚ ´ y0‖22 ` γ0η0W px˚, x0q
` `řT´1t“1 12γtθ2tτt ` 12γT´1τT´1 ˘pσ2f `D2X‖σ‖22q
`řT´1t“0 2γtηt´L0´BLf  Er‖δGt ‖2˚s ` pH0 ` ‖y˚‖2Hf ` r‖y˚‖2 ´Bs`q2(,
(2.50)
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and
Er‖rψpsxT qs`‖2s ď 1ΓT ”γ0τ0‖y0‖22 ` 3p‖y˚‖2 ` 1q2γ0τ0 ` γ0η0W px˚, x0q
`řT´1t“0 2γtηt´L0´BLf “Er‖δGt ‖2˚s ` pH0 ` p‖y˚‖2 ` 1qHf ` LfDX r‖y˚‖2`1´Bs`2 q2‰
` `řT´1t“1 12γtθ2tτt `řT´1t“0 γtτt ` 12γT´1τT´1 ˘pσ2f `D2X‖σ‖22qı. (2.51)
where ΓT :“
řT´1
t“0 γt
Proof. Notice that conditional random variables rG0pxt, ξtq|ξrt´1s, sξrt´2ss and
rGipxt, ξtq|ξrt´1s, sξrt´2ss satisfy properties of SO in (2.9) because xt is a constant condi-
tioned on random variables ξrt´1s :“ pξ0, . . . , ξt´1q and sξrt´2s :“ psξ0, . . . , sξt´2q. Also, observe
that, yt`1 is a constant conditioned on random variables ξrt´1s and sξrt´1s. In particular, using
(2.9), we have
ErxδGt , xt ´ xys “ ExE|ξrt´1s,sξrt´1s rδGt s, xt ´ xy “ 0, (2.52)
for any non-random x. This follows due to the following relation
E|ξrt´1s,sξrt´1srδGt s
“ E|ξrt´1s,sξrt´1srG0pxt, ξtq ´ f 10pxtqs ` Eřmi“1ypiqt`1E|ξrt´1s,sξrt´1s rGipxt, ξtq ´ f 1ipxtqs “ 0.
Similarly, using (2.9), we have
Er@δFt`1, yt`1 ´ yDs “ Er@E|ξrts,sξrt´1s rδFt`1s, yt`1 ´ yDs “ 0, (2.53)
for any non-random y. Here, we note that
E|ξrts,sξrt´1s rδFt`1s “ E|ξrts,sξrt´1s rF pxt, sξtqs ´ fpxtq
` `E|ξrts,sξrt´1s rGpxt, sξtqs ´ f 1pxtq˘T pxt`1 ´ xtq “ 0, (2.54)
where the first term in RHS is 0 due to the third relation in (2.9) applied to sξt, the second term
is 0 due to the second relation of (2.9) applied to sξt and the common fact for both the terms
that xt, xt`1 are constants for given ξrts, sξrt´1s. We note that
Er‖δFt ‖22s ď 2Er‖F pxt´1, sξt´1q ´ fpxt´1q‖22s ` 2Er‖rGpxt´1, sξt´1q ´ f 1pxt´1qsT pxt ´ xt´1q‖22s
ď 2σ2f ` 2Er
řm
i“1
 pGipxt´1, sξt´1q ´ f 1ipxt´1qqT pxt ´ xt´1q(2s
ď 2σ2f ` 2Er
řm
i“1‖Gipxt´1, sξt´1q ´ f 1pxt´1q‖2˚‖xt ´ xt´1‖2s
ď 2σ2f ` 2D2X‖σ‖22. (2.55)
Then, in view of above relation and definitions of qt, sqt, we have
Er‖qt ´ sqt‖22s “ Er‖ℓF pxtq ´ ℓf pxtq ` ℓF pxt´1q ´ ℓf pxt´1q‖22s
ď 2Er‖δFt ‖22s ` 2Er‖δFt´1‖22s ď 8pσ2f `D2X‖σ‖22q.
(2.56)
Taking expectation on both sides of (2.31) and using relation (2.52), (2.53) and (2.56), we have
for all non-random2 z P tpx, yq : x P X, y ě 0u,
ErřT´1t“0 γtQpzt`1, zqs ď γ0τ02 ‖y ´ y0‖22 ` γ0η0W px, x0q ` `řT´1t“1 12γtθ2tτt ` 12γT´1τT´1 ˘pσ2f `D2X‖σ‖22q
`řT´1t“0 2γtηt´L0´BLf “Er‖δGt ‖2˚s ` pH0 ` ‖y‖2Hf ` LfDX r‖y‖2´Bs`2 q2‰
´ γT´1pηT´1 ` α0,T´1qErW px, xT qs, (2.57)
where we dropped ‖y´ yT ‖22. Using the convexity of ψ0p¨q and ψp¨q, and noting the definition of
ΓT , we have for all non-random y ě 0 and x P X ,
ΓTE
“
ψ0psxT q ` xy, ψpsxT qy ´ ψ0pxq ´ xsyT , ψpxqy‰ ď ErřT´1t“0 γtQpzt`1, zqs. (2.58)
Combining (2.57) and (2.58), then choosing x “ x˚, y “ 0 (which are non-random) throughout
the combined relation, observing that r0´Bs` “ 0 for any B ě 0, ignoring W px, xT q term and
noting that ψpx˚q ď 0 and syT ě 0 implies xsyT , ψpx˚qy ď 0, we have (2.49).
Now, we prove a bound on ErW px˚, xT qs. Put z “ z˚ :“ px˚, y˚q in (2.57). Then we have
that Qpzt`1, z˚q ě 0 for all t “ 0, . . . , T ´ 1. Hence, using z “ z˚ in (2.57), dropping summation
of Q-terms and taking expectation on both sides, we obtain (2.50).
Now, we focus our attention to the infeasibility bound. First, define R :“ ‖y˚‖2` 1. Second,
define an auxiliary sequence tyvt u in the following way: yv0 “ y0 and for all t ě 0, define
yvt`1 :“ argmin
yPB2`pRq
1
τt´1
xδFt , yy ` 12‖y ´ yvt ‖22,
2This x, y is required to be non-random because we are dropping the inner product terms of the left hand side
of (2.31)
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where we recall that B2`pRq “ tx P Rn : ‖x‖2 ď R, x ě 0u. Then in view of Lemma 2.6, in
particular relation (2.47), for all y P B2`pRq we have
1
τt
xδFt`1, yvt`1 ´ yy ď 12‖y ´ yvt`1‖22 ´ 12‖y ´ yvt`2‖22 ` 12τ2t ‖δ
F
t`1‖
2
2. (2.59)
Multiplying (2.59) by γtτt, taking a sum from t “ 0 to T ´ 1 and noting the second relation in
(2.29), we obtain řT´1
t“0 γtxδFt`1, yvt`1 ´ yy ď γ0τ02 ‖y ´ yv1‖22 `
řT´1
t“0
γt
2τt
‖δFt`1‖
2
2, (2.60)
for all y P B2`pRq. Summing (2.60) and (2.31), we obtainřT´1
t“0 γtQpzt`1, zq `
řT´1
t“0 γtrxδGt , xt ´ xy ´ xδFt`1, yt`1 ´ yvt`1ys
ď γ0τ02 r‖y ´ y0‖22 ` ‖y ´ yv1‖22s ` γ0η0W px, x0q `
řT´1
t“1
3γtθ
2
t
2τt
‖qt ´ sqt‖22 ` 3γT´12τT´1 ‖qT ´ sqT ‖22
`řT´1t“0 “ 2γtηt´L0´BLf t‖δGt ‖2˚ ` pH0 ` ‖y‖2Hf ` LfDXr‖y‖2´Bs`2 q2u ` γt2τt ‖δFt`1‖22‰, (2.61)
for all z P  px, yq : x P X, y P B2`pRq(. Note that given ξrts and sξrt´1s, we have yt`1, yvt`1, xt`1
and xt are constants. Hence we have
ErxδFt`1, yt`1 ´ yvt`1ys “ ErxE|ξrts,sξrt´1s rδFt`1s, yt`1 ´ yvt`1ys “ 0, (2.62)
where second equality follows from (2.54). Choosing z “ pz :“ px˚, pyq in (2.61) where py :“
p‖y˚‖2`1q rψpsxT qs` ‖rψpsxT qs`‖2´1 P B2`pRq, taking expectation on both sides and noting (2.62),
(2.55), (2.56), first relation in (2.52), we have
ErřT´1t“0 γtQpzt`1, pzqs ď γ0τ02 Er‖py ´ y0‖22 ` ‖py ´ yv1‖22s ` γ0η0W px˚, x0q
`řT´1t“0 2γtηt´L0´BLf  Er‖δGt ‖2˚s ` `H0 ` p‖y˚‖2 ` 1qHf ` LfDXr‖y˚‖2`1´Bs`2 ˘2(
` `řT´1t“1 12γtθ2tτt `řT´1t“0 γtτt ` 12γT´1τT´1 ˘pσ2f `D2X‖σ‖22q. (2.63)
Noting the convexity of Q in first argument, we obtain
ErQpszT , pzqs ď 1ΓT ErřT´1t“0 γtQpzt`1, pzqs. (2.64)
Now observe that
LpsxT , y˚q ´ Lpx˚, y˚q ě 0
ñ ψ0psxT q ` xy˚, ψpsxT qy ´ ψ0px˚q ě 0,
which in view of the relation
xy˚, ψpsxT qy ď xy˚, rψpsxT qs`y ď ‖y˚‖2‖rψpsxT qs`‖2,
implies that
ψ0psxT q ` ‖y˚‖2‖rψpsxT qs`‖2 ´ ψ0px˚q ě 0. (2.65)
Moreover,
QpszT , pzq “ LpsxT , pyq ´ Lpx˚, syT q ě LpsxT , pyq ´ Lpx˚, y˚q “ ψ0psxT q ` p‖y˚‖2 ` 1q‖rψpsxT qs`‖2 ´ ψ0px˚q,
along with (2.65) implies that
QpszT , pzq ě ‖rψpsxT qs`‖2.
The above relation, (2.64) and (2.63) together yield
Er‖rψpsxT qs`‖2s ď 1ΓT ”γ0τ02 Er‖py ´ y0‖22 ` ‖py ´ yv1‖22s ` γ0η0W px˚, x0q
`řT´1t“0 2γtηt´L0´BLf  Er‖δGt ‖2˚s ` `H0 ` p‖y˚‖2 ` 1qHf ` LfDX r‖y˚‖2`1´Bs`2 ˘2(
` `řT´1t“1 12γtθ2tτt `řT´1t“0 γtτt ` 12γT´1τT´1 ˘pσ2f `D2X‖σ‖22qı.
Noting the bound ‖py ´ yv1‖2 ď 2R and ‖py ´ y0‖22 ď 2‖y0‖22 ` 2‖py‖22 ď ‖y0‖22 ` 2R2 in the
above relation and recalling that R “ ‖y˚‖2`1, we obtain (2.51). Hence we conclude the proof. 
Note that we still need to bound Er‖δGt ‖2˚s. Below, we provide a simple lemma which is used
to show such a bound.
Lemma 2.8. Let tatutě0 be a nonnegative sequence, m1,m2 ě 0 be constants such that a0 ď m1
and the following relation holds for all t ě 1:
at ď m1 `m2
řt´1
k“0ak.
Then we have at ď m1p1 `m2qt.
Proof. We prove this lemma by induction. Clearly, it is true for t “ 0. Suppose it is true for at.
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Then, using inductive hypothesis on ak for k “ 0, . . . , t, we have
at`1 ď m1 `m2
řt
k“0at
ď m1
“
1`m2
řt
k“0p1`m2qk
‰
ď m1
“
1`m2 p1`m2q
t`1´1
m2
‰ “ m1p1 `m2qt`1.
Hence, we conclude the proof. 
Now, under some assumptions, we show a bound on Er‖δGt ‖2˚s.
Lemma 2.9. Assume that tγt, τt, ηtu satisfy
96‖σ‖2
2
τtpηt´L0´BLf q ă 1 (2.66)
for all t ď T ´ 1 and constants R1 and R2 satisfying the following conditions exist.
R1 ě
´
1´ 96‖σ‖22
τtpηt´L0´BLf q
¯´1”
2σ20 ` 48‖σ‖
2
2
γtτt
!
γ0η0W px˚, x0q ` γ0τ02 ‖y˚ ´ y0‖22 ` γtτt12 ‖y˚‖22
`řti“0 2γiηi´L0´BLf `H0 `Hf‖y˚‖2 ` LfDX r‖y˚‖2´Bs`2 ˘2
` `řti“1 12γiθ2iτi ` 12γtτt ˘pσ2f `D2X‖σ‖22q)ı (2.67)
for all t ď T ´ 1 and
R2 ě
´
1´ 96‖σ‖22
τtpηt´L0´BLf q
¯´1
96‖σ‖2
2
γi
γtτtpηi´L0´BLf q (2.68)
for all t ď T ´ 1 and i ď t´ 1. Then, we have
Er‖δGt ‖2˚s ď R1p1`R2qt, (2.69)
for all t ď T ´ 1. In particular, if ‖σ‖2 “ 0, then we can set R1 “ 2σ20 and R2 “ 0 implying
Er‖δGt ‖2˚s ď 2σ20.
Proof. Observe that Qpzt`1, z˚q ě 0 for all t “ 0, . . . , T ´ 1 where z˚ “ px˚, y˚q. Choosing
z “ z˚ in (2.31) for T substituted by t ` 1pě 1q, taking expectation, using (2.52) with x “ x˚
and (2.53) with y “ y˚ and noting (2.56), we have
γtτt
12 E‖y
˚ ´ yt`1‖22 ď γ0η0W px˚, x0q ` γ0τ02 ‖y˚ ´ y0‖22
`řti“0 2γiηi´L0´BLf “E‖δGi ‖2˚ ` pH0 `Hf‖y˚‖2 ` LfDX r‖y˚‖2´Bs`2 q2‰
` `řti“1 12γiθ2iτi ` 12γtτt ˘pσ2f `D2X‖σ‖22q. (2.70)
Now, let us define δGt,i :“ Gipxt, ξtq ´ f 1ipxtq for i “ 0, . . . ,m. As a consequence, we have
δGt “ δGt,0 `
řm
i“1y
piq
t`1δ
G
t,i. Then, we have
Er‖δGt ‖2˚s “ Er‖δGt,0 `
řm
i“1y
piq
t`1δ
G
t,i‖
2
˚s
(i)
ď 2Er‖δGt,0‖2˚s ` 2E
“
‖
řm
i“1y
piq
t`1δ
G
t,i‖
2
˚
‰
ď 2Er‖δGt,0‖2˚s ` 2E
“přmi“1‖ypiqt`1δGt,i‖˚q2‰
(ii)
ď 2 σ20 ` E“‖yt`1‖22`řmi“1‖δGt,i‖2˚˘‰(
(iii)
ď 2 σ20 ` E“‖yt`1‖22`řmi“1E|ξrt´1s,sξrt´1s r‖δGt,i‖2˚s˘‰(
(iv)
ď 2 σ20 ` Er‖yt`1‖22řmi“1σ2i s(
“ 2pσ20 ` ‖σ‖22E‖yt`1‖22q
ď 2σ20 ` 4‖σ‖22
`
‖y˚‖22 ` E‖yt`1 ´ y˚‖22
˘
. (2.71)
Here, relation (i) follows due to the fact that ‖a`b‖2˚ ď p‖a‖˚`‖b‖˚q2 ď 2‖a‖2˚`2‖b‖2˚, relation
(ii) follows due to Cauchy-Schwarz inequality, relation (iii) follows dues the fact that yt`1 is
a constant conditioned on random variables ξrt´1s, sξrt´1s and relation (iv) follows from fourth
and fifth relation in (2.9) and the fact that xt is a constant conditioned on random variables
ξrt´1s, sξrt´1s.
Adding γtτt12 ‖y
˚‖22 to both sides of (2.70), then multiplying it by
48‖σ‖2
2
γtτt
and observing (2.71), we
have
Er‖δGt ‖2˚s ď 2σ20 ` 48‖σ‖
2
2
γtτt
!
γ0η0W px˚, x0q ` γ0τ02 ‖y˚ ´ y0‖22 ` γtτt12 ‖y˚‖22
`řti“0 2γiηi´L0´BLf pH0 `Hf‖y˚‖2 ` LfDX r‖y˚‖2´Bs`2 q2
` `řti“1 12γiθ2iτi ` 12γtτt ˘pσ2f `D2X‖σ‖22q)`řti“0 96‖σ‖22γiγtτtpηi´L0´BLfqE‖δGi ‖2˚.
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In view of (2.66), we have that the coefficient of the δGt term on the right hand side of the above
relation is strictly less than 1. Moving the δGt term to the left hand side and noting the conditions
imposed on constants R1, R2, we have
Er‖δGt ‖2˚s ď R1 `R2
řt´1
i“0Er‖δGi ‖2˚s,
for all t ď T ´ 1. Using Lemma 2.8 for the above relation, we have (2.69). Hence we conclude
the proof. 
Note that bound in (2.69) is still a function of stepsize parameters since R1 are R2 need to satisfy
relations (2.67) and (2.68), respectively. Now, we need to show that there exists a possible selec-
tion of stepsize parameters for which we can compute a uniform upper bound on Er‖δGt ‖2˚s for all
t ď T ´ 1, in particular, we can obtain constants R1 and R2 satisfying (2.67) and (2.68), respec-
tively. Moreover, selected stepsize policy is meaningful in the sense that it yields convergence
according (2.49) and (2.51). Below, we show that the stepsize policy in (2.19) of Theorem 2.3 is
specified in a way such that (2.29), (2.30) and (2.66) are satisfied. Moreover, a uniform upper
bound according to (2.69) for all t ď T ´ 1 can be obtained and it also leads to the convergence
according to (2.49) and (2.51). In particular, we show the proof of Theorem 2.3 below.
Now we focus on the setting in which (1.1) is strongly convex, i.e., α0 ą 0 and show the proof
of Theorem 2.1 below.
Proof of Theorem 2.1. Note that tγt, θt, ηt, τtu set according to (2.10) satisfy (2.29). It is easy
to verify the first two relations in (2.29). To verify the third relation, note that
γt´1pηt´1 ` α0,t´1q ě γt´1pηt´1 ` α0q
“ pt` t0 ` 1q
`
α0pt`t0q
2 ` α0
˘ “ α02 pt` t0 ` 1qpt` t0 ` 2q “ γtηt.
Note that (2.30) is satisfied if 43M
2 ď τtpηt´2´L0´BLf q12 . This follows due to the fact that tηtu is
an increasing sequence, 34 ď θt ă 1 and the definition of M. Indeed we have,
τtpηt´2´L0´BLf q
12 ě 32M
2
12α0pt`1q
`
α0pt`t0´1q
2 ´ α0pt0´2q4
˘ “ 2p2t`t0qM23pt`1q ě 4M23 ,
where the last inequality follows from t0 ě 2 by definition. Also note that
τtpηt ´ L0 ´BLf q ě 384‖σ‖
2
2
T
α0pt`1q
`
α0pt`t0`1q
2 ´ α0pt0´2q4
˘ “ 96p2t`t0`4q‖σ‖22T
t`1 ě 192‖σ‖22
for all t ě 0. Then the above relation implies that
96‖σ‖2
2
τtpηt´L0´BLf q ď 12 , (2.72)
for all t ě 0. Finally, we need to show the existence of constants R1 and R2 satisfying (2.67) and
(2.68), respectively. Using the fact that τt ě 384‖σ‖
2
2
T
α0pt`1q , we observe
96‖σ‖2
2
γi
γtτtpηi´L0´BLf q ď
384‖σ‖2
2
pi`t0`2q
α0p2i`t0`4q
α0pt`1q
384‖σ‖2
2
pt`t0`2qT ď 1T , (2.73)
for all i ě 0, t ě 0. Noting (2.72), (2.73) and (2.68), we can set
R2 :“ 2T . (2.74)
Noting (2.67) along with definition of H˚ in the theorem statement, setting y0 “ 0, using
(2.72),(2.56), and applying the following relations
γtτt ě max
 384‖σ‖2
2
T
α0
,
σX,fT
3{2
Bpt0`2q1{2
(
,řt
i“0
γi
ηi´L0´BLf ď
4pt`1q
α0
,řt
i“1
γiθ
2
i
τi
` γt
τt
ď Bpt0`2q1{2
σX,fT 3{2
“ pt`1q3
3 ` pt`1q
2pt0`2q
2 ` pt`1qp9t0`10q6 ´ pt0 ` 1q
‰
,
we can observe that have for all t ď T ´ 1, RHS of (2.67) is at most
2
”
2σ20 ` 48‖σ‖22
!`
t0`2
2 ` 112
˘
‖y˚‖22 ` 8TH
2
˚
α0
T
T`t0`1
α0
384‖σ‖2
2
T
` 12σ
2
X,fBpt0`2q1{2
σX,fT 3{2
´
Bpt0`2q1{2
σX,fT 3{2
T 3
3 ` α0384‖σ‖2
2
T
`
T 2pt0`2q
2 ` T p9t0`10q6 ´ pt0 ` 1q
˘¯)ı
.
Then, noting 1
T
ď 1 and ignoring ´pt0 ` 1q term, we can set
R1 :“ 2
”
2σ20 ` 24pt0` 3q‖σ‖22‖y˚‖22`H2˚` 4ˆ 48pt0` 2qB2‖σ‖22` 3α0BσX,f pt0` 2q3{2
ı
. (2.75)
Then using Lemma 2.9 and noting (2.74), we have for all t ď T ´ 1
Er‖δGt ‖2˚s ď
#
2σ20 if ‖σ‖2 “ σf “ 0;
R1
`
1` 2
T
˘T´1 ď R1e2 otherwise. .
Noting the above relation, (2.75) and the definition of ζ, we have
Er‖δGt ‖2˚s ď ζ2, @ t ď T ´ 1. (2.76)
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So according to (2.49) with y0 “ 0 and using (2.76), we have
Erψ0psxT q ´ ψ0px˚qs ď 2T pT`2t0`3q“αhpt0`1qpt0`2q2 W px˚, x0q ` 8pζ2`H20 qTα0
` 12Bpt0 ` 2q1{2σX,f
 
T 1{2pT`2q
3 ` pt0`1qT
´1{2pT`3q
2
(‰
.
Here we used the bound
γt
ηt´L0´BLf ď 4α0 for all t ě 0,řT´1
t“1
γtθ
2
t
τt
` γT´1
τT´1
ď Bpt0`2q1{2
σX,fT 3{2
“
T 2pT`2q
3 ` pt0 ` 1qT pT`3q2
‰
.
(2.77)
Noting the bound on W px˚, x0q in the earlier relation, we obtain (2.11). Using (2.51), (2.76) and
the bounds in (2.77), we have
E
∥
∥rψpsxT qs`∥∥2 ď 2T pT`2t0`3q“3pt0 ` 2qp‖y˚‖2 ` 1q2max 32M2α0 , σX,fT 3{2Bpt0`2q1{2 , 384‖σ‖22Tα0 (
` α0pt0`1qpt0`2q2 W px˚, x0q ` 13Bpt0 ` 2q1{2σX,f
 
T 1{2pT`2q
3 ` pt0`1qT
´1{2pT`3q
2
(
` 8T
α0
 
ζ2 ` “H0 ` p‖y˚‖2 ` 1qHf ` LfDX r‖y˚‖2`1´Bs`2 ‰2(‰. (2.78)
Noting the bound on W px˚, x0q in (2.78), the definition of H˚, using the fact that T
1{2pT`2q
3 ď
T 3{2 and combining the T 3{2 order terms, we obtain (2.12). From (2.50), we have
ErW pxT , x˚qs ď 2α0pT`t0`1qpT`t0`2q
“ pt0`2q‖y˚‖22
2 max
 
32M2
α0
,
σX,fT
3{2
Bpt0`2q1{2 ,
384‖σ‖2
2
T
α0
(
` α0pt0`1qpt0`2q2 W px˚, x0q ` 12Bpt0 ` 2q1{2σX,f
 
T 1{2pT`2q
3 ` pt0`1qT
´1{2pT`3q
2
(
` 8T
α0
 
ζ2 ` “H0 ` ‖y˚‖2Hf ` LfDX r‖y˚‖2´Bs`2 ‰2(‰.
With similar replacements in the above relation as in (2.78), we obtain (2.13). Hence we conclude
the proof. 
Proof of Theorem 2.3. It is easy to verify that tγt, θt, ηt, τtu set according to (2.19) satisfy
(2.29) with α0 “ 0. Note that (2.30) is satisfied if M2 ď τtpηt´2´L0´BLf q12 . This follows due to
the fact that tηtu is an non-decreasing sequence, θt “ 1 for all t ě 0 and the definition of M.
Then we have
τtpηt´2´L0´BLf q
12 ě 6MBDX 2MDXB ˆ 112 “M2.
Also, since pηt ´ L0 ´BLf q ě 24B‖σ‖2DX and τt ě
8DX‖σ‖2
B
, we have
τtpηt ´ L0 ´BLfq ě 192‖σ‖22
for all t ě 0. In view of the above relation, we have
96‖σ‖2
2
τtpηt´L0´BLf q ď 12 , (2.79)
hence (2.66) is satisfied. We also need to show the existence of R1 and R2 satisfying (2.67) and
(2.68), respectively. Using the fact that γt, ηt and τt are constants for all t ě 0, τη ě 96TσX,f ‖σ‖2DX
and noting (2.79), we obtain`
1´ 96‖σ‖22
τtpηt´L0´BLf q
˘´1 96‖σ‖2
2
γi
γtτtpηi´L0´BLf q ď 2
96‖σ‖2
2
τη
ď 2 ‖σ‖2DX
TσX,f
ď 2
T
,
where in the last relation, we used the fact that σX,f ě DX‖σ‖2. In view of the above relation
and (2.68), we can set
R2 :“ 2T . (2.80)
Noting (2.67) along with the fact that H˚ ě H0 `Hf‖y˚‖2 ` LfDXr‖y
˚‖
2
´Bs`
2 , setting y0 “ 0,
using (2.79), (2.56), γtτt “ τ ě
?
96TσX,f ,
řt
i“0
γi
ηi´L0´BLf “ t`1η ď
?
TDX?
2rH2˚`σ20`48B2‖σ‖22s
, andřt
i“1
γiθ
2
i
τi
` γt
τt
“ t`1
τ
ď T
τ
for all t ď T ´ 1, we can see that the RHS of (2.67) is at most
2
“
2σ20 ` 48‖σ‖22
 
7
12‖y
˚‖22 ` ητD2X `
?
2TDXH
2
˚?
H2˚`σ20`48B2‖σ‖22
B?
96TσX,f
` 12σ2X,f Tτ2
(‰
ď 2“2σ20 ` 48‖σ‖22 712‖y˚‖22 ` ητD2X ` DXBH˚?48σX,f ` 12Tσ2X,f B296Tσ2X,f (‰
ď 2“2σ20 ` 48‖σ‖22 712‖y˚‖22 ` DXσX,f `Bb rH2˚`σ20`48B2‖σ‖22s48 ` BH˚?48 ˘` 6maxtM,4‖σ‖2uBDX2maxtM,4‖σ‖2u BDX ` B28 (‰
ď 2“2σ20 ` 28‖σ‖22‖y˚‖22 ` 75B2‖σ‖22 `?48‖σ‖2r2BH˚ ` pBσ0 `?48B2‖σ‖2qs‰
where in the last inequality, we used the fact that
‖σ‖
2
DX
σX,f
ď 1. Note that the last term in the
above sequence of relations is a constant satisfying the requirement in (2.67). Hence we can set
R1 :“ 2
“
2σ20 ` 28‖σ‖22‖y˚‖22 ` 75B2‖σ‖22 `
?
48‖σ‖2r2BH˚ ` pBσ0 `
?
48B2‖σ‖2qs
‰
. (2.81)
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Then using Lemma 2.9 and noting (2.80), we have for all t ď T ´ 1
Er‖δGt ‖2˚s ď
#
2σ20 if ‖σ‖2 “ σf “ 0;
R1
`
1` 2
T
˘T´1 ď R1e2 otherwise. .
Noting the above relation, (2.81) and the definition of ζ, we have
Er‖δGt ‖2˚s ď ζ2, @ t ď T ´ 1. (2.82)
So according to (2.49) with y0 “ 0 and using (2.82), we have
Erψ0psxT q ´ ψ0px˚qs ď 1T “pη ` L0 `BLfqW px˚, x0q ` 2pζ2`H20 qTη ` 12σ2X,f Tτ ‰.
Using the bound W px˚, x0q ď D2X , we obtain (2.20). From (2.51) and (2.82), we have for T ě 1
E
∥
∥rψpsxT qs`∥∥2 ď 1T “3p‖y˚‖2 ` 1q2τ ` pη ` L0 `BLf qW px˚, x0q ` 2pζ2`H2˚qTη ` 13σ2X,fTτ ‰.
Using bounds W px˚, x0q ď D2X , we obtain (2.21). Using (2.21) and (2.22), we have
E
∥
∥rψpsxT qs`∥∥2 ď ε3 ` ε3 ` ε3 “ ε,
Similarly, using (2.20) and (2.22), it is easy to observe that Erψ0psxT q ´ ψ0px˚qs ď ε. Hence we
conclude the proof. 
3 Proximal Point Methods for Nonconvex Functional Con-
strained Porblems
Our goal in this section is to extend the ConEx method for the nonconvex setting by developing a
general proximal point method for nonconvex functional constrained optimization. In Section 3.1,
we present an exact proximal point method which requires a weak assumption on constraint
qualification. Section 3.2 discusses an inexact proximal point method whose convergence requires
a stronger but verifiable condition on constraint qualification. The ConEx method presented in
Section 2 will be used to solve the convex subproblems for the inexact proximal point method.
We first recall the assumptions mentioned briefly in Section 1 for the nonconvex case.
1. fi : X Ñ R are nonconvex and Lipschitz-smooth functions satisfying the lower curvature
condition in (1.3) with parameters µi, i “ 0, . . . ,m.
2. χ0 : X Ñ R is a proper convex lower semicontinuous function.
3. χi : X Ñ R, i “ 1, . . . ,m are convex and continuous functions.
Let x˚ P X be a the global optimal solution and ψ˚0 “ ψ0px˚q be optimal value of problem (1.1).
Given the above assumptions and compactness of X , we have ψ˚0 ą ´8.
It should be noted, however, that solving nonconvex problem (1.1) to the optimality condition
in Definition 2.1 is generally difficult. Due to the hardness of the problem, we focus on the
necessary condition for guaranteeing local optimality. For this purpose, we need to properly
generalize the subdifferential for the objective function ψ0 and constraints ψi because they are
possibly nonconvex and nonsmooth. Let Bχ0 and Bχi, i P rms be the subdifferentials of χ0 and
χi. We define
Bψ0pxq ” t∇f0pxqu ` Bχ0pxq
Bψipxq ” t∇fipxqu ` Bχipxq, i P rms.
Note that Bψi “ t∇fiu when ψ is a “purely” differentiable nonconvex function and Bψi “ Bχi
when ψi is a nonsmooth convex function.
Using these objects, we can define a Karush-Kuhn-Tucker (KKT) condition for this class of
nonsmooth nonconvex problem (1.1) as follows.
Definition 3.1. We say that x˚ P X is a critical KKT point of (1.1) if ψipx˚q ď 0 and D
y˚ “ ry˚p1q, . . . , y˚pmqsT ě 0 s.t.
y˚piqψipx˚q “ 0, i P rms,
d
`Bψ0px˚q `řmi“1y˚piqBψipx˚q `NXpx˚q,0˘ “ 0. (3.1)
The parameters ty˚piquiPrms are called Lagrange multipliers. For brevity, we use the notation y˚
and ry˚p1q, . . . , y˚pmqsT interchangeably.
It is well-known that for solving smooth nonlinear optimization problems, the KKT condition
is necessary for achieving optimality under the classical Mangasarian-Fromovitz constraint qual-
ification (MFCQ, see [31]). Using the subdifferential Bψ0 and Bψi defined above, we will show
20
that the KKT condition in (3.1) is a first-order necessary optimality condition for the composite
nonconvex optimization problem in (1.1) under the following MFCQ type assumption.
Assumption 3.1 (MFCQ). There exists a direction z P ´N˚Xpx˚q such that
max
vPBψipx˚q
vT z ă 0, i P Apx˚q, (3.2)
where Apx˚q denotes the indicator set of all active constraints.
Proposition 3.2 below characterizes a local optimal solution of problem (1.1) and its proof is
given in Appendix A.
Proposition 3.2. Let x˚ be a local optimal solution of the problem (1.1). If x˚ satisfies As-
sumption 3.1, then there exists y˚piq ě 0, i P rms such that (3.1) holds.
Due to the hardness of computing the global or even local optimal solution for solving non-
convex functional constrained problems, it is natural to seek critical KKT points of problem (1.1)
or approximate KKT points defined as follows.
Definition 3.2. We say that a point px P X is an pǫ, δq-KKT point for problem (1.1) if there
exists px, yq such that φpxq ď 0, y ě 0 and řm
i“1|y
piqψipxq| ď ǫ,“
d
`Bψ0pxq `řmi“1ypiqBψipxq `NXpxq,0˘‰2 ď ǫ,
‖x´ px‖2 ď δ. (3.3)
Similarly a stochastic pε, δq-KKT point generated by stochastic algorithms can be defined as a
point px P X such that (3.3) is satisfied under expectation w.r.t. the random variables involved in
these methods. Note that if δ “ 0 then px coincides with x. In this case, we call px as an ε-KKT
point by dropping δ in the notation. Clearly a 0-KKT point satisfies the KKT condition (3.1)
exactly since both ε “ δ “ 0. The parameter δ in the approximation criterion (3.3) is introduced
to discuss the convergence rate of our algorithm when the constrained convex subproblems in
each iteration are solved inexactly. Termination criterion with δ ą 0 has been used in [24, 11]
when solving the subproblems of the proximal point methods inexactly. However, under exact
oracle for the subproblems, there is no need to use δ and in this case, we work with the stronger
ε-KKT approximation criterion.
3.1 Exact proximal point method
The main idea of the proximal point method (see Algorithm 2) is to translate the nonconvex
problem into a sequence of convex subproblems by adding strongly convex terms to the objective
and to the constraints. Specifically, each step of the proximal point algorithm involves a convex
subproblem (3.4) with convex constraints. It can be observed that, by adding a strongly convex
proximal term, ψ0px;xk´1q is µ0-strongly convex and ψipx;xk´1q is µi-strongly convex relative
to W p¨, ¨q. Hence, each subproblem will have a unique global optimal solution. Our main goal
Algorithm 2 Exact Constrained Proximal Point Algorithm
Input: Input x0
1: for k “ 1, . . . ,K do
2: Set ψ0px;xk´1q :“ ψ0pxq ` 2µ0W px, xk´1q,
ψipx;xk´1q :“ ψipxq ` 2µiW px, xk´1q, i P rms.
3: Obtain xk “ argmin
xPX
ψ0px;xk´1q
s.t. ψipx;xk´1q ď 0, i P rms.
(3.4)
4: If xk´1 “ xk then return xk.
5: end for
6: return xK
in this subsection to analyze the convergence behavior of Algorithm 2. We will first describe
some basic properties of Algorithm 2, e.g., montone descreasing of objective values. Moreover,
by properly imposing some constraint qualification assumptions, we will establish the asymptotic
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convergence and rate of convergence of this method to compute an approximate KKT point of
problem (1.1).
Theorem 3.3 describes some basic properties of Algorithm 2, namely, the square summability
of xk´1 ´ xk and sufficient descent property.
Theorem 3.3. Assume that x0 is feasible for (1.1) in Algorithm 2. Then
a) Either the algorithm terminates at x1 “ x0 or all the generated points x1, x2, ..., xk... are
strictly feasible for problem (1.1), and satisfyřK
k“1‖xk´1 ´ xk‖2 ď 23µ0 rψ0px0q ´ ψ0pxKqs, (3.5)
tψ0pxkqu is monotonically decreasing.
b) Either there exists a pk such that xpk “ xpk´1, and then the algorithm terminates, or tψ0pxkqu
is strictly decreasing and has a limit point rψ0 ą ´8. In that case we have
lim
kÑ`8
‖xk ´ xk´1‖“0.
Proof. We first show part a). Note that x0 is a feasible solution of subproblem (3.4) for k “ 1.
By definition, the optimal solution of this problem is x1. If x1 “ x0 then we have nothing to
prove. So assume that x1 ‰ x0. Since ψipx1;x0q ď 0 for all i P rms. Hence, we have ψipx1q ă 0
for all i P rms implying that x1 is strictly feasible. Moreover, by continuity of ψi, we have that
intptψ ď 0uq ‰ H.
We prove the rest of the claim by induction. Assume that our claim holds for xk´1, namely
ψipxk´1q ă 0, then xk´1 is strictly feasible for the k-th subproblem (3.4) with ψ0p;xk´1q and
ψp¨;xk´1q. If xk “ xk´1, the claim holds by the induction assumption. Otherwise, by the feasi-
bility of xk for (3.4), we have ψipxkq ă ψipxk;xk´1q ď 0 for all i P rms.
Due to the optimality of xk for solving subproblem (3.4) and noting the strong convexity of objec-
tive function ψ0p;xk´1, we have for all feasible x that ψ0px;xk´1q ě ψ0pxk;xk´1q ` µ0W px, xkq.
By inductive hypothesis, we have xk´1 is a feasible solution. Hence, taking x “ xk´1, and using
strong convexity of ωpxq we have
‖xk´1 ´ xk‖2 ď 23µ0 rψ0pxk´1q ´ ψ0pxkqs. (3.6)
Summing up (3.6) for k “ 1, 2, 3, ...K yields the result in part a).
To show part b), we observe that the fact that tψ0pxkqu is a decreasing sequence immediately
follows from (3.6). Moreover, we have strict monotonicity if xk ‰ xk´1 for all k. In that case we
conclude that limkÑ`8 ψ0pxkq “ rψ0 for some rψ0 ě ψ˚0 and limkÑ`8‖xk ´ xk´1‖ “ 0. 
Strict feasibility is a common assumption to show the existence of Lagrange multipliers for
convex programming. Henceforth, we will assume that the initial point x0 is strictly feasible for
problem (1.1) throughout this section. Then, in view of Theorem 3.3, we note that there exists a
strict feasible solution for the subproblem (3.4) for all k ě 1. Therefore, there exists a KKT point
pxk, ykq based on Slater’s condition. The following lemma characterizes an important property
of pxk, ykq for such convex nonlinear problems.
Lemma 3.4. Let pxk, ykq be a KKT point of the subproblem (3.4). Then
ψ0px;xk´1q ´ ψ0pxk;xk´1q ` xyk, ψpx;xk´1qy ě
`
µ0 ` µT yk
˘
W px, xkq, x P X. (3.7)
Proof. Let ψ10pxkq P Bψ0px˚q , ψ1ipx˚q P Bψipx˚q and z˚ P NXpx˚q be the subgradients satisfying
the condition (3.1). According to the strong convexity of ψ0p¨;xk´1q, ψip¨;xk´1q, and the fact
that yk ě 0, we have
ψ0px;xk´1q ` xyk, ψpx;xk´1qy ě ψ0pxk;xk´1q ` xψ10pxk;xk´1q, px ´ xkqy ` µ0W px, xkq
` xyk, ψpxk;xk´1qy ` x
řm
i“1y
piq
k ψ
1
ipxk;xk´1q, x ´ xky ` pµT ykqW px, xkq
“ ψ0pxk;xk´1q ` xψ10pxk;xk´1q `
řm
i“1y
piq
k ψ
1
ipxk;xk´1q, x´ xky
` `µ0 ` µT yk˘W px, xkq,
where the last equality follows from the complementary slackness part of KKT condition. More-
over, for all x P X , we have
xψ10pxk;xk´1q `
ř
iy
piq
k ψ
1
ipxk;xk´1q, x´ xky ě 0,
where the inequality follows from the definition of normal cone. Putting the above two
inequalities together, we arrive at relation (3.7). 
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Note that even though Lemma 3.4 is stated for subproblem (3.4), it is applicable for any
strongly convex functional constrained optimization. Using the above lemma and Theorem 3.3,
we can develop a boundedness condition on the dual variables for the subsequence iterations.
Proposition 3.5. Assume that x0 is strictly feasible for (1.1) in Algorithm 2. Then for all
k ě 1, there exists yk “ ryp1qk , . . . , ypmqk sT such that yk ě 0, and
y
piq
k ψipxk;xk´1q “ 0, i “ 1, . . . ,m,
Bψ0pxk;xk´1q `
ř
iPrmsy
piq
k Bψipxk;xk´1q `NXpxkq Q 0.
(3.8)
and we have the following boundedness condition:
}yk}1 ď ψ0pxk´1q´ψ0pxkqmin1ďiďmt´ψipxk´1qu , k “ 1, 2, 3, . . . (3.9)
Proof. Strict feasibility of x0 along with Theorem 3.3.a) imply that each subproblem (3.4) in
Algorithm 2 satisfies Slater constraint qualification for all k ě 1. Hence, (3.8) follows from KKT
necessary condition with Slater constraint qualification. In particular, first relation in (3.8) is
a direct application of KKT complementary slackness and second relation is an application of
KKT stationarity. Similarly, applying Lemma 3.4 and placing x “ xk´1 in (3.7) yields
ψ0pxk´1q ´ ψ0pxkq ě pµ0 ` µT ykqW pxk´1, xkq ` 2µ0W pxk, xk´1q ´
řm
i“1y
piq
k ψipxk´1q
ě ‖ypiqk ‖1 min1ďiďmt´ψipxk´1qu.
Thus relation (3.9) immediately follows. 
In view of Proposition 3.5, strict feasibility assumption implies a particular bound of yk
for each k “ 0, 1, 2, .... As a special case, if xk “ xk´1 for some k ą 1, then the optimal
point is interior to the inequality constraints, we have yk “ 0. Conceptually, we hope that
the boundedness of tyku and proximity of txku leads to convergence to the KKT condition of
problem (1.1). However, Proposition 3.5 does not precisely describe the limiting behavior of the
dual sequence. For instance, it does not preclude the case that the limit of the sequence ‖yk‖1
tends to infinity, which is possible when xk converges to boundary points. In the latter case, the
existence of the dual multiplier yk to the subproblem does not necessarily implies that the KKT
conditions of problem (1.1) will be approximately satisfied. In what follows, we describe two
sufficient conditions under which convergence to the KKT solutions can be established. We show
that the assumptions are relatively weak in the sense that only some kind of MFCQ is required.
Assumption 3.6 (Subsequence boundedness). Given the sequence of primal variables
txku8k“1, one limit point x˚, and the sequence of optimal dual variables tyku8k“1, if txiku is
a subsequence convergent to x˚, then the subsequence tyiku is bounded.
The following lemma shows that MFCQ implies the subsequence boundedness condition.
Lemma 3.7. In Algorithm 2, let x˚ be a limit point of the sequence txku. Assume that there
exists some z P ´N˚Xpx˚q such that (3.1) is satisfied, then Assumption 3.6 is satisfied.
Proof. We prove by contradiction, that the dual variable associated with the convergent subse-
quence is bounded.
Let x˚ P X be a limit point of the sequence txku. Passing to a subsequence if necessary, we have
limkÑ8 xk “ x˚. For the sake of contradiction, assume that tyku is not bounded. Then there
exists a subsequence tjku such that limkÑ8‖yjk‖1 “ 8. Due to the optimality of xjk , we have
ψ0pxjk q ` yTjkψpxjk q ď ψ0pxq ` yTjkψpxq ` 2pµ0`µT yjkqrW px, xjk´1q ´W pxjk , xjk´1qs, @x P X.
(3.10)
Let vjk “ yjk{‖yjk‖1, then ‖vjk‖1 “ 1, hence tvjku must have a convergent subsequence. Without
loss of generality, we assume limkÑ8 vjk “ v˚. Dividing both sides of (3.10) by ‖yjk‖1, taking
k Ñ8 and using continuity of ψ, we have
v˚Tψpx˚q “ lim
kÑ8
v˚Tψpxjk q ď v˚Tψpxq ` 2pµ0 ` µT v˚qW px, x˚q, @x P X. (3.11)
Given that x˚ is optimal, the first order condition implies
d
`ř
iBψipx˚qv˚piq `NXpx˚q,0
˘ “ 0. (3.12)
Let Apx˚q be the set of active constraints at x˚. By this definition, for any i R Apx˚q, we have
ψipx˚q ă 0. Since ψi is continuous and }xjk ´xjk´1}2 converges to 0, there exists k0 such that for
all k ą k0, we have ψipxjk ;xjk´1q ă 0. Hence, according to the KKT complementary slackness
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condition for the subproblem, y
piq
jk
“ 0 for k ą k0. Taking k Ñ 8 we obtain v˚piq “ 0 for any
i R Apx˚q. So we can rewrite the equation (3.12) as
d
´ř
iPApx˚qBψipx˚qv˚piq `NXpx˚q,0
¯
“ 0.
Let ψ1ipx˚q P Bψipx˚q, i P rms, and u P NXpx˚q be such that u`
řm
i“1ψ
1
ipx˚qv˚piq “ 0. Then,
0 “ zTu`řiPApx˚qv˚piqzTψ1ipx˚q ď řiPApx˚qv˚piqzTψ1ipx˚q
ď řiPApx˚qv˚piqmaxvPBψipx˚q zTv ă 0,
where the first inequality follows since z P ´N˚Xpx˚q and u P NXpx˚q hence zTu ď 0, the
second inequality follows due to the fact that v˚piq ě 0 and ψ1ipx˚q P Bψipx˚q and the last
strict inequality follows since (3.1) and v˚piq ą 0 for at least one i P Apx˚q. Hence we obtain a
contradiction and conclude that tyjku is a bounded sequence and finish the proof. 
We are now ready to state our first general convergence result for Algorithm 2.
Theorem 3.8. Let x˚ be a limit point of Algorithm 2. If Assumption 3.6 holds, then there exists
a vector y˚ ě 0 such that the KKT conditions in (3.1) are satisfied.
Proof. From the KKT condition for the k-th subproblem and noting that
Bψ0p¨;xk´1q “ Bψ0p¨q ` 2µ0p∇ωp¨q ´∇ωpxk´1qq,
Bψip¨;xk´1q “ Bψip¨q ` 2µip∇ωp¨q ´∇ωpxk´1qq,
we have
y
piq
k ψipxkq “ ´2ypiqk µiW pxk, xk´1q, i “ 1, . . . ,m, (3.13)
and
d
`Bψ0pxkq `řmi“1ypiqk Bψipxkq `NXpxkq,0˘ ď 2`µ0 ` µT yk˘ ‖∇ωpxkq ´∇ωpxk´1q‖
ď 2
?
2Lωpµ0 ` ‖µ‖8‖yk‖1q
a
W pxk´1, xkq. (3.14)
Applying Lemma 3.4 with x “ xk´1, we have
ψ0pxk´1q ´ ψ0pxkq ě 2µ0W pxk, xk´1q ` pµ0 ` µT ykqW pxk´1, xkq. (3.15)
Together with (3.13) we obtainřm
i“1|y
piq
k ψipxkq| “ 2
`
µT yk
˘
W pxk, xk´1q ď 2Lω
`
µT yk
˘
W pxk´1, xkq
ď 2Lωrψ0pxk´1q ´ ψ0pxkqs, (3.16)
where the first inequality follows from (1.5).
In view of the convergence of tψ0pxkqu according to Theorem 3.3, we have
lim
kÑ8
y
piq
k ψipxkq “ 0, i “ 1, 2, ...,m.
Let txjku be a convergent subsequence to x˚. Based on Assumption 3.6, ‖yjk‖ is bounded
above. Passing to a subsequence if necessary, we have limkÑ8 yjk “ y˚. Then y˚ ě 0, ψpx˚q ď 0
and
y˚piqψipx˚q “ 0, i “ 1, . . . ,m. (3.17)
Moreover, using part two of Theorem 3.3 we have limkÑ8 ψ0pxjk q “ rψ0 ą ´8. We will show
ψ0px˚q “ rψ0. First, due to lower semicontinuity of ψ0, we have ψ0px˚q ď rψ0. Next, taking
k Ñ8 in (3.10) in Lemma 3.7, noting the definition of rψ0 and continuity of ψ, we haverψ0 ` y˚Tψpx˚q ď ψ0pxq ` y˚Tψpxq ` 2pµ0 ` µT y˚qW px, x˚q, @x P X. (3.18)
Plugging the value x “ x˚ in the above relation, we have ψ0px˚q ě rψ0. Consequently, we have
ψ0px˚q “ rψ0. Replacing rψ0 by ψ0px˚q in the condition (3.18), the optimality of x˚ implies
d
`Bψ0px˚q `řmi“1y˚piqBψipx˚q `NXpx˚q,0˘ “ 0. (3.19)
Here note that we dropped the term, ∇ωp¨q ´ ∇ωpx˚q, which evaluates to 0 at x˚. From
equations (3.17), (3.19) and the assertion that y˚ ě 0 and ψpx˚q ď 0, we conclude that px˚, y˚q
is a KKT point of problem (1.1). 
Our goal in the remaining part of this subsection is to develop the iteration complexity, i.e.,
a bound on the number of iterations performed by Algorithm 2, using the notion of an ε-KKT
point given in Definition 3.2. To achieve this goal, we require a stronger assumption of uniform
bounded dual sequence.
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Assumption 3.9 (Uniform boundedness). Given the sequence of optimal dual variables
tyku of subproblem (3.4), the whole sequence tyku is bounded:
DB ą 0 s.t. ‖yk‖1 ď B, k “ 1, 2, ..., (3.20)
In the following lemma, we show that uniform boundedness of dual variables can be guaranteed
under some mild conditions.
Lemma 3.10. If Assumption 3.6 holds for every limit point x˚ of Algorithm 2 , then Assumption
3.9 also holds.
Proof. The boundedness of yk can be proved by contradiction. Suppose that there exists an
unbounded subsequence tyiku such that limkÑ8‖yik‖1 “ 8. Since X is a compact set and txiku
is a bounded sequence, there exists a convergent subsequence tjku Ď tiku: limkÑ8 xjk “ x˚.
However, tyjku is bounded according to Assumption 3.6. Hence we have a contradiction. 
Below, we state an immediate corollary of Lemma 3.7 and Lemma 3.10 which gives uniform
bounds on the the sequence ‖yk‖1 using a stronger version of MFCQ.
Corollary 3.11. Suppose z P ´N˚Xpx˚q satisfying (3.1) exists for every limit point x˚ of Algo-
rithm 2 then Assumption 3.9 holds.
In the corollary above, we used condition (3.1) for every limit point, x˚, of Algorithm 2 in order
to show that Assumption 3.9 holds. However, it is difficult to verify whether this condition is
satisfied. Alternatively, we provide another verifiable sufficient condition that ensures uniform
boundedness assumption.
Lemma 3.12. Let DX :“ maxx,yPX
a
2W px, yq. Suppose there exists sx P X such that
ψipsxq ď ´2µiD2X , i “ 1, . . . ,m. (3.21)
Then Assumption 3.9 holds, and specifically, we have the following uniform bound:
}yk}1 ď B :“ ψ0psxq´ψ˚0 `µ0D2XµminD2X , k “ 1, 2, 3, ..., (3.22)
where µmin “ min1ďiďm µi.
Proof. Based on (3.21), for subproblem 3.4, we have
ψipsx, xk´1q ď ´2µiD2X ` 2µiW psx, xk´1q ď ´µiD2X ă 0.
Then the existence of the KKT point pxk, ykq follows from the Slater condition. Moreover, using
x “ sx in Lemma 3.4, and noting that yk ě 0, one has
ψ0psxq ` 2µ0W psx, xk´1q ´ ψ0pxkq ´ 2µ0W pxk, xk´1q ě xyk,´ψpsx, xk´1qy.
Combining the above two inequalities together, we successively deduce
µmin‖yk‖1D
2
X ď pµT ykqD2X
ď ´řiypiqk ψipsx, xk´1q
ď ψ0psxq ´ ψ0pxkq ` µ0D2X , k “ 1, 2, . . . ,K.
Finally, since the feasible region of the subproblem 3.4 is smaller than that of Problem 1.1, we
have ψ0pxkq ě ψ˚0 . The result immediately follows. 
Note that (3.21) is a local and a verifiable condition and it provides a computable uniform bound
B, as in accordance with the result of Lemma 3.12. While it appears that (3.21) is quite distinct
from (3.1), we would like to point out certain similarities between these two conditions. To
understand this connection better, let us assume that ψi is smooth function. Then for all x P X ,
we have
ψipsxq ě ψipxq ` x∇ψipxq, sx´ xy ´ µi2 ‖sx´ x‖2
ñ x∇ψipxq, x ´ sxy ě ψipxq ´ ψipsxq ´ µi2 ‖sx´ x‖2,
which implies that
x∇ψipxq, x ´ sxy ě 0, @x P X X tψi ě ´3
2
µiD
2
Xu. (3.23)
Recall that the existence of a Minty solution, sx, for variational inequality problem on mapping
∇ψi, is the following condition
x∇ψipxq, x´ sxy ě 0, @x P X, (3.24)
which is stronger than (3.23). Hence ψ satisfying (3.21) is not necessarily quasi-convex. However,
existence of Minty solution, sx, gives an ‘almost’ sufficient condition for ensuring (3.1) in the
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following way. Set x “ x˚ in (3.24). Then we obtain that z “ sx ´ x˚ satisfies (3.1) with strict
inequality replaced by nonstrict inequality. Since there is no implication from (3.23) to (3.24) (in
fact, the implication is in the opposite direction), so a direct comparison for the weaker among
the two condition (3.21) and (3.1), can not be made as such.
Having provided with two sufficient conditions for the uniform boundedness assumption, we
now present the main complexity result of Algorithm 2 in the following theorem.
Theorem 3.13. If the dual sequence tyku is bounded, i.e., Assumption 3.9 holds such that
}yk}1 ď B, then for pk “ argmin1ďkďK ψ0pxk´1q ´ ψ0pxkq, xpk is an εK-KKT point with
εK “ max
 
2Lω, 8L
2
ωpµ0 ` ‖µ‖8Bq
( rψ0px0q´ψ˚0 s
K
.
Proof. We derive the complexity to compute an approximate KKT point. By definition of pk,
Krψ0pxpk´1q ´ ψ0pxpkqs ď řKk“1rψ0pxk´1q ´ ψ0pxkqs ď ψ0px0q ´ ψ˚0 . (3.25)
Putting together (3.25), the relation (3.14), (3.15) and (3.39) we conclude thatřm
i“1|y
piqpk ψipxpkq| ď 2Lωrψ0px0q´ψ
˚
0
s
K
,
and
d
`Bψ0pxpkq `řmi“1ypiqpk Bψipxpkq `NXpxpkq,0˘2 ď 4`µ0 ` pµT ypkq˘2 }∇ωpxpkq ´∇ωpxpk´1q}2
ď 8L2ω
`
µ0 ` pµT ypkq˘2 W pxpk´1, xpkq
ď 8L2ω
`
µ0 ` pµT ypkq˘”ψ0pxpk´1q ´ ψ0pxpkqı
ď 8L2ωpµ0`‖µ‖8Bqrψ0px0q´ψ˚0 s
K
. (3.26)
Moreover, due to Theorem 3.3.a), we have ψpxpkq ď 0 and due to Proposition 3.5, we have
ypk ě 0. Hence we conclude the proof. 
In view of Theorem 3.13, it requires the exact proximal point method to perform Op1{εq
iterations to find an ε-KKT point.
Remark 3.14. Note that all the results in this section can be easily extended to the case when
ψi, i P rms are convex functions. In that case, we can replace µi “ 0 for all i P rms. This changes
(3.4) of Algorithm 2 to
xk “ argmin
xPX
ψ0px;xk´1q
s.t. ψipxq ď 0, i P rms.
(3.27)
Hence constraints are fixed for all iterations. For Algorithm 2 with (3.4) replaced by (3.27),
we can easily obtain asymptotic convergence result of Theorem 3.8 for limits point x˚ satisfying
Assumption 3.1 with almost the same proof except replace µi by 0 for all i P rms and ψpx;xk´1q “
ψpxq for all k ě 1. Under Assumption 3.1 for every limit point of txku, we obtain rate of
convergence result similar to Theorem 3.13 with almost the same proof and similar replacements.
It should be noted that we need to assume the access to an oracle that solves the convex
subproblem (3.4) exactly in Algorithm 2. Such a problem can be efficiently solved by polyno-
mial time algorithms, e.g., by the ellipsoid method and interior point methods, if the problem
dimension is relatively small to medium. However, there exist scenarios where exact solutions
are difficult to attain, e.g., when the objective or constraints are expectation of stochastic func-
tions. Hence we turn our attention to an inexact proximal point algorithm which can deal with
approximate solutions for the subproblem (3.4). We present details in the next subsection.
3.2 Inexact proximal point method
In this subsection, we propose an inexact variant of the proximal point method which solves the
subproblem inexactly. To understand our motivation for the analysis of inexact proximal point
method, consider the case when objective function is given in the form of fpxq “ EξrF px, ξqs,
where F px, ξq is a stochastic function on some random variable ξ and is possibly nonconvex with
respect to the parameter x. Consequently, the objective function in the subproblem (3.4) is
given by EξrF px, ξqs ` µ0‖x´ sx‖2. As discussed in the previous section, stochastic optimization
algorithms for solving this type of problem will exhibit a sublinear rate of convergence, making
it difficult to attain high-precision solution.
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Algorithm 3 Inexact Constrained Proximal Point Algorithm
1: Input x0
2: for k “ 1, . . . ,K do
3: xk Ð a (stochastic) approximate solution of subproblem (3.4).
4: end for
5: Randomly choose pk from t1, 2, ...,Ku.
6: return xpk.
To deal with this type of problem, we propose a (stochastic) inexact proximal point method
as shown in Algorithm 3. The main difference between Algorithm 3 and Algorithm 2 is that the
former permits approximately optimal solutions. To distinct exact and approximate solution, we
denote exact solution as x˚k and corresponding dual solution as y
˚
k hereafter for this section. Since
each subproblem (3.4) is solved inexactly, the sequence generated by Algorithm 3 can become
infeasible with respect to the original problem. If xk´1 is infeasible with respect to (1.1), then
we can not guarantee feasibility of the subproblem (3.4) in general. This also implies obtaining
bounds on Lagrange multipliers is more challenging for inexact case. However, we show that
if successive problems are solved accurately enough then we can obtain strict feasibility of the
iterates and moreover, also show boundedness guarantees on ‖yk‖1 as in the previous subsection.
Throughout the rest of this subsection, we assume that ψ0p;xk´1q is Lipschitz continuous
with constant M0, ψipx;xk´1q is Lipschitz continuous with constant Mi, i P rms, and denote
M “ rM1,M2, ...,MmsT . Proposition 3.15 shows that the sequence txku is strictly feasible if the
subproblem (3.4) is solved accurately enough.
Proposition 3.15. Let txku be the sequence generated by Algorithm 3.
a) For the subproblem (3.4), assume that ψpxk´1q ă 0 and x˚k ‰ xk´1. If xk satisfiesb
Mi
µi
}xk ´ x˚k} ` }xk ´ x˚k} ă }xk´1 ´ x˚k}, for all i P rms, (3.28)
then xk is a strictly feasible point for problem (1.1). If x0 is strictly feasible, then the whole
sequence txku is strictly feasible.
b) Furthermore, if xk satisfies:b
2M0
µ0
}xk ´ x˚k} ` }xk ´ x˚k} ď }xk´1 ´ x˚k}, (3.29)
then tψ0pxkqu is monotonically decreasing and converges to a limit point rψ0. Moreover we
have
lim
kÑ8
W pxk, xk´1q, lim
kÑ8
W pxk´1, x˚k q “ 0. (3.30)
Proof. Part a). Let us use εk “ }xk ´ x˚k} for brevity. From the definition of ψipx;xk´1q and
feasibility of x˚k , we have
ψipxkq ` 2µiW pxk, xk´1q “ ψipxk;xk´1q ď ψipx˚k ;xk´1q `Mi}xk ´ x˚k} ďMi}xk ´ x˚k},
where the first inequality follows from Lipschitz continuity of ψipx;xk´1q. Using the triangle
inequality, we havea
2µiW pxk, xk´1q ě ?µi}xk ´ xk´1} ě ?µip}xk´1 ´ x˚k} ´ }xk ´ x˚k}q
ą
b
Mi}xk ´ x˚k}.
Combining the above two results together, we have ψpiqpxkq ă 0.
Part b). We successively deduce
ψ0pxk´1q “ ψ0pxk´1;xk´1q
ě ψ0px˚k ;xk´1q ´ xy˚k , ψpxk´1;xk´1qy ` pµ0 ` µT y˚k qW pxk´1, x˚k q
ě ψ0pxk;xk´1q ´M0εk ` pµ0 ` µT y˚k qW pxk´1, x˚kq.
“ ψ0pxkq ` 2µ0W pxk, xk´1q ´M0εk ` pµ0 ` µT y˚k qW pxk´1, x˚kq.
Here the first inequality uses Lemma 3.4 with x “ xk´1 and replacing the saddle point pxk, ykq
defined in Lemma 3.4 by px˚k , y˚k q. Together with (3.29), we deduce
ψ0pxkq ` µ0W pxk, xk´1q ` pµ0 ` µT y˚k qW pxk´1, x˚k q ď ψ0pxk´1q. (3.31)
We immediately observe that ψ0pxkq is decreasing. Since ψ0 is bounded below, we have the
convergence limk ψ0pxkq “ rψ0 for some rψ0 ą ´8. Summing up the above relation for k “ 1, 2, ...,
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we have 8ÿ
k“1
rµ0W pxk, xk´1q ` pµ0 ` µT y˚k qW pxk´1, x˚k qs ď ψ0px0q ´ rψ0 ă `8. (3.32)
Therefore, the last result immediately follows. 
The following lemma shows that MFCQ (3.1) along with (3.28) and (3.29) is sufficient to guar-
antee dual boundedness assumptions for Algorithm 3.
Theorem 3.16. In Algorithm 3, under all the assumptions of Proposition 3.15:
a) If Assumption 3.1 holds at a limit point x˚ of the sequence txku, then Assumption 3.6 holds
for sequence txku and ty˚k u. Moreover, there exists a vector y˚ the KKT conditions in (3.1)
are satisfied.
b) If Assumption 3.1 holds at every limit point of txku, then the whole sequence ty˚k u is uni-
formly bounded, i.e. Assumption 3.9 holds, i.e., }yk}1 ď B for some constant B ą 0. Then
after K iterations, there exists an pεK , sεKq-KKT point with εK , sεK P Op1{Kq.
Proof. Part a) Let x˚ P X be a limit point of the sequence txku and let txjku be a convergent
subsequence to x˚. Denote tx˚ku the primal optimal solutions for the sequence of subproblems.
Due to Proposition 3.15, limkÑ8 x˚jk “ x˚, hence x˚ is also a limit point of sequence tx˚ku. Using
Lemma 3.7 we can show y˚jk is bounded, hence concluding that Assumption 3.6 holds.
Applying Lemma 3.4 with x “ xk´1 and replacing pxk, ykq by px˚k , y˚k q, we have
ψ0pxk´1q ´ ψ0px˚k q ě 2µ0W px˚k , xk´1q ` pµ0 ` µT y˚k qW pxk´1, x˚kq. (3.33)
Together with (3.13) we obtainřm
i“1|y
˚
k
piq
ψipxkq| “
řm
i“1|y
˚
k
piq
ψipx˚k q|`
řm
i“1y
˚
k
piq
Mi}xk ´ x˚k}
ď 2`µT y˚k ˘W px˚k , xk´1q ` pMT y˚k q }xk ´ x˚k}
ď 2Lω
`
µT y˚k
˘
W pxk´1, x˚k q ` pMT y˚k q }xk ´ x˚k}. (3.34)
Proposition 3.15 implies
lim
kÑ8
y˚k
piq
ψipxkq “ 0, i “ 1, 2, ...,m.
Consider the limit point x˚ of Algorithm 3, with txjku being the subsequence convergent to
x˚. Based on Assumption 3.6, ty˚jku is bounded. Passing to a subsequence if necessary, we have
limkÑ8 y˚jk “ y˚. Hence we have the complementary slackness:
y˚piqψipx˚q “ 0, i “ 1, 2, ...,m.
The rest of the proof is slightly simplified from the proof of Theorem 3.8, since we assume that
f is continuous. The KKT condition for the subproblem implies that
ψ0px˚jk q ` y˚jk
T
ψpx˚jkq ď ψ0pxq ` y˚jk
T
ψpxq ` p2µ0 ` µT y˚jkqW px, xjk´1q, @x P X. (3.35)
Taking k Ñ8 and using the continuity of ψ0 and ψ, we have
ψ0px˚q ` y˚Tψpx˚q ď ψ0pxq ` y˚Tψpxq, @x P X. (3.36)
Based on the optimality of x˚ of minimizing the right hand side, we have 0 P NXpx˚q`Bψ0px˚q`ř
iPrms y
˚piqBψipx˚q. Hence px˚, y˚q is a KKT point.
Part b). We show the boundedness of tyku by contradiction. If there exists a subsequence
tjku such that limkÑ8 }y˚jk} “ 8. Since txjku is bounded, it has a limit point x˚. However,
according to part a), }y˚jk} is bounded, leading to a contradiction.
Furthermore, due to the KKT condition for (3.4), we have
d
`Bψ0px˚k ;xk´1q `řmi“1y˚piqk Bψipx˚k ;xk´1q `NXpx˚k q,0˘ Q 0.
Plugging the definition of Bψ0p;xk´1q and Bψip;xk´1q, i P rms, into the above inequality yields
d
`Bψ0px˚k q `řmi“1y˚piqk Bψipx˚k q ` 2pµ0 ` µT y˚k qp∇ωpx˚k q ´∇ωpxk´1qq `NXpx˚k q,0˘ “ 0. (3.37)
Applying inequality (3.31), we deduce
dpBψ0px˚k q `
řm
i“1y
˚piq
k Bψipx˚k q `NXpx˚k q,0q2
ď pµ0 ` µT y˚k q2‖∇ωpx˚k q ´∇ωpxk´1q‖2
ď 2L2ωpµ0 ` µminBqpµ0 ` µT y˚k qW pxk´1, x˚k q
ď 2L2ωpµ0 ` µminBqrψ0pxk´1q ´ ψ0pxkqs. (3.38)
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In addition, by KKT condition we haveřm
i“1|y
˚
k
piq
ψipx˚k q| “ 2
`
µT y˚k
˘
W px˚k , xk´1q ď 2Lω
`
µT y˚k
˘
W pxk´1, x˚k q
ď 2Lωrψ0pxk´1q ´ ψ0pxkqs, (3.39)
where the last inequality is due to (3.31).
Furthermore, by the assumption of (3.29) and relation (3.31) we have }xk ´ x˚k}2 ď
}xk´1 ´ x˚k}2 ď 2µ0 rψ0pxk´1q ´ ψ0pxkqs. It can be seen that to obtain an approxi-
mate KKT solution with small error, it suffices to bound ψ0pxk´1q ´ ψ0pxkq. Since
min1ďkďK rψ0pxk´1q ´ ψ0pxkqs ď 1K
řK
k“1rψ0pxk´1q ´ ψ0pxkqs ď ψ0px0q´ψ
˚
0
K
, the result im-
mediately follows. 
Note that even though Assumption 3.1 along with (3.28) and (3.29) yields sufficient condi-
tions to guarantee the convergence of the inexact proximal point method, the applicability of
Assumption 3.1 is limited for the following reasons. First, the optimality criteria of xk, i.e., rela-
tions (3.28) and (3.29) are difficult to verify algorithmically in general since one does not know
x˚k . Second, in order to ensure such conditions, one needs to develop algorithms satisfying con-
vergence of xk to x
˚
k . The ConEx method provided in Section 2 exhibits this type of convergence
for solving strongly convex functional constrained problem (3.4).
However, as in the previous subsection, we can use the condition (3.21) to obtain uniform
bounds on ‖y˚k ‖1 for Algorithm 3 as well. In particular, the uniform boundedness result of
Lemma 3.12 is applicable for ‖y˚k‖1 of Algorithm 3 as we never used optimality of xk in the proof
of Lemma 3.12. In fact, (3.21) ensures feasibility of the subproblem (3.4) for any xk´1 P X . Hence
this condition is sufficient for ensuring two core assumptions required for analyzing convergence
rates of Algorithm 3: feasibility of (3.4) and boundedness of ‖yk‖1. In this case, we only need
to assume that xk satisfies the functional optimality gap and constraint violation as given in
Definition 2.1.
We are now ready to show the convergence result for Algorithm 3.
Theorem 3.17. In Algorithm 3, suppose that Assumption 3.9 holds such that ‖y˚k‖1 ď B. More-
over, assume that the definition of xk in Algorithm 3 is given by
xk Ð a stochasticpδk, sδkq-optimal solution (c.f. Definition 2.1) of (3.4). (3.40)
Then xpk is a stochastic pεK , sεKq-KKT point of Problem (1.1) with
εK “ max
 
2Lω, 8L
2
ωpµ0 ` µmaxBq
(
ΓK
K
, and sεK “ 2µ0KΩK , (3.41)
where µmax :“ maxiPrms µi, ΓK :“ ∆ψ0 ` B s∆0 ` ΩK , ∆ψ0 :“ ψ0px0q ´ minxPX ψ0pxq, s∆0 “
}rψpx0qs`}2 and ΩK “
řK
k“1δk `B
řK
k“1sδk.
Proof. Let ∆k “ ψ0pxk;xk´1q ´ ψ0px˚k ;xk´1q and s∆k “ ‖rψpxk;xk´1qs`‖2. Using Definition
2.1 we have Er|∆k|s ď δk and Ers∆ks ď sδk. In view of Lemma 3.4 and the strong convexity of
ψ0p;xk´1q and ψp;xk´1q, we have
ψ0px;xk´1q `
řm
i“1y
˚piq
k ψipx;xk´1q ě ψ0px˚k ;xk´1q ` pµ0 ` µT y˚k qW px, x˚k q
“ ψ0pxk;xk´1q ´∆k `
`
µ0 ` µT y˚k
˘
W px, x˚k q
“ ψ0pxkq ` 2µ0W pxk, xk´1q ´∆k `
`
µ0 ` µT y˚k
˘
W px, x˚k q.
(3.42)
Setting x “ xk in (3.42) yields
ψ0pxk;xk´1q `
řm
i“1y
˚piq
k ψipxk;xk´1q ě ψ0px˚k ;xk´1q ` pµ0 ` µT y˚k qW pxk, x˚kq
Setting k “ pk in the above relation and taking expectation, we have
Er‖xpk ´ x˚pk‖2s ď 2ErW pxpk, x˚pk qs ď 2µ0KřKk“1Erψ0pxk;xk´1q ´ ψ0px˚k ; q `řmi“1y˚piqk ψipxk;xk´1qs
ď 2
µ0K
řK
k“1Erψ0pxk;xk´1q ´ ψ0px˚k ;xk´1q `
řm
i“1y
˚piq
k rψipxk;xk´1qs`s
ď 2
µ0K
řK
k“1Er∆k `B s∆ks
ď 2
µ0K
řK
k“1pδk `Bsδkq.
where the third inequality above is due to the Cauchy-Schwarz inequality and the boundedness
of }y˚k }2: ‖y˚k‖2 ď ‖y˚k‖1 ď B.
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Analogously, by setting x “ xk´1 in (3.42) and noticing ψ0pxk´1;xk´1q “ ψ0pxk´1q we have
ψ0pxk´1q `B s∆k´1 ě ψ0pxk´1;xk´1q ` }y˚k }2 s∆k´1
ě ψ0pxk´1;xk´1q `
řm
i“1y
˚piq
k ψipxk´1;xk´1q
ě ψ0px˚k ;xk´1q `
`
µ0 ` µT y˚k
˘
W pxk´1, x˚k q
ě ψ0pxkq ´∆k ` 2µ0W pxk, xk´1q `
`
µ0 ` µT y˚k
˘
W pxk´1, x˚kq.
(3.43)
Here the second inequality use the following property: for k ą 1,řm
i“1y
˚piq
k ψipxk´1;xk´1q ď
řm
i“1ry˚piqk ψipxk´1;xk´1qs` ď
řm
i“1y
˚piq
k rψipxk´1;xk´1qs` ď ‖y˚k‖2 s∆k´1,
(3.44)
and
řm
i“1y
˚piq
1 ψipx0;x0q “
řm
i“1y
˚piq
1 ψipx0q ď }y˚1 }2 s∆0.
Summing up the inequality (3.43) for k “ 1, . . . ,K, we obtain
2µ0
řK
k“1W pxk, xk´1q `
řK
k“1
`
µ0 ` µT y˚k
˘
W pxk´1, x˚kq
ď ψ0px0q ´ ψ0pxKq `
řK
k“1∆k `B
řK
k“1 s∆k´1
ď ∆f `
řK
k“1∆k `B
řK
k“1 s∆k´1,
(3.45)
Furthermore, due to the KKT condition for (3.4), we have
d
`Bψ0px˚k ;xk´1q `řmi“1y˚piqk Bψipx˚k ;xk´1q `NXpx˚k q,0˘ “ 0.
Plugging the definition of Bψ0px;xk´1q and Bψipx;xk´1q, i P rms, into the above inequality yields
d
`Bψ0px˚k q `řmi“1y˚piqk Bψipx˚k q ` 2pµ0 ` µT y˚k qp∇ωpx˚k q ´∇ωpxk´1qq `NXpx˚k q,0˘ “ 0. (3.46)
Let pk be the random index from 1, . . . ,K. Then, in view of (3.46), (3.45) and bound on ‖y˚k‖1,
we have
E
“
d
`Bψ0px˚pk q `řmi“1y˚piqpk Bψipx˚pk q `NXpx˚pk q,0˘2‰
“ 1
K
E
!řK
k“1dpBψ0px˚k q `
řm
i“1y
˚piq
k Bψipx˚k q `NXpx˚k q,0q2
)
ď 4
K
E
!řK
k“1pµ0 ` µT y˚k q2‖∇ωpx˚k q ´∇ωpxk´1q‖2
)
(3.47)
ď 8L2ωpµ0`µmaxBq
K
E
!řK
k“1pµ0 ` µT y˚k qW pxk´1, x˚k q
)
ď 8L2ωpµ0`µmaxBq
K
”
∆f ` s∆0 `řKk“1δk `BřKk“2sδk´1ı
ď 8L2ωpµ0`µmaxBq
K
ΓK
Moreover, using the complimentary slackness for the subproblem and the relation (3.45), we haveřK
k“1
řm
i“1|y
˚piq
k ψipx˚k q| “ 2
řK
k“1pµT y˚k qW px˚k , xk´1q (3.48)
ď 2Lω
řK
k“1pµT y˚k qW pxk´1, x˚k q
ď 2Lω
“
∆f `
řK
k“1∆k `B
řK
k“1 s∆k´1‰.
Therefore
E
”řm
i“1|y
˚piqpk ψipx˚pk q|
ı
“ 1
K
E
”řK
k“1
řm
i“1|y
˚piq
k ψipx˚k q|
ı
ď 2Lω
K
ΓK .
Hence we conclude the proof. 
Remark 3.18. We should note that when ψi, i P rms, are convex functions then we can obtain
a variant of Algorithm 3 where xk is a (stochastic) pδk, sδkq-optimal solution of (3.27). For this
variant of Algorithm 3, we can easily obtain the result of Theorem 3.17 under Assumption 3.9.
Moreover, since constraints remain same in (3.27) for all k ě 1, we just need Slater condition to
ensure uniform boundedness of ‖yk‖1.
In the following corollary, we state an immediate consequence of Theorem 3.17 as well as the
final complexity when using the ConEx method as subroutine to solve subproblem 3.4. Before
proceeding to the details of the corollary, we need to properly redefine B such that it satisfies
B ě maxt‖y˚k‖1, ‖y˚k‖2 ` 1u. This allows the use of B in the sense of Theorem 3.17 as well as in
the stepsize policy for the ConEx method in (2.10).
Corollary 3.19. Under the assumptions of Theorem 3.17, suppose that in Algorithm 3, we set
δk “ csδk for some c ą 0, and sδk “ ε{p2c1c2q, where
c1 “ max
 
2Lw, 8L
2
wpµ0 ` µmaxBq
(
c2 “ c`B
(3.49)
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Then after running at most K “ 2c1p∆f `B s∆0q{ε iterations, we obtain an pε, 2εµ0c1 q-KKT point
of Problem (1.1). In particular, if we run Algorithm 1 for subproblem (3.4), then we obtain an
pε, 2ε
µ0c1
q-KKT point in Op1
ε
Tεq iterations, where Tε is defined in (2.14).
Proof. Suppose δk and sδk are constants throughout Algorithm 3. Then, according to (3.41), we
have εK ď c1ΓK{K. Choosing given values of δk, sδk and K, we have
εK ď c1 ΓKK “ c1
”
∆f`B s∆0
K
` pc`Bqsδı “ c1” ε2c1 ` c2 ε2c1c2 ı “ ε.
Moreover, we have sεK “ 2µ0KΩK ď 2µ0KΓK ď 2εµ0c1 .
Now noting that δk “ sδk “ Opεq is a constant and using Corollary 2.2, we obtain pδk, sδkq-
approximate solution of subproblem (3.4) in Tε iterations. Noting the definition K in the state-
ment of the corollary, we conclude the proof. 
Note that in the above corollary, we solved the subproblem (3.4) using the ConEx method. In
particular, if χipxq is a simple function such that we can compute prox operator in (2.3) for
functions µiW px, xk´1q ` χipxq, i “ 1, . . . ,m, efficiently, then we solve each subproblem in the
smooth strongly convex setting, since fi, i “ 1, . . . ,m are smooth functions. Otherwise, we must
include the nonsmooth convex function χipxq in totality (or part thereof) with fi, and then we
can assume µiW px, xk´1q is a simple function. In this case, we solve the subproblems in a nons-
mooth strongly convex setting. We have the following remark that discusses the final complexity
results for both these settings.
Remark 3.20. We derive from iteration complexity in Corollary 3.19, the final complexity
bounds for different problem settings.
• Smooth nonconvex case: In this case, we have Tε is Op 1ε1{2 q in the deterministic case,
Op1
ε
q in the semi-stochastic case and Op 1
ε2
q in the fully-stochastic case. Hence, in view of
Corollary 3.19, we obtain pε, 2ε
µ0c1
q-KKT point of the nonconvex problem (1.1) in Op 1
ε3{2
q
iterations for deterministic case, Op 1
ε2
q iterations f or the semi-stochastic case and Op 1
ε3
q
iterations for fully-stochastic case.
• Nonsmooth nonconvex case: In this case, we have Tε is Op1ε q in the deterministic
case, Op1
ε
q in the semi-stochastic case and Op 1
ε2
q in the fully-stochastic case. Hence, in
view of Corollary 3.19, we obtain pε, 2ε
µ0c1
q-KKT point of the nonconvex problem (1.1) in
Op 1
ε2
q iterations for deterministic case and semi-stochastic case, and Op 1
ε3
q iterations for
fully-stochastic case.
Note that the dependence of these complexity bounds on variance problem parameters can be
made more precise by using the definition of Tε in (2.14).
4 Conclusion
This paper focuses on stochastic first-order methods for solving both convex and nonconvex
functional constrained problems. For the convex case, we present a novel ConEx method which
utilizes linear approximations of constraint functions to define the extrapolation step. This
method is a simple and unified algorithm that can achieve the best-known convergence rates
for solving different functional constrained convex composite problems. In particular, we show
that ConEx attains a few new complexity results especially for the stochastic constrained setting
and/or when the objective/constraint functions contains smooth components. For the nonconvex
case, we present new proximal point type methods which successively solve a sequence of convex
subproblems formulated by adding strongly convex terms to both the objective and constraint
functions. Starting with an exact proximal point method of which the convex subproblems attain
optimal solutions, we establish the asymptotic convergence of this algorithm to a KKT solution
when the limit point satisfies some really mild constraint qualification, and an Op1{εq rate of
convergence when the constraint qualification is verified at all the limit solutions or some strong
feasibility condition holds. In addition, we propose an inexact proximal point method in which
the subproblems are approximately solved by the ConEx method and establish the convergence
behavior of this inexact method under different problem settings.
Acknowledgement. The authors would like to thank Dr. Qihang Lin for a few inspiring
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A Proof of Proposition 3.2
Let us denote sψ0pxq :“ ψ0pxq ` µ02 ‖x´ x˚‖22,sψipxq :“ ψipxq ` µi2 ‖x´ x˚‖22.
It is easy to see that sψ0pxq and sψipxq, i P rms, are convex functions. Moreover, their respective
subdifferentials can be written as
B sψ0pxq “ t∇f0pxq ` µ0px´ x˚qu ` Bχ0pxq,
B sψipxq “ t∇fipxq ` µipx´ x˚qu ` Bχipxq.
Consider the constrained convex optimization problem:
min
xPX
sψ0pxq (A.1)
s.t. sψipxq ď 0, i P rms.
Note that x˚ is a feasible solution of this problem. For sake of this proof, define Ψkpxq :“sψ0pxq ` k2řmi“1 “ sψipxq‰2` ` 12‖x ´ x˚‖22. Let S “ tx : ‖x ´ x˚‖2 ă εu for some ε ą 0 such that
any x P S which is feasible for (A.1) satisfies sψ0pxq ě sψ0px˚q. Let xk :“ argminxPSXX Ψkpxq.
Note that as k Ñ 8 then due to the optimality of xk and existence of x˚ P S X X , we have
limkÑ8 sψpxkq ď 0. Since limkÑ8 xk is feasible for (A.1) so we conclude that xk Ñ x˚. Hence
there exists sk such that for all k ą sk, xk P intpSq. So for such k we can write the following
first-order criterion for convex optimization (r sψis2` is a convex function):
0 P NXpxkq ` B sψ0pxkq ` kr sψpxkqs`B sψpxkq ` xk ´ x˚.
This implies that xk is also the optimal solution of
min
xPX
ψ¯0pxq ` k r sψpxkqsT`ψpxq ` 12}x´ x˚}2.
For simplicity, let us denote vk “ k r sψpxkqsT`. Due to the optimality of xk of solving the above,
we have
ψ¯0pxkq ` vTk ψ¯pxkq ` 12}xk ´ x˚}2 ď ψ¯0pxq ` vTk ψ¯pxq ` 12}x´ x˚}2, @x P X. (A.2)
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We claim that tvku is a bounded sequence. Indeed, if this is true, then we can find a convergent
subsequence tiku with limkÑ8 vik “ v˚. Taking k Ñ8 in (A.2), we have
lim sup
kÑ8
ψ¯0pxik q ` v˚T ψ¯px˚q ď ψ¯0pxq ` v˚T ψ¯pxq ` 12}x´ x˚}2, @x P X. (A.3)
Placing x “ x˚, we have ψ¯0px˚q ě lim sup ψ¯0pxikq, thus limkÑ8 ψ¯0pxik q “ ψ¯0px˚q based on the
lower semicontinuity of ψ¯0. In view of this discussion, x
˚ optimizes the right side of (A.3). Thus,
applying the first order criterion, we have
0 P Bψ¯0px˚q `
ÿ
iPrms
vpiq
˚Bψ¯px˚q `NXpx˚q.
It remains to apply Bψ¯0px˚q “ Bψ0px˚q and Bψ¯ipx˚q “ Bψipx˚q.
In addition, to prove complimentary slackness, it suffices to show when ψ¯ipx˚q “ ψipx˚q ă 0,
we must have vpiq
˚ “ 0. Since xk converges to x˚ and ψ¯i is continuous, there exists some Dk0 ą 0,
such that ψ¯ipxikq ă 0 when k ą k0. Hence vpiqik
˚ “ 0 by its definition. Taking the limit, we have
vpiq
˚ “ 0.
It remains to show the missing piece, that tvku is a bounded sequence. We will prove by
contradiction. If this is not true, we may assume limkÑ8 }vk} “ 8, passing to a subsequence if
necessary. Moreover, define yk “ vk{}vk}, since yk is a unit vector, it has some limit point, let us
assume limkÑ8 yjk “ y˚ for a subsequence tjku. Dividing both sides of (A.2) by }vk} and then
passing it to the subsequence tjku, we have
ψ¯0pxjk q{}vjk}` yTjkψ¯pxjk q` 12}vjk }}xjk ´x
˚}2 ď ψ¯0pxq` yTjk ψ¯pxq` 12}vjk }}x´x
˚}2, @x P X.
Taking k Ñ8, we have
y˚T ψ¯px˚q ď y˚T ψ¯pxq, @x P X.
Since subsequence xjk converges to x
˚ and sψi is continuous, we see that sψipxjk q ă 0 for any
i R Apx˚q for k ě k0. This implies yjk “ jk
“ sψipxjkq‰` “ 0 for all k ě k0 and for all i R Apx˚q.
So we must have 0 P NXpx˚q `
ř
iPApx˚qy
˚piqBψipx˚q. Let u P NXpx˚q and gipx˚q P Bψipx˚q, i P
Apx˚q be such that
u`řiPApx˚qy˚piqgipx˚q “ 0.
Then we can derive a contradiction by using Assumption 3.1 (MFCQ). Assume that z satisfies
MFCQ (3.1). Therefore, we have
0 “ zTu`řiPApx˚qy˚piqzT gipx˚q ď řiPApx˚qy˚piqzT gipx˚q
ď řiPApx˚qy˚piqmaxvPBψipx˚q zTv ă 0,
where first inequality follows since z P ´N˚Xpx˚q and u P NXpx˚q hence zTu ď 0, second
inequality follows due to the fact that y˚piq ě 0 and gipx˚q P Bψipx˚q and last strict inequality
follows since (3.1) and y˚piq ą 0 for at least one i P Apx˚q.
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