The predictive error in vapor pressure of limited-data Wagner constants relative to that of entire-curve constants is studied for eleven data intervals. Good precision is assumed for data inputs, four digits in the mantissa of Ln Pv,r and five digits for Tr. An algebraic solution for the fully-determined case based on only four data points is used to estimate Wagner constants. Seventy-two species are used to assess the impact of the location of the two interior points and the location and width of the limited-data interval upon the error in predicted Pv,r due to data imprecision. Hydrogen, helium, R152a, and water are used to assess error due to Wagner imperfection and compare predictive capability of the algebraic fully-determined and regressed over-determined approaches. The results indicate that limited VLE data of good precision from reduced temperature intervals with a width ≥ 0.1 and a lower bound ≤ 0.6 can generally provide reasonable VLE predictions over the entire two-phase curve for pure substances, with average error of approximately 1%. It is shown that the algebraic, fully-determined solution presented is a viable tool for investigating the extensibility of limited-data Wagner constants.
Introduction
Much vapor-liquid equilibrium (VLE) data needs in industry are for multi-component solutions, and accurate characterization of the pure species are required before a reliable VLE model of the multi-component solution can be expected. The broad intent of our ongoing research is to provide the practitioner with a qualitative and quantitative assessment of using limited VLE data, either experimental or analytic from a regressed correlation, to predict VLE for a pure substance over the entire two-phase curve.
The Wagner equation has been shown to be successful at accurately representing phase equilibrium along the entire co-existence curve for many substances [1] - [5] . It is generally not considered to be predictive because the constants are not known apriori; being unique for each substance, the four constants are determined by data regression. Our work explores the ability of the Wagner equation to become predictive for the entire two-phase region by estimating the constants from limited VLE data.
Since Wagner [6] developed his original vapor pressure equation with species-dependent constants, slightly different forms have been used by researchers, some with an additional term, and some with different exponents. The form of the Wagner equation used in this work is v,r = ( + 1.5 + 2.5 + 5 )/ r (1) where Ln refers to natural logarithm, P refers to pressure, and T represents absolute temperature. The subscript v indicates the pressure corresponds to the vapor-liquid equilibrium curve, and r indicates that the parameter is reduced with respect to the critical point (i.e., Tr = T/Tc and Pr = P/Pc, where the subscript c refers to the critical point). The parameter τ equals 1-Tr. The four-term form given in Eq. (1) is chosen for this work because a fifth term is not justified except in the cases of a few species [4] , and the four-term Eq. (1) is recommended by Poling et al. [5] for general application.
Investigative Approach
Constants for the Wagner equation applicable to the entire two-phase VLE curve for many pure substances are reported in the literature. These are referred to here as "entire-curve" constants, and their predicted vapor pressures are referred to as "entire-curve analytic" data. Entire-curve constants for sixty-seven substances are taken from The Properties of Gases and Liquids [5] . Additionally, leastsquares regression is used to determine entire-curve Wagner constants for helium, hydrogen, argon, water, and R152a using NIST data [7] for which the results are shown in Table  1 . The species are selected to provide a broad representation of species families (e.g., alcohol, organic acid, ketone, quantum gas, noble gas, refrigerant) across different types (e.g. polar, normal, organic, inorganic, associating, nonassociating).
Several researchers have used limited VLE data to estimate Wagner constants that were then used to extend VLE predictions. In some cases only VLE data is used [8] - [10] , and in other cases researchers use thermal data in the intervals where VLE data are lacking and simultaneously regress thermal property and VLE models in an attempt to extend the range of VLE prediction into the temperature and pressure range of the thermal data [3] , [11] - [15] . The extension from limited VLE data is generally in one direction, either above or below the original data interval. The leveraging of thermal data is usually used when trying to extrapolate VLE down towards the triple point. A%Err is absolute percent error: 100 * | (Pv,r actual -Pv,r predicted)/ Pv,r actual | Researchers such as these use non-linear, over-determined regression algorithms to parameterize the Wagner equation. Because the Wagner equation has four species-specific constants, accurate values of these constants can be calculated algebraically from any four VLE data points provided that: 1) the Wagner equation's functional form allows for perfect characterization of the species' VLE over the entire two-phase curve, and 2) the four data points have perfect precision. Neither of these two conditions is ever satisfied completely. Consequently, when using the Wagner equation to correlate VLE data, there will exist some level of equation imperfection error corresponding to the degree to which condition one is not satisfied and some level of data imprecision error corresponding to the degree to which condition two is not satisfied. Naturally, researchers using the Wagner equation try to maximize the data precision and the number of data points in an attempt to mitigate error due to imperfection and imprecision.
Although correlative power within the data interval from which a correlation is parameterized is usually proportional to the number of data points used, a dependency of similar strength upon the number of points does not necessarily exist for the predictive power when using the correlation to extrapolate outside the data interval. That is because extrapolation can involve considerable error [16] , and an increase in the amount of parameterization points within the data interval itself may not lessen the extrapolation error. The Antoine equation is a good example of this behavior because it is a linear approximation to a nonlinear vapor pressure curve. It is well known that the Antoine equation is unreliable for extrapolation of vapor pressure outside the data range from which it is parameterized [5] . Increasing the number of data points within the parameterization interval will not necessarily increase its predictive power outside the interval.
Because the curvature of the vapor pressure curve is not constant, even robust nonlinear equations such as Wagner can experience the dangers of extrapolation, where the predictive error outside the interval has diminished dependency upon the amount of regressed data points. Such extrapolation error for a given interval can be influenced by both data imprecision and equation imperfection. Consequently, it is hypothesized that a fully-determined parameterization of the Wagner equation can be a useful error assessment tool when extending predictions of the Wagner equation beyond the data interval from which it is parameterized. Four data points, i.e., a fully-determined solution, are used to algebraically estimate Wagner constants in a controlled and methodical manner to estimate the dependency of the imperfection and imprecision errors upon the interval covered by the four points and the interval's location on the VLE curve.
The work presented here is unique from other researchers in several ways. First, a relatively simple, algebraic, fullydetermined solution using only four points is used instead of complex, over-determined regression. Second, only VLE data is used to extend predictive capability to the entire twophase curve, no thermal data is utilized to bridge gaps. Third, the extension is bi-directional, both extrapolating down towards the critical point and extending upward to the critical point. Fourth, an error segmentation is presented that has never before been attempted -error due to data imprecision and equation imperfection is separated, and the dependency of predictive error upon the data interval's width and location is assessed. The research literature is largely silent on these elements of Wagner parameterization and predictive power.
Although no inherent accuracy is assumed for NIST data or VLE predictions of literature entire-curve Wagner constants, a reasonable data precision level has to be fixed for reduced temperature and vapor pressure to force the emergence of imprecision error. Rounding off is not done for internal calculations, but rounding off to the precision summarized in Table 2 is performed when parameters are used as inputs to calculations and when generated as final outputs.
Wagner constants estimated from the fully-determined case using four of the entire-curve Wagner analytics from a limited-data interval are used to predict VLE. The contribution of imprecision error is estimated by comparing these predictions along the entire two-phase curve with the entire-curve Wagner analytics.
Since the limited-data constants are based upon four entire-curve analytics, the difference between their predictions over the entire two-phase curve and the entirecurve analytics is primarily due to round-off error, or imprecision error. A reliable point distribution is determined from a statistical analysis of the imprecision error of three distributions. An assessment of the impact of data interval width and location upon imprecision error is then performed using the selected point distribution.
Subsequently, Wagner constants are algebraically determined for four species (hydrogen, helium, R152a, and water) for which the data used to generate the entire-curve Wagner constants are known. The constants are estimated using four underlying data points from a limited interval. The predictions from the limited-data constants over the entire two-phase curve are compared with the entire-curve Wagner analytics. The imprecision error is subtracted from this total error to estimate the imperfection error for several data intervals for the four species. Lastly, these same four species are used to compare the predictive capability of the fully-determined case vs. that of the over-determined case (using more than four points).
Regression algorithms for an over-determined system can involve characteristics that will influence the results and whose influence may be species-dependent (e.g., data spacing, data weighting, method for estimating initial values of the constants, and the error minimization scheme employed).
Using a consistent algebraic method independent of species and regression algorithm characteristics allows for accurate relative error comparisons.
Estimating Wagner Constants Algebraically (FullyDetermined Case)
Algebraic manipulation of the Wagner equation written for the four data points yields the following equations for the four Wagner constants: (2c)
The reduced temperature subscript on Ln Pv,r indicates the corresponding data point of the four selected VLE points. The only species-dependent variables of the universal Fw,j function are the four Ln Pv,r values. Each ηji coefficient is a function only of the four reduced temperatures and is the same for all species for any chosen set of four reduced temperatures. The equations for the ηji coefficients are shown in Table 3 . Their values are rounded off to seven significant digits right of the decimal point to ensure the chosen precision of the Wagner constants. Subscripts of ε are unique identifiers and are not meant to correspond to specific Wagner constants or data points. Tr1, Tr2, Tr3, and Tr4 correspond to the four data points used in the fully-determined case. Table 2 ).
Results and
The property values used for each of the seventy-two species are shown in Table 4 . The values of the normal boiling point temperature are those that are back calculated from the Wagner equation using the given entire-curve Wagner constants. The critical properties shown in Table 4 for hydrogen, helium, argon, R152a, and water are from NIST [7] . The critical properties for the other species, and the normal fusion point temperature for all species, are from Appendix A of Ref. [5] . The vapor pressure at the normal fusion point is calculated from the entire-curve Wagner constants.
The entire-curve Wagner constants are shown in Table 5 , which are from Appendix A of Ref. [5] for all species except the five NIST species shown in Table 1 . Eleven limited-data intervals with reduced-temperature widths ranging from 0.05 to 0.4 are selected. The intervals are representative of the applicable temperature ranges for the Antoine and ExtendedAntoine equations provided in Ref. [5] .
An interval is defined by the lowest and the highest points used in the calculation of the Wagner constants. There are an infinite number of possible arrangements for the remaining two internal data points. The three following distributions for the two internal points are investigated: 1) the "even" distribution where the interval is divided into thirds, and the two points are equally spaced within the interval at 1/3 and 2/3 of the interval width; 2) the "quarter" distribution where the interval is divided into fourths, and the two internal data points are located at the 1/4 and 3/4 positions; and 3) the "eighth" distribution, dividing the interval into eighths, and the two internal data points are located at the 1/8 and 7/8 positions. 
Tr,b Pv,r,f Pv,r,b The absolute percent error (A% Err) of the predicted Pv,r relative to the analytic values for the various intervals are calculated for each species at the normal fusion point, normal boiling point, and for all points at 0.05 reduced temperature increments from Tr = 0.95 down to the normal fusion point. A%Err represents 100 * | (Pv,r analytic -Pv,r predicted)/ Pv,r analytic |. For each interval|distribution combination, the average error for all seventy-two species in aggregate is calculated at the normal fusion and boiling points and for three temperature segments: 1) the lower region, the "Tr ≤ 0.6" segment, contains all the reduced temperature values ranging from 0.6 down to the normal fusion point, calculated in 0.05 reduced temperature increments; 2) the upper region, the "Tr > 0.6" segment, contains the points from 0.65 up to and including 0.95, also calculated in 0.05 reduced temperature increments; and 3) the entire two-phase curve is represented by the "All Trs" segment and includes all the calculated points from the normal fusion point up to the reduced temperature of 0.95. The normal boiling point is included in the "All Trs" rather than the other two segments.
Because not all species have the same number of points in each segment, for any given interval the average error for a segment is the average of all the points for all species in that segment rather than the average of species-specific segment averages. Similarly, the maximum error for a segment is the largest error of all the points for all 72 species in that segment.
The error at each of an interval's four data points used in the Fw,j [WA] function is zero by algebraic definition; consequently, such points are excluded from the error statistics to avoid skewing the average error values and giving an artificial advantage or disadvantage to an interval. Obviously, the most statistically significant aggregate error is for "All Trs" because it involves the most points.
It is assumed that the population variance of the average error for the three distributions ("even," "quarter" and "eighth") for a given interval are unknown and unequal. The well-known t* test statistic with ν degrees of freedom is used for hypothesis testing [17] . The 0 * test is performed to compare the "even" distribution with the other two. The null hypotheses and corresponding alternative hypotheses are μe vs. μ4 μe vs. μ8 H0: μe = μ4 μe = μ8 H 1 : μ e > μ 4 μ e > μ 8 if t 0 * > t α,ν H2:
μe < μ4 μe < μ8 if t0 * < -tα,ν where the population mean of an average error is indicated by μ, and the subscripts "e," "4," and "8" indicate the "even," "quarter," and "eighth" distribution, respectively. The value of 0.05 is used for α, the probability of type I error. The results of the two 0 * tests for each of the eleven intervals for five average A%Errs -Tr,f, Tr,b, Tr ≤ 0.6, Tr > 0.6, and "All Trs" -are shown in Table 6 . The accepted one-sided alternative hypothesis is indicated when the null hypothesis is rejected. Absence of an alternative hypothesis means the corresponding null hypothesis is not rejected.
The accepted alternative hypotheses shown in Table 6 that pertain to the "eighth" distribution are in normal font. The null hypothesis H0: μe = μ8 cannot be rejected for twentyseven of the cells in the table. For the remaining twentyeight cells, the H2: μe < μ8 alternative hypothesis is accepted for twenty-seven while only one cell (Tr,f in the 0.5-0.9 interval) shows the H1: μe > μ8 alternative hypothesis being accepted; the "eighth" distribution provides an advantage for only one out of the fifty-five cells in the table. Consequently, a point distribution heavily favoring the ends doesn't appear to provide an advantage over the "even" distribution. The H2: μe < μ4 entries in Table 6 are in bold-face font, and the font for H1: μe > μ4 entries are italicized. The null hypothesis (H0: μe = μ4) cannot be rejected for twenty-one of the fifty-five cells, while the remaining cells are split evenly between the H1: μe > μ4 and the H2: μe < μ4 alternative hypotheses at seventeen apiece.
Looking at the Summary section of Table 6 , one can see that the H1: μe > μ4 alternative hypothesis is accepted twice as often as H2: μe < μ4 at Tr,f, and subsequently in the Tr ≤ 0.6 and "All T r s" segments. The "even" distribution makes up the difference in the T r > 0.6 segment. The differences in average errors between the "even" and "quarter" distributions when an alternative hypothesis is accepted is small, in the hundredths of percent.
The error for which hypothesis testing is performed in this exercise is not total predictive error but solely that due to the chosen data imprecision. Equation imperfection will subsequently be seen to generally exert a greater influence upon total error than data imprecision, diminishing potential differences between the "even" and "quarter" distributions. Consequently, the intuitively appealing "even" distribution is used in the rest of this work.
Dependency of Imprecision Error Upon Interval Width and Location
The error statistics of the predicted Pv,r relative to the entire-curve analytic values for the various intervals are displayed in Table 7 for the "even" distribution, sorted by ascending order in the average A%Err at the normal fusion point. Maximum errors are not shown for the Tr ≤ 0.6 and "All Trs" segments because they mirror that of the normal fusion point. Looking at the Tr,f and Tr ≤ 0.6 columns of Table 7 , one can see that the error at the low-temperature end of the VLE curve increases as the interval width decreases and as the interval location moves up the reduced temperature scale. The Tr > 0.6 column shows that the error in the upper portion of the VLE curve also increases as the interval decreases, but the error decreases instead of increasing as the interval location moves up the reduced temperature scale. One can see that the average entire-curve ("All Trs") error due to data imprecision does not exceed 1% until the interval width approaches 0.05.
These trends are more easily seen in Table 8 where the lower end point of the interval is given vertically and the interval width listed horizontally. For every row (lower bound) with multiple cells, the average and maximum errors at the normal fusion point decrease with increasing interval width. In every column (width) with multiple cells, the errors decrease as the interval location moves down the VLE curve. These two trends are logical. The maximum and average errors are strongly tied because they both follow the same trends.
For example, the gray highlight in the maximum error section suggests that the maximum error at the normal fusion point would be 6% if one restricted himself to the shaded intervals. The corresponding cells in the average error section indicate that the average error would be less than 1% if one restricted himself to those same intervals.
Moving to the average and maximum errors for the Tr > 0.6 segment, one can see that the errors in every row with multiple cells decrease as the interval width increases, just as in the low-temperature region. However, contrary to that of the low region, the errors decrease as the interval location moves up the VLE curve. Again, these two trends are logical, and the maximum and average errors are strongly tied because they both follow the same trends. The gray highlight in the maximum error section of this segment's results indicate the location-width combinations for which these two trends suggest that both the maximum and average errors would be less than 1%. Essentially, for most intervals given in the literature with temperature and vapor pressure data of the precision given in Table 2 , relatively little error will be produced from data imprecision when extending up the VLE curve as long as the reduced temperature width is not less than 0.1.
It is obvious from Table 8 that the error reduction in the low-temperature region is more than an order of magnitude greater than the error increase in the upper region as the interval location is moved down the VLE curve. The error analysis thus far is strictly applicable to only when the Wagner equation can be assumed to provide a perfect fit, and when the temperature and vapor pressure data precision corresponds to that given in Table 2 . However, Table 8 shows quantitatively, in relative terms, the disproportionate impact the interval width and location have when extrapolating below the interval down towards the triple point compared to interpolation above the interval towards the critical point. It also suggests that the predictive error due to data imprecision increases significantly once the interval width gets smaller than 0.1.
Returning to Table 7 , the importance of reducing the error at the low-temperature end in order to decrease that for the entire two-phase curve in aggregate is shown. One can see that the average error for the Tr ≤ 0.6 segment follows the same ascending order as the average error at the normal fusion point. The error for the entire two-phase region ("All Trs") follows the same trend, the one exception being the 0.55-0.7 interval, where error is less than that for the 0.5-0.6 interval. This reinforces the intuitive assumption that the extrapolation error at the very-low-temperature end of the VLE curve is sufficiently larger than the predictive error over the rest of the VLE curve, to such an extent that the verylow-end errors dominate the statistics in aggregate to the overall VLE curve.
The statistics in Table 8 are averages for the entire set of 72 species; however, such trends evidenced by the averages cannot be assumed to strictly apply to every species. This is shown in Table 9 for hydrogen, R152a, helium, and water. The "even" distribution will rarely be exactly met with experimental data, so four reduced temperatures for selected intervals are chosen from the data originally downloaded from NIST that are closest to the "even" distribution. The Fw,j [WA] function is used to estimate Wagner constants for four intervals. Although the four reduced temperatures are dictated by our NIST download, the four reduced vapor pressures are calculated entire-curve analytics. Two intervals with large widths and the same lower bound of 0.5, as well as two other intervals with small widths having the same lower bound of 0.6, are selected to see how the error trends for individual species compare with those trends represented by interval averages in Table 8 . Table 9 shows the error in Wagner constants and for reduced vapor pressure at the three temperature segments for the four species. Cells shaded indicate deviations from the average trends displayed in Table 8 . One can see that for helium the average error in the reduced vapor pressure for the low-temperature region and entire curve in aggregate is smaller for the 0.5-0.7 interval than for the 0.5-0.9 interval. Having the same lower bound of 0.50086, the errors would be expected to be greater for the smaller width interval of 0.5-0.7.
The 0.5-0.7 interval is an exception for hydrogen as well, the vapor pressure in the low-temperature region being less than that in the wider 0.5-0.9 interval. The VLE curves for both helium and hydrogen encompass a very small temperature range, less than 4 K and 20 K, respectively. Perhaps the average location and width trends for imprecision error are less applicable for species whose entire-curve reduced temperature range occurs over a small absolute temperature range, i.e., have small values for the difference Tc -Tt. Except for the two instances discussed above, the error in vapor pressure increases with decreasing interval width, consistent with the interval averages shown in Table 8 . Similarly, the width of 0.1 appears to be a cliff point for these four species. The error in vapor pressure for hydrogen, R152a, and helium increases by about an order of magnitude when going from the width of 0.1 down to 0.05, and the small-width interval of 0.60-0.65 is where the average vapor pressure percent error for the temperature segments increases from tenths into single digits. The cliff, however, is less pronounced for water. The data in Tables 8 and 9 suggest that vapor pressure imprecision error exhibits consistent trends with respect to interval width and location. Unless one is focused on solely minimizing error in the upper region, one should generally try to use a data interval with the lowest temperature possible and of reduced width of at least 0.1 to reduce imprecision error.
The error between the Wagner constants estimated from the limited-data intervals and their entire-curve counter parts displayed in Table 9 affirms two interesting points: First, differences in percent error of Wagner constants between species cannot be used to estimate their relative capability for predicting vapor pressure. Both R152a and helium have similar vapor pressure errors for the 0.60-0.65 interval, but the percent errors in Wagner constants a, c, and d for helium are several times those for R152a. Second, even for a single species, differences in error in Wagner constants will not always indicate corresponding differences in vapor pressure predictive capability. The absolute percent errors for all four Wagner constants for hydrogen, for example, are larger for the 0.5-0.7 interval than for the 0.5-0.9 interval, but the average error in reduced vapor pressure for the Tr ≤ 0.6 segment using the 0.5-0.7 interval is less than that of the 0.5-0.9 interval.
Error Due to Imperfection of Wagner's Functional Form
The previous exercise with hydrogen, R152a, helium, and water is repeated, but the four vapor pressures used to estimate Wagner constants are taken from the data originally downloaded from NIST rather than using entire-curve Wagner analytic vapor pressures. " [RD] " is added to the Fw,j function name to indicate that raw data is used rather than analytic values of Ln Pv,r . If precision of data is perfect, and the functional form of the Wagner equation is perfect, the VLE predictions of Wagner constants estimated by the limited-data Fw,j[RD] function would exactly match the entire-curve Wagner analytic values. This ideal total errorof zero would be a consequence of the four raw data points used in each limited-data interval being part of the full-range data set used to regress the entire-curve Wagner constants. The number of data points in each temperature segment is given in parenthesis. Points are taken at 0.05 reduced temperature increments, except for the normal fusion point which is included in the Tr ≤ 0.6 segment and the normal boiling point which is included in the "All Trs" segment. Cells shaded indicate deviations from the average trend with respect to interval width displayed in Table 8 .
The actual total error, however, between the VLE predictions using the Fw,j[RD] function and the entire-curve Wagner analytics is the sum of the error due to data imprecision and the error due to imperfection of the Wagner equation. Having already estimated the imprecision error, the equation imperfection error can be estimated by subtracting the imprecision error from the total error. This exercise does not provide statistical inferences because only four species are used, but it does provide quantitative examples of the error due to imperfection of the Wagner equation. The results for VLE predictions of the Fw,j[RD] function are shown in Table 10 . The same reduced temperature points are used as for the Fw,j[WA] function shown in Table 9 . The "4 Points" and "Width" columns are not shown in Table 10 because they are the same as shown in Table 9 .
For all four species, the errors in predicted reduced vapor pressure for the smallest interval (0.6-0.65) are greater than those for the larger 0.5-0.7 and 0.5-0.9 intervals, generally consistent with the trend of data imprecision error vs. interval width. As a group the summary statistics shown at the bottom of Table 10 mostly follow the same trend with respect to interval width as those shown in Table 8 ; however, one can see that each species has at least one inconsistent interval. The most prominent inconsistency is that water doesn't exhibit the cliff between the 0.6-0.7 and 0.6-0.65 intervals. Consistent with Table 7 , the average total "All Trs" error for all four species combined does not exceed 1% until the interval width gets below 0.1, and the average for a single species does not exceed 2% until the interval width approaches 0.05.
Logically, one would expect the total error represented by the Fw,j[RD] function to be less consistent than data imprecision error because the Fw,j[RD] function incorporates Wagner imperfection, and imperfection error can be species-dependent. Despite less consistency, the results of Table 10 suggest that limited data of good precision from intervals of 0.1 or greater in reduced temperature width have the potential to provide reasonable VLE predictions outside of the interval.
Given that the error in predicted reduced vapor pressures shown in Table 9 for the Fw,j[WA] function represents an estimate of the error due to data imprecision, the data due to Wagner imperfection is estimated as the error of the Fw,j[WA] function subtracted from the total error represented by the Fw,j[RD] function shown in Table 10 . That difference, and its ratio to the data imprecision error, is shown in Cells shaded indicate deviations from the average trend with respect to interval width displayed in Table 8 .
One can see that in several cases the average A%Err error due to Wagner imperfection has a negative value, i.e., the error from Wagner imperfection partially cancels out that due to data imprecision. These cells are shaded, and their absolute values represent the magnitude of the total percent error reduction caused by the cancellation effect.
Hydrogen shows a value of zero for Wagner imperfection error for all three temperature segments for the 0.6-0.7 interval because in that case the raw vapor pressures are equal to those of the entire-curve analytic values (when rounded off to four digits in the mantissa of Ln Pv,r) for the four reduced temperatures, causing both the The last three columns of Table 11 show the ratio of the Wagner imperfection error to that of data imprecision. The absolute value of negative ratios, also shaded, represent the fraction of the data imprecision error canceled out by opposing Wagner imperfection error. Of the thirty-nine ratio cells with non-negative values, i.e., Wagner imperfection does not reduce total error, one cell is undefined because data imprecision error is zero, three cells have a value of zero, six cells have a non-zero ratio of less than 1.0, twenty cells have ratios in single digits, and nine have ratios in double digits. In comparison, not a single shaded cell has a ratio even in single digits; their absolute values are all less than 1.
Based on this sample of four species, error due to Wagner imperfection generally adds to vapor pressure predictive error much more than it diminishes. As is total error (i.e., error of the Fw,j[RD] function), Table 11 shows that Wagner imperfection error is less consistent and more speciesdependent than data imprecision error. These characteristics of imperfection error relative to imprecision error -1) being generally much larger, 2) displaying less consistent dependency upon the interval, and 3) being more speciesdependent -suggest that small differences in imprecision error between point distributions have only minor impact to total predictive error.
Fully-vs. Over-Determined Solution
The same four species are used to perform a preliminary study of the influence of the number of parameterization points upon the predictive error when extending outside the interval. Using raw data, the predictive capability of the algebraic fully-determined case and the regressed overdetermined case are compared. The over-determined case involves least-squares regression of all the data points originally downloaded from NIST that fall within the data intervals. These data points are subsets of the data used to regress the entire-curve Wagner constants shown in Table 1 . The 0.5-0.7 and 0.6-0.65 intervals are selected to allow for any potential dependency upon interval width to be revealed. The number of data points used for the over-determined case is much more than experimentally practical for the limiteddata intervals, thus providing an extreme condition for the many-points scenario, as is the fully-determined case of only four points an extreme condition for the few-points scenario.
The results are shown in Table 12 . Over-determined cells in bold font have greater error than their Fw,j[RD] counterpart while those shaded gray have less error. For all four species, the over-determined cases are consistent with the general trend of error increasing as interval width decreases displayed by the Fw,j[WA] function, i.e., errors for the smaller 0.6-0.65 interval are greater than those for the 0.5-0.7. Except for hydrogen with the 0.60-0.65 interval, the difference in predicted error between the fully-and overdetermined cases is relatively small. Two other general patterns are evident from Table 12 . One, the magnitude of the difference in error between the two methods for the four species diminishes as the interval width increases -the differences for the 0.5-0.7 interval are generally in hundredths of percent, while differences for the 0.6-0.65 interval are in the tens of percent or single digit percentage points. Two, with the small interval 0.6-0.65, the overdetermined solution has split results -it produces less error for half of the species (hydrogen and helium) and greater error for the other two species (R152a and water).
One can see that of the 24 cells for the over-determined case, 15 result in less average segment error, while 9 result in greater error, equating to 62.5% and 37.5%, respectively. Table 12 shows that using many high-precision points in a limited-data interval does not necessarily provide better vapor pressure predictability outside the interval than using fewer points. Eight of the nine cells with greater error belong to R152a and water. The only two cells for "All Trs" with bold face font belong to the over-determined case for these two species using the 0.6-0.65 interval.
Hydrogen and helium showed interesting behavior for the 0.5-0.7 interval for imprecision error ( Table 9) . As noted previously, besides being quantum gases, hydrogen and helium have small temperature ranges between their triple and critical points. Besides being polar, R152a and water, on the other hand, have hundreds of degrees Kelvin separating their triple points from their critical points. When logarithmic vapor pressure is plotted versus the reciprocal thermodynamic temperature, Thodos [18] showed that the curvature for a pure species generally changes at the normal boiling point. Consequently, we choose to focus on the portion of the saturation curve below the normal boiling point to define what we refer to as "extrapolation burden."
The difference between the logarithm base 10 of the reduced vapor pressure at the normal fusion and boiling points quantifies the extent of vapor pressure downward extrapolation in decades required below the normal boiling point (Log Pv,r,b -Log Pv,r,f = ΔLog Pv,r). The difference between the reduced temperature of the normal fusion and boiling points quantifies the reduced temperature range over which the vapor pressure extrapolation spans (Tr,b -Tr,f = ΔTr). The ratio of the decades of reduced pressure divided by the reduced temperature span (ΔLog Pv,r / ΔTr) provides a quantitative estimate of the extrapolation burden of a species, using the normal boiling point as the starting point for the downward extrapolation. For example, the difference in the reduced temperatures of the normal fusion and boiling points for helium is 0.4, but the breadth of the reduced vapor pressures between these two points is only 1.35 decades. Water, on the other hand, only has a 0.15 reduced temperature span that has to account for 2.22 decades in reduced vapor pressure. The extrapolation burden ratio is 3.4 and 6.0 for helium and hydrogen, respectively, but 12.9 and 14.4 for R152a and water, respectively. Because the Wagner equation is in reduced form, perhaps the extrapolation burden influences the importance that the number of parameterization points may have when extending VLE predictions outside of the parameterization interval.
Summary
The investigation of imprecision error involves seventytwo species. The investigation of total error, imperfection error, and the role the number of parameterization points plays in the predictive error outside the parameterization interval involves four species. There is ample room for more exhaustive study of these themes; however, the results presented here provide solid support for the following five propositions regarding the power of Wagner constants estimated from only limited VLE data to predict VLE outside of the parameterization interval, when the data is of good precision: 1) the predictive power of the VLE extension is dependent upon the parameterization interval's width and location; 2) the contribution of equation imperfection to total error is generally larger than that due to data imprecision; 3) the difference in the average predictive error between the fully-and over-determined parameterizations diminish as the interval width increases, approaching less than one tenth of one percent for an interval width of 0.2; 4) the overdetermined solution has equal chance of producing either less or more error than the fully-determined approach when the interval is small (e.g., 0.05 width); and 5) the last two conclusions suggest that the relatively simple Fw,j function can be a valuable tool for investigating the extensibility of limited-data Wagner constants.
Conclusion #1 in quantitative terms is: limited VLE data of good precision from reduced temperature intervals with a width ≥ 0.1 and a lower bound ≤ 0.6 can generally provide reasonable VLE predictions over the entire two-phase curve for pure substances, with average error of approximately 1%.
Ref. [19] provides further details of the least-squares regressions summarized in Table 1 , the hypothesis testing for each interval | distribution combination shown in Table 6 (e.g., the four reduced temperature points, average errors and variances, and η values), and the results of the fully-vs. overdetermined comparison summarized in Table 12 .
Given the results presented here that limited data of good precision can sometimes be used to predict VLE outside of the parameterization interval reasonably well, the logical next step is to investigate Wagner parameterization using analytic data from accurate correlations, such as the Antoine equation. Antoine analytics have been used for the parameterization of Wagner constants previously, but the verification of the predictive capability was relative to the data used for the original Antoine parameterization [10] , or the verification utilized data only slightly below that of the parameterization interval -Ref. [20] , for example, verified down to the minimum reduced temperature of 0.5 in some cases. As can be seen from Tables 7 and 10 here, extension upward to the critical point (Tr > 0.6) has significantly less error because it involves pseudo extrapolation -although prediction is extended beyond the data interval's upper limit, there is an element of interpolation because the critical point is used in the reduced formulation, and thus, is an upper bound anchor point.
Except for our recent follow-on study [21] , we are not aware of others attempting to use Antoine analytics to parameterize Wagner constants for the entire two-phase curve and testing their predictive capability down to the triple point. The results here suggest that such Wagner constants should provide reasonable predictions when extrapolating down to the critical point if the Antoine analytics are accurate. However, we found [21] in many cases that there is sufficient discrepancy between a species' best vapor pressure values and those of individual data sets, such that a practitioner doesn't know apriori the confidence with which he can use a limited data set or Antoine constants provided in the literature to parameterize Wagner constants applicable for the entire two-phase curve.
The authors of Ref. [20] pruned their data set of 839 VLE points down to 348, a reduction of 58.5%, when performing their validation of experimental data for use in their Antoine parameterizations, consistent with the general data deviations we saw [21] . Consequently, one can use limited data to parameterize Wagner constants valid for the entiretwo phase curve provided one is confident that the limited data represents the species' best values, the reduced temperature width of the interval is ≥ 0.1, and the lower bound is ≤ 0.6.
The results presented here are relevant to those researching methods to leverage limited VLE data of good precision to predict the VLE curve above and below the source data's interval. The applicability of the approach presented here to analyze and segment predictive error is not confined to the Wagner equation. Researchers continue to develop new CSP vapor pressure correlations involving species-specific parameters. Park [22] developed a correlation incorporating three species-specific parameters to describe the VLE over the entire co-existence curve. Sanjari [23] developed a four-term equation that when applied to 75 species produced less error than the Wagner equation. One could use a fully-determined solution and algebraically determine universal functions, similar to Fw,j, for the corresponding species-specific parameters of their equations, for example, and test the predictive power of different limited-data intervals and segment the error between that due to data imprecision and that due to equation imperfection. 
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