Abstract. There is an optimal way of increasing certain cardinal invariants of the continuum.
Introduction.
The theory of cardinal invariants of the continuum is a large subfield of set theory [B2] . Its subject of study is the comparison of various cardinal numbers typically defined as "the smallest size of a set of reals with certain properties". Occasionally it is possible to prove inequalities between these cardinals, but more often than not the inequalities are independent of the usual axioms of set theory. Historically, certain forcing extensions were identified as the standard tools for proving these independence results; let me name various iterations of Sacks, Cohen, Solovay or Laver real forcings as good examples. In this paper I prove that in a certain precise sense some of these extensions are really the optimal tools for establishing a broad syntactically defined class of independence results.
Let I be a σ-ideal on the reals. I will say that I is projective if for some n ∈ ω it is generated by boldface Σ 1 n sets and the set of codes for boldface Σ 1 n sets in the ideal I is projective. Thus the ideals of countable sets, measure zero sets, meager sets, Ramsey null sets and many others are projective. Let cov(I), the covering number of I, be the smallest size of a collection A ⊂ I such that A = R. This is one of the more popular ways of defining a cardinal invariant. Note that if I is a projective σ-ideal then the invariants add(I), unif(I), cof(I) can all be expressed as the covering numbers of related projective σ-ideals of a slightly higher complexity. It is also not hard to write invariants such as r, s, b, d as covering numbers of projective ideals while a, p, t apparently cannot be written in such a way. 0.1. Theorem. Suppose large cardinals exist. If I is a projective ideal and there is any poset forcing cov(I) < c, then the countable support iteration of c + many Sacks reals forces cov(I) < c.
Thus the Sacks model is provably the best tool for consistency results of the type cov(I) < c. In particular, roughly, statements of this type if one by one 1991 Mathematics Subject Classification. 03E17, 03E55, 03E60. The author is partially supported by grant GAČR 201-00-1466.
Typeset by A M S-T E X 1 consistent are consistent all at once. Moreover they can be realized in a situation where ℵ 1 = cov(I) < c = ℵ 2 .
The situation is somewhat reminiscent of P max of [W1] . However, here the model is a generic extension of V, the proofs are simpler and the model realizes only sentences of a quite special type. There is a Σ 2 sentence for the structure H ℵ 2 , ∈, ω 1 which is consistent with c > ℵ 1 and the Sacks model fails to realize it.
The proof of the theorem is flexible enough to give a host of related results. I will say that a cardinal invariant inv can be isolated if there is a forcing P such that for every projective ideal I, whenever there is any poset forcing cov(I) < inv then P forces cov(I) < inv. Thus c can be isolated, as can be all of the following:
(1) d-the forcing is the countable support iteration of Miller reals [M2] (2) b-use Laver reals [L] (3) add(measure zero ideal)-the forcing does not have a standardized name (4) non(strong measure zero ideal)-iterate posets known as P T g [B1] (5) cov(meager ideal)-here the forcing can be both finite and countable support iteration of Cohen reals, and the proof of the optimality of the finite support iteration is very easy (6) cov(measure zero ideal)-again, it is possible to use either a countable support iteration of random reals or a large measure algebra (7) in general, the covering number of any projective ideal I for which the factor algebra Borel Power(R)/I is homogeneous and c.c.c. and many others, even though it seems hard to formulate a general theorem. Somewhat amusingly, for any combination of the above invariants the proofs immediately show that the invariant defined as their minimum can be isolated too, namely by a countable support iteration of length c + where their respective forcings alternate. The pattern of alternation does not matter as long as it is determined in the ground model and each of the relevant forcings occurs cofinally often.
There are invariants which cannot be isolated. A good example is cof(meager ideal) since it can be written as max(cov(I), cov(J)) where I is the ideal of bounded subsets of ω ω and J is the ideal on ω ω σ-generated by the sets A g = {f ∈ ω ω : f ∩ g is infinite} as g varies through ω ω . Both of the inequalities cov(I) <cof(meager ideal), cov(J) <cof(meager ideal) are consistent [B2 2.2.11, 7.6.12, 7.5.8] .
In the presence of large cardinals, the techniques of this paper provide a quite abstract way of proving certain forcing preservation theorems for the countable support iterations. Roughly, if any iteration of certain types of definable forcings preserves the covering of the real line by the ground model I-small sets, where I is a projective σ-ideal, then the countable support iteration must have this preservation property. By way of example let me quote the iteration of σ-centered forcings of the form Borel Power(R)/J for projective σ-ideals J. The finite support iteration of such forcings does not add a random real by a centeredness argument. Then the countable support iteration of these forcings does not add random reals either. Compare this approach to [B 6.5.32] .
Section 1 of the paper outlines the proof of Theorem 0.1 and Section 2 gives the details. In Section 3 the bounding and dominating number and non(strong measure zero ideal) are treated and in Section 4 I state some open questions. The following unpublished theorems of W. Hugh Woodin [W2] are used at various places in the paper. 0.2. Fact. (Woodin) If δ is an inaccessible limit of Woodin and < δ-strong cardinals then there is a < δ-weakly homogeneous set A ⊂ R and an inner model
0.3. Fact. (Woodin) Suppose ZF+AD+DC. Then ADR is equivalent with the assertion that every set of reals is Suslin. 0.4. Fact. (Martin, Woodin) Suppose ZF+AD+every set of reals is Suslin. Then for every countable ordinal α the integer games of length α are determined.
The notation in the paper follows the set theoretic standard. The Borel and projective sets are usually confused with their definitions and the sets R α for α ∈ ω 1 are equipped with the product topology. ADR is the statement "every length ω two player game, where the moves are real numbers, is determined". The exact large cardinal hypotheses needed are usually not stated; a class of inaccessible cardinals δ which are limits of Woodin and < δ-strong cardinals will always suffice. The reader should keep in mind that these cardinals imply absoluteness of projective statements throughout all forcing extensions. This fact will be used without further notice.
Outline of the proof.
The key to the proof of the theorem is the understanding of countable length countable support iterations of the Sacks real forcing in the context of determinacy. From Borel determinacy it follows that every Borel uncountable set of reals has a perfect subset and so the Sacks forcing becomes a dense subset of the poset Borel Power(R) modulo countable sets. To iterate Sacks forcing n times, n ∈ ω, one just takes Borel Power(R n ) modulo the Fubini product of the countable ideal. In order to extend this process into the transfinite, I will need the following definition.
1.1. Definition. For an ordinal α ∈ ω 1 define the poset S α to consist of the nonempty Borel sets p ⊂ R α satisfying these three conditions:
(1) For every ordinal β ∈ α the set p ↾ β = { s ∈ R β : ∃ r ∈ p s ⊂ r} is Borel. (The projection condition; really for convenience only) (2) For every ordinal β ∈ α and every sequence s ∈ p ↾ β, the set {t ∈ R : s t ∈ p ↾ β + 1} is perfect. (The Sacks condition) (3) For every increasing sequence β 0 ∈ β 1 ∈ . . . of ordinals below α and every inclusion increasing sequence of sequences s 0 ∈ p ↾ β 0 , s 1 ∈ p ↾ β 1 . . . , the sequence n s n is in the set p ↾ n β n . (The countable support condition.)
The sets S α are ordered by inclusion.
It is not hard to see (Lemma 2.2) that the posets S α are naturally isomorphic to the countable support iteration of α many Sacks reals, if α ∈ ω 1 . If G ⊂ S α is a generic filter then G is given by the sequence r gen ∈ R α with { r gen } = {p : p ∈ G}. The following lemma is the key step in the proof.
ℵ 0 such that for every sequence r ∈ X there is β ∈ α such that r(β) ∈ g( r ↾ β).
Thus in the appropriate determinacy context the poset S α can be understood as a dense subset of the poset Power(R α ) modulo the σ-ideal J α where J α is generated by all the sets X g = { r ∈ R α : ∃β ∈ α r(β) ∈ g( r ↾ β)} for functions g : R <α → [R] ℵ 0 . Now suppose that I is a projective σ-ideal on the reals such that the consistency of cov(I) < c can be obtained by a forcing of size < δ for some sufficiently large cardinal δ. I will show that a countable support iteration of Sacks forcing of any length preserves the covering of the real line by the I-small sets coded in the ground model. This will complete the proof of the theorem, since such an iteration of length c + will force
The work will be done in two stages. First, the above lemma will be used to prove preservation for the countable length iterations, and then a simple abstract argument (Lemma 2.5) will extend this preservation result to iterations of arbitrary length.
So let me concentrate on the case of an iteration of countable length α ∈ ω 1 . Suppose for contradiction that some condition p ∈ S α forces that ground model coded projective sets in the ideal I do not cover the reals. An abstract proper forcing argument (Lemmas 2.2(5) and 2.1(2)) shows that strengthening the condition p if necessary one can find a Borel function f : p → R such that p ḟ ( r gen ) does not belong to any ground model coded I set.
Out comes the absoluteness tool. By Fact 0.2, if δ was chosen as an inaccessible limit of Woodin cardinals and < δ-strong cardinals, there is a < δ-weakly homogeneously Suslin set A ⊂ R such that
The objects p, f as well as all the sets generating the ideal I belong to the model L(R)(Γ). It must be the case that
Since if the set f −1 B ⊂ p were J α -positive for some projective set B ∈ I, there would be a condition q ≤ p with f ′′ q ⊂ B. Then q ḟ ( r gen ) ∈Ḃ by an absoluteness argument, contradicting the assumption on p and f. Thus
Let me denote the formula on the right hand side of the |= sign by (*). The point here is that if T ⊂ (δ × ω) <ω is a < δ-weakly homogeneously Suslin tree in V which projects to A then the theory of L(R) [p[T ] ] with parameters f, p stays the same in all set generic extensions by posets of size < δ.
So move into the generic extension
For ordinals ξ ∈ κ = cov(I) pick sets B ξ ∈ I and functions g ξ such that ξ B ξ = R and g ξ witnesses (*) for the set B ξ . By transfinite induction on β ∈ α it is now easy to construct a sequence r ∈ p so that for all ordinals β ∈ α and ξ ∈ κ we have r(β) / ∈ g ξ ( r ↾ β). The reason is that for each β ∈ α the set {t ∈ R : r ↾ β t ∈ p ↾ β + 1} has a perfect subset and so has size c, while the set ξ∈κ g ξ ( r ↾ β) ⊂ R has size κ < c. But then, the real f ( r) belongs to none of the sets B ξ : ξ ∈ κ while these sets were chosen to cover the whole real line. This contradiction completes the proof of the theorem.
The attentive reader has certainly noticed that in fact we proved 1.3. Theorem. Suppose large cardinals exist and I is a projective ideal. The following are equivalent:
(1) cov(I) < c holds in some forcing extension (2) for every countable ordinal α and every Borel function f :
A detailed argument is presented at the end of Section 2. Note that (2) above is a projective statement about the ideal I.
Bits and pieces.
The following simple computation will be used throughout.
2.1. Lemma. Suppose M is a countable transitive model of ZFC, P ∈ M is a partial order adding a realṡ gen and τ ∈ M is a P -name for a real. Then (1) the set A = {s ∈ R : the equation s =ṡ gen defines an M -generic filter} is Borel (2) the function τ /s : A → R is a Borel function.
It is necessary to show that the forcings S α for α ∈ ω 1 are really the countable support iterations of α many Sacks reals and to elaborate a tiny bit on how the master conditions are obtained. The analysis depends only on the properness and definability of Sacks forcing. Obviously S 1 contains Sacks forcing as a dense subset.
Lemma. Suppose α is a countable ordinal.
(1) For every β ∈ α the poset S β is naturally completely embedded in S α and the factor S α /S β is naturally isomorphic to S α−β . (2) S α for some unique sequence r gen ∈ R α the generic filter is just the set {p ∈Š α : r gen ∈ p}. (3) If α is a limit ordinal then S α is the inverse limit of the posets {S β : β ∈ α}. (4) S α is proper.
(5) For every countable elementary submodel M of some large structure H λ containing α, for every forcing P ∈ M adding a realṡ ∈ M and every Pnameṗ ∈ M for a condition in S α there is a Borel relation B ⊂ R × R α so that (a) whenever (s, r) ∈ B then s is M -generic for P , r is M [s]-generic for S α and r ∈ṗ/s. (b) for every M -generic real s for P the set { r ∈ R α : (s, r) ∈ B} is a condition in S α . It follows from (a) that this condition strengthenṡ p/s.
(6) The item (5) actually holds for every countable transitive model M of a large fragment of ZFC assuming that M |= α is countable.
Here (5) really amounts to saying that there is a constructive method for obtaining master conditions. Note that by (2) and an absoluteness argument the condition obtained in (5b) must be master for the model M [s].
Proof. This is a completely standard simultaneous transfinite induction argument for (1)-(5) and then (6) follows by an elaboration on the proof of (5). I will show how (5) is obtained at limit stages and why (1) holds at successor stages. The reader should refer to [S,B2] for many similar arguments.
To see how (1) is obtained at the stage α = β + 1 we will prove that S α r gen (β) is V [ r gen ↾ β]-generic Sacks real. In order to do that, suppose p 0 ∈ S α is an arbitrary condition and (q 0 , τ ) ∈ S β * Sacks is a condition such that q ⊂ p ↾ β and q 0 τ is a perfect subset of the set {t ∈ R : r gen t ∈ p}. It will be enough to produce a condition p 1 ⊂ p 0 in S α such that p 1 r gen ↾ β ∈ q 0 and r gen (β) ∈ τ / r gen ↾ β. And indeed, if M is a countable elementary submodel of some large structure H λ containing all relevant objects and q 1 ⊂ q 0 is a condition in S β consisting of sequences M -generic for this poset-and such a condition exists by the induction hypothesis (5)-, then we can put p 1 = { r ∈ p 0 : r ↾ β ∈ q 1 and r(β) ∈ τ / r ↾ β} and the condition p 1 ∈ S α will be as required. Now suppose that α is a countable limit ordinal and (1)- (5) have been verified for all ordinals β ∈ α. To prove (5) at α fix a countable elementary submodel M of some large structure H λ containing α and choose a forcing P ∈ M adding a realṡ and a P -nameṗ ∈ M for a condition in S α . Choose an increasing sequence α n : n ∈ ω of ordinals converging to α starting with α 0 = 0, and an enumeration Ḋ n : n ∈ ω of all P -names for open dense subsets of S α in M. By induction on n ∈ ω choose P * S α n -namesṗ n ∈ M so thatṗ =ṗ 0 and
By the induction hypothesis there are Borel relations
• for every natural number n and all (s, r, t) ∈ B n we have that s is an Mgeneric real for the poset P, r is an M [s]-generic sequence for S α n and t is an
• whenever s is an M -generic real for the poset P and r is an M [s]-generic sequence for S α n then the set { t ∈ R α n+1 −α n : (s, r, t) ∈ B n } is a condition in S α n+1 −α n . Let B ⊂ R × R α be the relation given by (s, r) ∈ B ↔ ∀n ∈ ω (s, r ↾ α n , r ↾ [α n , α n+1 ) ∈ B n . This is obviously a Borel relation and (5a,b) can be easily verified for it:
• If (s, r) ∈ B then for all natural numbers n < m we have r ↾ α m ∈ (ṗ n /s, r ↾ α n ) ↾ α m by the choice of the namesṗ n ,q n and the relations B n . By the countable support condition applied to the setsṗ n /s it must be the case that r ∈ṗ n /s, r ↾ α n for all n ∈ ω, in particular r ∈ṗ/s and r is an M [s]-generic sequence for S α .
• Whenever s is an M -generic real for the poset P, we have { r ∈ R α : (s, r) ∈ B} = { r ∈ R α : ∀n ∈ ω (s, r ↾ α n , r ↾ [α n , α n+1 ) ∈ B n } and the latter set is easily verified to be a condition in S α . Thus (5) has been proved for α.
It should be noted that the above proof was really performed within the theory ZF+DC. Now we are ready to prove Lemma 1.2. Move into the theory ZF+DC+ADR. Suppose that α ∈ ω 1 and X ⊂ R α . Define a two player game G X of length α where players I and II play reals s β and r β respectively for β ∈ α. Each of the reals s β codes in a certain fixed way countably many reals and the real r β must not be one of them. Player II wins if the sequence r β : β ∈ α he created belongs to the set X. Note that real games of length α can be easily simulated by integer games of length α · ω. Therefore Fact 0.4 applies and the game G X is determined. The following two claims will complete the proof of Lemma 1.2.
2.3. Claim. Player I has a winning strategy if and only if case (2) of lemma holds.
Proof. The left-to-right implication is immediate. For the right-to-left implication use ADR to see that for any function g :
there is a function h : R <α → R such that for any sequence r ∈ R <α the real h( r) codes all the reals in the set g( r). Then, given that (2) of the lemma holds as witnessed by the function g, player II can win the game by setting s β = h( r γ : γ ∈ β ). This use of ADR can be eliminated by setting up the second case of Lemma 1.2 differently.
2.4. Claim. Player II has a winning strategy if and only if case (1) of lemma holds.
Proof. The right-to-left implication is trivial. If p ⊂ X for some condition p ∈ S α then player II can defeat any strategy σ for player I by setting r β to be any real in the uncountable set {t ∈ R : r γ : γ ∈ β t ∈ p ↾ β + 1} which is not among the countably many reals coded by the first player's move σ( r γ : γ ∈ β ). Since the game is determined, player II must have a winning strategy.
The left-to-right implication is really proved by induction on α. Suppose the statement holds for every β ∈ α and that we have a winning strategy σ for player II in the game G X . There are two cases.
Suppose first that α is a successor ordinal, α = β + 1. Then σ ↾ β is a winning strategy for player II in the game G Y where Y ⊂ R β is the set { r ∈ R β : for some sequence s ∈ R β r is the string of answers of strategy σ in the partial play of the game G Y where player I plays s}. Thus by the induction hypothesis there is a condition q ∈ S β with q ⊂ Y. Moreover for any sequence r ∈ q the set A r = {t ∈ R : r t ∈ X} must contain a perfect subset. Otherwise by AD it would be countable and player I could defeat the strategy σ by first making it play the sequence r and then playing a real coding all elements of the set A r . By Fact 0.3 there must be a tree T such that p[T ] = {( r, t) : r ∈ q and t is a perfect tree such that for every branch s of t we have r s ∈ X}. Find a real d coding the condition c as well as some bijection between α and ω and look at the model M = HOD d,T . Choose an S α -nameṫ ∈ M for a perfect tree such that M |= S α if there is a perfect tree t such that ( r gen , t) ∈ p[Ť ] thenṫ is such a tree. Note that by a wellfoundedness argument involving the tree T if there is any tree t with ( r gen , t) ∈ p[T ] then there must be such a tree in the model M [ r gen ]. Apply Lemma 2.2(6) to get a condition q ′ ≤ q consisting only of sequences of reals M -generic for the forcing S α . While Lemma 2.2(6) applies to countable models only, the model M satisfies the Axiom of Choice, therefore ω V 1 is an inaccessible cardinal in M and Lemma 2.2(6) can be applied to a sufficiently large countable rank initial segment of the model M in order to get the condition q ′ . Now let p = { r ∈ R α : r ↾ β ∈ q ′ and r(β) is a branch through the treeṫ/ r ↾ β}. By Lemma 2.1(2) this is a Borel set and it is the desired condition p ∈ S α , p ⊂ X. Now suppose that α is a limit ordinal and the claim holds for all β ∈ α and for all subsets of R β , and let σ be a winning strategy for the player II in the game G X where X ⊂ R α . Fix an increasing sequence α n : n ∈ ω of ordinals converging to α, with α 0 = 0. First, a piece of notation and a small observation. If s ∈ R α n is a sequence then let σ( s) ∈ R α n denote the string of answers the strategy σ produce in the partial run of the game G X where player I played s. For each such sequence s player II has the obvious winning strategy in the game G Y ( s) , where
Thus by the induction hypothesis q ⊂ Y ( s) for some condition q ∈ S α n+1 −α n .
Using Fact 0.3 it is possible to find trees S, T such that p[T ] = {( s, r) : for some n ∈ ω, s, r ∈ R α n and σ( s) = r} and p[S] = {( s, c) : for some n ∈ ω s ∈ R α n and c is a code for a condition q ∈ S α n+1 −α n with q ⊂ Y ( s)}. Choose a real d coding the sequence α n : n ∈ ω and a bijection between α and ω, and move into the model M = HOD d,S,T . By induction on n ∈ ω choose namesṡ n andṗ n so that
• For all n ∈ ωṡ n is a S α n -name for a sequence of reals of length α n such that S α n if there is any sequence s ∈ R α n such that ( s, r gen ) ∈ p[Ť ] andṡ n−1 / r gen ↾ α n+1 ⊂ s thenṡ n is such a sequence. Note that by a wellfoundedness argument involving the tree T , if there is any sequence s ∈ R α n such that ( s, r gen ) ∈ p[T ] andṡ n−1 / r gen ↾ α n+1 ⊂ s anywhere, even outside the model M [ r gen ], then there must be such a sequence in the model M [ r gen ].
• For all n ∈ ωṗ n is a S α n -name for (a code of) an element of
. Again, by a wellfoundedness argument involving the tree S, if (ṡ n / r gen , r gen ) ∈ p[T ] then there must be some code c with (ṡ n / r gen , c) ∈ p [S] and there must be such a code in the model M [ r gen ].
By Lemma 2.2(6) and DC there are Borel relations B n ⊂ R α n × R α n+1 −α n such that for every n ∈ ω,
• ( s, r) ∈ B n implies that s is M -generic for S α n and r is M [ s]-generic for S α n+1 −α n and r ∈ṗ n / s • For every sequence s M -generic for S α n the set { r ∈ R α n+1 −α n : ( s, r) ∈ B n } is a condition in the poset S α n+1 −α n .
Let p ⊂ R α be the set of all sequences r such that for all n ∈ ω ( r ↾ α n , r ↾ [α n , α n+1 ) ∈ B n . As in the proof of Lemma 2.2(5) it is not difficult to see that p ∈ S α . Moreover for every sequence r ∈ p the obvious inductive argument shows that for each number n ∈ ω r ↾ α n = σ(ṡ n / r ↾ α n ) and the sequencesṡ n / r ↾ α n are extension-increasing. In other words r is the result of the run of the game G X where player I plays nṡ n / r ↾ α n and player II follows the strategy σ. Since the sequence r ∈ p was arbitrary and the strategy σ was winning, necessarily p ⊂ X as desired.
To complete the proof of Theorem 0.1, it is now only necessary to demonstrate 2.5. Lemma. Suppose large cardinals exist and I is a projective ideal such that for every ordinal α ∈ ω 1 S α ground model coded I sets cover the real line. Then for a countable support iteration S γ of Sacks reals of any length γ, S γ the ground model coded I sets cover the real line.
Proof. First, a small observation. Suppose α ∈ ω 1 and γ are ordinals and π : α → γ is an increasing function. Then π can be naturally extended into an order-preserving map π :
whereṙ ζ is the ζ-th Sacks generic real. It is not hard to see that
Now suppose that I is an ideal satisfying the assumptions of the lemma, γ is an arbitrary ordinal and q 0 ∈ S γ , q 0 τ is a real. I will produce a condition q 1 ≤ q 0 and an I-small projective set B such that q 1 τ ∈Ḃ. This will prove the lemma. Choose a countable elementary submodel M of some large structure H θ containing all relevant objects and let α = o.t.M ∩ γ and π : α → γ be the inverse of the transitive collapse. A standard countable support iteration argument similar to the proof of Lemma 2.2(5) gives a condition p 0 ∈ S α such that π(p 0 ) ≤ q 0 and for every r ∈ p 0 the sequence r • π −1 is M -generic for the poset S γ . Let f : p 0 → R be the Borel function defined by f ( r) = τ / r • π −1 . Thus π(p 0 ) τ =ḟ ( ṙ π(ξ) : ξ ∈ β ). Since the forcing S α preserves the covering by ground model I sets, the argument from Section 1 applies to show that there must be a projective set B ∈ I and a condition p 1 ≤ p 0 such that f ′′ p 1 ⊂ B. An absoluteness argument together with the last sentence of the first paragraph of this proof show that setting q 1 = π(p 1 ) we have q 1 ≤ q 0 , q 1 S γ τ ∈Ḃ as desired. Now it is time for the proof of Theorem 1.3. Suppose first that (1) of the Theorem holds. The argument from Section 1 shows that for every countable ordinal α S α preserves covering by ground model coded I-small sets. So if f : R α → R is a Borel function there must be a condition q ∈ S α and a projective set A ∈ I such that q ḟ ( r gen ) ∈Ȧ. By Lemma 1.2 applied in an inner model of ZF+DC+ADR containing all the reals, there is a condition p ⊂ q such that f ′′ p ∩ A = 0 or there is a condition p ⊂ q such that f ′′ p ⊂ A. By the projective absoluteness, the first case would give p ḟ ( r gen ) / ∈ A, contradicting the choice of q and A. So we are in the second case and (2) follows.
On the other hand, if (2) of Theorem 1.3 holds then we can prove that for every countable ordinal α the forcing S α preserves the covering by the ground model coded I-small sets. Lemma 2.5 then shows that S c + cov(I) < c. Well, suppose that α is a countable ordinal, q ∈ S α is a condition and τ is a S α -name for a real. I will produce a set A ∈ I and a stronger condition forcing τ intoȦ. That will suffice to prove (1). Strengthening the condition q if necessary we may assume that there is a Borel function g : q → R such that q τ =ġ( r gen ). Take the natural homeomorphism h : R α → p and consider the Borel function f = g • h : R α → R. By (2) there must be a condition p ∈ S α and a projective set A ∈ I such that
and by the projective absoluteness h ′′ p τ = g( r gen ) ∈Ȧ as desired.
Other cardinal invariants.
It is possible to isolate other cardinal invariants, and the forcings for doing it are generally the expected ones. Let me explain the case of the bounding number, the dominating number and the uniformity of the strong measure zero ideal.
For d the old result of Kechris 3.1. Lemma. [K] Every Borel unbounded subset of ω ω contains all branches of some superperfect tree. Under AD this generalizes to all unbounded sets. is used to express the Miller forcing [M2] as a dense subset of the factor algebra Borel Power(ω ω ) modulo the bounded sets. Then there comes an observation about a strong homogeneity of sorts of the bounded ideal: 3.2. Lemma. For every superperfect tree T ⊂ ω <ω there is a continuous function
such that preimages of bounded sets are bounded.
Proof. Thining the tree T out if necessary we may assume that every splitnode of T has in fact infinitely many immediate successors. The natural homeomorphism F : ω ω → [T ] will have the required property.
The lemma will be used to ensure that in ZFC, d = cov(bounded ideal)=cov(bounded ideal restricted to any superperfect set). Now the proof that countable support iteration of Miller forcing isolates d goes almost word by word as the argument in Section 1, replacing the ideal of countable sets in Lemma 1.2 by the ideal of bounded sets. Lemma 3.1 will then be used in the successor stage of Claim 2.3 and Lemma 3.2 will be used in the last paragraph of Section 1. The countable support iteration of Laver reals [L] isolates the bounding number b. The cleanest way to prove that uses the following three lemmas. Let I L be the σ-ideal on ω ω generated by the sets A g = {f ∈ ω ω : for infinitely many n ∈ ω f (n) ∈ g(f ↾ n)} where g varies through all functions from ω <ω to ω.
3.3. Lemma. Every Borel I L -positive set contains all branches of some Laver tree. Under AD this generalizes to all I L -positive sets.
Thus Laver forcing is just a dense subset of the factor algebra Borel Power(ω ω ) modulo I L .
Proof. Suppose A ⊂ ω ω is a set and define an infinite game by letting players I and II play sequences t n ∈ ω ω and bits b n ∈ 2 respectively, observing the following rule:
b 0 = 1 and whenever player II accepts a sequence t n -that is, plays b n = 1-then player submits one-step extensions t n+1 , t n+2 , . . . of t n until player II accepts one of them. The last number on the sequences t n+1 , t n+2 , . . . must increase. Player I wins if either player II accepted only finitely many times or else {t n : b n = 1} ∈ A. The following two claims will complete the proof of the lemma [Ma] :
3.4. Claim. Player I has a winning strategy if and only if the set A contains all branches of some Laver tree.
Proof. For the right to left direction fix a Laver tree T with [T ] ⊂ A. Let player I set t 0 =trunk of T , and if t n ∈ T has been played and accepted by player II then let player I submit immediate successors of the node t n in the tree T in the increasing order until player II accepts one of them. This is obviously a winning strategy for player I.
For the left to right direction let σ be a winning strategy for player I and let T ⊂ ω ω be the tree of all sequences that can possibly arise in a run of the game G A in which player I follows the strategy σ. Note that for each node t ∈ T there is a unique shortest run τ (t) such that t occurs in it, and if t ⊂ s are both in the tree then τ (t) ⊂ τ (s). It follows that every branch f ∈ [T ] is a result of the run {τ (t) : t ⊂ f } and therefore must belong to the set A. It is also clear from the definition of the game G A that T is a Laver tree with trunk σ(0).
3.5. Claim. Player II has a winning strategy if and only if A ⊂ A g for some function g : ω <ω → ω.
Proof. For the right to left direction fix a function g such that A ⊂ A g . Let player II accept a sequence t n , a one-step extension of some previously accepted sequence t m as soon as the last number on t n exceeds g(t m ). The result of such a play must fall outside of the set A g and therefore this is a winning strategy for player II.
For the left to right direction let σ be a winning strategy for player II. For every sequence s ∈ ω <ω let T s be the tree of all sequences that can be accepted by player II in some run of the game where he follows the strategy σ and player I plays t 0 = s. It follows that for all sequences s ⊂ t, if t ∈ T s then all but finitely many one-step extensions of t must belong to the tree T s -otherwise player I could win by first getting to t and then submitting all the one-step extensions of t which do not belong to the tree T s . Also, [T s ] ∩ A = 0 for all s ∈ ω <ω . To see this, fix a branch f ∈ [T s ] and define S to be the tree of all partial runs of the game G A in which player I set t 0 = s, player II followed the strategy σ and the last move of player I was accepted and it is an initial segment of the branch f. The tree S is ordered by extension. It follows from the "increasing" rule of the game G A that the tree S is finitely branching-each run τ ∈ S has at most 2 f (n) immediate successors where n is the length of the last move of τ . Also, the tree S has height ω, so it must be illfounded. Any infinite branch of the tree S yields a run of the game G A following the winning strategy σ whose result was the function f. Thus f / ∈ A. Now define a function g : ω <ω → ω by setting g(t) = an integer such that for every s ⊂ t, if t ∈ T s then g(t) is larger than all of the finitely many numbers n such that t n / ∈ T s . I claim that A ⊂ A g . If this were not true then there would be a function f ∈ A such that for some n ∈ ω, for all larger numbers m necessarily
by the definition of the function g, so by the previous paragraph f / ∈ A. A contradiction! 3.6. Lemma. For every Laver tree T there is a continuous function F :
has the required property.
Proof. The map G : ω ω → I L defined by G(f ) = A g where g(t) = f (|t|) for every sequence t ∈ ω <ω , has the property that preimages of non-covering subsets of I L are bounded. This proves that cov(I L ) ≤ b. On the other hand, fixing an enumeration {u n :∈ ω} of ω <ω , the map H : I L → ω ω sending the set A g to the function f : n → g(u n ), has the property that preimages of bounded sets do not cover the whole real line. Thus b ≤ cov(I L ).
To prove that non(strong measure zero ideal) can be isolated I will use the following combinatorial characterization of this invariant. For a function g ∈ ω ω let I ie (g) be the ideal on Π n g(n) generated by the sets A f = {h ∈ Π n g(n) : h ∩ f is finite}. Then 3.8. Lemma. [B2 8.1.14, M1] non(strong measure zero ideal)= min{cov(I ie )(g) :
Fix a function g ∈ ω ω . A nonempty tree T ⊂ ω <ω will be called g-thick if the sequences in T are everywhere dominated by the function g, and for every sequence t ∈ T there is a natural number n such that for every m ∈ g(n) there is an extension s ∈ T of the sequence t such that s(n) = m. It is quite obvious that if T is a g-thick tree then [T ] ⊂ Π n g(n) is an I ie (g)-positive set. In fact, 3.9. Lemma. For every function g ∈ ω ω , every Borel I ie (g)-positive set contains all branches of some g-thick tree. Under AD this generalizes to all I ie (g)-positive sets.
Proof. Let g ∈ ω ω be a function and let A ⊂ Π n g(n) be a set. Define a game G A by setting
. . where n 0 , n 1 , . . . is an increasing sequence of natural numbers, m i ∈ g(n i ) and 0 = t 0 ⊂ t 1 ⊂ . . . are sequences of natural numbers dominated by the function g and t i+1 (n i ) = m i . Player I wins if t n ∈ A. The following two claims will complete the proof of the lemma [Ma] :
3.10. Claim. Player I has a winning strategy if and only if the set A contains all branches of some g-thick tree.
Proof. For the right to left direction fix a g-thick tree T with [T ] ⊂ A. Player I will easily win by making sure that for each of his moves t i ∈ T and n i is such that for every m ∈ g(n i ) there is an extension s ∈ T of the sequence t such that s(n i ) = m i .
For the left to right direction fix a winning strategy σ for player I. Let T be the closure under initial segment of the set of all sequences arising in partial runs of the game G A in which player I follows the strategy σ. It is immediately clear that T is a g-thick tree and if h is a branch through T then there is a unique run of the game in which player I follows the strategy σ and obtains the function h. Ergo, [T ] ⊂ A.
3.11. Claim. Player II has a winning strategy if and only if A ⊂ k A f k for some functions f k ∈ Π n g(n), k ∈ ω.
Proof. For the right to left direction let A ⊂ k A f k . Player II will easily win by fixing a bookkeeping function b : ω → ω such that for every number k the set b −1 {k} is infinite, and then playing m i = g b(i) (n i ).
For the left to right direction let σ be a winning strategy for player II. For each partial run τ of the game G A where player II followed the strategy and player I made the last move t i let f τ ∈ Π n g(n) be the function defined by f τ (n) = σ(τ n). Then necessarily A ⊂ τ A f τ . If this failed, then there would be a function h ∈ A with infinite intersection with each f τ . And then player could beat the strategy σ by inductively constructing a run of the game resulting in the function h. Assuming that the partial run τ i has been constructed so that player I made a last move t i ⊂ h in it, he finds a number n i such that h(n i ) = f τ i (n i ) and the game continues into
Thus the forcings Borel Power(Π n g(n))/I ie (g) have a dense set consisting of the g-thick trees. It follows that the forcing satisfies Axiom A. The countable support iteration of the factor algebras, where each (name for a) function g ∈ ω ω is visited cofinally many times, will isolate non(strong measure zero ideal). In order for the argument to go through it is only necessary to show 3.12. Lemma. For every function g ∈ ω ω and every g-thick tree T there is a function h and a continuous map F : Π n h(n) → [T ] such that the preimages of I ie (g)-small sets are I ie (h)-small. This is to make sure that min{cov(I ie (g)) restricted to an arbitrary Borel positive set, g ∈ ω ω } = min{cov(I ie (g) : g ∈ ω ω }.
Proof. Fix a function g ∈ ω ω and a g-thick tree T. By induction on n ∈ ω construct finite sets X n ⊂ T so that X 0 = {0}, for each node t ∈ X n there is an integer k such that the set X n+1 (t) = {s ∈ X n+1 : t ⊂ s} consists of sequences of length k + 1 and for every m ∈ g(k) there is a unique s ∈ X n+1 with s(k) = m. Moreover make sure that X n+1 = t∈X n X n+1 (t). This is not hard to do; the sequences in any of the sets X n will be pairwise incompatible and the union in the last sentence will always be a union of disjoint sets.
It will be convenient to define the function h so that its range consists of finite sets rather than natural numbers. Simply let h(n) = {Y ⊂ X n+1 : ∀t ∈ X n |Y ∩ X n+1 (t)| = 1}. The map F : Π n h(n) → [T ] will be defined by F (f ) = the unique function e ∈ [T ] such that for all numbers n the set f (n) contains an initial segment of e. It is not hard to check the required properties for the function F.
It is not hard to see that the forcings P T g of [B1] are somewhere dense in the factor algebras Borel Power(Π n g(n))/I ie (g).
All definable proper forcings for adding a single real that are in use today, are expressible in the appropriate determinacy context as Power(R)/I for a suitable σ-ideal I. However in most cases the ideal I is not natural at all. On the other hand, for many natural ideals I the factor algebra Borel Power(R)/I exhibits a quite confusing behavior: it may not be proper and/or it may have many inhomogeneities. The ideal I ed on ω ω σ-generated by the sets A g = {f ∈ ω ω : f ∩ g is infinite} as g varies through ω ω , is a good example. This situation makes it challenging to prove further interesting results along the lines of Theorem 0.1.
Concluding remarks.
The research presented in this paper was motivated by the following methodological questions:
4.1. Question. Suppose that I is a projective σ-ideal such that cov(I) > ℵ 1 = |θ L(R) | is true in some forcing extension. Must there be a proper forcing in L(R) that destroys covering by the ground model coded I-small sets?
4.2. Question. Does the duality [B2 7 .1] hold? For example suppose that I is a projective σ-ideal. Is it true that ∃P P cof(I) < c ↔ ∃Q Q add(I) > ℵ 1 ? 4.3. Question. Is the negation of the Continuum Hypothesis Σ 2 -compact? That is, roughly, if φ 0 , φ 1 are Σ 2 sentences for the structure H ℵ 2 , ∈, ω 1 and there are forcings P 0 φ 0 ∧¬CH, P 1 φ 1 ∧¬CH, must there be a forcing Q φ 0 ∧φ 1 ∧¬CH?
All the results and questions in this paper could be stated in terms of Woodin's Ω-logic [W1] . For example, if "cov(I) < c" is Ω-consistent then "c + many Sacks reals cov(I) < c" is Ω-valid.
