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Transmit Power Minimization for MIMO
Systems of Exponential Average BER with
Fixed Outage Probability
Dian-Wu Yue and Yichuang Sun
Abstract
This paper is concerned with a wireless multiple-antenna system operating in multiple-input
multiple-output (MIMO) fading channels with channel state information being known at both trans-
mitter and receiver. By spatiotemporal subchannel selection and power control, it aims to minimize
the average transmit power (ATP) of the MIMO system while achieving an exponential type of
average bit error rate (BER) for each data stream. Under the constraints on each subchannel that
individual outage probability (OP) and average BER are given, based on a traditional upper bound
and a dynamic upper bound of Q function, two closed-form ATP expressions are derived, respectively,
which can result in two different power allocation schemes. Numerical results are provided to validate
the theoretical analysis, and show that the power allocation scheme with the dynamic upper bound
can achieve more power savings than the one with the traditional upper bound.
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2I. INTRODUCTION
Multiple-input multiple-output (MIMO) wireless systems are those that have multiple antenna
elements at both the transmitter and receiver [1]. MIMO technology has attracted much interest in
the past couple of decades due the resultant improvement in capacity and reliability, and has already
become an integral part of wireless standards such as IEEE 802.11 and 4G LTE. So far many people
have studied intensively from various aspects of wireless MIMO systems, especially from the important
aspects of system efficiency and reliability [2], [3]. In particular, some fundamental tradeoff results
between the system efficiency and reliability have also been given [4]- [6].
Adaptive transmission can utilize the resources efficiently and obtain improvements in terms of the
system efficiency and reliability by exploiting the channel knowledge available at transmitter. There-
fore, adaptive transmission techniques including adaptive power control are always of great interest
in the field of wireless communications. Dating back to early 1968, the author in [7] investigated
the adaptive power control problem for a single-input single-output (SISO) system, and presented an
optimal power strategy, which can minimize the bit error rate (BER) subject to an average power
constraint. On the other hand, from the information theoretic point of view, the authors in [8] showed
that the water-filling power control policy can maximize the channel capacity. Moreover, with the
help of optimization theory and random matrix theory, several novel optimal power control policies
for MIMO systems have been already proposed in [9]- [13].
It is well known that reliability performance of wireless communications can be characterized by
the diversity order or diversity gain in the high signal-to-noise ratio (SNR) regime. For an additive
white Gaussian noise (AWGN) channel, a SISO wireless system with coherent signalling schemes [14]
can achieve an infinite diversity order . This implies that the SISO system has a BER exponentially
decreasing with SNR. When the same system operates in a Rayleigh fading channel, however, its
average BER decreases only inversely with the SNR. The degradation can be partially mitigated if we
replace the SISO system with MIMO. In spite of various efforts, nearly all existing MIMO system
schemes can only achieve a finite diversity order, even with spatial power control [15], [16].
For the first time, however, [17] and [18] showed that by adaptive power control in time a SISO
system can obtain a BER performance with exponential diversity order in fading environments.
Subsequently, the good result was extended to a MIMO system. In particular, [19] and [20] showed
that by a combined temporal and spatial power control policy, a MIMO system can also obtain an
exponential diversity order. The aforementioned results were given under the total average power
constraint. When the more realistic scenario of peak to average power ratio (PAPR) constraint was
satisfied, papers [21] and [22] considered such an optimal power control problem for MISO channels
3and also obtained the minimized BER of exponential diversity. It should be noticed that all of the
aforementioned discuss were limited in Rayleigh fading. [23] further showed that a MIMO system
in “all” fading channels can achieve the exponential diversity order. After that, for wireless multihop
systems, [24] presented two different power allocation strategies of achievable exponential diversity
order. In fact, the aforementioned results require perfect channel-state information (CSI) at both the
transmitter and receiver. Papers [25] and [26] further showed that even in the practical case with
imperfect CSI at the transmitter, the exponential diversity order can also be obtained by appropriate
spatiotemporal power allocation.
In the existing literature involving the achievement of exponential diversity order for a MIMO
system, the underlying system is limited to transmit only a single information stream along one of
its eigen beams. It should be pointed out that the MIMO system based on orthogonal space-time
block coding (OSTBC) discussed in [20] is indeed equivalent to a single beamforming system [27].
In order to utilize efficiently the degree of freedom provided by multiple antennas, different from the
mentioned-above works, in this paper, we will adopt multi-channel beamforming to transmit ( [3],
[9]) . Under individual average BER and outage probability (OP) constraints for each data stream, we
will pursue such a optimal power control strategy that minimizes the total average transmit power.
Our optimal strategy is obviously different from the one adopted in [17]- [26] that can minimize the
system BER under the total average transmit power constraint. Of course, our strategy is consistent
with the current efforts of green communications [28], [29]. And the average BER will be expressed
as an exponential function of SNR, which implies that the underlying MIMO system has exponential
diversity order.
The rest of the paper is organized as follows. In Section II, we describe the system model and present
the optimization problems. In Section III, with the help of an order statistical result of eigenvalues of
complex central Wishart matrices, we derive a closed-form ATP expression based on the traditional
upper bound of Q function. In Section IV, we present a dynamic upper bound of Q function, and
based on it derive further another closed-form ATP expression. In Section V, we consider further the
scenario under frequency selective fading. After that, in Section VI we provide some numerical results
to validate the theoretical analysis and make comparisons between the two different power allocation
schemes. Finally, in Section VII we conclude the paper.
II. SYSTEM MODEL AND OPTIMIZATION FORMULATION
A. System model
Under Raleigh flat fading environments, we consider a single-user MIMO system having nT  1
transmit antennas and nR  1 receive antennas. We assume that both of the transmitter and the
4receiver can know the perfect CSI. Let H denote the channel gain matrix whose i, j-th entry is hij . hij
represents the channel gain between i-th receive antenna and j-th transmit antenna, and is independent
and identically distributed (i.i.d.). Thus, H follows the joint complex Gaussian distribution with zero
mean matrix and covariance matrix InR 
 InT [30], i.e.,
H  CN(0, InR 
 InT ). (1)
For a transmission through the MIMO channel with H, the nR1 received vector can be expressed
as
y = Hx+ n (2)
where x is the nT 1 transmitted vector and n is the nR1 additive noise vector following complex
Gaussian distribution of zero-mean vector and covariance matrix InR , i.e., n  CN(0, InR).
Now let m = minfnT ,nRg and n = maxfnT ,nRg. Define

 =
8<: HyH, for m = nT ;HHy, for n = nT . (3)
From Chapter 3 of [30], it follows that the matrix
 follows Wishart distribution, i.e.,
  CW(n, Im).
Following the conventional spatial multiplexing method based on singular value decomposition(SVD)
[31], [32], the channel matrix can be written as
H = UVy (4)
where U and V are unitary matrices, and
 = diag(
p
1,
p
2, : : : ,
p
m) (5)
with fi : i = 1, 2, : : : ,mg being the eigenvalues of 
 sorted in descending order, i.e.,
1  2      m. (6)
Thus we can transmit r  m data symbols at one time. Since H is known perfectly at the transmitter,
we can set the transmitted vector as
x = Vr1Ps (7)
where s is the r  1 modulated data vector with covariance matrix Ir, Vr1 is the precoding matrix
formed with the first r columns of V associated with the first r largest eigenvalues of 
, and P is a
diagonal matrix as follows:
P = diag(
p
p1,
p
p2, : : : ,
p
pr) (8)
5where fpi : i = 1, 2, : : : , rg are the powers allocated to the r established data streams. Due to the
assumption that CSI is available at the receiver, the symbols transmitted through the receive filter are
recovered from the received vector y with matrix Ur1, defined similarly to V
r
1, as
s^ = (Ur1)
y(Hx+ n)
= r1Ps+ (U
r
1)
yn (9)
where r1 is a diagonal submatrix of  that contains the r largest eigenvalues in descending order,
and the filter-processed noise  = (Ur1)
yn has the same statistical properties as n, possibly with a
reduced dimension. Each data stream then experiences an instantaneous SNR given by
SNRi = ipi, i = 1, 2, : : : , r. (10)
And the corresponding short term BER is expressed as
P
(i)
b = iQ(
p
iSNRi) (11)
where Q() is the Gaussian Q function, and the parameters i and i are constants, depending on the
used modulation type [33].
B. Optimization formulation
In addition to the average symbol error probability, the OP is another often used performance
indicator for wireless communications in fading environments. It is well-known that the OP is defined
as the probability when the instantaneous SNR falls below a certain threshold [34]. At this time
when the i-th subchannel is in bad condition, in order to save transmit power, the subchannel should
have a transmit outage temporarily. For this reason, in order to analyze conveniently, here we set the
SNR threshold as piout(i) for the i-th subchannel. So we will introduce a transmit outage when
i < out(i). Accordingly, the individual OP is expressed as
P
(i)
out =
Z out(i)
0
fi(i)di (12)
where fi(i) is the p.d.f. of eigenvalue i.
Once the OP is given, we can carry on adaptive transmission. In particular, based on channel
eigenvalues, we can select those MIMO subchannels satisfying the OP constraint condition to transmit
data streams, and let each of them transmit a data stream. In order to utilize efficiently MIMO
subchannels, we should employ all those satisfactory subchannels to communicate. Note that if any
subchannel does not satisfy the constraint, then this implies that the subchannel cannot transmit a data
stream, and thereby we force the channel into the state of channel outage; and if none of the MIMO
subchannels satisfies the constraint, then this will result in a system outage.
6The above-mentioned adaptive transmission involves not only channel selection but also power
control, both of which are conducted based on the status of eigenvalues of channel matrix. As already
mentioned before, our adaptive power allocation strategy aims at minimizing the total ATP while each
data stream achieves an exponential average BER. For this reason, under the constraint that both the
individual OP P (i)out and the individual average BER P b(i) are given, this optimal problem can be
formulated as 8><>:
Minimize
fpi:1img
 = EfPmi=1 pig;
Subject to EP
(i)
b
P o(i)
 P b(i), 1  i  m
(13)
where
P o(i) denotes the transmit probability, and thus is written as
P o(i) = 1  P (i)out. (14)
In addition,
EP (i)b =
Z 1
out(i)
P
(i)
b fi(i)di =
Z 1
out(i)
iQ(
p
iipi)fi(i)di (15)
where E() stands for the expectation operator.
On the other hand, the required BER P b(i) can be expressed as an exponential function of SNR:
P b(i) =
i
2
e i
dSNR(i)=2. (16)
It should be pointed out that the SNR dSNR(i) can be designed beforehand.
Obviously, this optimization problem can be translated into m individual optimization problems,
and each corresponds to an ordered subchannel:8><>:
Minimize
fpig
Efpig;
Subject to EP (i)b  P o(i)P b(i).
(17)
Applying Lagrange Multiplier Method to each of the above sub-optimization problems, we get the
following family of unconstrained optimization problems parameterized by multipliers !i > 0, 1 
i  m:
Min
fpig
Z 1
out(i)
pifi(i)di + !i
Z 1
out(i)
P
(i)
b fi(i)di   !iP o(i)P b(i) (18)
or
Min
fpig
Z 1
out(i)
[pi + !i(P
(i)
b   P b(i))]fi(i)di. (19)
If we make use of the exact expression of P (i)b = iQ(
p
iSNRi) to solve the problems, then due
to the relatively complicated Q function, we can only have an unclosed-form expression based on
7the Lambert W function [35]. Similar to [20] and [24], we also employ the common upper bound
Q(x)  12e x
2=2 to replace the exact expression and obtain easily a suboptimum solution as follows:
pi =
8<:
2
ii
ln( i

(i)
0
) for i > 0(i);
0 for i  0(i).
(20)
where 0(i) = maxf(i)0 ,out(i)g and (i)0 can be found by solvingZ 1
0(i)
i
2
e ipii=2fi(i)di = P o(i)P b(i). (21)
This suboptimum solution will provide convenience for us to produce theoretical and numerical results.
III. MINIMUM AVERAGE TRANSMIT POWER AND A POWER ALLOCATION SCHEME
A. Individual outage probability
It follows from [36] that the marginal p.d.f. of the i-th largest eigenvalue i, i = 1, 2, : : : ,m, can
be expressed as a sum of terms ai e
 bi , which is very friendly for further analysis. By the expression,
we can easily get the following expression of individual outage probability.
Lemma 1: The individual OP for the i data stream can be given by
P
(i)
out =
mX
k=i
( 1)k i

k   1
i  1

m
k

F
(out)
min:k(out(i)) (22)
where F (out)min:k(out(i)) denotes the distribution function of the smallest random variable considered in
a subset of k random variables over the random variable set of all eigenvalues fi, i = 1, 2, : : : ,mg,
and is given by [36]
F
(out)
min:k =
kC
m!
X

X

sgn()sgn()Ak(,)
X

( + k + k   1 +
Pk 1
=1 , kout(i))
k+k+k 1+
Pk 1
=1 
k 1Y
=1
( +  +    2)!
!
(23)
where  = n m, C is a constant standing for
C =
1Qm
j=1(m  j)!
Qm
j=1(n  j)!
, (24)
sgn() denotes the sign of permutation  = (1,2, : : : ,m) for integers f1, 2, : : : ,mg, Ak(,) is
defined as
Ak(,) =
mY
=k+1
( +  +    2)!, (25)
and
P
 denotes X

=
+1+1 2X
1=0
+2+2 2X
2=0
  
+k 1+k 1 2X
k 1=0
. (26)
8Moreover, (q,x) is just the incomplete gamma function (See Page 454 of [37]).
On the other hand, the global outage probability for the whole system is written as
Pout = Prob(i < out(i), 1  i  m)
 P (1)out. (27)
When out(i) = out for 1  i  m, we can have
Pout = P
(1)
out. (28)
B. Another BER constraint condition
In order to provide convenience for the system design, we hope that 0(i) = out(i). For that,
in this subsection we will derive out such a BER constraint condition that can let 0(i) = out(i)
hold. So we revisit the derivation process of optimum solution in Subsection II.B, and rewrite the
expression (20) as
pi =
8<:
dSNR(i)
i
+ 2ii ln(
i(i)
out(i)
), i > out(i)
0, i  out(i)
(29)
where the unknown optimization parameter (i) should meet the following BER constraint condition:Z 1
out(i)
i
2
e ipii=2fi(i)di = P o(i)P b(i). (30)
Substituting (29) and (16) into (30), we have after a simplifying process
P b(i)
Z 1
out(i)
out(i)
i(i)
fi(i)di = P o(i)P b(i). (31)
(31) can be simplified further to
(i) = out(i)
Z 1
out(i)
1
i
fi(i)di=P o(i). (32)
From the theorem of integral mean value, there is a constant g satisfyingZ 1
out(i)
1
i
fi(i)di = gP o(i). (33)
With g, we can define a new function of out(i) as follows:
mea(i) =
1
g
=
P o(i)R1
out(i)
1
i
fi(i)di
. (34)
Furthermore, it can follow from the theorem of integral mean value that
mea(i)  out(i). (35)
Then (i) can be rewritten as
(i) =
out(i)
mea(i)
. (36)
9Taking account of the requirement of pi  0, from (29) (i) should also meet another BER constraint
condition: dSNR(i)
i
+
2
ii
ln(
i(i)
out(i)
)  0 (37)
or
(i)  out(i)
i
e i
dSNR(i)=2 (38)
Due to the fact of i  out(i), the constraint condition becomes under the help of (16)
(i)  2
i
P b(i). (39)
By (36), the constraint condition can be rewritten as
P b(i)  i
2
out(i)
mea(i)
. (40)
So we have the following lemma finally.
Lemma 2: If P b(i)  i2
out(i)
mea(i)
, then,
0(i) = out(i) (41)
and the optimum solution of power allocation is (29).
C. Minimum average transmit power
Under the condition that the mentioned-above inequality (40) holds, we derive the minimum average
transmit power and obtain the following result.
Proposition 1: Suppose that P b(i)  i2
out(i)
mea(i)
. Let ^(i)(P b(i),P
(i)
out) denote the average needed
transmit power for i-th data stream achieving the BER given by (16) under the condition that the OP
P
(i)
out is given. Then
^(i) = s(P b(i),P
(i)
out) + (P
(i)
out)
= s(dSNR(i),out(i)) + (out(i)) (42)
where
s(dSNR(i),out(i)) = mX
k=i
( 1)k i

k   1
i  1

m
k

F
(pow)
min:k (
dSNR(i),out(i)) (43)
and
 =
mX
k=i
( 1)k i

k   1
i  1

m
k

F
(del)
min:k(out(i)) (44)
10
with
F
(pow)
min:k =
dSNR(i)  kC
m!
X

X

sgn()sgn()Ak(,)
X

 ( + k + k   2 +
Pk 1
=1 , kout(i))
k+k+k 2+
Pk 1
=1 
k 1Y
=1
( +  +    2)!
!
(45)
F
(del)
min:k =
kC
m!
X

X

sgn()sgn()Ak(,)
X

2  |(Nk( ), kout(i),(i))
ikNk( )
k 1Y
=1
( +  +    2)!
!
(46)
|(Nk( ), kout(i),(i)) =
(Nk( )  1)!
Nk( ) 1X
=0
 (, kout(i))
!
+  (Nk( ), kout(i)) ln(i) (47)
and
Nk( ) =  + k + k   2 +
k 1X
=1
. (48)
The derivation of Proposition 1 is given in Appendix. Moreover, it should be noticed that the function
F
(pow)
min:k (
dSNR(i),out(i)) represents the cumulative distribution function of the smallest random vari-
able considered in a subset of k random variables over the random variable set of all eigenvalues, which
corresponds to F (out)min:k(out(i)) while F
(del)
min:k(out(i)) corresponds to F
(pow)
min:k (
dSNR(i),out(i)). More-
over,  (q,x) in the above equations stands for the complementary incomplete gamma function (See
Page 454 of [37]).
IV. MODIFIED POWER ALLOCATION SCHEME
A. A dynamic upper bound of Q function
Fig.1 makes comparison between Q function Q(
p
2SNR) and its traditional upper bound 12e
 SNR=2.
As seen in Fig.1, at the important BER region their SNR deviation is relatively large and slowly
becomes smaller as SNR increases. For example, when Pb = 10 6, the SNR deviation is 0.65 dB.
Therefore, in order to improve the system performance, we consider to find a new upper bound of
Q function replacing the old one and with it give a modified power allocation scheme. In order to
continue to employ the analysis method given in Section III, we now need to study the following type
of exponential upper bounds of Q function:
Q(
p
2SNR)  1
c(SNR)
e SNR=2 (49)
Note that different from the old upper bound, here we allow the designated parameter c(SNR) to be
dynamically variable.
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For any given BER = Q(
p
2SNR), we easily find a c(SNR) which makes the new upper bound to
approximate appropriately to the given BER. At the BER region from 10 3 to 10 8 Fig.1 also plots the
new upper bound by using some appropriate values of c(SNR). As seen in Fig.1, the dynamic upper
bound approximates well to the exact value of Q function. The computed results are also presented
in Table I. From the table, it can be observed that the optimized value of parameter c increases as the
SNR increases. Therefore, we have the following property of Q function:
Lemma 3: If Q(
p
2SNR)  1
c(SNR)e
 SNR=2 for a given SNR, then
Q(
p
2(SNR+ ))  1
c(SNR)
e (SNR+)=2,  > 0. (50)
B. Modified minimum ATP
For any given P b(i), we can find appropriate gSNR(i) and c(gSNR(i)) satisfying
P b(i)  i
c(gSNR(i))e i(i) gSNR(i)=2. (51)
With the help of Lemma 3, thus the power allocation scheme can be modified as
pi =
8>>>><>>>>:
gSNR(i)
i
+ 2ii ln(
i(i)
out(i)
), i > mea(i)
0, i  out(i)dSNR(i)
i
+ 2ii ln(
i(i)
out(i)
), Otherwise.
(52)
For the modified power allocation scheme, the BER constraint condition in (13) can be still met
since
EP (i)b =
Z 1
out(i)
iQ(
p
iSNRi)fi(i)di
=
Z 1
out(i)
iQ(
p
ipii)fi(i)di
=
Z 1
mea(i)
iQ(
p
ipii)fi(i)di
+
Z mea(i)
out(i)
iQ(
p
ipii)fi(i)di

Z 1
mea(i)
i
c(gSNR(i))e ipii=2fi(i)di
+
Z mea(i)
out(i)
i
2
e ipii=2fi(i)di
 P b(i)
Z 1
mea(i)
out(i)
i(i)
fi(i)di
+P b(i)
Z mea(i)
out(i)
out(i)
i(i)
fi(i)di
= P b(i)P o(i). (53)
12
Moreover, we can verify the fact that if (40) holds, the optimal solution (52) exits.
Accordingly, the ATP for i-th subchannel is derived again and Proposition 1 is modified as follows:
Proposition 2: Suppose that P b(i)  i2
out(i)
mea(i)
. Let ~(i)(P b(i),P
(i)
out) denote the average needed
transmit power for i-th data stream achieving the BER given by (51) under the condition that the OP
P
(i)
out is given. Then
~(i) = ^(i)(P b(i),P
(i)
out)  s(dSNR(i)  gSNR(i),mea(i))
= s(dSNR(i),out(i)) + (out(i))  s(dSNR(i)  gSNR(i),mea(i)). (54)
By comparing (54) in Proposition 2 with (42) in Proposition 1, we clearly see that the amount of
power savings is just equal to s(dSNR(i)  gSNR(i),mea(i)).
V. EXTENSION TO FREQUENCY SELECTIVE FADING CHANNELS
Now we consider a broadband OFDM-MIMO system operating over a frequency-selective channel
with K subcarriers, nT transmit and nR receive antennas. Furthermore, we assume ideal OFDM
transmission with proper cyclic prefix extension. Then the frequency selective MIMO channel can be
converted into a set of K parallel independent frequency flat MIMO channels [39]- [41]. In particular,
the input-output relationship for the k-th subcarrier can be rewritten as
yk = Hkxk + nk (55)
where xk and nk are the nT1 transmitted vector and the nR1 AWGN vector of the k-th subcarrier,
respectively. And Hk is modeled as
Hk =
L 1X
`=0
`H[`] exp( j2 k
K
`) (56)
where H[`] denotes the channel matrix at time delay `, L represents the channel delay spread, and
f2`g is the power delay profile satisfying
PL 1
`=0 
2
` = 1. In addition, H[`], ` = 0, 1,    ,L   1 are
mutually uncorrelated and i.i.d. Rayleigh distributed. So the distribution of Hk can be expressed as
[30]
H  CN(0,
L 1X
`=0
2` j exp( j2
k
K
`)j2InR 
 InT )
= CN(0, InR 
 InT ). (57)
From (55) and (57) it can conclude that the procedure of transmit power minimization for a frequency
selective fading MIMO channel can be converted to that for a set of the equivalent frequency flat
fading MIMO channels.
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VI. NUMERICAL RESULTS AND COMPARISON
In all of our simulation, we always make use of BPSK modulation for each data stream transmission,
which corresponds to the modulation parameters i = 1,i = 2, i = 1, 2, : : : ,m. For simplicity, we
let each data stream have the same constraint parameters, i.e.,
P
(1)
out = P
(2)
out = : : : = P
(i)
out = Pout, (58)
and
P b(1) = P b(2) = : : : = P b(m) = Pb. (59)
We first observe the behavior of MIMO individual outage probability using Lemma 1. In order to
provide convenience for making OP comparison between SISO and MIMO systems, we first evaluate
outage probability Pout = 10  for SISO systems by setting exponent . And we call  as a SISO
outage exponent (OE). For example, we set the OE  = 1, then Pout = 10 1 and out = 1.1  10 1
for the SISO system, and under given out = 1.1  10 1 we can compute further Pout = 6.6  10 5
for the MIMO system with n = 6, m = 3, and i = 3. Table II provides computed results for the
MIMO system with n = 6, m = 3, and i = 3 when  is set from 0.4 to 1.8. Table II shows that the
MIMO system has lower individual OP as  increases, and almost has no outage when   1.6. In
the following, if needed, we will always set out = 1.1  10 1, whose corresponding OE is  = 1 .
We now consider the constraint condition of BER in optimization design, which is given in (40).
Fig.2 plots the constrained BER for the MIMO system with m = 3 and n = 6 when the OE is set
appropriately from 1 to 2. From this figure, the constraint condition is easily met for any of the three
data streams i = 1, 2, 3.
We still fix the minimum antenna number m = 3 and the maximum antenna number n = 6. Fig.3
plots the individual ATP for the two adaptive transmit schemes produced using the new and old upper
bounds of Q function for i = 1, 2, 3. It can be observed that the ATP increases gradually as i increases,
which implies that the channel condition becomes worse. On the other hand, the power allocation with
the new upper bound (UB) has more power saving than the one with the old UB for all i = 1, 2, 3.
Finally, we fix m = 3 and i = 2. Fig.4 plots the individual ATP computed by Proposition 2 for
different n. It can be observed that as the maximum number of antennas n increases, the needed ATP
decreases, but the amount of ATP improvement becomes gradually smaller. For comparison, this figure
also includes the BER curve with the traditional UB of Q function BER = 12e
  dSNR. It can be found
from this figure that all of the three different MIMO configurations have the reliable performance of
exponential average BER.
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TABLE I
MINIMIZATION PARAMETER c FOR THE NEW UPPER BOUND OF Q FUNCTION
BER 10 3 10 3.5 10 4 10 4.5 10 5 10 5.5 10 6 10 6.5 10 7 10 7.5 10 8
SNR 6.8 7.7 8.4 9.0 9.6 10.1 10.5 10.9 11.3 11.7 12.0
c(SNR) 8.4 9.2 9.8 10.4 11.2 11.8 12.4 12.8 13.4 13.8 14.4
TABLE II
OUTAGE PROBABILITY COMPARISON BETWEEN SISO AND MIMO SYSTEMS
SISO OE 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
out 5.1 10 1 2.9 10 1 1.7 10 1 1.1 10 1 6.5 10 2 4.1 10 2 2.5 10 2 1.6 10 2
SISO OP 4.0 10 1 2.5 10 1 1.6 10 1 1.0 10 1 6.3 10 2 4.0 10 2 2.5 10 2 1.6 10 2
MIMO OP 2.0 10 2 2.9 10 3 4.3 10 4 6.6 10 5 1.0 10 5 1.6 10 6 2.5 10 7 4.0 10 8
VII. CONCLUSIONS
It is well known that multiple antennas can provide high multiplexing and diversity gains for wireless
communications. Adaptive transmission techniques in wireless communications can utilize the system
resources efficiently and provide satisfactory QoS. In this paper, we have investigated adaptive trans-
mission mainly based on channel eigenvalues for MIMO multi-beams systems. Under the BER and OP
constraints, we have presented the closed-form expressions for the minimum average transmit power
and individual outage probability. Our theoretical analysis shows that in fading environments wireless
communications employing multiple antennas can also achieve the exponential BER performance, as
operating in non-fading AWGN channels.
APPENDIX
The proof of Proposition 1: Since P b(i)  i2
out(i)
mea(i)
, then it follows from Lemma 2 that 0(i) =
out(i). Furthermore, we can have
^(i)(P b(i),P
(i)
out) =
Z 1
out(i)
pifi(i)di. (60)
Substituting (29) into (60), we obtain
^(i)(P b(i),P
(i)
out) =
Z 1
out(i)
dSNR(i)
i
fi(i)di
+
Z 1
out(i)
2
ii
ln(
i(i)
out(i)
)fi(i)di. (61)
With respect to (61), we define
s(dSNR(i),out(i)) = Z 1
out(i)
dSNR(i)
i
fi(i)di (62)
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and
(out(i)) =
Z 1
out(i)
2
ii
ln(
i(i)
out(i)
)fi(i)di. (63)
In what follows, we consider to derive (62) and (63), respectively.
From Lemma 1 in [36], the marginal p.d.f. of the i-th largest eigenvalue i can be written as
fi(i) =
mX
k=i
( 1)k i

k   1
i  1

m
k

fmin:k(i) (64)
where fmin:k(x) denotes the p.d.f. of the smallest random variable considered in a subset of k random
variables over the set of all eigenvalues, and is given by
fmin:k(x) =
kC
m!
X

X

sgn()sgn()Ak(,)
e kx
X

x+k+k 2+
Pk 1
=1 
k 1Y
=1
( +  +    2)!
!
. (65)
With the help of the complementary incomplete gamma function  (q,x), thus we can obtain the
desired result (43) after a simple derivation.
The derivation of (63) is similar, but involves a process employing the following special function
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|q(x) defined as [38]:
|q(x) =
Z 1
1
tq 1 ln te xtdt
=
(q   1)!
xq
q 1X
k=0
 (k,x)=k!. (66)
Finally, again making use of (64), we can easily obtain the desired expression of (out(i)) (44).
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