INTRODUCTION
In this paper we discuss a variational approach to partial differential equations arising in computer vision [9] . The [4] , [5] and [6] . We [4] , [5] and [6] , where some results on existence and nonexistence of solutions can be found. These results have been obtained by considering a system of characteristic equations associated with (2) . In this recent paper 365 ON VARIATIONAL APPROACH TO PHOTOMETRIC STEREO Kozera [ 11 ] , discussed the existence of solutions to the system This is the case of photometric stereo. Here, the shape of a Lambertian surface is recovered from a pair of image data obtained by illumination from two different light source directions (see [9] , [11] ] and [13] ). In particular, Kozera [11] has obtained some results guaranteeing the existence of one, two, four or more than four solutions. The method employed in [11] (2) . In a recent paper [7] , the authors proved that any function u satisfying the inequality (*)|Du(x) |2~E(x) can be regarded as a "minimum" of the functional J, in the sense that there exists a sequence {un}, with un ~an = u such that and The same result continues to hold if the L 1-norm in J is replaced by a
LP-norm with
This phenomenon occurs regardless of whether or not the equation (2) has an exact solution (for nonexistence result see [4] , Theorem 1). Therefore, due to this approximating property, one should also consider any function u satisfying ( * ) as a candidate for a possible shape, which is important in cases when the equation (2) (2) . In this paper we address the same question for the system (3). We assume that this system has at least two exact solutions ul and u2. To describe our main result, let us introduce the following In both situations, due to the Sobolev compact embedding theorem, up to a subsequence, un converges uniformly to u. Consequently, in practice it is difficult to distinguish between un and u for large n. Therefore, this also supports the idea that in the case of the eikonal equation (2) any function u satisfying (* ) should also be considered as a candidate for a possible shape. In the case of system (3) the same role should be attributed to any function satisfying (* * ). Finally, we point out that we use Young measures (see [2] and [3] ) to understand the nature of oscillations of weakly convergent sequences occuring in our approach. represented by the graph of a function U E Cl (Q), is illuminated from two linearly independent directions, namely p2, p3) and q2, q3). According to the discussion in Section 1, u satisfies the system of equations (3) . We assume that i =1, 2, are continuous on Q.
Throughout this paper we assume that the system (3) has at least two distinct solutions. For our purposes, we fix two distinct solutions ul and u2 belonging to Cl (0). With these two solutions we associate the functional E given by (6) .
We describe below a situation, where the system (3) has exactly two distinct solutions. This result is taken from Kozera [11] 
3(!~!+i)
Consequently, we have (ux 1 )x2 = (ux2)X 1, i =1, 2. Therefore there exist exactly two distinct solutions u 1 and u2 (x) I x I 2 of the 2 system (3). For conditions guaranteeing the existence of four solutions we refer to the paper [ 11 ] .
To examine the structure of minimizing sequences of functionals E (u) and I (u), where I is given by (5) joining Du1 (x) and Du2 (x) for a. e. x E SZ.
In the next section we construct a minimizing sequence with properties described in Section 1 for a function + ( 1-~,) u2 for some ~, E (0,1 ).
For simplicity we assume that X is independent of x.
MAIN RESULT
Since a minimizing sequence un must agree with a given function u = ~,ul + ( Consequently, combining (10) , (11) and the last estimate we obtain
It is easy to check that Therefore we may assume that ~n -~ 0 weak-* in W 1 ~ °° (SZ) and this completes the proof.
To close our paper we point out that elements of our construction are not new and can be traced in variational calculus (see [8] ).
