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1, INTRODUCTION
There exists a huge literature on the central limit problem for sums of dependent random variables while the weak convergence of such sums to the other laws has not been investigated so intensively.
In the present paper we examine convergence in distribution of sums of dependent random vectors to a-stable laws, 0~ a ~2. We prove Theorem 4.1, a finite-dimensional and nonstationary generalization of Davis' theorem [S, Theorem 11, next Theorem 4.2 which is a counterpart of Ibragimov's central limit theorem for p-mixing sequences [13] , and also a limit theorem for partial sums of m-dependent stationary sequence (Theorem 5.3) which corresponds to the central limit theorem of Diananda c71.
As a main tool we use Theorem 3.1 on the weak convergence of sums to a generalized Poisson distribution, formulated in array setting without any assumption on stationarity. In its proof we apply the point processes method in a way similar to the approach of Durrett and Resnick [8, Section 4 3. However, the criterion which guarantees the convergence in distribution of point processes is different: we apply the general theory of point processes due to Kallenberg [15] similarly as it has been done in the extreme value limit theory [17] , i.e., considering modified Leadbetter's conditions D and D' [ 161, while Durrett and Resnick applied Freedman's theorem [9] based on Jager's theory of point processes [14] .
Recently Resnick in [22] has given a systematic treatment of the application of point processes theory in various limit theorems for sequences of independent random variables (also for partial sums). It is possible to derive similar theorems in the case of dependent random variables making use of the convergence of point processes described in Remark 3.6; here, however, we restrict our considerations to the convergence of partial sums.
In Theorems 4.1 and 4.2 we assume the condition Db which excludes clusters of big values in the rows of an array. This is a rather strong restriction since there exist some natural examples of sequences (e.g., moving averages), which do not have this property. However, such sequences (arrays) often can be replaced by some other ones, which lead to similar sums and satisfy the condition Db. We give an example of such a reduction in Sections 5 and 6, where we obtain limit theorems for sums of m-dependent stationary sequences.
PRELIMINARIES
In what follows we need some conventions. Generally, we use the notation of the book of Araujo and Gint [Z] . In particular, for 0 < z < +co c, -Pois(v) is a distribution on Rd, given by the characteristic function The corresponding characteristic functions are of the form
A distribution 1( on Rd is a-stable, 0 <u < 2, iff it has the representation P = db * CC,(,) -Pois(v(a, a))), (2.4) where b E Rd and v(a, a) is the Levy measure given by the formula v(c2, a)(A) = jtie, jom l(A)(r, s)r-'-* dra(ds) (2.5)
for all Bore1 subsets of the space Ed = Rd\ (0). Here Sd-' = {x E Rd; l/xl1 = I}, 0 is a finite measure on Sd-' and (r, s)E(R+\{O}) x Sd-' is an obvious parametrization of the space Ed. The function t(a) in (2. (see [2, p. 1493 ). Let { Xk; k E Z} be a two-sided sequence of i.i.d. random vectors with values in Rd. The classical limit theory for independent summands asserts that one can find centering vectors b,, and normalizing constants a,,, n E N, such that the sequence (S, -b,)la, =(c, xk -&)/a., neN, converges in distribution to some nondegerated limit /1 if and only if p is an a-stable distribution (0 < a< 2) and the marginal distribution 2(X,) belongs to the domain of attraction of p:
If O<a<2, then for 3(X,,) be in D(p) it is necessary and sufficient that 9(X,) varies regularly with index (-a) (see [lo, 183) . In particular, if pp(X,) ~D(p) and p is a-stable, O<u<2, then t"P(lIX,Il > t) is a slowly varying function [24] .
We finish this section with some remarks on Levy processes refering for further discussion and literature to [22] . For every generalized Poisson distribution (in fact, for every infinitely divisible distribution) there exists a time-homogeneous process with independent increments ( Y(s) = (y,(s (2.8) for every Bore1 subset A of Ed'. In particular, for a Levy measure v on (Ed)p and for a finite and non-empty subset I c ( 1,2, . . . . of we obtain the Levy measure (2.9) where C,: Rd.p + Rd, C,(X,, . . . . xp)=Cisl Xi.
GENERALIZED POISSON LAWS AS LIMITS OF SUMSOF DEPENDENT RANDOM VECTORS
In [22] Resnick has shown that the theory of point processes can be very useful in the proofs of limit theorems for arrays of random vectors independent in rows. The idea is as follows: prove the convergence in distribution of certain point processes connected with the array of random vectors and then obtain such a convergence for compositions of those processes with some a.s. continuous functionals by the continuous mapping theorem [ 3, Theorem 5.11 . In the case of sums it is convenient to separate the essential part of each random vector and use, e.g., [3, Theorem 4.21 . Such a method for sums of dependent random variables was used for the first time by Durrett and Resnick in [S] . The result was formulated in terms of conditional quantities. In this section we prove a limit theorem for certain point processes connected with the array of random vectors via Kallenberg's theory [15] using some assumptions drawn from the extreme value theory (see, e.g., [17] where supremum is taken over the set of all p, q, r such that 0 < p < The property B,, is a stronger version of Leadbetter's condition D, introduced by Davis during examination of limit laws for order statistics [4] and Db is one of the generalizations of Leadbetter's condition D' (see also [12, 193) . S, -ES, 7 c, -Pois(v).
(The symbol " + 9'r denotes convergence in distribution.)
Remark.
In the sequel we will use Theorem 3.1 for the Lkvy measures v(a) of a-stable distributions, 0 <a < 2. Obviously v(a), 0 <a < 2, are atomless.
In the proof of Theorem 3.1 we need the following lemma. Due to Db the right-hand side of (3.22) can be made arbitrarily close to (-C) if only r and Ai are properly chosen. This together with the inequality exp( -x) 3 1 -x (for x > 0) gives (due to B,)
The inequalities (3.21) and (3.23) prove (3.11) for O<C< + co. If C= + co, then the estimation (3.22) gives under I&, and Db the convergence P(r)fE., Ank)+O, n+ co. 1
For an array { Xnk, 1< k < k,, n E N} of random vectors we define a sequence {N,, n E N} of point processes on Ed as N,(A)= 2 l(X,,EA), AcEd. Remark 3.4. We treat the processes N,, n, as the measurable mappings of (52, 9, P) into the space Jtr described as follows. Let JY = d(Ed) be the space of locally finite measures on the Bore1 sets in Ed (i.e., ,u E .M iff p(K) < + cc for all compact subsets Kc Ed). JY is a Polish space when considered with the vague convergence (p, + p vaguely iff J fdp, + f fdp for every continuous function f: Ed + R' with compact support).
A' is a subspace of A' consisting of measures taking values in the set '0 1,2, . . . . + cc f. The convergence N, + D 17, denotes the convergence P d N; '(A ) -+ P o n ,: '(A ) for all A belonging to the a-algebra generated by the vague topology in JV such that U,(dA) = 0 P-a.s. For the equivalent definitions we refer to [ 15, Theorem 4.2, Lemma 4.41. In the proof of (3.24) we will use the following criterion which is an adaption (to the space Ed) of a general rule [ 15, Theorem 4.71. defined on the probability (Q, 9, P) with values in Rd. Assume that the distribution 9(X1) belongs to the domain of attraction of the cc-stable distribution pa, 0 < a < 2; i.e., there exist norming constants h, n E N} and centering vectors {b, E Rd; n E N} such that The following Theorem 4.2 can be considered as the cc-stable counterpart of the Ibragimov's central limit theorem for p-mixing sequences [13] . For simplicity we assume d = 1. A sequence of random variables (X, ; k E N) is p-mixing iff [23, Corollary 5.101. Hence we get an improvement over Samur's result, since we assume stationarity of two-dimensional distributions only, take p-mixing with the weak (4.8) instead of q-mixing, (4.12) and (4.13); and, finally, (4.11) is sufficient instead of (4.14). i
STABLE DISTRIBUTIONS AS WEAK LIMITS OF PARTIAL SUMS OF A STRICTLY STATIONARY ~-DEPENDENT SEQUENCE
The central limit theorem for stationary m-dependent sequences obtained in [ll, 7, 201 has quite a satisfactory form.
This section is devoted to some investigations concerning the convergence in distribution of partial sums of m-dependent random vectors to a-stable limits for 0 < tl < 2.
A two-sided sequence {X,; kE Z} of random vectors is said to be m-dependent if, for every n E N, the c-algebras o(..., X,-r, X,,) and a(X, + m + 1, X, + m + *, . ..) are independent.
The first lemma explains the properties A,, BO, and Db for an array of random vectors m-dependent in rows and this way shows what advantages can be gained by adapting Theorem 3.1 directly for such an array. The following example shows that it is easy to find an array that is stationary and l-dependent in rows, for which (5.2) is not true. For a stationary sequence {X, ; k E Z 1 we denote by { fk ; k E Z > the "associated" sequence which consists of i.i.d. random vectors with 9'(2J = 9(X,). The above result can be treated as the a-stable counterpart of the following central limit theorem [7] . THEOREM 5.5. If (A',; HEN) is a strictly stationary sequence of m-dependent random vectors with values in Rd such that EX, =O, E 11X0 11' < + 00, then where S, = C;= 1 X,, C = [a,], oii = EX$Yi + CL, E( X&l/$ + XjX&).
Notice that C = Cov S, + I -Cov S,. For a strictly stationary sequence of m-dependent random vectors (X,; k E Z}" denote by { Xp); k E Z} the i.i.d. sequence of random vectors such that XbJ') has the same distribution as xpk,, X, and {X p); k E Z} is independent of {X,; k E Z}, qP)= i Q4, s,= f x,.
k=l k=l Both results, Theorems 5.3 and 5.5 can be regarded as a partial answer to the following Conjecture. Let {X,; k E Z} be a strictly stationary and m-dependent sequence of random vectors. If the distributions 9(S,+ ,) and 9(S,) belong to the domains of attraction of a-stable laws for some E E IO, 21, then the sequences { Spj + S,; n E N} and {Skm+ l); n E N) identically normed and centered have the same limit in distribution.
We defer the technical proofs of Theorem 5.3 and Corollary 5.4 to Section 6. Here let us note only that the idea is based on Theorem 3.1 and is not so simple as in Section 4. Here the array &k = xk/any kEZ,nEN does not satisfy D'. Thus we make a special reduction and pass to a family of arrays {Xi:*, kEZ, nEN}4,0 whose properties allow us to apply Theorem 3.1.
Below we consider two examples which give some information about the measure vO, belongs to the domain of attraction of the a-stable distribution c, -Pois(v), where v = v( 1; 0, 1) (i.e., P(X, > x) = X ~ 'L(x), x > 0, and L is slowly varying in co). Let { uk ; k E N} be a sequence of constants such that nP(X, >Q,X)+X-l, n-m.
We define Y, = max(x,, 3X,+ 1),
The sequence has the properties:
(1) { Y,; n E N} is stationary; (2) { Y,; no N} is l-dependent; n E N. (3) and (4)).
The property (5) Notice that one cannot change the order of operations of taking the limit and integration.
6. PROOFS Lemma 6.1 gives an estimation which will be useful in the sequel. 
ProoJ
The idea is based on Theorem 3.1; however, this result will be useful after a certain reduction.
Let us fix q > 0 and define s,** = ,g, XZk,*.
We have S,** = S,* and by (6.4) it is suffkient to show S** -y Pois(v,), n n + 00.
In the lemma below we recapitulate the properties of (A',$*}. In order to obtain this we now prove the following technical lemma. We consider each of the three cases separately. This allows us to apply the Lebesgue dominated theorem and find limits in (6.28) and (6.27). 
