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Abstract--Continuous senmtlvlty equation methods have been apphed to a varmty of apphcat~ons 
ranging from optimal design, to fast algorithms m computational fluid dynamics to the quantification 
of uncertainty. In order to make use of these methods for interface problems, one needs fast and 
accurate numerical methods for computing sensitwitles for problems defined by partial differential 
equations with solutions that have spatial discontinuities such as shocks and interfaces. In this paper 
we develop a discontinuous Petrov Galerkm finite-element scheme for solving the sensitivity equation 
resulting from a 1D mterface problem The 1D example m sufficmnt o motivate the theoretical and 
computatmnal issues that arise when one derives the correspondmg boundary value problem for the 
senmtlvitms In particular, the sensitivity boundary value problem must be formulated in a very 
weak sense, and the resulting variational problem prowdes a natural framework for developing and 
analyzing numermal schemes. Numerical examples are presented to illustrate the benefits of this 
approach @ 2005 Elsevier Ltd All rights reserved 
Keywords - -E lhpt l c  interface problems, Finite elements, Petrov Galerkm finite elements, Sensi- 
tivity analysm 
1. INTRODUCTION 
Accurate  sens i t iv i ty  ca lcu lat ions p lay an  impor tant  role in the  analyms and  opt imizat ion  of engi- 
neer ing systems.  Sens i t iv i ty  equat ion  methods  have been used to compute  grad ients  and  great ly  
improve design cycle t imes  in opt imizat ion -based  design see [1-3]. In  add i t ion ,  they  have been 
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used to construct fast solvers for computational fluid dynamics [4] and for quantifying uncer- 
tainties in parameter dependent systems [5]. However, to take advantage of these benefits one 
must first derive a boundary value problem for the sensitivities, show the resulting boundary 
value problem is well posed in an appropriate space and then develop good numerical schemes 
for approximating sensitivities. When geometry or shape parameters are considered, the sen- 
sitivity equations may have very weak solutions (e.g., only L2 in space) and require that one 
develop numerical algorithms that capture these weak solutions. We shall present a simple 1D 
interface problem to illustrate this basic issue and to highlight some of the mathematical nd 
computational difficulties. In particular, we focus on a specific variational formulation of the 
corresponding continuous ensitivity equation, establish the well posedness of the problem and 
develop a special Petrov Galerkin method to resolve the discontinuitms in the solution. Although 
there are several techniques for computing sensitivities (see [1-3]), the approach we discuss here 
has the advantage that it is very general and can avoid Gibbs phenomena near discontinuities. 
The basic framework for setting up and analyzing the convergence of the numerical method has its 
roots in the work of Lions [6] and in Aubin's approximation theory for general elliptic boundary 
value problems [7]. 
1.1. Notat ion  
Before describing the sensitivity equation and the Petrov Galerkin method, we define the 
function spaces and mathematical notation related to the course of this exposition. Let Hm(f~) 
denote the usual Sobolev space of "functions" whose partial derivatives, up to order m, are square 
integrable. Let L 2 = L2(f~) with inner product defined by 
(u, v)o = £ u(x)v(x) dx, 
for all u(.), v(.) E L 2. We denote the induced norm as 
This paper makes use of the typical Sobolev spaces for elliptic systems denoted by V = H01 (f~) c 
HI(~), where V consists of functions in H*(~) with zero trace. The space H 1(~) is equipped 
with the norm denoted by 
/ /~  f \ 1/2 
: + } : + ll<l=o) 
and the dual space of V is given by V* = H-I(E~). The H 1 seminorm is denoted by 
M1 -- (£  dx) 1/2 
and the space H02(f~) is defined to be 
During the course of thls paper, other definitions are undertaken once the reader is mtroduced 
to the appropriate motivation. In addition, differentiation with respect to the spatial variable 
(in the Fr~chet sense) is denoted by ¢~(x; q); however, differentiation (also in the Fr~chet sense) 
wlth respect to a parameter, q for instance, will be denoted by the notation Oq¢(x; q). 
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2. MOTIVATING EXAMPLE 
Elliptic interface problems arise in a number of applications ranging from oil reservoir simula- 
tion to industrial applications such as mold filling and die casting as well as biofilm growth, see 
[8-10; 11, Chapter 8]. We begin by considering a simple one-dimensional example of an elliptic 
interface problem posed on the domain fl = [0, 1], see Figure 1 The classical motivating example 
is that of steady state heat conduction i  a thin rod consisting of two materials with the interface 
of the two materials occurring at the spatial location x = q. Assume the parameter q E Q = (0,1) 
is the location of an interface between two subdomains denoted by ~l(q)  = (0, q), ~2(q) = (q, 1), 
and denote the interior boundary of the subdomains as I'q -- {q}. We define the state variable 
( Wl (X; q), 0<x<q,  
w(z; q) = { 
[ w~(x;q), q < x < l, 
so that w(x; q) is the solution of the boundary value problem given by 
- (n,(x; q)w',(x))' = 0, for x e f~,(q), 
Wl(0) = 0, w2(1) = 1, 
wl(q- ) - w2(q +) = 0, 
[nlwi(q-)] - [~;2w~(q+)l = 0. 
= 1, 2, (1) 
(2) 
(a) 
(4) 
The coefficient, n(x; q), is a piecewise constant function that is discontinuous at the location of 
the interface, and n(x; q) is given by 
f t~ 1 = 1, 0 < x < q, 
t~(X; q) [ ~;2 = 2, q<x<l .  
~=1 ~=2 
X=I x=0 q 
Figure i One-dimenmonal example. 
Note that for each q E Q, the state variable w(x;q) e Hi(0,1), but w ~ H2(0,1). In partic- 
ular, we have n(x; q)w'(x,q) E Hi(O, 1). The state equation may be interpreted in the sense of 
H-l(0, 1), and the variational formulation of this boundary value problem is rather standard, see 
the so-called transmission problem of Example 21.8 in [12]. However, the same cannot be said of 
the corresponding sensitivity equation. The exact solution of the system (1)-(4) is given by 
2 
Wl (X; q), O <_ x < q, - I ~y~x,  O <_ x < q, 
w(x;q) a- { w2(x;q), q<x<l , -  [ 1 (5) 
- 1, q<x<l .  
For all 0 < q < 1 we define the sens~awty s(x; q) E L2(0, 1) by 
-2  
s(x;q) ~ { Sl(X;q), 0<x<q,  { (q+l)2X,± 0<x<q,q  
= = (6) 
s2(x;q), q<x< 1, (q-t---1)2(x--1)' <x< 1, 
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and observe that for x ~ q, (Sl(X;q), s2(x; q)) = (Oqwl(x; q), 
this function satisfies the following boundary value problem 
- [~,s' ,(~)]'  = 0, for • e n, (q ) ,  ~ = 1, 2, 
s~(0) = 0, ~(1)  = 0, 
[sl(q-) - s2(q+)] = [w~(q +) - w i (q-)], 
[alsi(q-)] - [n2s~(q+)] = 0. 
The system (7)-(10) is called the continuous ensitivity equation. 
Oqw2(x, q)). In addition, note that 
(7) 
(s) 
(9) 
(10) 
It is important to note 
that the sensitivity equation can be derived directly from the state equation (1)-(4) by a formal 
differentiation (see [1-3,13]). However, in order to make this derivation rigorous and to provide 
a framework for approximation theory, one must precisely define what is meant by a solution 
of the system (7)-(10). Observe that the sensitivity s(x; q) is discontinuous at x = q and the 
magnitude of the jump discontinuity in (9) is determined by the jump in the state gradient term 
at the interface. 
We shall see that the solution s(x; q) of the sensitivity equation can be defined as a "very weak" 
solution of a well posed elliptic boundary value problem on the space L2(0, 1). In particular, we 
must interpret the sensitivity equation in (7)-(10) in the sense that the differential equation holds 
in the dual space W* where 
W = {¢ e Hlo(O, 1)]~(x;q)¢'(x) e Hi(0, 1)}. 
The following section treats the theoretical issue of describing the appropriate variational space in 
which to interpret boundary value problems that have the form of sensitivity equation (7)-(10). 
3. A WEAK FORMULATION 
In this section, we consider an elliptic interface boundary value problem that is a generalization 
of the sensitivity equation stated above. Let d E ~, q E Q, and f (x)  E L2(0, 1) be given. We 
consider the problem of finding s(x; q) E L2(0, 1), such that 
- (~(x ;  q)s'(x; q))' = f (x ) ,  x e (0,1), (11) 
s(0; q) = 0, s(1; q) = 0, (12) 
s(q+; q) - s(q-; q) = d, (13) 
a(q+; q)# (q+ ; q) - n(q-; q)# (q-; q) = O, (14) 
in the sense that the system (11)-(14) satisfies a weak form of the differential equation in W*. 
Here, we allow 
nl, O < x < q, 
~(x;q)= ~2, q<x<l ,  
where ~, > 0 is constant on fl,(q) for z = 1, 2. 
A corresponding weak formulation for this problem is to find s(x; q) c L2(O, 1), such that 
- ,s =(v , f )oTd lq (v ( . ) ) ,  VveW,  (15) 
0 
where lq C W* is defined by 
zq(v(.)) = .(q; q)0~v(q) ~ ~(z; q)v'(~)l~=q, 
for all v e W. Note that Zq(.) is a well-defined continuous linear functional on W since v(.) E 
W ~ tc(x;q)v'(x) E HI(O, 1). Hence, the variational equation (15) is to be interpreted in the 
sense of W*. 
If we define the set 
Z = {u(0) = 0, u(1) = 0, U[(o,q) e Hl(0, q), U](q,1) e Hi(q, 1) and gu' e Hi(0, 1)), 
then it is a straightforward variational argument to verify the following result. 
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LEMMA 1. L ¢ the sdution to the variational problem (15) is in Z, then it is Mso a solution to the 
boundary value problem (11)-(14). 
PaooF. Assume that for each q E Q, s(x, q) is a solution of the variational problem. Choose 
v(.) E W, such that v(.)l(0,q ) E Hg(O,q) and v(.)l(q,1 ) = O. Then applying integration by parts 
twice to (15) gives 
which leads to - (~(x)s ' (x)) '  = f (x)  in L2(O,q). Similarly we have - (~(x)s ' (x)) '  = f(x)  m 
L2(q, 1), and these imply that s(x) satisfies (11) in the L 2 sense. Thus for any v(.) E W, 
integration by parts in (15) leads to the equality 
--~v'slqo + ~vs'l q - ~v'sl~ + ~vs'I~ = d ~(q)vt(q). (16) 
Note that s E Z satisfies the essential boundary conditions given by (12). The arbitrariness of
~(q--)v'(q--) = t~(q-t-)vt(q-{-) = ~(q)vt(q), 
and v(q) m (16) imply that s(x) satisfies the interface conditions 
s(q +) -- s(q-) = d, 
~(q+)J(q+) -- m(q-)st(q - )  = O. 
Hence, s(x; q) is a very weak solution of the boundary value problem defined by the differential 
equation (11) and the side conditions (12)-(14). | 
The focus now shifts to an investigation of the regularity of the variational equation in (15). 
For v(.) E W, the quantity 
Ilvllg = v/llvll~ + I~v'l~, 
defines a norm on W, and we consider the following bilinear form on W x L2(0, 1): 
a(v ,s )=- ( (nv ' ) ' , s )o ,  VvEW,  s E L2(0, 1). 
LEMMA 2. The blhnear form a(., .) has the following properties: 
1. There exists a constant C, such that 
la(v,*)l _< Cllvllwll~IIo. 
2. There exists a constant a, such that for nonzero v, 
sup aft, s) 
~w ~ > <1410- 
3. For every nonzero v E W, there exists s E L2(0, 1), such that 
aft, ~) ¢ o. 
PROOF. Property 1 follows directly by definition. For Property 2, we note that for any fixed 
s ~ L2(0, 1), there exists a unique solution v(.; s) E W of 
- (~ ' ) '  = ~, 
v(0) = 0, v(1) = 0, 
such that 
IIv(., s)llw < cIIsll0. 
This inequality follows directly from the Lax-Milgram theorem (see [12] for example) and Property 
2 follows from 
a(v, ~) a(~(-,s),~) II~llo ~ 1 
~ewSUp ~ - >  I[v(.,sDllw ->--CI]s]l o - c]]SH°" 
Property 3 is also obvious since we can simply set s = -(nv') ' .  | 
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THEOREM 1 ['or any f • L2(0,1), the weak formulation (15) has a unique solution s • L2(0, 1) 
PROOF. First, we note that for any f • L2(0, 1), 
f)0 + d 
is a continuous linear functional on W. The result now follows from Lemma 2 (see [14,15]). | 
The previous results establish the well-posedness and regularity of the variational equation (15). 
We turn our attention to numerical methods for approximating the solution to (15), and hence, 
the solution to the boundary value problem (11)-(14). Standard finite-element techniques can 
provide a very accurate approximation, in the L ~ sense, but these schemes will always exhibit 
a Gibbs phenomena round the interface because of the jump condition in (13). An alternative 
approach is to use a Petrov Galerkin finite-element method which accounts for the jump condition 
in (13) by constructing a basis containing functions which are not required to be continuous across 
adjacent elements. The trial function is represented using this basis; while a basis of piecewise 
cubic polynomials is used to generate the test functions. The next section gives an overview of 
this approach. 
4. A PETROV GALERKIN  METHOD 
We first describe the finite-element spaces used to approximate he weak solution in (15). The 
space containing the trial functions is described first followed by that of the test functions. Form 
a partit ion 
Th : O = xo ~ xl  < " ' < XN < XN+I = I, 
such that xk -- q for a fixed integer k with 1 < k < N. For the trial function s, we will use a 
space formed by polynomials of degree 1 on subintervals e, = [x,_ l ,x,]  denoted by Pl(e~). In 
particular, the trial function space is piece-wisely defined through the partition Th as follows: 
Sh={S • L2(O, 1 ) [s (O)=s(1)=O,  sl~, •P l (e , ) ,  i= l , . . . ,N+l} .  
Note that functions in Sh are not required to be continuous over the entire domain fl = [0, 1]; 
in particular, they are not required to be continuous across elements. To describe the space in 
detail, we consider the following local nodal basis functions in each element e,: 
¢, ,1(x)=1 -~,  ¢, ,2(x)={,  
with 
~_ X--X~-I  
- - ,  h, = x, - X , - l .  (17) 
h, 
For each interior node x,, i = 1 . . . .  , N, one can use the first degree local nodal basis functions 
to form two piecewise first degree polynomials as follows: 
x e e,, 
¢2,-1(x)= 0, otherwise, 
¢2,(X) = f ¢,+1,1(X), X e e,+l, 
0, otherwise. 
It can be shown that 
Sh =span{$ l (x ) ,¢2(x ) , . . . ,~2N- l (X ) ,~2N(X)}  . 
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Figure 2 Two basis functions for the trial fimte-element space. 
Two typical basis functions are plotted in Figure 2. In this partmular example, the basis functions 
are centered at node x2. 
On the other hand, the space of test functions is formed as polynomials of degree 3 and is 
constructed as follows: 
Vh = {v e W t v(0) = v(1) = v'(0) = v'(1) = 0, v]~, e Pa(e,), z = 1 , . . . ,N+ 1}. 
To describe this space in detail, we consider the following local nodal basis functions in each 
element e,: 
¢,,1 (x) = (1 - ~)2(2~ + 1), ¢,,2(x) = h,~(1 - ~)2, 
(18) 
~2,,3(X) : ~2(~ -- 2~), ~2,,4(Z ) = -h,~2(1 - ~), 
with ~ defined as in (17). At each interior node x, with z ¢ k, we let ¢2~-1(x) and ¢2,(x) be the 
usual piecewise Hermite cubic basis functions with the following properties: 
1, ifz =3,  
= ~,_1(X3) = O, 0<3_<N+I ,  ~22z-- 1 (X3) O, otherwise, 
1, i f /=3 ,  
~b2,(x3) = 0, 0 ~ 2 -< N+ 1, ~2'(x3) = 0, otherwise. 
Two typical basis functions in Vh are plotted in Figure 3 These basis functions are centered 
around node x2, and in the figure, we assume that k ~ 2. 
At the node xk -- q, where the jump conditions are imposed, we let ~P2k-l(x) be defined in 
the same manner as any ¢2,-z(x) introduced above because we can easily verify that ¢2k- l (x)  
is in Vh. However, the requirement that ¢2k(x) E W leads to the following modification on the 
formula of the general ¢2~(x): 
Ck,4(x), if x E ek, 
¢2k(x) = R~'k+l,2(x), if z C ek+l, 
O, otherwise, 
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Figure 3 Two basra functions for the test finite-element space at a typical nomnter- 
face node 
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Two basra functions for the test fimte-element space at the interface node 
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with 
R-  ~(q-) ~(q+)' 
Then functions ¢,(x),  z = 1, 2 , . . . ,  2N are all in the space W, and we can let 
Vh = span {~bl(X), ~b2(x),..., ~b2N_l(X), ~b2N(X)}. 
The two basis functions in Vh whose support includes the interface are plotted in Figure 4. 
Wi th  these finite-element spaces, we  now formulate a Petrov Galerkin finite-element method:  
2N find Sh = ~3=1 z3¢~(x) E Sh, such that 
a(¢,,  Sh) = (¢,, f)0 + d/q(¢,(.)) ,  
In matrix form, this method is to compute z from 
Az = f+f ,  
where 
A - -  (a(¢, ,  3H,,3=z, J 0 ]z= l '  
= 1 ,2 , . . . ,2N .  
= ,¢ ,  2N (dZ~ ( (.))),=~, / ) Z2 Z = 
By the construction of the basis functions for the test function space, the only nonzero entry of 
is its 2k th entry whose value is 
d/q(¢2k(')) = d n(q+ )¢I2k(q+ ). 
We now turn to the error estimation for the Petrov Galerkin solution Sh. We begin with the 
following two lemmas that guarantee the existence and uniqueness of the Petrov Galerkin solution. 
LEMMA 3. Functions ¢~'(x), ~ = 1,2, . . .  ,2N form a basis of Sh, and we have 
Sh = span {¢~'(x), ¢~'(x), , " • .. ¢~N-1(~), ~%(~)}- 
PROOF. We first note that ~p~(x) is a piecewise polynomial of degree one; hence, 
~1,// [X ~ span {¢~'(x), ¢~'(x) , . . . ,  ~2N-I~, J, ¢21N(X)} C Sh. 
Now, let us assume that 
c~¢~'(z) -r 2~2 ~ j +" '  + 2N~2N~X) = O, 
Restricting the function on the left to el = [xo, xl] we have 
vx  e [0,1]. 
t/ // X c1¢1,3(z) + e2¢1,4( ) = 0, Vx ~ e~. 
We note that ¢~z,a~/x~) and ¢ul.4~ rx~/ are two linearly independent functions on the interval [x0, xl] 
because their Wronskian is nonzero. Hence we must have Cl = c2 = 0. Applying the same 
arguments on other intervals e,, ~ = 2,3, N + 1 consecutively, we further have c, = 0, z = 
3, 4 , . . . ,  2N, and this implies that functions ¢~t,, = 1, 2 , . . . ,  2N are hnearly independent. 
Then, the result of this lemma follows from the obvious fact that: 
// • // X dim (span {~b~'(x),~b~'(x) . . . .  ,~b2N_l( ),~b2N ( )} )  = 2N = dim (Sa). | 
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LEMMA 4. The Petrov Galerkin finite-element method has a unique solution. 
PROOF. Because the dimension is finite, we only need to show the uniqueness which in turn is 
equivalent to showing that 
a(lbl, Sh) = 0, z = 1,2, . . . ,  2N, (19) 
implies Sh = 0. Because q is one of the nodes in the partition Th and a(x) is a piecewise constant 
function with a jump at x = q, (19) is equivalent to 
(¢:',aSh)o = O, z = 1 ,2 , . . . ,2N.  
Then the result of this lemma follows by applying Lemma 3 to (19) because ~Sh is obviously an 
element of Sh. 1 
LEMMA 5. For any 8h E Sh, there exists one Vh C Yh, such that 
v:,, (20) 
and 
I I~llw ~ c II~hllo- (21) 
Again, we only have to show uniqueness because of the finite-dimensional property. 
then we have 
II8 - shllo ~ CA 2. 
PROOF. We first show that Properties 2 and 3 of the bilinear form a(v, s) stated in Lemma 2 
hold for v E Vh and s ~ Sh. In fact, for any Sh C Sh, according to Lemma 5, there exists a 
~)h C Vh, such that 
which together with (20) lead to 
a(~h, Sh~ = (~h, -' ' Jlshll0 2 1 
-- (~"~) )0  > _ _  = __ fl*~lF0" 
Then we must have 
sup a (vh, s h )  > ~ Ilshllo. 
PROOF. 
Assume that Vh E Vh is such that 
(¢,,-(~cv~)'~ =0,  ~=l ,2 , . . . ,N .  
\ / 0 
We note that --(~V'h)' is an element of Sh. Thus, the above leads to - ( sv~) '  = 0. The boundary 
conditions will further imply that Vh = 0, and the uniqueness i hence proven. 
Then, letting fh = - - ( s~) '  in (20), we have 
(~)' 0 -< Ilshlt0, 
and (20) follows from the Poincar~-Friedrich's inequality. | 
THEOREM 2. Assume that the exact solution s(x) of (11)-(14) is in Z, such that 
Sl(o,q ) e H2(0, q), S[(q,1) e H2(q, 1), (22) 
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For Property 3, we note that for any Vh C Vh, wlth vh # 0, 
sh = - (~v l ) '  
is in Sh, and 
a (Vh, Sh) = (~V~h) ' 0 ¢ O. 
Then, by the well-known abstract convergence theorem for Petrov Galerkin finite-element meth- 
ods [14], we have 
IIs - ShNo < c II~ - Ih~l l0 ,  (23) 
where Ihs E Sh is the interpolant of the exact solution s. Since s is a function in W, Ihs must 
be a continuous piecewise first degree polynomial Then the standard error estimate of Ihs [16] 
leads to 
I1~ - Ihsllo <_ Ch 2. (24) 
Finally, the result of this theorem follows by applying (24) to (23). | 
REMARK. Using an argument similar to the proof of Theorem 3.1 in [17], we can show that the 
regularity requirement (22) is satisfied so long as the function f(x) is piece-wisely smooth enough. 
5. NUMERICAL  EXAMPLES 
In this section, we present wo examples to illustrate the advantage of the Petrov Galerkin 
method defined above. The first example is provided by the motivating interface problem (1)-(4) 
with corresponding sensitivity equation (7)-(10). The second example considers a problem with 
nonconstant ~(x; q). 
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5.1. The One-Dimensional  Interface P rob lem 
Here we focus on q = 0.5 and recall that the true solution to the sensitivity equation (7)-(10) 
is given by 
8 0<x<0.5 ,  ~_Ss l (x ; °5) '  0<x<0.5 ,  = -~z ,  
8(X; 0.5) / s2(x;0.5), 0 .5<x<1,  -9 (x - l ) ,  0 .5<x<1 
It is possible to develop an approximation theory for continuous piecewise linear (and cubic) 
elements along the lines found in [18]. However, as shown in Figure 5 this approach can lead 
to Gibbs phenomena. Here we used standard cubic elements, as found on page 55 of [19], to 
generate the numerical approximations. The plots in Figure 5 were computed using N -- 4, 8 and 
16 elements on a uniform grid with q = .5 as one of the grid points. Also note that the nodal 
values are indicated on the graphs, and linear interpolation of the nodal values is used simply to 
call attention to the Gibbs phenomena. 
On the other hand, the Petrov Galerkin method defined in the previous ection produces the 
solution shown in Figure 6 and the Gibbs phenomena can be avoided. 
5.2. A Spatially Varying Coefficient 
In this example, we apply the Petrov Galerkin method to the general elliptic boundary value 
problem (11)-(14) with n(x;q) not constant on the subdomains. In particular, we select the 
parameter q = 0.5 and define the coefficient by 
1 +sin(x), 0 < x < 0.5, 
~(z, 0.5) = 
4v~(1 + sin(0.5) cos(x  - 0.5), 0.5  < x < 1 
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Figure 7. True solution s(x, 0.5) (sohd) and Petrov Galerkin approximation (aster- 
lsks). 
The exact solution is 
( sin(27rx), 
s(x;  0 .5 )= 
L - cos(0.5~x),  
0<x<0.5 ,  
0.5 < x < 1, 
and f(x) chosen accordingly. Although the theory presented here does not apply to this problem, 
the numerical example below clearly illustrates the convergence ofthe Petrov Galerkin method. In 
this case, the jump condition can be determined from the statement of the true solution s(x; 0.5) 
given above. A sample finite-element calculation along with the graph of the true solution can 
be seen in Figure 7. The true solution is represented by the solid curve, while the asterisks, , ,  
indicate the Petrov Galerkin approximation at each node. 
To describe the numerical errors, we let 
J/01 E0(s~)  = (s - ~h) 2 d~, 
i; E l (~h)  = [(s - ~)2  + (~, _ s;)2] dx + [(s - ~)2  + (~, _ ~k)2] dx, /2 
E~(~h)  = ma~ Is(x) - ~h(x)l • 
xEP  
For each of the error evaluations, the integrations are carried out numermally with a suitable 
amount of accuracy, and P is a subset of [0, 1] consisting of a finite number of points including 
the nodes. Obviously, these quantities correspond to the errors of the numerical solutions in the 
L2-norm, HLnorm, and maximum norm, respectively Table 1 contains errors for a group of 
typical numerical results 
1902 
Table 1 
h 
1/20 
1/40 
1/80 
1/160 
1/320 
1/640 
1/1280 
J A BURNS et al. 
Errors of the Petrov Galerkm fimte-element solutmn 
Eo(sh) El(sh) E~(sh) 
4.6317e -- 004 2 8477e -- 001 7 6803e -- 003 
1 1523e -- 004 1.4251e -- 001 1.9937e -- 003 
2.8769e -- 005 7 1273e -- 002 5.0659e -- 004 
7 1898e -- 006 3.5638e -- 002 1.2760e -- 004 
1 7973e -- 006 1.7819e -- 002 3.2015e -- 005 
4 4932e -- 007 8 9098e -- 003 8.0180e -- 006 
1 1233e -- 007 4 4549e -- 003 2.0062e -- 006 
The errors in these numerical results seem to satisfy 
Eo(sh) ~ 0.1882 h 2 00s8, 
El(Sh) ~ 5.6957 h ° 099s, 
Eoo(Sh) .~ 3.0424 h l'9ss5, 
which are within our expectation for numerical solutions based on Theorem 2. 
6. CONCLUSION 
Although the motivation for this paper comes from the need to develop accurate numerical 
methods for boundary value problems that define "geometric" sensitivities, the mathematical  
framework and corresponding variational method is quite general. The fact that  the sensitivities 
may have discontinuities along interfaces even though the state variables are continuous must be 
considered in the formulation of the boundary value problem and the development of numerical 
methods. As we i l lustrated by the numerical examples above, the discontinuous Petrov Galerkin 
method offers an improvement over standard finite-element methods. It is also worth noting that 
there are other numerical techniques which can provide an approach for approximating these 
discontinuous sensitivities that is free of the Gibbs phenomena, see [20-22] and the references 
therein for examples. Domain decomposition algorithms have also been studied in great detail for 
the last severe/years ( ee [11,23] for example), and these algorithms are constructed with multiple 
domains in mind. For a specific example of an iterative, non-overlapping domain decomposition 
algorithm used for a discontinuous sensitivity computation, one is referred to [24]. 
Yet another approach to discontinuous sensitivity computations i  the idea of incorporating the 
discontinuity into the variational formulation. In [25], the authors present a mixed formulation 
of the state equation with the flux term being an addit ional variable to be determined. The 
sensitivity equation is then derived using the same type of formulation. Numerical results are 
also given for a 2D problem, and [25] serves to contrast with this paper in the following point. 
Essentially, if one wants to avoid Gibbs phenomena for the problems considered here, one must 
account for the discontinuity of the sensitivity across the interface. One may choose to account 
for that  discontinuity in a variety of ways. These range from mixed variational formulations 
where the underlying function spaces are carefully chosen to reflect the discontinuity, or one can 
account for the discontinuity by constructing the finite-element basis in a very special way. 
For this paper, the authors have only included a sample of 1D problems. Approximating 
sensitivity equations across interfaces is even more challenging in 2D and 3D problems. The 
extension of this paper to the more general systems is the subject of a forthcoming paper. 
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