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ABSTRACT
Mao, Shuo. M.S.Egr. Department of Mechanical and Material Engineering, Wright State
University, 2014. Validation Studies of SC/Tetra Code in 2D and 3D Simulations

In this thesis, 2D CFD simulations, 3D CFD simulations, and one 2D FluidStructure Interaction (FSI) problem were investigated using combined CFD and FEA
(Finite Element Analysis) codes. Discussions focus on turbulence models, mesh sizes,
prism layer sizes, under-relaxation-factor, etc. The accuracy of CFD simulation and FSI
simulation was validated using the results of previous CFD codes and experimental data
presented in technical literature. The SST turbulence model results for the 2D mixing
layer, 2D airfoil near-weak, axisymmetric subsonic jet, and 2D convex curvature
boundary layer studies agree with previous CFD results within a 1% error. The k-ε
turbulence model with a wall function gives better results than the SST model in the case
of natural convection in a square cavity. The SST model gives accurate results in the
study of the drag coefficient of a sphere. The results for the FSI simulation agree well
with previous CFD results.
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INTRODUCTION
Computational fluid dynamics (CFD) is a numerical method used to solve and
analyze fluid flow problems. With the development of the computer, the numerical
approach could be effectively applied using computational simulation to solve fluid flow
problems. Now that computational speed has significantly improved and numerical
algorithms have become more robust, the application of CFD solvers is found nearly
everywhere. Common applications include electronic product cooling, automobile
product cooling, architectural analysis for wind force and solar radiation, aerodynamics
analysis, etc. Compared with traditional experimental fluid dynamics, CFD simulation
saves both time and money. Experimental observations can provide better accuracy than
CFD simulations, however, due to geometric accuracy and surrounding factors.
Validating the accuracy of a CFD solver is, therefore, essential. The object of this study is
to establish the accuracy of one commercial CFD code by simulating several benchmark
cases and then comparing the results to experiment data and the results of previous CFD
simulations.
The SC/Tetra code (SC/Tetra V10, Double precision, 64-bit edition) is used for
the CFD simulations. It is a general purpose, unstructured mesh CFD simulation package
developed in Japan in 1988. SC/Tetra includes a preprocessor, solver, and postprocessor.
CAD model import, CAD model data repair, mesh generation, and analysis condition
settings can be accomplished in the preprocessor. The solver is used to carry out and
monitor the CFD simulation. The postprocessor is used to visualize computational results,
record animations, and output results. Major application areas of this software are the
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automotive field, electrical and electronic engineering, fan design, pump design, and
other turbo-machinery applications.
The Abaqus/CAE code (6.12-1) is used for calculating structural response in our
FSI simulation. The complete code provides finite element modeling, visualization, and
process automation. It has a Standard module that employs an implicit integration scheme
for general utilization. It also has an Explicit module that uses an explicit integration
scheme for solving highly nonlinear phenomena. Users can create new geometry or
import geometry from a CAD file, create and apply the material information and a mesh
grid, apply different module functions for varied structural simulations, etc. The key
factor for the FSI simulation is that Abaqus/CAE provides the co-simulation engine,
which enables coupled simulation between Abaqus and third-party software such as
SC/Tetra.
The 2-D mixing layer validation case is provided by the NASA Langley Research
Center as a turbulence modeling resource for public use. The purpose is to permit the
validation of turbulence models as they are deployed in a particular CFD code. Geometry
information and mesh data are supplied, as well as experimental data and CFD results for
comparison. The presence of organized, large-scale turbulent structures in a mixing layer
is now undisputed (Delville, Bellin, Garem & Bonnet, 1989). Active turbulence in a
mixed-layer region is due to the velocity gradient between two flow regions of different
velocity. In 1988, scientists used experimental methods to obtain information and data
about this phenomenon. Velocity was measured based on temporal statistics at several
locations in the flow field. Afterwards, NASA Langley Research Center also used the
experimental data to validate solutions from its own CFD codes. Validating this case here
2

is, therefore, a good way to prove that the implemented turbulence models in SC/Tetra
can accurately resolve the turbulence created by velocity gradients.
The 2-D airfoil near-wake validation case is also provided by the NASA Langley
Research Center. In 1985, Nakayama used pressure and hot-wire probes to measure low
Mach number mean and fluctuating velocities in the attached boundary layers and wakes
of a physical model of an airfoil. The near wake region is strongly curved, and intense
mixing occurs between the retarded upper-surface boundary layer and the strongly
accelerated lower-surface boundary layer (Nakayama, 1985). NASA Langley Research
Center simulated this case using their own CFD codes. Velocity and turbulence profiles
were compared with experimental data. This case is, therefore, a good benchmark test for
the validation of the turbulence modeling implementations in SC/Tetra.
The Axisymmetric subsonic jet validation case is another turbulence modeling
example provided by NASA Langley Research Center. Many tasks in fluids engineering
require knowledge of the turbulence in jets. Bridges and Wernet, from NASA Glenn
Research Center, established their own experimental equipment and procedures to obtain
a dataset of velocities and turbulence intensities for subsonic jets (Bridges & Wernet,
2010). NASA Langley Research Center validated this case using their own CFD codes.
Velocity and turbulence profiles of interest were again compared with the experimental
data.
The 2D convex curvature boundary layer validation case is also provided by
NASA Langley Research Center. The physical experiments utilized a constant-area
square duct with a rapid 30 degree bend. Measurements were made in low-speed
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turbulent boundary layers on flat surfaces lying downstream of concave or convex bends
(Smits, Young & Bradshaw, 1979). CFD simulation results, for additional comparisons,
are also provided by NASA Langley Research Center. The primary focus of this case is
to evaluate turbulence modeling in the presence of convex wall curvature. The particular
setup modeled here focuses on the lower wall region.
Natural convection in enclosures occurs in many industrial and engineering
applications, and researchers have conducted numerous studies on both the experimental
and CFD sides. Natural convection in a square cavity is an established benchmark case
for this type of flow. Since the geometry of the square cavity is simple and its boundary
conditions are straightforward, there are few interfering factors when taking data
measurements (Ampofo & Karayiannis, 2003). For the experiment, the geometry of the
square cavity is a benefit to acquire accurate data. Many experiments, using multi-sensor
probes to capture both temperature and velocity data, introduce additional interference
effects, however. This means that accurate measurements are hardly guaranteed. In 2003,
Ampofo and Karayiannis used a laser Doppler anemometer and a micro-diameter
thermocouple to measure local velocities and temperatures at different locations. This
approach helped eliminate problems associated with the multi-sensor system (Ampofo &
Karayiannis, 2003). This result was also verified by later studies. For CFD simulations,
since the calculation of natural convection is quite sensitive, predicted results of different
turbulence models can vary among each other. Therefore, for our study, we are not only
comparing the results between experiments and CFD data, but also performing
intercomparisons among different turbulence models.

4

The flow over a sphere validation case has been widely researched using both
experiments and numerical studies. The flow separation in this case varies based on the
range of the Reynolds number, and the purpose in this study is to predict the flow around
a sphere in the sub-critical regime (laminar boundary layer separation), which in general
is for Reynolds numbers between about

and

(Constantinescu & Squires,

2000). The experimental data in this regime are quite consistent among different
experimental studies, even with different experimental measurement approaches. For
numerical simulations, accurate prediction using the Reynolds-average Navier-Stokes
(RANS) equation is seldom performed. Techniques such as Large Eddy Simulation (LES)
and Detached Eddy Simulation (DES) have, therefore, been applied to capture more
details of the flow field. In this study, the results of RANS models, an LES model, and
DES models are all taken into consideration.
Fluid structure interaction (FSI) problems have gained increasing attention in
recent years. This is because there are many engineering applications where FSI effects
are too large to ignore. For example, flutter of a wing of an airplane changes the
aerodynamic performance of the wing (Farhat, van der Zee & Geuzaine, 2006), and the
flexible structure of wings in a micro air vehicle has a significant impact on the
aerodynamic performance of the MAV. There are also a number of applications in the
medical field that can benefit from the utilization of FSI, such as blood flow in blood
vessels, analysis of artificial heart valves, etc.
There are two basic approaches to solve FSI problems. One approach is to use a
single solver to solve both flow equations and the displacement of the structure. Another
approach is to use two distinct solvers to solve the flow and structural response separately.
5

Most research codes adopt the approach of using a unified code to solve FSI problems.
This approach is robust, but increases the required computational resources to solve the
problem. The second approach, using different codes to solve aspects from each
discipline individually, is more practical, but requires an efficient communication
mechanism to facilitate data exchange between the two codes.
In this study, we will validate the partitioned approach, using two commercial
codes to solve an FSI problem. The codes used in this study are SC/Tetra and Abaqus.
SC/Tetra solves the Navier-Stokes equations to calculate the flow field. Abaqus solves
the equations of motion to calculate the structural response, including the deformation of
the structure. For an FSI problem, because we are solving the problem using two different
codes, we need a mechanism that allows communication between the two codes. This is
handled by the co-simulation engine. The co-simulation engine is an open data
communication platform developed by Dassault to enable users to solve FSI problems
using third party codes coupled with Abaqus. The two solvers exchange data at every
time increment. The fluid solver sends pressure data to the structural solver, while the
structural solver sends the displacement of the solid surfaces to the fluid solver, after
applying the fluid load on the structure. The time step is controlled by the CFD solver.
Two computers are used in this study. Computer 1 is used for preprocessing, the
solver, and postprocessing. The specifications are :


CPU: Quad-Core AMD Opteron(tm) Processor 2356 2.30 GHz (2 processors)



RAM: 32.00GB



OS: Windows 7 Enterprise SP1 (64bit)
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Computer 2 (cluster) is only used for the solver. The specifications are:


CPU: AMD Phenom II X4 965 Quad-Core, 3.4 GHz



RAM: 8.0 GB per processor



OS: Fedora (Linux) Release 11 (64-bit)
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BASIC EQUATIONS
The continuity equation, momentum equation (Navier-Strokes equations), and
energy conservation equation are the basic governing equations of fluid dynamics. The
continuity equation, momentum equation and energy conservation equation can be given
as follows:

Continuity:

(1)

X-Momentum: (

)

(

)

(2)

Y-Momentum: (

)

(

)

(3)

Z-Momentum: (

)

(

)

̇

(4)

Energy:

(5)

The basis equation of finite element analysis can be given as follows:
(6)
Where u and f are the displacements and externally applied forces at the nodal points and
K is a matrix which is dependent on the type of problem being attacked.
The equilibrium equation for standard displacement-based finite element analysis
can be given as follows:
∫

∫

∫
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(7)

For the Newton algorithm (or for the linear perturbation procedure) used in
Abaqus/Standard, we need the Jacobian of the finite element equilibrium equations. The
complete Jacobian matrix is given as follows:
∫

∫

∫

∫

(8)

For the turbulence model equation, the advection, diffusion, formation and
consumption equations for k and ε are known as k-ε equations and are usually expressed
by the following equations:
(

)

(9)

(

)

(10)

(11)

(12)

(13)

The equations for the standard implementation of the SST model can be given as
follows:
(

)

(

(14)

)
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(15)

(16)

(17)

(18)

The most commonly-used implementation of the Spalart-Allmaras model can be
given by the following equation:
̂

̂

Where

̂

̂̂

̂

(

)( )

(

̂

̂

̂

)
(19)

=0.1355, =2/3,

=0.622, k=0.41, and
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.

INDEPENDENT STUDY VARIABLES
3.1

Convergence criteria
In order to judge whether a solution is converged, the convergence criteria must

be defined. Setting up reasonable convergence criteria is not always straightforward.
Although most codes estimate convergence by observing the residual, different codes
have their own schemes to scale it. Therefore, defining convergence criteria requires
highly related experience utilizing the specific code and solving the particular problem.
However, even rich experience is not good enough, because determining the exact
residual that could guarantee a converged solution cannot be determined by experience
alone but requires further validation. Hence, the independent study of convergence
criteria should be applied during the study.
The rule of convergence criteria in independent study is as follows: Always start
with the code’s default residual or default convergence criteria, since the default value is
always verified by the code developer that usually could acquire the converged result.
After that, reduce the residual and run the simulation again. Then, compare the results
between the two simulations. If the results agree with each other, the independent
solution is reached; otherwise, reduce the residual again, and do further comparison until
the independent solution is reached.

3.2

Turbulence model
In order to predict the effects of turbulence for the CFD simulation, the turbulence

model has been constructed and coded. Compared with laminar flow analysis, turbulent
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flow analysis is much more complicated for the numerical calculation; since the turbulent
flow is chaotic and disordered, it is difficult to foresee its behavior. CFD solvers can
simulate its effects by predicting it according to fluid governing equations. However,
several turbulence terms in the governing equations are fluctuated along the time line,
which extremely complicates the programming and increases the simulation cost.
Therefore, it is essential to simplify the turbulence solution of the governing equation.
Different simplified approaches would construct different turbulence models. The most
common approach is averaging. Each turbulence model has its own benefits to predict the
turbulence effort, such as time saving, stability, robustness for the near wall region, or
robustness for the far from wall region; each turbulence model also has its own
weaknesses as well. Therefore, selection of a suitable turbulence model is significant for
the CFD simulation.
The primary branch used to predict turbulent flow is the Reynolds-average
Navier-Stokes (RANS) model branch. This is an approximate time-average model based
on the Navier-Stokes equation. The standard k-epsilon model is a two-equation model
that belongs to the RANS model branch. It is widely used due to its effectiveness and
stability. The shear-stress transport (SST) k-omega model is also very popular due to the
advantages in near-wall turbulence behavior.
The large eddy simulation (LES) model branch has also been generally used for
turbulent flow simulation. It is also based on the Navier-Stokes equations. This model
filters the small scale of the turbulence eddy to reduce the simulation cost. Compared
with the RANS model, it provides a better solution to resolve the large-scale turbulence
properties.
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The detached eddy simulation (DES) model branch attempts to combine the
advantages of the RANS model and the LES model. This approach treats the near-wall
region in a RANS-like scheme, while treating the rest of the area in an LES-like scheme.
However, the RANS-LES switch is quite complicated, and it may involve extra residuals.
For both the LES and the DES models, the simulation requires high grid quality.
Therefore, computational time would be extremely expensive.

3.3

Steady analysis and transient analysis
Steady analysis only focuses on the final state or the final solution of the

target simulation. Not all simulations are suitable for steady analysis, and at least the final
state of the study problem should be time independent. Steady analysis has its own
iteration system, which always includes a large iteration step; therefore, divergence could
happen if the iteration step is overly large. In this situation, under-relaxation factors have
usually been adjusted to restrict the iteration step. Convergence criteria also need to be
adjusted to restrict the residual in order to guarantee the accuracy of the steady analysis.
Since when using the large-scale iteration step, sometimes the solution is over predicted,
in this case, transient analysis results could be used as a verification standard.
Transient analysis is the calculation based on the real time step. It is highly
important to determine whether a time step is short enough to guarantee the accuracy of
the solution. One approach to estimate the appropriate time step is to apply a time step
independent study by reducing the time step until the results have no change. Another
way is by using the Courant-Friedrichs-Levy (CFL) condition to get the appropriate time
step for the simulation. For the CFL condition, the time step is calculated based on the
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grid size, the flow velocity, and the Courant number. Usually, the courant number should
be equal to or less than 1 to maintain fluid particles moving from one grid to another
within at most one time-step. For a 1-D case, the CFL condition can be defined as
, where C is the courant number, u is the flow velocity, Δt is the time step,
Δx is the length of grid size, and Cmax is the maximum Courant number, which is
usually equal to 1.

3.4

Under-relaxation factor
The under-relaxation factor is used to restrict the iteration increment and

avoid the divergence of the calculation in a steady analysis. Usually, this parameter
ranges between 0 and 1, and under-relaxes the increments of physical quantities.
Theoretically, the smaller the under-relaxation factor that is applied, the more stable and
accurate the solution that should be obtained, because the iteration increment can be
restricted strictly as a smaller under-relaxation factor is used. However, the smaller
iteration increment also comes with a greater calculation cost. Therefore, independent
study of this parameter is essential to balance the accuracy and cost.
Independent study of this parameter can be performed in a similar manner as
the previous one: Start with the default value, and then gradually decrease the value until
the invariant result is obtained.

3.5

Mesh study
For the fluid or structural computational simulation, the domain should split into

smaller sub-domains in order to perform the partial differential equation or finite
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differential equation calculations. These tiny sub-domains are called the mesh or grid,
and they affect the real simulation geometry and the calculation accuracy. Generally, the
more mesh grids are generated, the better the results that should be obtained, but also the
more simulation time that is needed. The mesh quality also affects the simulations, and
different mesh types have their own advantages and disadvantages.
3.5.1

Structured mesh and unstructured mesh
A structured mesh consists of quadrilateral elements in 2D and hexahedron

elements in 3D. The connect surfaces are between regular quadrilaterals; therefore, data
connection and transmission are simple and straightforward, which can guarantee
accuracy with fewer mesh elements. But generating a structured mesh is difficult for most
CFD software, especially for complicated object geometries.
An unstructured mesh is made of triangle elements in 2D and tetrahedron
elements in 3D. The connect surfaces between unstructured mesh elements are irregular,
which is not readily expressed in the computational calculation. However, compared with
structured mesh, unstructured mesh is much easier to generate for complicated
geometries.
3.5.2

Mesh size
Here the mesh size is same as the grid size. An overly fine mesh size could cause

an infinite simulation time, while a coarser mesh could arrive at a solution far from the
reality. The mesh size independent study exists in almost every project; even an export
needs to refine the original mesh size at least once to prove that the current mesh is good
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enough to capture the fluid motion. Every case in this study comes with a mesh size
independent study.
3.5.3

Prism layer size
The prism layer is generated on the walls to improve the accuracy of calculation.

It can help to capture the motion of the boundary layer. There are four main parameters
for the prism layer size. The first one is thickness of the first prism layer, which directly
affects the Y plus value. Y plus is a non-dimensional wall distance for a wall-bounded
flow and can be defined by

, where

is the friction velocity at the nearest wall,

y is the distance to the nearest wall (1st prism layer thickness), and

is the local

kinematic viscosity of the fluid. Y plus is an important factor for picking up the
turbulence model according to the law of the wall.
The second parameter is the variation rate of thickness. This ratio cannot be so
large as to disturb the boundary layer motion capturing. Also, this ratio should be
calculated according to the near-wall unstructured mesh in order to make the last prism
layer thickness similar to the nearest unstructured mesh size.
The third parameter is the number of layers. This parameter plays a major role in
determining the total coverage of the prism layer, and it also affects the last prism layer
thickness along with the variation ratio.
The last parameter is the total coverage of the prism layer. The total coverage
distance should be large enough to capture the whole boundary layer motion of the fluid.
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These four parameters are related to each other; when the first three values are set up, the
fourth one is fixed automatically.
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2D MIXING LAYER
The purpose for this project is to validate the results of the SC/Tetra code as
compared with other CFD code results and experimental data for the 2D Mixing Layer
Validation Case (from the NASA Turbulence Modeling Resource website,
http://turbmodels.larc.nasa.gov/delvilleshear_val.html).
The SST turbulence model is applied in the CFD solver, with the Wilcox LowReynolds-Number-Corrections turned off (“SSTD LORE 0” command in S-file).
The NASA structured meshes will be used in this study, which were provided as
2-D versions in PLOT3D format.

4.1

Problem description
The geometry and analysis conditions inputs are based on the NASA Turbulence

Modeling Resource website. The problem consists of two inflows with different
velocities merging together (Figure 1). The upper free stream velocity is 41.54 m/s and
the lower free stream velocity is 22.40 m/s. Since the reference Mach number is 0.121108,
which can be treated as the incompressible flow range, this study is simulated as a 2D
incompressible flow problem, which ignores the effect of temperature and gravity. The
Reynolds number based on the grid length of 1 is 2900.
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Figure 1

2D Mixing Layer

The length of the geometry is about 1800 mm, and the width is about 350 mm.
More geometry size details can be found on the NASA website.

4.2

Analysis setup
The type of analysis for this study was chosen as a steady analysis with turbulent

flow, SST k-OMG model (turn off Wilcox Low-Reynolds-Number Corrections). The
transient simulation was also tested to check the accuracy of the steady results.
The upper inlet and lower inlet conditions were specified as velocities of 41.54
m/s and 22.40 m/s normal to the surface, respectively. The inside walls between the
upper and lower free stream flows were modeled as stationary walls (no-slip wall). The
upper wall, lower wall, front wall, and rear wall conditions were set up as the slip wall.
The outlet condition was specified as static pressure at 101325 Pa.
The incompressible air with the material property modification was applied as the
fluid material. The density () is 1.206 kg/m3, viscosity (μ) is 1.7275 x 10^-5 pa･s,
specific heat at constant pressure (Cp) is 1007 J/kg･K, and the thermal conductivity (λ) is
2.56 x 10^-2 J/m･s･K. The material properties were calculated based on the equations of
and

,

which also corresponds to the upper inlet velocity “U” of 41.54 m/s.
The convergence criteria was set to 10 ^-6 for all equations as the initial attempt;
the lower convergence criteria 10^-8 had also been tested for further verification, and the
results between the different criteria showed no difference.
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The view of a sample mesh (Mesh 1) is shown in Figure 2. Detailed information
of mesh size is shown in Table 1 as follows.

4.3

Figure 2

View of a sample Mesh for the 2D mixing layer study

Table 1

Information of mesh size for the 2D mixing layer study

Case

Number of nodes

Number of elements

Mesh 1

5510

2636

Mesh 2

21562

10544

Mesh 3

85298

42176

Mesh 4

339298

168704

Mesh 5

1353410

674816

Results and discussion
The plots shown below compare SC/Tetra results with previous CFD results

(CFL3D) from the NASA Turbulence Modeling Resource website and experimental data
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(Delville. Bellin, Garem & Bonnet, 1989). Three x-locations are used: 200mm, 650mm
and 950mm.
The CFL3D results were from Mesh 4, the second finest mesh (369x369, 89x161,
121x161). The y values were normalized by the vorticity thickness (from the experiment);
the U velocity was normalized by the lower-stream U velocity, as well as the change in
the U velocity between lower and upper streams. The specific turbulent shear stress was
normalized by the square of the change in U velocity between lower and upper streams.
For the SC/Tetra results, the y value was normalized by the vorticity thickness
from both experimental and SC/Tetra results. The vorticity thickness from SC/Tetra was
calculated by the equation of
velocity (41.54m/s),

(

)

, where

is the upper inflow

is the lower inflow velocity (22.40 m/s), and dely is partial

differential by y.
The specific turbulent shear stress was calculated by the equation
, where EVSC is the eddy viscosity in the
post-processor and RHO is the density of the fluid.
The default inflow turbulence properties are different between the CFL3D code
and the SC/Tetra code. SC/Tetra gave the same results, however, when it was tested
using the default inflow turbulence properties of CFL3D. Since the default inflow
turbulence properties are larger in SC/Tetra, this may be helpful for reaching the “fully
turbulent” conditions specified in the description of the case. Therefore, the SC/Tetra
default inflow turbulence properties were used for the upcoming cases, in which K is
equal to 10^-4 and EPS is equal to 10^-4.
21

The results comparisons of Mesh 1 are shown between Figure 3 and Figure 8.
Expδw refers to vorticity thickness from the experiment. Realδw refers to vorticity
thickness from the SC/Tetra post-processor.

Figure 3

U velocity at x=200 mm of Mesh 1

Figure 4

U velocity at x=650 mm of Mesh 1
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Figure 5

Figure 6

U velocity at x=950 mm of Mesh 1

Turbulent shear stress at x=200 mm of Mesh 1
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Figure 7

Turbulent shear stress at x=650 mm of Mesh 1

Figure 8

Turbulent shear stress at x=950 mm of Mesh 1

SC/Tetra using Mesh 1 can reach the convergence target. Since the mesh size is
coarse, the results curves are not smooth enough. The SC/Tetra results using
normalization by experimental vorticity thickness and SC/Tetra vorticity thickness have a
small gap. This gap decreases getting closer to the outlet (higher X). The SC/Tetra results
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using normalization by experimental vorticity thickness are very close to the CFL3D
(Mesh 4) results, which also used the experimental values.
The results comparisons of Mesh 2 are shown between Figure 9 and Figure 14.

Figure 9

U velocity at x=200 mm of Mesh 2

Figure 10

U velocity at x=650 mm of Mesh 2
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Figure 11

Figure 12

U velocity at x=950 mm of Mesh 2

Turbulent shear stress at x=200 mm of Mesh 2
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Figure 13

Turbulent shear stress at x=650 mm of Mesh 2

Figure 14

Turbulent shear stress at x=950 mm of Mesh 2

SC/Tetra using Mesh 2 can reach the convergence target. The result curves
become smoother than with Mesh 1. The gap between the results using experimental
vorticity thickness and the results using SC/Tetra vorticity thickness becomes smaller
than with Mesh 1. This gap decreases when getting closer to the outlet.
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The results comparisons of Mesh 3 are shown between Figure 15 and Figure 20.

Figure 15

U velocity at x=200 mm of Mesh 3

Figure 16

U velocity at x=650 mm of Mesh 3
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Figure 17

Figure 18

U velocity at x=950 mm of Mesh 3

Turbulent shear stress at x=200 mm of Mesh 3
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Figure 19

Turbulent shear stress at x=650 mm of Mesh 3

Figure 20

Turbulent shear stress at x=950 mm of Mesh 3

SC/Tetra using Mesh 3 can reach the convergence target. For the U velocity
profile, the difference between SC/Tetra results and the CFL3D results becomes smaller
than with the previous, coarse meshes. The gap between experimental vorticity thickness
results and SC/Tetra vorticity thickness results becomes smaller than with the previous,
coarser meshes. The gap decreases when getting closer to the outlet.
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The results comparisons of Mesh 4 are shown between Figure 21 and Figure 26.

Figure 21

U velocity at x=200 mm of Mesh 4

Figure 22

U velocity at x=650 mm of Mesh 4
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Figure 23

Figure 24

U velocity at x=950 mm of Mesh 4

Turbulent shear stress at x=200 mm of Mesh 4
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Figure 25

Turbulent shear stress at x=650 mm of Mesh 4

Figure 26

Turbulent shear stress at x=950 mm of Mesh 4

SC/Tetra using Mesh 4 cannot reach the convergence target. A transient analysis
was used to verify the accuracy. To save time, the restart file from the end of the steadystate analysis was used for the initial conditions of the transient analysis. The transient
analysis was run for 30000 cycles, with the time step calculated from Courant number = 1.
The transient analysis results are the same as the steady analysis results. The steady
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results are, therefore, accurate enough. It should also be noted that the predicted
variables were not oscillating at the end of the steady analysis. The difference between
the SC/Tetra results and the CFL3D results is similar to the difference with Mesh 3. The
gap between the experimental vorticity thickness results and the SC/Tetra vorticity
thickness results is similar to the gap with Mesh 3. The gap decreases when getting closer
to the outlet.
The results comparisons of Mesh 5 are shown between Figure 27 and Figure 32.

Figure 27

U velocity at x=200 mm of Mesh 5
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Figure 28

U velocity at x=650 mm of Mesh 5

Figure 29

U velocity at x=950 mm of Mesh 5

35

Figure 30

Turbulent shear stress at x=200 mm of Mesh 5

Figure 31

Turbulent shear stress at x=650 mm of Mesh 5
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Figure 32

Turbulent shear stress at x=950 mm of Mesh 5

SC/Tetra using Mesh 5 does not show oscillating results of predicted variables,
but it still cannot reach the convergence target. A transient analysis was used to verify the
accuracy. To save time, the restart file from the end of the steady-state analysis was used
for the initial conditions of the transient analysis. The transient analysis was run for
30000 cycles, with the time step calculated from Courant number = 1.
The previous graphs show the results of steady analysis comparison. For the U
velocity plots, the transient analysis results are the same as the steady analysis results. For
the turbulence shear stress plots, however, the transient analysis results are not in total
agreement with the steady analysis results, especially around y=0. Therefore, the steady
results are inaccurate for Mesh 5. The comparison of turbulent shear stress for transient
results and steady results is shown in the upcoming pages.
The graph (Figure 33) below shows the turbulent shear stress plots for different
mesh sizes, zooming in on the mid-section of the profiles (around y=0) at X=200mm.

37

Figure 33

Turbulent shear stress comparison at X= 200 mm (“_T” means transient analysis)

All the mesh results are in a similar range. The minimum shear stress moves
closer to the CFL3D value with mesh refinement. The transient analysis increases the
minimum value around y=0 compared with steady analysis for Mesh 5; this moves the
transient result back toward the steady Mesh 4 result.
The graph (Figure 34) below shows the turbulent shear stress plots for different
mesh sizes, zooming in on the mid-section of the profiles (around y=0) at X=650mm.
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Figure 34

Turbulent shear stress comparison at X= 650 mm

The minimum shear stress now increases with mesh refinement, which is the
opposite of the trend seen at X=200mm. The peak now gets further from the CFL3D peak
as the mesh is refined. The transient analysis again moves the Mesh 5 results back toward
the Mesh 4 steady result.
The graph (Figure 35) below shows the turbulent shear stress plots for different
mesh sizes, zooming in on the mid-section of the profiles (around y=0) at X=950mm.
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Figure 35

Turbulent shear stress comparison at X= 950 mm

The general trend of the steady results with mesh refinement is similar to
X=650mm. The Mesh 5 transient result is now very different from the steady result,
however. One factor in the variation of the turbulent shear stress results is that it is a very
sensitive calculation.
With the finer meshes, the SC/Tetra results became smoother, but the
convergence levels became worse.
For the U velocity, the SC/Tetra results agree well with the previous CFL3D
results. The CFL3D results were nondimensionalized using the experimental vorticity
thickness. The SC/Tetra results were nondimensionalized using both experimental and
SC/Tetra post-processor vorticity thickness, which agreed well with each other.
For the turbulent shear stress, the SC/Tetra results show some differences from
the previous CFL3D results, especially near the mid-section of the profiles (around y=0).
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The two finer meshes could not reach our convergence target of 10^-6; they could
reach 10^-5, but the convergence status then oscillates around that value. Transient runs
were tested for these two cases. For Mesh 4, the transient results agreed with the steady
results. For Mesh 5, however, the transient results did not agree with the steady results,
especially at the mid-section (around y=0).
The small differences between the SC/Tetra results and the CFL3D results could
be due to the incompressible flow analysis used in SC/Tetra. The CFL3D simulations
used compressible flow. The Mach number of 0.121108 was relatively low, however.
The turbulent shear stress results from both SC/Tetra and CFL3D do not agree
particularly well with the experimental data, especially at X = 200 mm. The CFD code’s
minimum shear stress values increase with distance downstream, whereas the
experimental peak values decrease.
Comparing the U velocity plots of SC/Tetra, the results of Mesh 3 or finer show
similar accuracy. Comparing the turbulent shear stress plots, the results of Mesh 3 or
finer mesh also generally show similar accuracy, although there are some differences
near the mid-section of the profiles (around y=0). One reason for this could be that the
turbulent shear stress is a very sensitive calculation.
The calculation time comparison is provided in Table 2.
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Table 2

Calculation time for 2D mixing layer studies

Case

Parallelism

No. of cycles

Calculation time

Mesh 1
(Computer 1)
Mesh 2
(Computer 1)
Mesh 3
(Computer 1)
Mesh 4
(Computer 1)
Mesh 4
(Computer 2)
Mesh 5
(Computer 2)

8

361

3 min.

8

755

3 min.

8

2165

22 min.

8

12000

18 hr. 14 min.

16

12000

3 hr. 28 min.

16

20000

13 hr. 33 min.
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2D AIRFOIL NEAR-WEAK
The purpose for this project is to validate SC/Tetra code results compared with
other CFD code results and experimental data for the 2D Airfoil Near-Wake Validation
Case (from the NASA Turbulence Modeling Resource website,
http://turbmodels.larc.nasa.gov/airfoilwake_val.html).
The SST turbulence model will be applied in SC/Tetra, with the Wilcox LowReynolds-Number-Corrections turned off (“SSTD LORE 0” command in S-file).
The NASA structured meshes will be used in this study, which were provided as
2-D versions in PLOT3D format.

5.1

Problem description
This is a 2D problem for simulating an airfoil in a wind tunnel (Figure 36). Since

the Mach number is relatively small at 0.088, the simulation in this study is considered as
incompressible flow, which ignores the effects of temperature and gravity. More
geometry information could be found on the NASA Turbulence Modeling Resource
website. The Reynolds number based on the chord of 1 is 1.2 million.
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Figure 36

5.2

2D airfoil near-weak

Analysis setup
The analysis type was set as steady analysis (the transient analysis study is

applied for the verification). This was an incompressible turbulent flow study with the
SST k-OMG model (turn off Wilcox Low-Reynolds-Number Corrections). The boundary
conditions of the top wall, bottom wall, front wall, and rear wall were applied as slip wall;
the inlet was set up as 1 m/s velocity along the X-direction; the outlet was specified static
pressure at 0 Pa; and the surface of the airfoil was set as stationary wall.
The incompressible air with the material property modification was used for the
inside fluid. The density of air is 1.206 kg/m3, the viscosity is 1.005×10-6 Pa･s, the
specific heat at constant pressure is 1007 J/kg･K, and the thermal conductivity is

44

2.56×10-2 J/m･s･K. Material properties were calculated based on the equation
, where U is the inlet flow velocity.

The convergence criteria was set to 10^-6 for all equations (rerun with 10^-8 for
the verification).
The view of a sample mesh (Mesh 1) is shown in Figure 37. The detailed
information of mesh size is shown in Table 3 as follows.

Figure 37

View of the sample mesh for the 2D airfoil near-weak study

Table 3

Information of mesh size for the 2D airfoil near-weak study

Case

Number of nodes

Number of elements

Mesh 1

6972

3360

Mesh 2

27384

13440

Mesh 3

108528

53760

Mesh 4

432096

215040

Mesh 5

1724352

860160
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5.3

Results and discussion
The plots shown below compare SC/Tetra results with previous CFD results

(CFL3D) from the NASA Turbulence Modeling Resource website and experimental data
(Nakayama, 1985). The CFL3D results are for Mesh 4, the second finest mesh (1121 x
193). The y values were normalized by the chord length (c=1); the U velocity was
normalized by the inflow velocity. The specific turbulent shear stress was normalized by
the square of the inflow velocity. The specific turbulent shear stress was calculated in
SC/Tetra using the same equation as in Chapter 3.3.
The specified inflow turbulence properties were used, in which turbulence
intensity is equal to 0.088 %, and the Eddy viscosity ratio is equal to 0.009.
The results comparisons of Mesh 1 are shown between Figure 38 and Figure 39.

Figure 38

U velocity plot of Mesh 1
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Figure 39

Turbulent shear stress plot of Mesh 1

SC/Tetra using Mesh 1 could reach the convergence target. Since the mesh size is
coarse, the results curves are not smooth enough, and compared with experimental data,
the accuracy is not as good as the CFL3D results (which used Mesh 4).
The results comparisons of Mesh 2 are shown between Figure 40 and Figure 41.

Figure 40

U velocity plot of Mesh 2
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Figure 41

Turbulent shear stress plot of Mesh 2

SC/Tetra using Mesh 2 can reach the convergence target. The result curves
become smoother than with Mesh 1. Since the mesh size is still relatively coarse, the
accuracy is not as good as the CFL3D results (which used Mesh 4), but the results of
Mesh 2 are much better than Mesh 1.
The results comparisons of Mesh 3 are shown between Figure 42 and Figure 43.
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Figure 42

Figure 43

U velocity plot of Mesh 3

Turbulent shear stress plot of Mesh 3

SC/Tetra using Mesh 3 can reach the convergence target. For both the U velocity
and turbulent shear stress profiles, the difference between SC/Tetra results and the
CFL3D results have become smaller than with the previous, coarser meshes.
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The results comparisons of Mesh 4 are shown between Figure 44 and Figure 45.

Figure 44

Figure 45

U velocity plot of Mesh 4

Turbulent shear stress plot of Mesh 4

SC/Tetra using Mesh 4 can reach the convergence target. The difference between
the SC/Tetra results and the CFL3D results are similar to the difference with Mesh 3,
50

though there is a little more difference with Mesh 4 compared to CFL3D’s results. For
this comparison, both SC/Tetra and CFL3D are using the same mesh. In a later section,
the lower convergence criteria (1e-8) and transient simulation results for Mesh 4 will be
discussed.
The results comparisons of Mesh 5 are shown between Figure 46 and Figure 47.

Figure 46

U velocity plot of Mesh 5
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Figure 47

Turbulent shear stress plot of Mesh 5

SC/Tetra using Mesh 5 can reach the convergence target. The results for the finest
mesh (Mesh 5) are not as close to the CFL3D results as the results for Meshes 3 and 4. A
transient simulation was also performed for Mesh 5. The transient results for both Mesh 4
and Mesh 5 are very similar; therefore, only the Mesh 4 transient results will be discussed
later.
The following section compares Mesh 4 results for different convergence criteria
and a transient simulation. Since the U velocity is quite stable and accurate for the finer
mesh sizes, only the turbulent shear stress results will be discussed in the following
section.
The following graph (Figure 48) shows the turbulent shear stress plots for
convergence criteria of 10^-6 and 10^-8.
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Figure 48

Comparison of convergence criteria

This comparison shows that lower convergence criteria help the results a little.
The Mesh 4 results for the lower convergence criteria results are similar to the earlier
Mesh 3, which were the closest to CFL3D for the standard convergence criteria of 10^-6.
The following graph (Figure 49) shows the turbulent shear stress plots for steady
analysis (converged to 10^-6) and transient analysis.
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Figure 49

Comparison of steady analysis and transient analysis

This comparison shows that transient results are generally very similar to steady
results, confirming the reliability of the steady results. For the lower convergence criteria,
the steady results are even closer to the transient results.
The SC/Tetra results generally agree well with the CFL3D results (which were for
Mesh 4). For a convergence criteria of 10^-6, SC/Tetra Mesh 3 results are the closest to
the CFL3D results.
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Comparisons of SC/Tetra results for different convergence criteria, as well as
steady and transient simulations, show that the finer mesh cases (Meshes 4 and 5) benefit
from a lower convergence criteria (10^-8). Unfortunately, it is more difficult for finer
mesh cases to reach the lower convergence criteria. As a result, when the mesh is very
fine, the steady analysis results are a little different from the transient analysis results.
Some of the differences between the SC/Tetra results and the CFL3D results
could be due to the incompressible flow analysis used in SC/Tetra. The CFL3D
simulations used compressible flow. However, the Mach number of 0.088 is relatively
low, so compressible effects should be minor.
The calculation time comparison is provided in Table 4.
Table 4

Calculation time for 2D airfoil near-weak studies

Case

Parallelism

No. of cycles

Calculation time

Mesh 1
(Computer 1)
Mesh 2
(Computer 1)
Mesh 3
(Computer 1)
Mesh 3
(Computer 2)
Mesh 4
(Computer 2)
Mesh 5
(Computer 2)

8

327

33 sec.

8

855

4 min.

8

2227

43 min.

16

2350

20 min.

16

5277

2 hr. 42 min.

16

9766

21 hr. 01 min.
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AXISYMMETRIC SUBSONIC JET
The purpose of this project is to validate SC/Tetra code results compared with
other CFD code results and experimental data for the Axisymmetric Subsonic Jet
Validation Case (from the NASA Turbulence Modeling Resource website,
http://turbmodels.larc.nasa.gov/jetsubsonic_val.html).
The SST-V turbulence model will be applied in SC/Tetra, with the Wilcox LowReynolds-Number-Corrections turned off (“SSTD LORE 0” command in S-file).
The NASA structured meshes will be used in this study, which were provided as
2-D versions in PLOT3D format.

6.1

Problem description
This is periodic problem, and only 1/360 of the domain is modeled and taken into

the computation (Figure 50). Since there is no initial flow motion around the x-axis, the
model will not generate any flow motion around the x-axis eventually. Therefore, this
case can be treated as a pseudo 2D problem. The reference Mark number is relatively
small at 0.01; hence, this study is simulated as incompressible turbulent flow without the
consideration of temperature and gravity. More detailed geometry information could be
found on the website. The Reynolds number based on the jet radius of 1 is 5601.
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Figure 50

6.2

Axisymmetric subsonic jet

Analysis setup
The SST-V k-OMG model (“SSTD TYPE 2” command in S-file, turn off Wilcox

Low-Reynolds-Number Corrections using “SSTD LORE 0”) was utilized in this
turbulent flow analysis. Both steady analysis and transient analysis were tested in this
study, and for transient analysis, the initial time step was set at 0.001s, and the Courant
number was set at 1. The boundary condition for the up-wall and two periodic side walls
were set as slip wall. Fixed x-direction inflow velocities of 3.43 m/s and 19.432 m/s were
applied at the inflow-large wall and inflow-small, respectively; the specified inflow
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turbulence properties were used, which turbulence intensity is equal to 0.775 %, and the
Eddy viscosity ratio is equal to 0.009. The jet-wall surface was set as stationary wall
condition. Fixed specified static pressure of 0 Pa was applied at the outlet surface.
The incompressible air with the material property modification was used for the
fluid material. The density is 1.206 kg/m3, the viscosity is 7.3854×10-4 Pa･s, the specific
heat at constant pressure is 1007 J/kg･K, and the thermal conductivity is 2.56×10-2 J/m･s
･K. The material properties were calculated based on the equation
, where U is the reference inflow velocity at 3.43 m/s.

The convergence criteria is set to 10^-6 for all equations.
The sample mesh view (Mesh 1) of this jet study is shown in Figure 51, and the
mesh size information is described in Table 5 as follows.
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Figure 51
Table 5

6.3

View of a sample mesh for the subsonic jet study
The information of mesh size for the subsonic jet study

Case

Number of nodes

Number of elements

Mesh 1

9271

4520

Mesh 2

36621

18080

Mesh 3

145561

72320

Mesh 4

580401

289280

Results and discussion
The plots shown below compare SC/Tetra results with previous CFD results

(WIND) from the NASA Turbulence Modeling Resource website and experimental data
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(Bridges & Wernet, 2010). The WIND results are for Mesh 3, the second finest mesh
(97x97; 61x97; 257x225). The x and y values were normalized by the diameter of the jet
(D=2); the U and V velocity were normalized by the jet inflow velocity. The specific
turbulent shear stress and turbulent kinematic energy were normalized by the square of
the jet inflow velocity. The specific turbulent shear stress was calculated in SC/Tetra
based on the same equation as in Chapter 3.3.
The specified inflow turbulence properties were used, which turbulence intensity
is equal to 0.775 %, and the Eddy viscosity ratio is equal to 0.009.
For this case, the SST-V model does not converge to steady-state when using
either WIND code or SC/Tetra code on the Mesh 3 (or on the finer) grid. However, when
transient analysis is used, the solution becomes reasonably steady (quasi-steady).
Therefore, the results shown below are all from transient analysis. All transient
simulations used the related steady simulation results as the initial conditions to reduce
the simulation time.
The results from Mesh 1 are shown from Figure 52 to Figure 57.
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Figure 52

The U velocity plot at the centerline (y=0) for Mesh 1

Figure 53

The U velocity plot at different x-locations for Mesh 1
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Figure 54

Figure 55

The V velocity plot at different x-locations for Mesh 1

The turbulent shear stress plot at different x-location for Mesh 1
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Figure 56

The turbulent energy plot at the centerline (y=0) for Mesh 1

Figure 57

The turbulent energy plot at different x-locations for Mesh 1
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Since the mesh size is coarse, the comparison shows that SC/Tetra’s results are
not accurate enough as compared with WIND code’s results. For the same reason, the
curves in several plots from Mesh 1 results are not smooth enough.
The results from Mesh 2 are shown from Figure 58 to Figure 63.

Figure 58

The U velocity plot at the centerline (y=0) for Mesh 2
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Figure 59

The U velocity plot at different x-locations for Mesh 2

Figure 60

The V velocity plot at different x-locations for Mesh 2
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Figure 61

Figure 62

The turbulent shear stress plot at different x-location for Mesh 2

The turbulent energy plot at the centerline (y=0) for Mesh 2
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Figure 63

The turbulent energy plot at different x-locations for Mesh 2

Compared to the results from WIND code, the results of Mesh 2 are improved a
lot compared to Mesh 1. However, this mesh size is still relatively course. Compared
with WIND code’s results, the accuracy is unsatisfactory.
The results from Mesh 3 are shown from Figure 64 to Figure 69.
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Figure 64

The U velocity plot at the centerline (y=0) for Mesh 3

Figure 65

The U velocity plot at different x-locations for Mesh 3
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Figure 66

Figure 67

The V velocity plot at different x-locations for Mesh 3

The turbulent shear stress plot at different x-location for Mesh 3
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Figure 68

The turbulent energy plot at the centerline (y=0) for Mesh 3

Figure 69

The turbulent energy plot at different x-locations for Mesh 3
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The SC/Tetra results along the centerline of the jet have a noticeable offset from
the WIND results. The SC/Tetra results at the various X-locations are generally quite
close to the WIND results. The SC/Tetra results for Mesh 3 are closer to the WIND
results than the SC/Tetra results for Mesh 2. As noted above, the WIND results are for
Mesh 3.
The results from Mesh 4 are shown from Figure 70 to Figure 75.

Figure 70

The U velocity plot at the centerline (y=0) for Mesh 4
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Figure 71

The U velocity plot at different x-locations for Mesh 4

Figure 72

The V velocity plot at different x-locations for Mesh 4
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Figure 73

Figure 74

The turbulent shear stress plot at different x-location for Mesh 4

The turbulent energy plot at the centerline (y=0) for Mesh 4
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Figure 75

The turbulent energy plot at different x-locations for Mesh 4

The results of Mesh 4 are quite unstable. For the previous meshes, the results
could become stable using less than 5000 cycles for the transient runs. For this finest
mesh, however, the transient simulation still has no trend towards stable results, even if it
is run for 100,000 cycles. Due to this instability, the accuracy of SC/Tetra Mesh 4 results
has been degraded.
The SC/Tetra results generally agree well with the WIND results. The SC/Tetra
Mesh 3 results are the closest to the WIND results (which were also for Mesh 3).
The SC/Tetra simulation for the finest mesh (Mesh 4) was quite unstable, even
after a transient analysis of 100,000 cycles. This is a common phenomenon for the NASA
validation cases; SC/Tetra often has problems reaching stable conditions for the finest
meshes.
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Some of the differences between the SC/Tetra results and the WIND results could
be due to the incompressible flow analysis used in SC/Tetra. The WIND simulations
used compressible flow. The reference Mach number of 0.01 is very low, but the jet exit
Mach number of 0.51 is at a level where compressibility effects could be important.
The calculation time comparison is provided in Table 6.
Table 6

The calculation time for subsonic jet studies

Case

Parallelism

No. of cycles

Calculation time

Mesh 1
(Computer 1)
Mesh 2
(Computer 1)
Mesh 3
(Computer 1)
Mesh 3
(Computer 2)
Mesh 4
(Computer 2)

8

5838

7 min.

8

20000

1 hr. 43 min.

8

20000

10 hr. 19 min.

16

20000

2 hr. 53 min.

16

20000

12 hr. 28 min.
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2D CONVEX CURVATURE BOUNDARY LAYER
The purpose of this project is to validate SC/Tetra code results compared with
other CFD code results for the 2D Convex Curvature Boundary Layer Validation Case
(from the NASA Turbulence Modeling Resource website,
http://turbmodels.larc.nasa.gov/smitscurve_val.html). The CFD results from the NASA
research center have been verified with the experimental data; more details can be found
on the website.
The SST turbulence model will be applied in SC/Tetra, with the Wilcox LowReynolds-Number-Corrections turned off (“SSTD LORE 0” command in S-file).
The NASA structured meshes will be used in this study, which were provided as
2-D versions in PLOT3D format.

7.1

Problem description
This study focuses on an internal flow in a curvature constant area square duct

with the aspect ratio as 6:1 (Figure 76). Since the Mach number is relatively small at
0.093, the flow is treated as incompressible in this study. Also, this is a 2D problem
without the consideration of temperature and gravity. The Reynolds number based on the
grid length of 1 is 2.1 million.
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Figure 76

7.2

2D convex curvature boundary layer

Analysis setup
The analysis type was set as steady analysis of the turbulent flow with the SST k-

OMG model (turn off Wilcox Low-Reynolds-Number Corrections). Transient analysis
was used for the further verification, the initial time step was set at 0.001 s, and the
Courant number was set at 1. The boundary condition for the front surface and the rear
surface normal to the z-direction was set as slip wall. The inlet was specified with a
velocity of 31.9 m/s normal to the surface. The static pressure of 0 Pa was applied at the
outlet surface. Both side walls were set as stationary wall condition.
The fluid was set as incompressible air with the material property modification.
The density of the air is 1.206 kg/m3, the viscosity is 1.832×10^-5 Pa･s, the specific heat
at constant pressure is Cp＝1007 J/kg･K, and the thermal conductivity is 2.56×10-2 J/m･
s･K. The material properties were calculated based on the equation
, where U is the inlet velocity of 31.9m/s.

The convergence criteria is set to 10^-6 for all variable equations.
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The view of the sample mesh (Mesh 1) of the 2D convex curvature boundary
layer is shown in Figure 77, and Table 7 includes the information of the mesh size.

Figure 77
Table 7

7.3

View of a sample mesh for the 2D convex curvature boundary layer study
The information of the mesh size for 2D convex curvature boundary layer study

Case

Number of nodes

Number of elements

Mesh 1

3250

1536

Mesh 2

12642

6144

Mesh 3

49858

24576

Mesh 4

198018

98304

Mesh 5

789250

393216

Results and discussion
78

The plots shown below compare SC/Tetra results with previous CFD results
(CFL3D) from the NASA Turbulence Modeling Resource website. The CFL3D results
are for Mesh 4, the second finest mesh (513x193).
The specific turbulent shear stress was calculated by using the equations
,
, and
, where EVSC is the eddy viscosity in the post-processor and RHO is the
density of the fluid.
The formulas to convert to rotated quantities from Cartesian quantities used the
equations

and
, where θ is equal to 30 degrees.

The specified inflow turbulence properties were used, in which turbulence
intensity is equal to 0.083 % and Eddy viscosity ratio is equal to 0.009.
All transient simulations used the related steady simulation results as the initial
conditions to reduce the simulation time. A lower convergence criteria of 10^-8 was also
tested. Neither transient analysis nor the lower convergence criteria improved the
simulation results. Therefore, steady state analysis with a convergence criteria of 10^-6 is
sufficient in this case.
The SC/Tetra results of Cp shifted by Cp= -0.2832793 to match the experimental
reference, which was based on the results of Mesh 4. The SC/Tetra results of U velocities
at different x-locations were successively offset by 10 m/s to match the CFL3D results’
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plot format. The SC/Tetra results of the turbulent shear stress at different x-locations
were successively offset by 4

/

to match the CFL3D results’ plot format.

The results of Mesh 1 are shown from Figure 78 to 83.

Figure 78

Cp of the lower wall for Mesh 1

Figure 79

Cf of the lower wall for Mesh 1
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Figure 80

Figure 81

Upstream U velocity at x=-0.166124 m for Mesh 1

Upstream turbulent shear stress at x=-0.166124 m for Mesh 1
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Figure 82

Figure 83

U velocities at different x-locations for Mesh 1

The turbulent shear stress at different x-locations for Mesh 1

Since the grid size of Mesh 1 is coarse, the results comparison with CFL3D code
shows that the accuracy of SC/Tetra’s results is unsatisfied, and also the results curves
are not smooth enough.
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The results of Mesh 2 are shown from Figure 84 to 89.

Figure 84

Cp of the lower wall for Mesh 2

Figure 85

Cf of the lower wall for Mesh 2
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Figure 86

Figure 87

Upstream U velocity at x=-0.166124 m for Mesh 2

Upstream turbulent shear stress at x=-0.166124 m for Mesh 2
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Figure 88

Figure 89

U velocities at different x-locations for Mesh 2

The turbulent shear stress at different x-locations for Mesh 2

Even though the results curves of the finer mesh become smoother, and compared
with CFL3D data the results of Mesh 2 are improved considerably over Mesh 1, the
accuracy is still unsatisfied due to the relatively coarse grid.
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The results of Mesh 3 are shown from Figure 90 to 95.

Figure 90

Cp of the lower wall for Mesh 3

Figure 91

Cf of the lower wall for Mesh 3
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Figure 92

Figure 93

Upstream U velocity at x=-0.166124 m for Mesh 3

Upstream turbulent shear stress at x=-0.166124 m for Mesh 3
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Figure 94

Figure 95

U velocities at different x-locations for Mesh 3

The turbulent shear stress at different x-locations for Mesh 3

Due the velocity results difference upstream, there is a similar clearance to what
appeared at the downstream velocity profiles. Compared with CFL3D code’s results, the
SC/Tetra results of Mesh 3 improve the accuracy over Mesh 2.
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The results of Mesh 4 are shown from Figure 96 to 101.

Figure 96

Cp of the lower wall for Mesh 4

Figure 97

Cf of the lower wall for Mesh 4
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Figure 98

Figure 99

Upstream U velocity at x=-0.166124 m for Mesh 4

Upstream turbulent shear stress at x=-0.166124 m for Mesh 4
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Figure 100

Figure 101

U velocities at different x-locations for Mesh 4

The turbulent shear stress at different x-locations for Mesh 4

The results of Mesh 4 are quite similar to the results of Mesh 3. There is still a
tiny clearance gap for the upstream and downstream velocity, which compares with the
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CFL3D results. Since there is a limited difference in results between Mesh 3 and Mesh 4,
the independent mesh size solution is acquired from Mesh 3.
The results of Mesh 5 are shown from Figure 102 to 107.

Figure 102

Cp of the lower wall for Mesh 5

Figure 103

Cf of the lower wall for Mesh 5
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Figure 104

Figure 105

Upstream U velocity at x=-0.166124 m for Mesh 5

Upstream turbulent shear stress at x=-0.166124 m for Mesh 5
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Figure 106

Figure 107

U velocities at different x-locations for Mesh 5

The turbulent shear stress at different x-locations for Mesh 5

The Mesh 5 results agree very closely with the Mesh 4 results. In many of the
other NASA validation cases, most cases have unstable results for steady analysis using

94

the finest mesh. This case, however, has stable results for both steady analysis and
transient analysis using the finest mesh.
The SC/Tetra results generally agree well with the CFL3D results. The SC/Tetra
results for Mesh 3 or finer give good agreement with CFL3D (for which Mesh 4 results
were used). SC/Tetra, therefore, reaches its mesh independent solution at Mesh 3.
The largest differences in the SC/Tetra and CFL3D results are upstream of the
bend in the domain. Initially, it was suspected that this may be due to a loss in mass flow
rate. Checks indicated, however, that the mass flow rates at the inlet, just before the bend,
and the outlet, were the same. The inlet boundary condition was also changed to directly
specify the mass flow rate, but this did not affect the SC/Tetra results. Other issues must,
therefore, lead to the upstream velocity differences between SC/Tetra and CFL3D.
Some of the differences between the SC/Tetra results and the CFL3D results
could be due to the incompressible flow analysis used in SC/Tetra. The CFL3D
simulations used compressible flow. The reference Mach number of 0.093 is relatively
low, however.
The calculation time comparison is provided in Table 8.
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Table 8

The calculation time for the 2D convex curvature boundary layer studies

Case

Parallelism

No. of cycles

Calculation time

Mesh 1
(Computer 1)
Mesh 2
(Computer 1)
Mesh 3
(Computer 1)
Mesh 4
(Computer 1)
Mesh 4
(Computer 2)
Mesh 5
(Computer 2)

8

133

15 sec.

8

219

31 sec.

8

478

3 min.

8

1391

44 min.

16

1381

16 min.

16

3942

3 hr. 8 min.
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NATURAL CONVECTION IN SQUARE CAVITY
The goal of this analysis is to verify the accuracy of the SC/Tetra CFD code for a
natural convection case. Accuracy is determined by comparing temperature and vertical
velocity profiles at mid-height of the square cavity with experimental data (Ampofo &
Karayiannis, 2003), and previous CFD results (Wang, Shen & Gu, 2012; Omri & Galanis,
2009). The heat transfer rate on the right hand wall will also be discussed.
Both structured mesh and unstructured mesh should be used. The mesh
independence study, convergence study, and turbulence model study also should be
considered in this problem.

8.1

Problem description
This problem is researched on the turbulent natural convection in an air filled

square cavity of 0.75m high and 0.75m wide (Figure 108). This is a 2-D problem, and the
gravity of the flow is considered. The Rayleigh number is equal to 1.58 x 10^9, which
agrees with the reference paper (Wang, Shen & Gu, 2012).
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Figure 108

8.2

Turbulent natural convection in an air filled square cavity

Analysis setup
The analysis type was set up as incompressible turbulent flow (laminar flow for

comparison) and considering the temperature, the SST k-OMG turbulence model was
chosen as the initial attempt, and the gravity was set at -10 m/s2 in Y-direction.
The material property of the fluid was chosen as incompressible air with
convection. The density of the fluid is 1.206 kg/m3, the viscosity is 2.01644×10-5 Pa･s,
the specific hear at constant pressure is 1007 J/kg･K, the coefficient of thermal expansion
is 3.3×10-3 K-1, the thermal conductivity is 2.56×10-2 J/m･s･K, and the reference
temperature is 30⁰C. The buoyancy calculation is considered in this study. The material
properties were calculated based on the equation

⁄

,

where Ra is Rayleigh number as 1.58 x 10^9, β is the thermal expansion coefficient, g is
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acceleration due to gravity,

is the temperature difference between the two vertical

walls, L is the length of the sides of the cavity,

is kinematic viscosity, k is the thermal

conductivity, Cp is the specific heat at constant pressure, and  is the density of the air.
The up wall and down wall were set as the stationary and adiabatic wall. The front
wall and rear wall were set as the slip and adiabatic wall. 50⁰C and stationary wall was
specified at the lefthand side wall, and 10⁰C and stationary wall were specified at the
righthand side wall.
In the under-relaxation option, all variables have the coefficient set to 0.5; this
was found to improve the convergence. In the pseudo-timestep-relaxation function, all
variables have the Courant number (“apply weight-averaged time step”) set to 5. All
equations set the Threshold residual as 1×10^-6 (guarantee to acquire accurate steady
results). The pressure is fixed at 0 Pa at coordinates of (0.35m, 0.74m, 0.01m).

8.3

The study of structured mesh
The sample views of the structured mesh without the rate of change and

structured mesh with the rate of change are shown in Figure 109 and Figure 110. The
detailed information of the structured mesh size is shown in Table 9.

99

Structured mesh “Y+ study case 2” (without the rate of change)

Figure 109

Structured mesh “Rate of change study case 3” (with the rate of change)

Figure 110

Table 9

cases
Convergence study
case
Y+ study case 1
Y+ study case 2

Mesh size information for structured mesh studies

Number of
nodes
11552

Number of
elements
5625

1st layer near
the wall, m
0.01

Growth
ratio
1

1352

625

0.03

1

5202

2500

0.015

1

100

Y+ study case 3

126002

62500

0.003

1

Y+ study case 4

1128002

562500

0.001

1

Y+ study case 5

181202

90000

0.0005

1.02

Rate of change study
case 1
Rate of change study
case 2
Rate of change study
case 3
Rate of change study
case 4
Rate of change study
case 5
Rate of change study
case 6

80802

40000

0.001

1.02

29282

14400

0.001

1.05

13122

6400

0.001

1.10

7442

3600

0.001

1.15

5202

2500

0.001

1.20

3362

1600

0.001

1.25

In order to get converged results, different values have been tested for UnderRelaxation factor and the Pseudo-Timestep-Relaxation factor, as shown in Table 10.
Table 10

Information of the convergence study

Case(UR,PTR) The number of cycle Convergence or not Simulation time
Case 1 (0.9,15)

1000

No trend

1 min. 53 sec.

Case 2 (0.9,10)

1000

No trend

1 min. 47 sec.

Case 3 (0.9,5)

1000

No trend

1 min. 45 sec.

Case 4 (0.7,15)

1000

No trend

1 min. 54 sec.

Case 5 (0.7,10)

797

Yes

1 min. 18 sec

Case 6 (0.7,5)

1344

Yes

2 min. 12 sec

Case 7 (0.5,15)

2000

No trend

3 min. 23 sec.

Case 8 (0.5,10)

811

Yes

1 min. 27 sec.

Case 9 (0.5,5)

1373

Yes

2 min. 3 sec.
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With decreasing Under-Relaxation factor and Pseudo-Timestep-Relaxation value,
the convergence will get faster, and save a great deal of time. In the following case,
therefore, 0.5 as UR factor and 5 as PTR value are specified to boost the convergence.
The mesh independent study can guarantee to get accurate results with fewer
mesh elements. The following graphs (Figure 111 and Figure 112) show the results
comparison among the meshes with different Y+ values.

Figure 111

The vertical velocity at the mid-height of the cavity for the Y+ study
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Figure 112

The temperature at the mid-height of the cavity for the Y+ study

By comparing the vertical velocity and temperature at mid-height with the finer
mesh, the values near the wall will be more accurately resolved. When the mesh size
reaches 0.001, the results are unchanged with further refinement. This indicates mesh
independence has been reached and, therefore, the mesh size 0.001 will be used for the
further simulations.
Table 11 shows the comparison of heat transfer rate on the low temperature wall
(righthand side wall) among different meshes.
Table 11

The comparison of heat transfer rate for the Y+ study

Case
Mesh size 0.03
(Y+ study case 1)
Mesh size 0.015
(Y+ study case 2)
Mesh size 0.003
(Y+ study case 3)

Y+ value Heat transfer rate, W/m2
11.03

-0.25

9.82

-0.48

5.47

-1.17
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Mesh size 0.001
(Y+ study case 4)
Mesh size 0.0005
(Y+ study case 5)

2.21

-1.23

0.96

-1.24

From the comparison of heat flux, this also proves that results reach steady state
when the mesh size is 0.001 and finer. This comparison verifies that the Y+ value for the
0.001 mesh is within an acceptable range for use of the SST model. A Y+ of 1 or less is
ideal, but 3 or less is generally held to be acceptable. The Y+ values are average values
taken across the left and right walls.
For further comparison, in order to reduce the number of mesh elements, and
guarantee the accuracy of results, structured mesh elements with different rates of change
have been applied (using the same mesh size 0.001 near the wall to guarantee the similar
Y+ number).
Figure 113 and Figure 114 show the results comparison among the meshes with
different rates of change.

Figure 113

The vertical velocity at the mid-height of the cavity for the rate of change study
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Figure 114

The temperature at the mid-height of the cavity for the rate of change study

For this particular problem, we can see that the vertical velocity and temperature
at mid-height are changed significantly near the wall, but with limited change in the midposition. Therefore, when we maintain the mesh size near the wall as fine enough, even
with a large rate of change for the mesh, the results still remain stable.
The results begin to have some oscillation around the mid-section for the velocity
plot when the mesh changing ratio reaches 1.15; therefore 1.10 should be the maximum
changing ratio.
Table 12 shows the comparison of heat transfer rate on the low temperature wall
(righthand side wall) among different rates of change for the mesh size.
Table 12

The comparison of heat transfer rate for the rate of change study

Case
Rate of change 1.02

Y+ value Heat transfer rate, W/m2
2.63
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-1.24

Rate of change 1.05

2.37

-1.25

Rate of change 1.10

1.94

-1.26

Rate of change 1.15

1.98

-1.26

Rate of change 1.20

1.84

-1.26

Rate of change 1.25

2.46

-1.26

From the comparison of heat flux, this shows the heat transfer rate remains stable
among these changing ratio cases, which basically means the heat transfer rate on the low
temperature wall is fully related with the mesh size near the wall, due to the mesh size
near the wall maintaining a similar size for these cases.

8.4

The study of unstructured mesh
The sample view of the unstructured mesh (mid mesh) is shown in Figure 115,

and the detail mesh size information is shown in Table 13.

Figure 115

View of a sample unstructured mesh
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Table 13

Mesh size information for unstructured mesh studies

Cases

Number
of nodes

Number of
elements

1st
prism,
m

Growth
ratio

No. of
prisms

Octant
levels

Unstructured
mesh (coarse)

10256

8206

0.001

1.1

3

0.005 0.02

Unstructured
mesh (mid)

29682

22088

0.001

1.1

14

0.005 0.02

Unstructured
mesh (fine)

36202

26248

0.001

1.1

20

0.005 0.01

The mesh labels are based on the octant levels and their coverage. The thickness
of the 1st prism layer and the growth ratio are chosen according to the independence
studies of the structured mesh.
The following figures (Figure 116 and Figure 117) show the comparison among
different unstructured meshes.

Figure 116

The vertical velocity at the mid-height of the cavity for unstructured mesh studies
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Figure 117

The temperature at the mid-height of the cavity for unstructured mesh studies

From this comparison, we can clearly see that when the mesh size reaches to the
mid mesh, the results will remain stable; therefore, mid mesh density is needed to reach
independence of grid.
Table 14 shows the comparison of the heat transfer rate on the low temperature
wall (righthand side wall) among different unstructured mesh sizes.
Table 14

The comparison of heat transfer rate for unstructured mesh studies

Case

Y+ value Heat transfer rate, W/m2

Coarse mesh

2.19

-1.49

Mid mesh

2.32

-1.23

Fine mesh

2.30

-1.24
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From the comparison of heat flux, this proves that results reach to steady state
when the mesh size is mid mesh and finer. Also, the heat flux values of the mid and fine
unstructured meshes are close to the results from structured mesh cases.

8.5

Results and discussion
Figure 118 and Figure 119 show the comparison of vertical velocity and

temperature at the mid-height with the experimental data and previous CFD results.
Previous CFD Results are from Wang (2012) and Omri and Galanis (2009), using the
SST model; Wang’s experimental data is from Ampofo and Karayiannis (2003).
Structured mesh is chosen as the “rate of change study case 1” mesh; unstructured mesh
is chosen as the “mid mesh”.

Figure 118

The velocity results comparison with experimental data and previous CFD data
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From this comparison, the present structured and unstructured mesh results are
similar to each other but are quite different in the near-wall regions from the previous
CFD results and experimental data.
Wang (2012) does not state which turbulence model is used for their CFD results,
or the Y+ range of the mesh. Omri and Galanis, (2009) used several models, including
SST, and all of their profiles are similar to those of Wang (2012). Therefore, the results
shown here for Wang (2012) can also be taken to represent the SST results of Omri and
Galanis (2009).

Figure 119

The temperature results comparison with experimental data and previous CFD
data

The present simulation results agree well with the previous CFD results but are
noticeably different from the experimental data in the mid-section of the cavity.
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The previous CFD results seem more reliable than the experimental data; the midsection temperature is flat for the previous CFD results, with a value equal to the average
of the left and right walls; also there is too much fluctuation in the experimental data.
Because all temperature profiles among different cases are similar and all are
close to the experimental data, only the vertical velocity profiles will be discussed in the
upcoming comparisons. All the upcoming comparison cases use the same structured
mesh; the mesh size is 0.001 near the wall and the rate of change is 1.02. The upcoming
comparisons are between laminar flow / different turbulence models and experimental
data to find the effect of these settings, shown from Figure 120 to Figure 126.

Figure 120

Comparison with laminar flow
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Figure 121

Comparison with k-E model with default initial condition of no turbulence

Figure 122

Comparison with k-E model with initial turbulence of 0.0001
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Figure 123

Comparison with k-E model with initial turbulence of 0.0001 with WLTY 1
command (Low-Re-number adaptive wall function)

Figure 124

Comparison with SST model with initial turbulence of 0.0001
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Figure 125

Comparison with SST model with initial turbulence of 0.0001 without Low-Renumber correction by Wilcox

Figure 126

Comparison with SST model with initial turbulence of 0.1

The SST model appears to have a problem maintaining turbulence. Initialized
turbulence decays, and the results are the same as laminar flow. This could be a general
problem for the SC/Tetra SST model in a flow governed by natural convection. SC/Tetra
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also provides 4 additional versions of the SST model, shown in Table 15. These were
also tested, with brief results given below. All cases have the turbulence parameters
initialized to 0.0001.
Table 15

SST
version
SST –
2003
SST – V
SST – sust
SST –
Vsust

Comparison with additional version of the SST model

SC/Tetra
command
SSTD
TYPE 1 LORE
0
SSTD
TYPE 2 LORE
0
SSTD
TYPE 3 LORE
0
SSTD
TYPE 4 LORE
0

Turbulence (TKE)

Results

Yes, this model can maintain
TK and TE

Same as default SST
model results

Yes, this model can maintain
TK and TE

Same as default SST
model results

No value

No results. Diverged
from first cycle.

No value

No results. Diverged
from first cycle.

The additional SST models offer little help here. Although the SST-2003 and
SST-V models maintain turbulence, they still give the same results as laminar flow.
As mentioned near the beginning of this report, the Pseudo-Timestep-Relaxation
(“DTSR” command) was set to Courant number = 5 (“apply weight-averaged-time step”)
for all variables. This was done to improve convergence. Additional tests have shown,
however, that using this setting for the k and eps turbulence variables causes the decay of
turbulence reported above.
The default Pseudo-Timestep-Relaxation (DTSR) settings are “do not apply” for
P, T, k and eps. With these settings, (U, V and W still use “5”), turbulence does not decay,
but convergence is very poor (only reaching on the order of 0.1). The velocity profile is
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similar to laminar flow, but shows oscillation in the mid-section. Turbulence still needs to
be initialized with these settings. If turbulence is not initialized in cases with no inlet, the
SST model in SC/Tetra cannot generate it.
Since the default DTSR settings lead to poor convergence, an equivalent transient
run was also tested. The Courant number was set to 1, and no relaxation settings were
applied. This simulation takes a long time to reach stable conditions (on the order of
20,000 cycles). Turbulence is maintained, but even so, the velocity profile is still the
same as for laminar flow. Further details and comparative analysis of the runs are shown
in Table 16.
Table 16

Details of the Pseudo-Timestep-Relaxation study

Case

Convergence

Turbulence

Results

SST default
“DTSR” for P, T,
K, EPS with no
initial turbulence

Bad convergence,
far away from our
target value

No, turbulence
decays to no
value

SST default
“DTSR” for P, T,
K, EPS with initial
turbulence

Bad convergence,
far away from our
target value

Yes, this setup
can generate
turbulence

Transient run
using restart file
from last cycle of
above case

Conditions are
stable after around
20,000 cycles

Yes, this setup
can generate
turbulence

Similar to laminar flow
result. Due to bad
convergence, profile also
has too much oscillation at
mid-section.
Similar to laminar flow
result. Due to bad
convergence, profile also
has too much oscillation at
mid-section.
Same as laminar flow
result.

In summary, it appeared that the lack of turbulence could be the cause of the poor
velocity profile for the SST model. The default DTSR settings allow turbulence to be
retained, but convergence is poor, as are the profiles. Using a transient run is expensive,

116

but it could both retain turbulence and avoid convergence problems. The velocity profile
is still the same as laminar flow, however. This indicates that the turbulence decay and
the poor velocity profile are separate problems found with the SST model.
The result comparisons of the maximum velocity and the width of velocity peak
near the wall are shown in Table 17.
Table 17

Comparison of the maximum velocity and the width of near-wall velocity peak

Case
Experimental data

Max. velocity,
m/s
0.22

Width of near- wall velocity
peak, m
0.04

Previous CFD results

0.22

0.04

Unstructured mesh-SST

0.25

0.02

Structured mesh-SST

0.25

0.02

Laminar

0.25

0.02

k-E

0.22

0.04

k-E with Initial 0.0001

0.22

0.04

k-E with Initial 0.0001 and
WLTY 1
SST with Initial 0.0001

0.25

0.02

0.25

0.02

SST with Initial 0.0001 no
correction
SST with Initial 0.1

0.25

0.02

0.25

0.02

Only the standard k-E turbulence model gave similar results to the experimental
data and previous CFD results (that used the SST model). The other turbulence models
gave a larger maximum value and narrower width of the near-wall peak values. It is
unclear why the k-E model would do so well, however, since the mesh Y+ values are < 3,
which is smaller than the recommended range for k-E.
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The SST turbulence model gave similar results to laminar flow. Furthermore, no
turbulence was generated by the SST model. When specifying an initial level of
turbulence and using the default DTSR (pseudo-timestep relaxation) setting “Do not
apply” for P, T, k and EPS, turbulence can be retained; when specifying an initial level of
turbulence and using Courant number = 5 (“apply weight-averaged-time step”) for all
DTSR variables, an initial level of turbulence only led to decay of that turbulence. Four
additional versions of the SST model were also tested, with initial turbulence. Two of
these versions maintained turbulence, but their results were still similar to laminar flow
results. The “LORE 0” command, which turns off Wilcox low Reynolds number
corrections in the SST model, did not affect the results, but helped to boost the
convergence in some cases.
The reason for poor results with the SC/Tetra SST model is not clear. One factor
could be that the model is unable to generate turbulence in flows with no inlet and
governed by natural convection. However, the test case specifying initial turbulence and
using default DTSR settings for P, T, k and EPS is able to maintain turbulence, but still
gets the same velocity profile as laminar flow. Therefore, other factors appear to
contribute to the poor results.
The “WLTY 1” command applies an adaptive wall function to the k-E model in
cases where the mesh Y+ values are smaller than the recommended range for k-E. Using
“WLTY 1” here, however, gives results that are similar to the SST model, which is
recommended for Y+ < 3. Since the SST results are poor, however, using “WLTY 1”
actually degrades the k-E results in this case.
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In another SC/Tetra validation case, “Drag Coefficient of Sphere,” k-E with
“WLTY 1” does not give similar results to the SST model. The sphere case is rather
different, involving forced convection and external flow, but this notwithstanding, the
benefit and reliability of the adaptive wall function for k-E appears questionable.
The adaptive wall function is intended to give the correct flow velocity at the first
mesh point away from the wall. It is perhaps of limited value, however, since the k-E
model does not contain the necessary physics for the viscous sublayer. Its velocity profile
above the first mesh point is, therefore, likely to become inaccurate.
The calculation time of natural convection in the cavity case is shown in Table 18.
Table 18

Cas
e
Con
.1
Con
.2

Numbe
r of
cycles
1000
1000

Calculatio
n time
1 min. 53
sec.
1 min. 47
sec.

Con
.3

1000

1 min. 45
sec.

Con
.4

1000

1 min. 54
sec.

Con
.5

797

1 min. 18
sec

Con
.6

1344

2 min. 12
sec

Con
.7
Con
.8

2000

3 min. 23
sec.
1 min. 27
sec.

811

The calculation time for the natural convection in cavity

Case Numbe
r of
cycles
Con. 1373
9
Y+
2000
stud
y1
Y+
2000
stud
y2
Y+
2000
stud
y3
Y+
8000
stud
y4
Y+
6000
stud
y5
Rati
8000
o1
Rati
3000
o2

Calculatio
n time

Case

2 min. 3
sec.
2 min.
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Calculatio
n time

Ratio 3

Numbe
r of
cycles
3000

Ratio 4

2109

3 min.

3 min.

Ratio 5

1832

3 min.

27 min.

Ratio 6

1464

2 min.

19 hr.

Unstru
c. 1

3000

4 min.

1 hr. 39
min.

Unstru
c. 2

3000

8 min.

1 hr. 5
min.
10 min.

Unstru
c. 3

3000

10 min.

6 min.

DRAG COEFFICIENT OF A SPHERE
By simulating the flow over the sphere by using SC/Tetra, the drag coefficient of
the sphere is validated with experimental data and previous CFD results.
The procedure is as follows: Do the comparison among different resolutions of
the sphere to guarantee the resolution is big enough. Do the comparison among different
domains to guarantee the computational domain is large enough. Identify sufficiently low
convergence criteria. Do the comparison among different total thicknesses of prism layers
to get the independent solution. Do the comparison among different Y+ values to get the
Y+ independence results. Do the results comparison among different turbulence models.

9.1

Problem description
This study focuses on comparing the drag coefficient of a sphere in a large

rectangular computational domain (Figure 127). The center of sphere locates on (0, 0, 0),
and the distance between the center of sphere and inlet is 5 m. Only the Reynolds number
of 10^4 will be discussed in this study; temperature and gravity are not taken into
consideration.
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Figure 127

9.2

A sphere in a rectangle domain

Analysis setup
Since the Reynolds number is chosen as 10^4 in all simulations, and for the

sphere, purely laminar flow only exists up to Re=0.1, the flow should be applied with
turbulent flow. The SST k-OMG model without Low-Reynolds-Number corrections and
the standard k-EPS model were set as the turbulent model. Both steady analysis and
transient analysis were taken into calculation.
The incompressible air was applied for the fluid material. The density of the air is
1.206 kg/m3, the viscosity is 1.206×10^-4 Pa･s, the specific heat at constant pressure is
1007 J/kg･K, and the thermal conductivity is 2.56×10^-2 J/m･s･K. The material property
was calculated based on the Reynolds number.
The surface of the sphere was set as stationary wall; all side walls (front, rear, top,
and bottom) were set as slip wall. The velocity normal to the surface of 1 m/s was
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specified as inlet surface. The static pressure of 0 Pa was applied at the outlet surface. All
equations set the coefficient as 0.5. The need for this setting is explained in the
“Independent study for the convergence” section. All equations set the Courant number
to 5 for Pseudo-Timestep-Relaxation factor. The threshold residual was set as 10^-6 to all
equations, which is low enough by comparing with transient results. The pressure force
and viscous force of the sphere surface were output on each cycle for the drag force
calculation.
The grid refinement pattern is shown in Figure 128, and a close-up view of the
sample unstructured mesh and prism layers is shown in Figure 129.

Figure 128

The pattern of grid refinement
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Figure 129

9.3

A close-up view of the sample mesh

Results and discussion
The “resolution” parameter is set when creating the sphere in SC/Tetra. The goal

of this section is to identify a value that is high enough to not restrict the geometric
accuracy of the mesh around the sphere. Three independent study cases are shown in
Table 19.
Table 19

Resolution
Octant size

Independent study for the resolution of sphere

Case 1

Case 2

Case 3

80

100

120

0.6 - 0.0375 0.6 - 0.0375 0.6 - 0.0375

1st prism layer

0.008

0.008

0.008

Rate of change

1.1

1.1

1.1

No. of layer

3

3

3

Value of Y+

5.9

5.9

5.9
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As the value of “resolution” increases, the model geometry becomes more
accurate. With finer octrees, high resolution may become essential. Figure 130 provides
the comparison among the different resolutions.

Figure 130

Comparison of resolutions

For this particular problem, we focused on the drag force around the sphere
surface; therefore, the resolution should be large enough to guarantee the sphere surface
shape. 80, 100 and 120 are taken as three different sizes of resolution, and the three cases
use the same mesh size. The drag force is calculated by the value of the last cycle, which
is the summary of the pressure force and viscous force in the direction of the flow
velocity. The drag coefficient is calculated by the equation

, where

is the

drag force, ρ is the density of the air, A is the reference area, and v is the inflow velocity.
The results are shown in Table 20.
Table 20

The results comparison of the resolution

Resolution Drag force, N Drag coefficient
Case 1

80

0.142

0.300

Case 2

100

0.144

0.304

Case 3

120

0.145

0.306
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The results from the three different resolutions do not differ a lot. Since the
change from Case 2 to Case 3 is less than 1%, the resolution parameter will be fixed at
100. This value should be large enough to not restrict geometric accuracy in the meshes.
The goal of the following section is to identify a domain size that is large enough
to not restrict the downstream flow from becoming uniform. The detail information of
this independent study is shown Table 21.
Table 21

Independent study for the computational domain size

Case 2

Case 4

Resolution

100

100

Octant size

0.6 - 0.0375

0.6 - 0.0375

1st prism layer

0.008

0.008

Rate of change

1.1

1.1

No. of layer

3

3

Value of Y+

5.9

5.9

Domain size

x(-5,10),y(-5,5),z(-5,5) x(-8,15),y(-8,8),z(-8,8)

The computational domain size is an important factor for a turbulent flow
simulation. If the domain size is not large enough, the downstream flow will not have
enough room to become uniform and, therefore, the static pressure BC at the outlet will
not be accurate. Conversely, if the domain size is too large, the simulation time will be
unnecessarily long. The results are shown in Table 22.
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Table 22

The results comparison of the computational domain size

Domain size, m

Drag force, N Drag coefficient

Case 2 x(-5,10),y(-5,5),z(-5,5)

0.144

0.304

Case 4 x(-8,15),y(-8,8),z(-8,8)

0.143

0.302

Since the change of drag force from Case 2 to Case 4 is less than 1%, the smaller
domain is sufficient. Furthermore, the simulation time of Case 2 is acceptable, so the
domain size “x(-5,10),y(-5,5),z(-5,5)” will be used in the further work.
The detail information of the convergence study is shown in Table 23. Case 2
uses the default setting for Under-relaxation factors (U,V,W=0.9; P=1; T=0.99;
K,EPS=0.6) and Pseudo-timestep-relaxation (U,V,W=15; P,T,K,EPS=0 / “do not apply”).
Case 5 is using 0.5 for all equations of Under-relaxation factors and 5 for all equations of
Pseudo-timestep-relaxation.
Table 23

Independent study for the convergence

Case 2

Case 5

Resolution

100

100

Octant size

0.6 - 0.0375

0.6 - 0.0375

1st prism layer

0.008

0.008

Rate of change

1.1

1.1

No. of layer

3

3

Value of Y+

5.9

5.9

Domain size

x(-5,10),y(-5,5),z(-5,5) x(-5,10),y(-5,5),z(-5,5)
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For both cases, the convergence criteria is set to 10^-6, but neither case can reach
this level. Both of their convergences will decrease to some value, then remain stable.
However, Case 5, with Under-relaxation factors = 0.5 and Pseudo-timestep-relaxation =
5 for all equations, can get much closer to the convergence target, so it seems this set up
will give us more converged results.
For both cases, a transient analysis will still be used to verify the accuracy. The
results comparison will be shown in Table 24. For the transient analysis, the time step is
calculated by Courant number = 1. Since the transient analysis solves the simulation
based on real time, when the drag force is no longer changed with time, then the solution
for the transient analysis has been reached. To save time, the restart file from the last
cycle of the steady-state analysis was used for the initial conditions of the transient
analysis.
Table 24

Case 2
Case 2
transient
Case 5

The results comparison of the convergence

Under-Relaxation
factor
Default

0.5 for all eqn.

Pseudo-TimestepRelaxation
Default

5 for all eqn.

Case 5
transient

Drag
force, N
0.144

Drag
coefficient
0.304

0.131

0.277

0.133

0.281

0.131

0.277

Compared with transient analysis results, Case 5 with the Under-relaxation factor
= 0.5 and Pseudo-timestep-relaxation = 5, gives better accuracy than Case 2. Decreasing
these two factors helps to get convergence and more accurate results. But these changes
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can also slow down the convergence, so we do not want them lower than necessary.
Settings of Under-relaxation factor = 0.5 and Pseudo-timestep-relaxation = 5 are used for
the rest of this investigation.
The further simulation cases, which use finer prism layers, can reach the
convergence criteria of 10^-6 when using Under-relaxation factor = 0.5 and Pseudotimestep-relaxation = 5. Furthermore, these steady results give the same drag force as the
equivalent transient runs, indicating that the convergence criteria of 10^-6 is low enough.
The finer prism layers case, Case 7, was also tested with default Under-relaxation
factor and Pseudo-timestep-relaxation. It can reach the convergence criteria of 10^-6, but
the result is inaccurate compared with the equivalent transient run.
The goal of the following section is to identify the total thickness and
accompanying growth ratio of the prism layers that is sufficient to not restrict the
accuracy of the mesh around the sphere and, therefore, the accuracy of the results. The
detailed information of this study is shown in Table 25.
Table 25

Independent study for the total thickness of prism layers and growth ratio

Resolution
Octant size

Case 6

Case 7

Case 8

Case 9

100

100

100

100

0.6 - 0.0375 0.6 - 0.0375 0.6 - 0.0375 0.6 - 0.0375

1st prism layer

0.002

0.002

0.002

0.002

Rate of change

1.33

1.25

1.20

1.144

No. of layer

8

10

12

16

Value of Y+

1.55

1.52

1.50

1.48
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The top (last) prism layer will be kept at 40% of the nearest octant size
(0.4*0.0375=0.015), and the 1st prism layer will be kept constant (a Y+ study will
discuss this later). Then, when increasing the number of layers, the rate of change must
be decreased and the total thickness of the prism will increase. When the result no longer
changes with the increasing total thickness of prisms, that will indicate the independent
solution. The results comparison is shown in Table 26.
Table 26

Case
6
Case
7
Case
8
Case
9

The results comparison of the total thickness of prism layers and growth ratio

1st
prism
layer
0.002

Rate of
change

No. of
layer

1.33

0.002

Total
thickness

Drag
force, N

Drag
coefficient

8

Top
prism
layer
0.015

0.0533

0.187

0.395

1.25

10

0.015

0.0665

0.192

0.405

0.002

1.20

12

0.015

0.0792

0.192

0.405

0.002

1.144

16

0.015

0.1056

0.193

0.407

From the above table, since the drag force difference between Case 7 and Case 9
is less than 1%, the prism layer configuration in Case 7 is the independent solution. In the
later simulations, the 1st prism layer size will be varied to change the Y+ value, but the
rate of change and total thickness of the prism layer will be kept the same as in Case 7.
The goal of the following section is to identify the Y+ value that is small enough
to not restrict the accuracy of the mesh around the sphere and also be suitable for the
recommended Y+ range of the relevant turbulence model. The detailed information of
this study is shown in Table 27.
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Table 27

Independent study for the Y+ value

Resolution
Octant size

Case 7

Case 10

Case 11

100

100

100

0.6 - 0.0375 0.6 - 0.0375 0.6 - 0.0375

1st prism layer

0.002

0.001

0.005

Rate of change

1.25

1.25

1.20

No. of layer

10

13

7

Total thickness

0.0665

0.0688

0.0646

Value of Y+

1.52

0.77

3.66

The size of the 1st prism layer is an important factor due to the influence of the
Y+ value. The Y+ value must be small enough to give accurate results. When the result
no longer varies with Y+, then the Y+ is small enough. Three cases are taken into
consideration here to find the Y+ value needed to get an independent solution. The results
comparison is shown in Table 28.
Table 28

Rate of
change

No. of
layer

3.66

1st
prism
layer
0.005

1.20

1.52

0.002

0.77

0.001

Y+
value
Case
11
Case
7
Case
10

The results comparison of the Y+ value

Total
thickness

7

Last
prism
layer
0.015

Drag
coefficient

0.0646

Drag
force,
N
0.181

1.25

10

0.015

0.0665

0.192

0.405

1.25

13

0.015

0.0688

0.193

0.407
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0.382

From the above table, the difference between cases 7 and 10 is 0.5 %; therefore, a
1st prism of 0.002 is small enough, but 0.005 in Case 11 is not. The Y+ value in Case 7
gives an independent solution.
Overall, after all the dependency studies and comparisons, the setup of Case 7 is
selected. It gives a solution that is independent of all the factors that have been
investigated.
The previous cases have all used the SST turbulence model, which has a
recommended Y+ range of 3 or less. The previous Y+ values have, therefore, been
reasonable for the use of SST. We also want to see results from other turbulence models.
The Case 7 mesh will be used with them all. Its Y+ value of around 1.5 is suitable for all
“low Reynolds number” turbulence models, but is too low for the k-EPS turbulence
model. With this in mind, the SC/Tetra adaptive wall function was also tested with the kEPS model.
The simulation results will also be compared with experimental data (Achenbach,
1974) and previous CFD results (Constantinescu, Chapelet & Squires, 2003; Kim, 2004).
The results comparison is shown in Table 29. The adaptive wall function is turned on
using the “WLTY 1” command. The default version of the SA model is “SA-fv3”; the
“SASW 1” command changes this to the standard SA model.
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Table 29

The results comparison of experimental data and CFD data

Re= 10^4

Drag coefficient

Case 7 (SST turbulence model, no Low-Re-number corrections)

0.405

Case 12 (k-EPS model)

0.350

Case 13 (k-EPS model with Low-Re-number adaptive wall function)

0.351

Case 14 (SST turbulence model, with Low-Re-number corrections)

0.454

Case 15 (Spalart-Allmaras one equation model)

0.450

Case 16 (AKN k-EPS)

0.450

Case 17 (BGC Non-linear low-Re-No. k-EPS)

0.455

Case 18 (Realizable k-EPS model)

0.458

Case 19 (Spalart-Allmaras one equation model with “SASW 1”)

0.440

Reference CFD results (Constantinescu, 2003) – LES model

0.393

Reference CFD results (Kim, 2004) – LES model

0.438

Experimental data (Achenbach, 1974)

0.40±0.01

Experimental data (Online resource)

0.383

As mentioned by the previous papers, few people use the RANS models to
simulate this particular problem, since it is difficult to get good accuracy. Usually, LES
and DES models are used. Therefore, the SC/Tetra LES model and DES model were also
tested, with results given below. With these, it is necessary to run a transient analysis.
The last cycle data of Case 7 was used as the restart condition. The time step was set to
0.01 s, based on the transient run of Case 7, to guarantee a Courant number less than 1.
These four cases used the same mesh as Case 7. LES and DES models should
typically use a much finer mesh than RANS models, so the results below (Table 30) may
not be mesh independent. The simulations were run by Computer 2.
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Table 30

Case

The results comparison of LES and DES models

DES-SST (LORE 0)

Drag force,
N
0.201

Drag
coefficient
0.424

No. of
Cycles
50000

Simulation
time
16 hr. 46 min.

LES-Smagorinsky

0.193

0.408

50000

14 hr. 5 min.

LES-Dynamic
Smagorinsky
LES-WALE model

0.197

0.416

50000

15 hr. 39 min.

0.221

0.467

50000

14 hr. 8 min.

The drag forces in the transient LES and DES runs do not reach steady values, so
the results given in the above table are average values based on the last 20000 cycles of
the runs. While the fluctuations are irregular, they are contained within a bounded range
after cycle-10000. Therefore, the averaged drag forces can be used to calculate
representative drag coefficients.
An example of the averaging procedure in the LFileView tool is shown in Figure
131. This example is for the pressure force on the sphere along with the time in the LES
–Smagorinsky simulation.
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Figure 131

The pressure force along with the time

In conclusion, the total prism layer thickness and Y+ value play a significant role
for the accuracy of the sphere simulation results.
Previous CFD results and experimental data give a range of values (0.38 – 0.44)
for the expected drag coefficient, but 0.40 is a reasonable consensus target value.
After checking for mesh independence, sufficient prism layers, and other
sensitivities, the SST model, without Wilcox low Re number corrections, gave a drag
coefficient of 0.405. This can obviously be regarded as an accurate result.
A drag force of 0.35 is calculated using the k-EPS model, both in its standard
form and with the adaptive wall function. This value is well below the target value.
Closer investigation shows that while the total drag forces are similar with and without
the adaptive wall function, the pressure forces and viscous forces are not similar. Overall,
the benefit of using the adaptive wall function appears to be questionable.
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The turbulence models of the SST model with Low-Re-number corrections
included (SC/Tetra default SST), Spalart-Allmaras model (“SA”), AKN k-EPS model,
BGC Non-linear low-Re-No. k-EPS model, and Realizable k-EPS model all calculate
drag coefficients in the range of 0.45 – 0.46, which is well above the values given by
most of the previous CFD studies and the experimental data.
The “LORE 0” command, which turns off Wilcox low Reynolds number
corrections in the SST model, benefits the SST results considerably compared with
previous CFD results and experimental data.
The “SASW 1” command benefits the SA model results somewhat compared with
previous CFD results and experimental data.
Three LES models and the DES-SST model were also tested using the final mesh
from the RANS-SST investigation. The LES and DES drag coefficients were in the
range 0.41 – 0.47. The LES-Smagorinsky result was the most accurate, with a drag
coefficient of 0.408.
LES and DES models should typically use a much finer mesh than RANS models,
so the results above may not be mesh independent. Using the same mesh, LES and DES
runs took on the order of 5 times as long as RANS runs. With a much finer mesh, this
disparity would be larger.
The samples of calculation time are shown in Table 31.
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Table 31

Case

The calculation time of the sphere study

Parallelism No. of cycle Calculation time

Case 6 (Computer 1)

8

3355

2 hr. 56 min.

Case 7 (Computer 1)

8

2786

3 hr. 8 min.

Case 7 (Computer 2)

16

2907

1 hr. 45 min.

Case 8 (Computer 2)

16

3576

3 hr. 12 min.
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FLEXIBLE STRUCTURE IN THE WAKE OF A BLUFF BODY (FSI)
This chapter presents an approach to simulate the vortex-induced oscillations of
the flexible beam in the wake of a bluff body fluid-structure interaction problem by using
the fluid solver in SC/Tetra and the structure solver in Abaqus. In the current approach,
the fluid solver solves the fluid dynamics and communicates the pressure data to the
structural solver, the structural solver solves for the structural response using the fluid
loads and the displacement of the structural part, and data is communicated back to the
fluid solver to calculate the new pressure data. The structural model under consideration
consists of two parts: a bluff rigid body is fixed in the front of a flexible beam structure,
and the oscillations of the flexible beam structure arouse the surrounding system vortex.
The solution was validated with the previous simulation data presented in the literature.

10.1

FSI simulation approach
The coupling analysis of CFD solver and FEA solver adopts the weak-coupling

approach, which solves physical quantities of each software program independently.
There are two options available for the time-marching technique of the CFD solver and
FEA solver coupling analysis: Gauss-Seidel and Iterative. The Iterative coupling method
is more robust than the Gauss-Seidel coupling method, but it consumes more resources
and takes more time. The Gauss-Seidel approach is applied in this validation case, and
the flow path is shown in Figure 132 and is as follows when the CFD code leads:
(1)

Transfer the pressure vector, heat flux, ambient temperature, and time step (dt)

from the fluid solver to the structural solver through CSE Mapping at time t.
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(2)

The structural solver obtains the CFD solution at time t and computes the

structure response to time t+dt.
(3)

Transfer the displacement and surface temperature data from the structural solver

to the fluid solver through CSE Mapping at time t+dt.
(4)

The fluid solver obtains the structural solution at time t and then computes the

fluid motion to time t+dt. The effect of mesh deformation is considered by using the ALE
method.
(5)

Repeat for the next time level.

Figure 132

The flow path of Gauss-Seidel approach

FSI problems can be broadly categorized into three types. The first is bidirectional coupling, where the fluid solver sends the surface pressure information to the
structural solver and receives displacement information from the structural solver; the
validation case of this paper adopts this coupling approach. There are some special types
of problems where the effect of one discipline on the other is small and can be ignored,
thereby making it a one-way coupling problem. There are two types in this category: one
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is unidirectional coupling between fluids and structure where only the fluid solver sends a
pressure vector, and another is fluid-structure unidirectional coupling, where only the
structural solver sends displacement. For example, in the fuel tank sloshing problem, we
can only send the pressure vector from the fluid solver to the structural solver because the
deformation of the tank affects too little for the fluid motion. And for simulation of a
train driving through a tunnel, we can only send displacement of the train from the
structural solver to the fluid solver because the influence of air on a train is very small.
A Poisson’s equation is solved using the displacement information from Abaqus
as a boundary condition to calculate the mesh deformation. The ALE (Arbitrary
Lagrangian Eulerian) method can be used to analyze flow around a moving object and
uses the mesh deformation solution. This method involves moving the mesh and adding
factors to the equations for the fixed coordinate system to factor in the movement of the
mesh.

10.2

Problem description
The validation case in this chapter is taken from the vortex-induced oscillations

example of Wall and Ramm (Wall & Ramm, 1998). The problem consists of a flexible
beam in the wake of a bluff body surrounded by the flow. The induced oscillation of the
flexible beam will be discussed in the results. The geometry details are shown in Figure
133.
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Figure 133

10.3

Flexible beam behind fixed, rigid bluff body (not to scale)

Analysis setup
Material properties of fluid and structure are shown in Table 32.
Table 32

Material properties of the fluid and the structure

Fluid
Density

Structure
1.18 kg/m3

Density

100 kg/m3

Viscosity 1.82e-5 Pa s Young’s Modulus 2.5e5
Poisson’s Ratio

0.35

The geometry, fluid properties, structure properties, and boundary conditions are
also chosen according to the vortex-induced oscillations example of Wall and Ramm
(1998).
The model used for fluid analysis includes the rigid blunt block attached to the
flexible structure used in the structural analysis. The choice of the computational domain
is made so that the effect of the boundaries is negligible on the flow field.
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Based upon the Reynolds number of the flow as 300, it is assumed that the flow is
laminar.
In order to reduce the computational time, the steady solution of the flow is
established for this problem and used as an initial condition for the transient analysis. The
simulation is performed for 5 seconds and the amplitude and time period of the tip
displacements are monitored for comparison with previous simulation studies. A mesh
dependency study is performed by considering three different meshes. Along with the
mesh dependency study, a time step dependency study is also performed. Time steps are
chosen as 0.001 s, 0.0005 s, and 0.0001 s.
The boundary conditions applied are shown in Figure 134. A fixed inflow
velocity of 0.513m/s is applied at the inlet. A fixed static pressure of 0 Pa is applied at the
outlet. Up-wall and Down-wall surfaces are set as the free slip wall boundaries. The
structure surface of the bluff body is set up as stationary wall. The structure surface of
flexible beam surface is applied, and the boundary condition of mesh velocity is equal to
wall velocity.
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Figure 134

Boundary surfaces

The study is performed using three meshes: coarse, medium, and fine. The
medium mesh size is chosen as 0.004 m for the initial field, and it refines three times,
decreasing the mesh field area. Finally, the mesh size of the structure surface area
reduces to 0.0005. The coarse mesh size is twice the medium mesh. The fine mesh is
refined once from the structure surface neighborhood region of the medium mesh.
Three prism layers are inserted near the wall region to capture the boundary layer
effects as shown in Figure 135. The size of the prism layers is one fifth of the size of the

142

mesh on the wall surface. The computational mesh of the whole model is shown in Figure
136.

Figure 135

Figure 136

Prism layer around the structure model

Computational mesh of the whole model (only one layer in z-direction)

The model for structural analysis is similar to that of a cantilever beam with one
end fixed. Since the flow is assumed to be 2-D, a symmetry condition is used on the
structural model in the third dimension.
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The mesh of the structural model is shown in Figure 137. Since we are assuming
symmetry in the z-direction, only one element is applied in the z-direction. The mesh size
is chosen as the approximate global size 0.001, and the size type is chosen as standard
linear 3D Stress (C3D8R).

Figure 137

Mesh of the beam

The simulation is performed in a transient manner using a dynamic implicit
formulation. The outer surface of the beam, which comes in contact with the fluid, is
selected as a region for data exchange.
The FSI simulation will start successfully after both the solvers are launched
simultaneously and the necessary ports for communication are open for the co-simulation
engine.

10.4

Results and discussion
Figure 138 shows three different time-step results with coarse mesh. There are six

curves that appear in the figure; three curves with the smaller magnitude are the
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displacement of the mid-section of the structure, and the other three curves with the
larger magnitude are the displacement of the tip of the structure.

Figure 138

Coarse mesh cases results

The results of the medium mesh are shown in Figure 139.
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Figure 139

Medium mesh cases results

Figure 140 shows three time-step results with the fine mesh.
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Figure 140

Fine mesh cases results

From the three mesh cases results, it is shown that the displacement results with
the coarse mesh are stable but require a much longer simulation time; maximum values
and minimum values of displacement are a little bigger than the finer mesh cases. The
fine mesh simulation results oscillate with the peak values.
Comparing the results with Wall and Ramm (1998), the simulation results with
the medium mesh are accurate and stable, and the peak values and the oscillation period
are much the same as with previous simulation results. The comparison data is shown in
Table 33.
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Table 33

Validation case

The peak values and the oscillation period comparison

Peak value of midsection (m)
0.0035~0.004

Peak value of tipsection (m)
0.011~0.013

Oscillation period
(s)
0.33

0.004

0.0126

0.33

0.004

0.0127

0.33

0.004

0.0128

0.33

0.0035

0.0116

0.33

Mid-m Mediumdt
Mid-m Small-dt

0.0035

0.0117

0.33

0.0035

0.0120

0.33

Fine-m Large-dt

0.0032

0.0109

0.33

Fine-m Mediumdt
Fine-m Small-dt

0.0032

0.0110

0.33

0.0032

0.0111

0.33

Wolfgang and
Ekkehard
Coarse-m Largedt
Coarse-m
Medium-dt
Coarse-m Smalldt
Mid-m Large-dt

Figure 141 shows the comparison of different time-steps by medium mesh cases.

Figure 141

Comparison of different time-steps
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For this simple structure and motion simulation case, even time-step equal to
0.001 s, the results are accurate and stable enough. Therefore, with the decreasing timestep, the simulation results of the structure displacement do not differ too much.
The flow characteristics are presented though a series of snapshots from the CFD
postprocessor in Figures 143 to 151, and the time history is shown in Figure 142. The
flow velocity vector plots appear as a series of vortices developing in the wake of the
deformed flexible structure.

Figure 142

Time history
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Figure 143

Flow snapshot of velocity vector (t=3.00s)

Figure 144

Flow snapshot of velocity vector (t=3.04s)

Figure 145

Flow snapshot of velocity vector (t=3.08s)
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Figure 146

Flow snapshot of velocity vector (t=3.12s)

Figure 147

Flow snapshot of velocity vector (t=3.16s)

Figure 148

Flow snapshot of velocity vector (t=3.20s)

151

Figure 149

Flow snapshot of velocity vector (t=3.24s)

Figure 150

Flow snapshot of velocity vector (t=3.28s)

Figure 151

Flow snapshot of velocity vector (t=3.32s)
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As shown in the flow snapshot, in the beginning the vortex generates over the top
surface of the structure, and the structure appears as the downward movement. Then after
the vortex begins to generate below the bottom surface of the structure, the upward
movement of the structure appears. The vortex arouses the pressure change, the pressure
change leads to the structure movement, and the structure movement generates the vortex.
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CONCLUSIONS
Lower convergence criteria benefit the accuracy of the steady analysis. For the
validation cases, the default value of the convergence criteria is consistently not low
enough to obtain fully converged results. It is highly necessary to identify a sufficiently
low convergence criteria for the steady analysis, and the transient solution can be a useful
reference in this regard.
Different turbulence models have their own benefits in various situations. In this
study, where most cases have a lower Y+ value, which was close to or less than 1, the
SST model generally provides accurate solutions. The SST model, with the Wilcox LowRe-number corrections included (SC/Tetra default SST), however, had limited benefit for
this study and sometimes even degraded the results. In a lower Y+ value range, the k-EPS
model is not suitable for dealing with the boundary layer motion, even when an adaptive
wall function is applied. The standard K-EPS model provides a reasonably accurate result
in the natural convection case with a Y+ value less than 1. In the same simulation,
however, the SST model’s result is poor, which is an unexpected result.
A prism layer study of size and total coverage is necessary to identify the
appropriate turbulence model and accurately capture the flow in the boundary layer. The
mesh size in the main body of the flow is also an essential factor in obtaining an accurate
calculation. A coarser mesh tends to give a short calculation time, but may return a result
far from reality. A finer mesh, however can improve the accuracy but is very time
consuming. A meshing study is, therefore, needed in order to balance sufficient mesh
resolution with calculation time and establish a mesh-independent result.
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The validations all generally agree well with the previous CFD results and
experimental data. For the NASA turbulence resource validation cases, however, the
SC/Tetra code often has a problem reaching the convergence target with the finest mesh
(Mesh 5). Some of the results are, however, still stable and accurate, but others are
unstable. The small differences between the SC/Tetra results and those of the previous
CFD code could be due to the incompressible flow analysis used in SC/Tetra. The
previous code used compressible flow analysis. For the natural convection in a cavity
case, the k-EPS model provides a more accurate result than the SST model when using a
Y+ value less than 1. In the drag coefficient of a sphere case, however, the SST model
results, without the Wilcox correction, are very close to the experimental data. For the
same case, the standard SA model gives a slightly better result than the SC/Tetra default
SA model (“SA-fv3”). The accuracy of FSI simulation using SC/Tetra and Abaqus/CAE
has also been validated in this thesis.

155

FUTURE WORK
1. Determine why the k-EPS model provides a more accurate result than the SST
model in the natural convection case when using a Y+ value that is less than 1.
2. Use compressible flow in SC/Tetra to simulate the NASA turbulence validation
cases. Then, compare the incompressible and compressible flow results.
3. Repeat the NASA turbulence validation cases using different turbulence models
in SC/Tetra.
4. Further validate the simulation of Fluid-Structure-Interaction using SC/Tetra and
Abaqus/CAE by modeling a 3D FSI case.
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