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The paper develops a general class of shrinkage estimators for estimating the normal
mean, which dominates the sample mean in three or higher dimensions under a general
divergence loss. In the process, the earlier works of James and Stein [11] and Efron and
Morris [5] are generalized considerably.
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1. Introduction
The present work is a continuation of the earlier work of Ghosh, Mergel and Datta [1] which revisited the problem of
estimation of the normal mean with a known scalar multiple of the identity matrix as its variance. These authors showed
that a general class of shrinkage estimators as introduced by Baranchik [2] dominated the sample mean in three or higher
dimensions under a general divergence loss which included the Kullback–Leibler (KL) and Bhattacharyya–Hellinger (BH)
losses [3,4] as special cases. For the estimation of the normal mean, the Kullback–Leibler loss is essentially equivalent to
squared error loss. Hence, the proposed loss includes the squared error loss as well for this problem. An analogous result
was found for estimating the predictive density of a normal variable with the samemean and a known but possibly different
scalar multiple of the identity matrix as its variance. The results were extended to accommodate shrinkage towards a
regression surface. The present paper extends the estimation part of the earlier paper, dispensing specifically with the
assumption of a known variance–covariance matrix. First, it is shown that for an unknown scalar multiple of the identity
matrix as the variance–covariance matrix, a general class of estimators along the lines of Baranchik [2] and Efron and
Morris [5] continues to dominate the sample mean for three or higher dimensions. Second it is shown that even for an
unknown positive definite variance–covariance matrix, the dominance continues to hold for a general class of a suitably
defined shrinkage estimators.
The outline of the remaining sections is as follows. In Section 2, we develop a general class of shrinkage estimators
dominating the sample mean when the variance–covariance matrix Σ of the normal distribution is an unknown scalar
multiple of the identity matrix. In Section 3, we consider a completely unknown positive definite variance–covariance
matrix Σ, and develop a general class of shrinkage estimators dominating the sample mean. Some final remarks are made
in Section 4.
A different hierarchical Bayesian approach was adopted by George, Liang and Xu [6] to obtain minimax predictors
dominating the Bayes predictor of a normal density under the uniform prior for the normal mean vector in three and higher
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dimensions. These authors considered specifically the Kullback–Leibler loss. However, the results were not established
for the general unknown variance–covariance matrix. An open problem is the prediction of the normal density under an
unknown variance–covariance matrix under the general divergence loss.
2. The case whenΣ = σ2Ip
Let X ∼ Np(θ, σ 2Ip), where σ(>0) is unknown, while S ∼ σ 2m+2χ2m, independently of X . This situation arises quite
naturally in a balanced fixed effects one-way ANOVA model. For example, let
Xij = θi + εij (i = 1, . . . , p; j = 1, . . . , n)
where the εij are i.i.d. Np(0, σ 20 ). Then the minimal sufficient statistics is given by (X1, . . . , Xp, S), where Xi =
n−1
∑n
j=1 Xij (i = 1, . . . , p) and S = [(n − 1)p + 2]−1
∑p
i=1
∑n
j=1(Xij − X¯i)2. This leads to the proposed setup with
X = (X1, . . . , Xp)T , θ = (θ1, . . . , θp)T , σ 2 = σ 20 /n andm = (n− 1)p.
Efron and Morris [5], in the above scenario, proposed a general class of shrinkage estimators dominating the sample
mean in three or higher dimensions under squared error loss. This class of estimators was developed along the ones of
Baranchik [2]. We consider instead a general divergence loss, and show that the dominance results continue to hold. The
divergence loss considered in this paper has been considered by many authors in other contexts. Among others, we refer
to [7,8].
Denoting the Np(θ, σ 2Ip) density by N(x|θ, σ 2Ip), for an estimator a of θ, the divergence loss is given by
Lβ(θ, a) = 1−
∫
N1−β(x|θ, σ 2Ip)Nβ(x|a, σ 2Ip) dx
β(1− β)
=
1− exp
[
− β(1−β)
2σ 2
‖θ − a‖2
]
β(1− β) , (2.1)
where the second equality in (2.1) is a consequence of Lemma 2.2 of [1]. The above loss is to be interpreted as its limit when
β → 0 or β → 1. The KL loss occurs as a special case when β → 0. Also, noting that ‖X − θ‖2 ∼ σ 2χ2p , the risk of the
classical estimator X of θ is readily calculated as
Rβ(θ,X) = 1− [1+ β(1− β)]
−p/2
β(1− β) . (2.2)
Throughout we will perform calculations in the case 0 < β < 1, and will pass to the limit as and when needed.
Following [2,5], we consider the rival class of estimators
δ(X) =
(
1− Sτ(‖X‖
2/S)
‖X‖2
)
X, (2.3)
where we will impose some conditions later on τ .
First we observe that under the divergence loss given in (2.1),
Lβ(θ, δ(X)) =
1− exp
[
− β(1−β)
2σ 2
‖δ(X)− θ‖2
]
β(1− β) . (2.4)
We now prove the following dominance result.
Theorem 2.1. Let p ≥ 3. Assume
(i) 0 < τ(t) < 2(p− 2) for all t > 0;
(ii) τ(t) is a differentiable nondecreasing function of t for t > 0.
Then R(θ, δ(X)) < R(θ,X) for all θ ∈ Rp.
Proof of Theorem 2.1. First with the transformation
Y = σ−1X, η = σ−1θ and U = S/σ 2,
one can rewrite
R(θ, δ(X)) =
1− E
[
exp
{
− β(1−β)2
∥∥∥(1− Uτ(‖Y‖2/U)‖Y‖2 ) Y − η∥∥∥2}]
β(1− β) , (2.5)
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where Y ∼ Np(η, Ip) andU ∼ (m+2)−1χ2m is distributed independently of Y . Hence a comparison of (2.5) with (2.2) reveals
that Theorem 2.1 holds if and only if
E
[
exp
{
−β(1− β)
2
∥∥∥∥(1− Uτ(‖Y‖2/U)‖Y‖2
)
Y − η
∥∥∥∥2
}]
> [1+ β(1− β)]−p/2. (2.6)
Next writing
Z = U(m+ 2)
2
and
τ0(t/z) = 2m+ 2τ
(
(m+ 2)t
2z
)
,
we re-express the left-hand side of (2.6) as
E
[
exp
{
−β(1− β)
2
∥∥∥∥(1− Z‖Y‖2 τ0(‖Y ‖2 /Z)
)
Y − η
∥∥∥∥2
}]
. (2.7)
Note that in order to find the above expectation, we first condition on Z and then average over the distribution of Z .
By the independence of Z and Y and Theorem 5.1 of [1], the expression given in (2.7) simplifies to
[1+ β(1− β)]−p/2
∞∑
r=0
exp(−φ)φ
r
r! I
∗
b (r), (2.8)
where φ = 12 [1+ β(1− β)]‖η‖2, and writing b = β(1−β)2 ,
I∗b (r) =
∫ ∞
0
∫ ∞
0
[
1− bz
t
τ0(t/z)
]2r t r+ p2−1
Γ
(
r + p2
)
× exp
{
−t − b(b+ 1/2)z
2
t
τ 20 (t/z)+ 2bzτ0(t/z)
}
exp(−z) z
m
2 −1
Γ
(m
2
) dt dz. (2.9)
From (2.6)–(2.9), it remains only to show that
I∗b (r) > 1 ∀r = 0, 1, . . . ; p ≥ 3
under conditions (i) and (ii) of the theorem. To show this we first use the transformation
t = zu.
Then from (2.9),
I∗b (r) =
∫ ∞
0
∫ ∞
0
[1− bτ0(u)/u]2r u
r+ p2−1
Γ
(
r + p2
)
Γ
(m
2
)
× exp
[
−z{u+ 1+ b(b+ 1/2)
u
τ 20 (u)− 2bτ0(u)}
]
zr+
(p+m)
2 −1 dz du
=
∫ ∞
0
[1− bτ0(u)/u]2r u
r+ p2−1
B
(
r + p2 , m2
) [u+ 1+ b(b+ 1/2)
u
τ 20 (u)− 2bτ0(u)
]−(r+ p+m2 )
du. (2.10)
Since τ0(u)/u is a continuous function of uwith
lim
u→0 τ0(u)/u = +∞ and limu→∞ τ0(u)/u = 0,
it follows that there exists u0 such that
u0 = sup{u > 0|τ0(u)/u ≥ 1/b} and τ0(u0)/u0 = 1/b.
Thus for u > u0, τ0(u)/u ≤ 1/b, from (2.10),
I∗b (r) ≥
∫ ∞
u0
[1− bτ0(u)/u]2r u
r+ p2−1
B
(
r + p2 , m2
) [u+ 1+ b(b+ 1/2)
u
τ 20 (u)− 2bτ0(u)
]−(r+ p+m2 )
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=
∫ ∞
u0
{u(1− bτ0(u)/u)2}r+ p2−1 (1− bτ0(u)/u)−(p−2)
B
(
r + p2 , m2
) × [u(1− bτ0(u)/u)2 + 1+ bτ 20 (u)2u
]−(r+ p+m2 )
du
=
∫ ∞
u0
[{u(1− bτ0(u)/u)2}/{1+ bτ 20 (u)/2u}]r+ p2−1[
1+ u(1−bτ0(u)/u)2
1+bτ20 (u)/(2u)
]r+ p+m2
× (1− bτ0(u)/u)−(p−2)
(
1+ bτ 20 (u)/(2u)
)−(m2 +1) du. (2.11)
By the inequalities
(1− bτ0(u)/u)−(p−2) ≥ exp[(p− 2)bτ0(u)/u]
and (
1+ bτ 20 (u)/(2u)
)−(m2 +1) ≥ exp[−(1+m/2)bτ 20 (u)/(2u)],
it follows that(
1− bτ0(u)
u
)−(p−2) (
1+ bτ
2
0 (u)
2u
)−(m2 +1)
≥ exp
[
(p− 2)bτ0(u)
u
− (m+ 2)bτ
2
0 (u)
4u
]
= exp
[
bτ0(u)(m+ 2)
4u
{
4(p− 2)
m+ 2 − τ0(u)
}]
> 1 (2.12)
since 0 < τ0(u) < 4(p− 2)/(m+ 2).
Moreover, putting
w =
u
(
1− bτ0(u)u
)2
1+ bτ20 (u)2u
= 2[u− bτ0(u)]
2
[2u+ bτ 20 (u)]
,
it follows that
dw
du
= 2(u− bτ0(u))[2u+ bτ 20 (u)]2
[
2(1− bτ ′0(u))(2u+ bτ 20 (u))− (u− bτ0(u))(2+ 2bτ0(u)τ
′
0(u))
]
= 2(u− bτ0(u))[2u+ bτ 20 (u)]2
[
2u+ 2bτ0(u)+ 2bτ 20 (u)− 4buτ
′
0(u)− 2buτ0(u)τ
′
0(u)
]
.
Hence dwdu ≤ 1 if and only if
2[u− bτ0(u)][2u+ 2bτ0(u)+ 2bτ 20 (u)− 4buτ ′0(u)− 2buτ0(u)τ ′0(u)] ≤ [2u+ bτ 20 (u)]2.
The last inequality is equivalent to
b2τ 20 (u)[2+ τ0(u)]2 + 4buτ ′0(u)[2+ τ0(u)][u− bτ0(u)] ≥ 0. (2.13)
Since foru ≥ u0, u ≥ bτ0(u), (2.13) holds if τ ′0(u) ≥ 0, and the latter is true due to assumption (ii). Now from (2.11)–(2.13)
noting thatw = 0 when u = u0, one gets
I∗b (r) >
∫ ∞
0
wr+
p
2−1
(1+ w)r+ p+m2 B (r + p2 , m2 ) dw = 1,
for all r = 0, 1, 2, . . . . This completes the proof of Theorem 2.1. 
Remark 1. It is interesting to note that I∗b (r) > 1 for all r = 0, 1, 2, . . . and any arbitrary b > 0. The particular choice
b = β(1− β)/2 does not have any special significance.
We now consider an extension of the above result when V (X) = Σ is an unknown variance–covariance matrix. We
solve the problem by reducing the risk expression of the corresponding shrinkage estimator to the one in this section after
a suitable transformation.
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3. Unknown positive definiteΣ
Consider the situation when Z1, . . . , Zn (n ≥ 2) are i.i.d. Np(θ,Σ), where Σ is an unknown positive definite matrix. The
goal is once again to estimate θ.
The usual estimator of θ is Z¯ = n−1∑ni=1 Zi (say). It is the MLE, UMVUE and the best equivariant estimator of θ, and is
distributed as Np(θ, n−1Σ). In addition the usual estimator ofΣ is
S = 1
n− 1
n∑
i=1
(Zi − Z¯)(Zi − Z¯)T
and S is distributed independently of Z¯ .
Based on distribution of Z¯ , the minimal sufficient statistic for θ for any givenΣ, the divergence loss is given by
Lβ(θ, a) = 1−
∫
N1−β(z|θ, n−1Σ)Nβ(z|a, n−1Σ) dz
β(1− β)
=
1− exp
[
− nβ(1−β)2 (a− θ)TΣ−1(a− θ)
]
β(1− β) , (3.1)
which is again based on Lemma 2.2 of [1], and is a generalization of (2.1).
Since n(Z¯ − θ)TΣ−1(Z¯ − θ) ∼ χ2p , the risk of Z¯ is the same as the one given in (2.2), i.e.
Rβ(θ, Z¯) = 1
β(1− β) [1− {1+ β(1− β)}
−p/2]. (3.2)
Consider now the general class of estimators
δτ (Z¯, S) =
[
1− τ(nZ¯
T S−1Z¯)
nZ¯T S−1Z¯
]
Z¯ (3.3)
of θ. Under the divergence loss given in (3.1),
Lβ(θ, δτ (Z, S)) =
1− exp
[
− nβ(1−β)2 (δτ (Z, S)− θ)TΣ−1(δτ (Z, S)− θ)
]
β(1− β) . (3.4)
By the Helmert orthogonal transformation,
H1 = 1√
2
(Z2 − Z1),
H2 = 1√
6
(2Z3 − Z1 − Z2),
. . .
Hn−1 = 1√
n(n− 1) [(n− 1)Zn − Z1 − Z2 − · · · − Zn−1]
and
Hn = 1√n
n∑
i=1
Zi =
√
nZ¯,
one can rewrite δτ (Z, S) as
δτ (Z¯, S) =
1−
τ
(
(n− 1)HTn
(
n−1∑
i=1
HiHTi
)−1
Hn
)
(
(n− 1)HTn
(
n−1∑
i=1
HiHTi
)−1
Hn
)
 n− 12Hn, (3.5)
where H1, . . . ,Hn are mutually independent with H1, . . . ,Hn−1 i.i.d. N(0,Σ) and Hn ∼ N(√nθ,Σ).
Let
Yi = Σ− 12Hi (i = 1, . . . , n)
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and
η = Σ− 12 (√nθ).
Then from (3.4) and (3.5) one can rewrite
Lβ(θ, δτ (Z, S)) =
1− exp
− β(1−β)2
∥∥∥∥∥∥∥
1− τ
(
(n−1)Y Tn (
n−1∑
i=1
YiY Ti )
−1Yn
)
(n−1)Y Tn (
n−1∑
i=1
YiY Ti )
−1Yn
 Yn − η
∥∥∥∥∥∥∥
2

β(1− β) , (3.6)
where Y1, . . . , Yn are mutually independent with Y1, . . . , Yn−1 i.i.d. N(0, Ip) and Yn ∼ N(η, Ip).
Now from [9, p. 333] or [10, p. 172],
Y Tn
(
n−1∑
i=1
YiY Ti
)−1
Yn
d= ‖Yn‖
2
W
,
whereW ∼ χ2n−p, and is distributed independently of Yn. Now from (3.6),
Lβ(θ, δτ (Z, S)) =
1− exp
[
− β(1−β)2
∥∥∥(1− τ((n−1)‖Yn‖2/W)
(n−1)‖Yn‖2/W
)
Yn − η
∥∥∥2]
β(1− β) . (3.7)
Next writing
Z = W
2
and
τ0(t/z) = 2n− 1τ
(
n− 1
2
t/z
)
,
Lβ(θ, δτ (Z, S)) =
1− exp
[
− β(1−β)2
∥∥∥(1− τ0(‖Yn‖2/Z)‖Yn‖2/Z ) Yn − η∥∥∥2
]
β(1− β) . (3.8)
By Theorem 2.1, δτ (Z, S) dominates Z¯ as an estimator of θ provided 0 < τ0(u) < 4(p−2)n−p+2 for all u and 3 ≤ p ≤ n. Accordingly,
δτ (Z, S) dominates Z¯ provided 0 < τ(u) < 2(p−2)(n−1)n−p+2 .
4. Summary and conclusion
The paper revisits the problem of estimation of the normal mean vector with an unknown variance–covariance matrix.
Under a general divergence loss which includes the Kullback–Leibler and Hellinger losses, we have shown that the class of
estimators proposed by Baranchik [2] and Efron andMorris [5] dominates the sample mean in three and higher dimensions.
The Kullback–Leibler loss for the normal problem being equivalent to squared error loss, our general loss includes the
squared error loss as well. An open problem is to consider the problem of prediction of the normal density and extend
the results of Ghosh et al. in this context.
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