Introduction and related work
The ultimate goal of precision oncology is to provide cancer patients with the most effective therapies given their genomic features. One of the major challenges to achieve this goal is to build an accurate computational model to predict drug response given the genomic data of a patient [1, 2] . Unfortunately, current clinical datasets with drug response labels are not large enough to train an accurate model while gathering more data is expensive and time consuming. In addition, it is impossible to treat a patient with multiple drugs independently to separately study their effects. However, numerous pre-clinical datasets have recently been created based on human cancer cell lines and patient-derived xenografts [3] [4] [5] [6] . These pre-clinical datasets are larger than clinical datasets and are screened with tens or hundreds of drugs which makes them useful resources for training a computational model. For drug response prediction on pre-clinical datasets, previous studies have proposed different methods such as regression [7] , kernel learning [8] , and deep neural networks (DNNs) [9] to map the genomic data-often gene expression-to a measure of response such as the IC50 or area above the dose-response curve (AAC) [10] . Although these methods have shown promising results, they have not considered prior biological knowledge in their models. These methods used genes as the features of their models in isolation, however, genes do not operate in isolation, but rather work in biological networks or pathways. In the context of drug response prediction, genes and the corresponding proteins work together to form protein complexes, which then operate in different pathways, and eventually the function of a pathway is disrupted by a drug. Therefore, our hypothesis is that incorporating this domain expert knowledge in a computational model should improve the accuracy of drug response prediction by avoiding over-fitting on a rather small dataset. The other major challenge is that despite the relatively accurate predictions of existing models, most are so called 'black boxes' in which the reasoning behind the prediction is unknown. This is particularly undesirable in the context of cancer therapy as clinicians require a rational explanation of why a drug is expected to work for a given patient, however, current models do not provide this explanation. This motivates the use of domain expert knowledge as the structure of the model so that predictions can then be traced back to specific nodes in the network that represent real biological entities such as pathways, complexes, or specific genes. Different studies have incorporated various biological knowledge into DNNs. For example, Ma et al. [11] , developed DCell to use gene ontology (GO) terms for cell growth prediction. Gaudelet et al. [12] , used pathways and protein complex data for disease diagnosis. Hao et al. [13] , used pathway information to predict survival of cancer patients. Finally, Kang et al. [14] , used gene regulatory network knowledge to predict the response to different therapies. Together, these previous works show the potential of biological domain expert knowledge for defining the architecture of DNNs, both for improving prediction accuracy and for creating interpretable models with functional explanations for the predictions made. Drawing on the strengths of these past works we build an interpretable DNN based on biological domain expert knowledge for the task of drug response prediction.
2 The BDKANN method BDKANN overview. In this paper, we employ domain expert knowledge from genes to protein complexes to pathways and finally to drugs as layers of a DNN. The structure of BDKANN is as follows: 1) in the gene layer of this network, a node represents a gene for which the expression data is available. 2) In the protein complex layer, a node represents the complex that genes in the previous layer can form. 3) In the pathway layer, a node represents a pathway that a protein complex (or multiple complexes) in the previous layer is (are) a part of. Lastly, 4) in the drug layer, a node represents a drug that targets a given pathway(s) in the previous layer. We connect these layers in the neural network using the biological knowledge obtained from Reactome, an open source, peer-reviewed, and manually curated database containing pathway, complex, and even drug-target information [15] . The advantage of this approach is that the DNN model predicts response to multiple drugs using prior biological knowledge. However, it cannot discover new associations between different layers of information in the context of drug response. Therefore, we add edges to make the network fully connected but also add a regularization on these additional edges, which are not supported by the biological domain expert knowledge, to force their weights towards zero. Thus, the proposed method exploits the biological knowledge and also is capable of discovering new associations if an edge which is not supported by the biological domain expert knowledge "survives" the regularization. Problem definition. Given gene expression data X ∈ M × N , where M is the number of cell lines and N is the number of genes, and AAC labels Y ∈ M × K, where K is the number of screened drugs, the objective is to learn a model f (X) to predict Y . In this paper, f is a DNN parameterized by Θ that receives gene expression data from cell lines and predicts the response to K drugs such that it minimizes the total Mean Squared Error. The goal is to incorporate the domain expert knowledge in designing the structure and connections of different layers in the DNN implementing f , and at the same time explore new connections and associations between different layers beyond the available domain expert knowledge. For example, for any two consecutive layers such as L i and L j , the connections (weights of the neural network) are θ will be regularized such that only connections with direct impact on the predictions survive by forcing the others without any impact to become zero. BDKANN architecture. The architecture of BDKANN is defined by the acquired biological knowledge from the cell-line data and the network data from Reactome. The general architecture can be seen in figure 1 , where the input layer consists of genes, the first hidden layer consists of protein complexes, the second hidden layer consists of pathways, and the output layer corresponds to the drugs for which we predict AAC. The dimension of the input layer is 7,436, defined by the set of genes whose expression was measured in all studied datasets and reduced to the genes for which there is complex information. The dimension of the first hidden layer is 11,836, corresponding to the number of protein complexes that the input genes map to. The dimension of the second hidden layer is 1,262, corresponding to the number of pathways that the previous complexes map to. The final output layer dimension is 6, corresponding to the number of overlapping drugs between the datasets for which we have studied and choosing those drugs with the least NA values. BDKANN cost function. A key part of BDKANN is the discovery regularization. The goal of this regularization is to discover new associations between different layers of the network. We employ l 1 Figure 1 : Overview of the structure of BDKANN regularizations to force the weights corresponding to the edges that are not supported by the biological domain expert knowledge to become zero. The rationale behind regularizing them is that since they are not supported by the domain expert knowledge, we do not want them to exist, on the other hand, we also want to discover new interactions. Therefore, if a weight survives this regularization by the end of the training (has a non-zero value), its corresponding edge was a contributing interaction to predict the drug response output. To train BDKANN in an end-to-end fashion, we employ the following cost function:
Interpretation. For interpreting the learned BDKANN model, we wish to extract contributing genes, complexes, and pathways that are highly relevant for predicting the AAC of a given drug. To achieve this goal, we leverage Layer-wise Relevance Propagation (LRP) [16] , a node attribution method [17] which assigns attribution scores to nodes in a layer for predicting the response to a certain output drug for an input sample. A high attribution score indicates that this node plays an important role in the prediction. Given a drug to interpret, we apply LRP for each node in each layer on the entire test set and take the average value over the test set. By doing this, we obtain a list of averaged attribution scores for the nodes in gene, protein complex, and pathway layers for each drug. Then, we sort this list and select the top k nodes from each layer for which we investigate their biological relevance.
Experimental results
Experimental questions. Our goal is to answer two questions: 1) Does BDKANN outperform knowledge-based and DNN baselines in terms of RMSE? 2) Does the biological knowledge-based structure of BDKANN lead to a more interpretable model and are these interpretations informative?
To answer the first question, we compared BDKANN with the discovery connections (denoted as BDKANN+) against three baselines. First, a fully-connected DNN with tuned number of layers and nodes in each layer as hyper-parameters (denoted as FCv1). Second, a fully-connected DNN with the same architecture as the BDKANN network (denoted as FCv2). We used dropout for the regularization of these baselines. Third, a knowledge-based DNN with the same architecture as the BDKANN network but only with the connections supported from the domain expert knowledge (illustrated in green in Figure 1-denoted as BDKANN) . We did not use dropout for BDKANN and BDKANN+ because we don't want to remove nodes supported by the domain expert knowledge.
To answer the second question we return the top 10 nodes for each layer based on their average attribution score on the test set. Then, we investigate the biological entities these nodes correspond to and see which are shared across drugs and which are drug-specific. Additionally, we can see if we simply recapitulate the known contributors to cancer or if we identify some high-attribution nodes (a) Test RMSE of BDKANN models and baselines (b) Example set of high-attribution nodes for Tamoxifen Figure 2 : Obtained results for the prediction performance and the interpretation phase that can point to new cancer drivers or drug targets. Datasets. In this work, we utilized two datasets: 1) The Genomics of Drug Sensitivity in Cancer (GDSC) dataset [3] , consisting of more than 1000 pan-cancer cell lines, screened with 265 targeted and chemotherapy drugs.
2) The Cancer Therapeutic Response Portal (CTRPv2) dataset [18] , consisting of more than 800 pan-cancer cell lines, screened with 481 targeted and chemotherapy drugs. We employed GDSC dataset for training and CTRPv2 dataset for test and obtained them via Pharma-coGx R package [19] and PharmacoDB [10] . These two datasets have 93 drugs in common, however, we focused on 6 of those drugs including Doxorubicin, Tamoxifen, Masitinib, 17-AAG, GDC-0941, and PLX4720 because these drugs had pathway information available in REACTOME and we filtered out drugs with a high fraction of NA values for the outcome. Experimental design. BDKANN and all of the baselines were trained and tuned for the hyperparameters using 10-fold cross validation on the GDSC dataset. The best hyper-parameters were selected based on RMSE and each model was re-trained on the entire GDSC dataset using the selected parameters. Finally, the trained model was tested on the CTRPv2 dataset. All of the methods had the same number of genes as the input. The trained BDKANN model with discovery regularization was then passed to the interpretation method as explained above, giving us a list of high-attribution nodes for each drug. Prediction results. Figure 2a reports the RMSE of the studied baselines and two versions of BD-KANN. BDKANN and BDKANN+ achieved lower RMSE on the test data compared to the baselines. We observed that FCv1 and FCv2 over-fitted more than the BDKANN models. The reason is that all of the four models achieved comparable train RMSE (0.01 ± 0.004) but different test errors. We believe that the domain expert knowledge in BDKANN networks reduces over-fitting. We observed that BDKANN also achieved better performance compared to BDKANN+. We acknowledge that BDKANN+ has more to offer in terms of interpretability because of the additional discovery connections, but on the other hand, it is also more susceptible to over-fitting due to having additional parameters to learn. We believe validating this requires further experiments with different discovery regularizations in the future. Interpretation results. First, we find the attributions scores are unsurprisingly very sparse, meaning relevant information are concentrated on only a few nodes. Interestingly, the high-attribution nodes for the gene/complex/pathway layers were distinct for different drugs, but with some nodes being shared across many drugs. This suggests that some nodes are generally important for all drugs while other nodes are drug-specific. Figure 2b presents a case example of the analysis we can perform based on the attribution scores of the network. For the purpose of this work we focus only on a single drug, Tamoxifen, primarily prescribed to treat breast cancer and we only discuss one of the most notable nodes for each layer and their relevance to cancer. Starting at the gene layer, we see that the gene LALBA, is uniquely important for predicting Tamoxifen response and not for the other drugs and indeed has been found to be highly expressed in some advanced breast cancers [20] . Moving to the protein complex layer, a high-attribution complex for predicting Tamoxifen response is PIK3C2B complexed with calcium and magnesium ions. PIK3C2B codes for a protein that is part of the PI3K/AKT/mTOR pathway, a pathway responsible for regulating cell growth and linked to a number of cancers [21] . Indeed we see that this pathway is one of the ten high-attribution nodes in the pathway layer for Tamoxifen as well as three other drugs, indicating the general importance of this node for cancer drug response prediction. Other nodes corresponding to the gene MRPL22, the complex Calpain1, and the pathway Rap1 were common to several drugs suggesting that they represent more general cancer mechanisms [22] [23] [24] [25] . Interestingly, for Tamoxifen, none of the 10 high-attribution pathways had connections based on biological domain expert knowledge to Tamoxifen, meaning those connections survived regularization, indicating the potential of BDKANN+ to discover new knowledge.
Conclusion and future directions
Prediction error results show that BDKANN is capable of having comparable or better predictions than baseline methods in a multi-drug setting. Furthermore, the network is interpretable given that its structure is based on biological domain expert knowledge and we show that these interpretations can highlight both general and drug-specific mechanisms. Future work will further optimize the predictive capability of BDKANN, with the inclusion of more drugs and biological knowledge, as well as refine the workflow for analyzing the interpretation results and their relation to cancer treatment.
