Abstract-The fading cognitive multiple-access channel with confidential messages (MAC-CM) is investigated, in which two users attempt to transmit common information to a destination and user 1 also has confidential information intended for the destination. User 1 views user 2 as an eavesdropper and wishes to keep its confidential information as secret as possible from user 2. The multiple-access channel (both the user-to-user channel and the user-to-destination channel) is corrupted by multiplicative fading gain coefficients in addition to additive white Gaussian noise. The channel state information (CSI) is assumed to be known at both the users and the destination. A parallel MAC-CM with independent subchannels is first studied. The secrecy capacity region of the parallel MAC-CM is established, which gives the secrecy capacity region of the parallel MAC-CM with degraded subchannels. Next, the secrecy capacity region is established for the parallel Gaussian MAC-CM, which is used to study the fading MAC-CM. By assuming both users know the CSI, users can dynamically change their transmission power with the channel realization to achieve the best performance.
I. INTRODUCTION
Wireless transmissions lack physical boundaries and so any adversary within range can receive them. Thus, security is one of the most important issues in wireless communications. One approach to security involves applying encryption algorithms to make messages unintelligible to adversaries. Unfortunately, these security methods are often designed without consideration of the specific properties of wireless networks. More specifically, encryption methods tend to be layer-specific and ignore the most fundamental communication layer, i.e., the physical-layer, whereby devices communicate through the encoding and modulation of information into waveforms.
The first study of secure communication via physical layer approaches was captured by a basic wiretap channel introduced by Wyner in [1] . In this model, a single sourcedestination communication link is eavesdropped upon by an eavesdropper via a degraded channel. The source node wishes to send confidential information to the destination node in a reliable manner as well as to keep the eavesdropper as ignorant of this information as possible. The performance measure of
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Ruoheng Liu and H. Vincent Poor are with the Department of Electrical Engineering, Princeton University, Princeton, NJ 08544, USA. Email: {rliu,poor}@princeton.edu Yingbin Liang is with the Department of Electrical Engineering, University of Hawaii, Honolulu, HI 96822, USA Email: yingbinl@hawaii.edu interest is the secrecy capacity which characterizes the largest possible communication rate from the source node to the destination node with the eavesdropper obtaining no useful information. Wyner's formulation was generalized by Csiszár and Körner who determined the secrecy capacity region of the general broadcast channel with confidential messages (BCC) [2] .
More recently, multi-terminal communication with confidential messages has been studied intensively. (See [3] for a recent survey of progress in this area.) Among these studies, a generalization of both the wiretap channel and the classical multiple-access channel (MAC) was studied in [4] , in which each user also receives channel outputs, and hence may obtain the confidential information sent by the other user from the channel output it receives. In this communication scenario, each user views the other user as an eavesdropper, and wishes to keep its confidential information as secret as possible from the other user. The authors of [4] investigated the rate-equivocation region and secrecy capacity region for this channel. Some other related studies on secure communication over multiple access channels can be founded in [5] and [6] .
Fading has traditionally been considered to be an obstacle to providing reliable wireless communication. However, over the past decade, it has been demonstrated that fading can help improve capacity, reliability, and confidentiality of wireless networks. The impact of fading on secure communication was studied in, e.g., [7] - [9] . More specifically, [7] studied the secrecy capacity of ergodic fading BCCs when the channel state information (CSI) is known at all communicating nodes; [8] considered the ergodic scenario of fading wiretap channel in which the transmitter has no CSI about the eavesdropper channel; and [9] studied the outage preference of secure communication over wireless channels, in which the transmitter has no CSI about either the legitimate receiver's channel or the eavesdropper's channel.
In this paper, we investigate the fading multiple access channel with both common and confidential messages, a problem which is inspired by the studies of secure communication over MACs in [4] . In our communication scenario, we assume that two users (users 1 and 2) have common information, while user 1 has confidential information intended for a destination and treats user 2 as an eavesdropper. Hence, user 1 wishes to keep its confidential messages as secret as possible from user 2. We refer to this model as the MAC with one confidential message (MAC-CM); see Fig. 1.(a) . This channel also models cognitive communication in which the secondary user (user 1) helps the primary user (user 2) to send a common message W 0 , and also has a confidential message W 1 intended for the destination, which needs to be kept secret from the primary user. Furthermore, we consider the situation in which both the user-to-user and the user-to-destination channels are corrupted by multiplicative fading gain coefficients in addition to additive white Gaussian noise. The fading MAC-CM model captures the basic time-varying and superposition property of wireless channels, and thus, understanding this channel plays an important role in solving security issue in wireless application. For the fading MAC-CM, we assume that the fading gain coefficients are stationary and ergodic over time and that the CSI is known at both users and the destination.
To solve the fading MAC-CM problem, we first consider a general information-theoretic model, i.e., the parallel MAC with L independent subchannels. As shown in Fig. 1.(b) , the two users communicate with the destination over L parallel links and each of the L links is eavesdropped upon by user 2. We establish the secrecy capacity region for the parallel MAC-CM. In particular, we provide a converse proof to show that having independent inputs for each subchannel is optimal to achieve the secrecy capacity region. The secrecy capacity region of the parallel MAC-CM further gives the secrecy capacity region of the parallel MAC-CM with degraded subchannels. Next, we consider the parallel Gaussian MAC-CM, which is an example parallel MAC-CM with degraded subchannels. Based on the maximum-entropy theorem [10] and the extremal inequality [11] , we show that the secrecy capacity region of the parallel Gaussian MAC-CM is achievable by using jointly Gaussian inputs and optimizing power allocations at two users among the parallel subchannels. We then apply this result to investigate the fading MAC-CM. We study the ergodic performance, where no delay constraint on message transmission is assumed and the secrecy capacity region is averaged over all channel states. In fact, the fading MAC-CM can be viewed as the parallel Gaussian MAC-CM with each fading state corresponding to one subchannel. Hence, the secrecy capacity region of the parallel Gaussian MAC-CM applies to the fading MAC-CM. Since both users know the CSI, users can dynamically change their transmission power with the channel realization to achieve the best performance.
The remainder of this paper is organized as follows. We first study the parallel MAC-CM with independent subchannels and its special case of the parallel MAC-CM with degraded subschannels in Section II. Next, we investigate the secrecy capacity region of the parallel Gaussian MAC-CM in Section III and the ergodic performance of the fading MAC-CM in Section IV. We then provide some numerical examples in Section V. Finally, we summarize the results in Section VI.
II. PARALLEL MAC-CM

A. Channel Model
We consider the discrete memoryless parallel MAC-CM with L independent subchannels (see Fig. 1.(b) ). Each subchannel is assumed to connect users 1 and 2 to the destination, and user 2 can also receiver the channel output, and hence may obtain information sent by user 1. The channel transition probability distribution is given by
where
In this model, two users attempt to transmit a common message W 0 to the destination, while user 1 also has confidential message W 1 intended for the destination. User 1 views user 2 as an eavesdropper and wishes to keep its confidential information as secret as possible from user 2. In this paper, we focus on the case in which perfect secrecy is achieved, i.e., user 2 does not obtain any information about the message W 1 . More formally, the secrecy level of W 1 is measured by the normalized information-theoretic quantity (e.g., see [1] , [2] , [4] ):
. . , Y 2,n ) are the input and output sequences of user 2, respectively, and the limit is taken as the block length n → ∞. The goal is to characterize the secrecy capacity region C s that contains rate pairs achievable by some coding scheme.
B. Secrecy Capacity Region of the Parallel MAC-CM
For the parallel MAC-CM, we obtain the following secrecy capacity region.
Theorem 1: For the parallel MAC-CM, the secrecy capacity region is given by
where Q j and U j 's are auxiliary random variables, and Q j can be chosen to be a deterministic function of U j for j = 1, . . . , L. Theorem 1 implies that having independent inputs for each subchannel is optimal. This fact does not follow directly from the single-letter result on the secrecy capacity region of the MAC-CM given in [4] . Hence, a converse proof is needed, which can be found in an extended version of this work [12] .
C. Parallel MAC-CM with Degraded Subchannels
We consider the parallel MAC-CM with degraded subchannels, in which each subchannel is either degraded such that given the input of user 2, the output at user 2 is a conditionally degraded version of the output at the destination, or reversely degraded such that given input of user 2, the output at the destination is a conditionally degraded version of the output at user 2.
Following [4] , we define the conditionally degraded subchannels as follows. Let A denote the index set that includes all indices of subchannels such that given x 2,j , the output at user 2 is a conditionally degraded version of the output at the destination, i.e., for j ∈ A,
We further defineĀ to be the complement of the set A, and A includes all indices of subchannels such that given x 2,j , the output at the destination is a conditionally degraded version of the output at user 2, i.e., for j ∈Ā, p(y j , y 2,j |x 1,j , x 2,j ) = p(y 2,j |x 1,j , x 2,j )p(y j |y 2,j , x 2,j ). (5) Hence, the channel transition probability distribution is given by
For the parallel MAC-CM with degraded subchannels, we apply Theorem 1 and obtain the following secrecy capacity region.
Theorem 2:
For the parallel MAC-CM with degraded subchannels, the secrecy capacity region is given by
where Q j , for j = 1, . . . , L, are auxiliary random variables that satisfy the Markov chain relationship
The proof of Theorem 2 can be found in an extended version of this work [12] . It can be seen that the common message W 0 is sent over all subchannels, and the confidential message W 1 of user 1 is sent only over the subchannels for which the output at user 2 is a conditionally degraded version of the output at the destination. Furthermore, user 1 sent the common message W 0 and the confidential message W 1 by using superposition encoding.
III. PARALLEL GAUSSIAN MAC-CM
A. Channel Model
In this section, we consider the parallel Gaussian MAC-CM in which the channel outputs at the destination and user 2 are corrupted by additive Gaussian noise terms. The channel input-output relationship is given by
where i is the time index, and for j = 1, . . . , L, the noise processes {Z j,i } and {Z 2,j,i } are independent and identically distribution (i.i.d.) with the components being zeromean Gaussian random variables with variances ν j and μ j , respectively. We assume ν j < μ j for j ∈ A and ν j ≥ μ j for j ∈Ā. The channel input sequences X n 1, [1,L] and X n 2,[1,L] are subject to average power constraints P 1 and P 2 , respectively, i.e.,
B. Secrecy Capacity Region
We now apply Theorem 2 to obtain the secrecy capacity region of the parallel Gaussian MAC. It can be seen from (9) that the subchannels of the parallel Gaussian MAC are not physically degraded. We consider the following subchannels, for j ∈ A:
and, for j ∈Ā: (12) where {Z j,i } and {Z 2,j,i } are i.i.d. random processes with components being zero-mean Gaussian random variables with variances ν j −μ j for j ∈Ā and μ j −ν j for j ∈ A, respectively. Moreover, {Z j,i } is independent of {Z 2,j,i }, and {Z 2,j,i } is independent of {Z j,i }. We notice that the channel defined in (11)- (12) is a parallel Gaussian MAC with physically degraded subchannels. Since the channel (11)- (12) has the same marginal distributions p(y|x 1 , x 2 ) and p(y 2 |x 1 , x 2 ) as the parallel Gaussian MAC defined in (9), these two channels have the same secrecy capacity region. 1 For the channel defined in (11)- (12), we can apply Theorem 2 to obtain the secrecy capacity region. In particular, the degradedness of the subchannels allows the use of the entropy power inequality in the proof of the converse. We can thus obtain the secrecy capacity region for the parallel Gaussian MAC defined in (9) as follows.
Theorem 3: For the parallel Gaussian MAC-CM, the secrecy capacity region is given by 
where p is the power allocation vector, which consists of (a j , b j , p 2,j ) for j ∈ A and (a j , 0, p 2,j ) for j ∈Ā as components, and the set P includes all power allocation vectors p that satisfy the power constraint
The proof of Theorem 3 can be found in an extended version of this work [12] . We notice that p denotes the power allocation among all subchannels. In particular, for j ∈ A, since user 1 needs to transmit both common and confidential information, the pair (a j , b j ) controls the power allocation between the common message W 0 and the confidential message W 1 . For j ∈Ā, user 1 transmits only the common information, and b j = 0 indicates that the power is allocated to transmit the common message W 0 only.
C. Optimal Power Allocation
To characterize the secrecy capacity region of the parallel Gaussian MAC-CM given in (13), we need to characterize every boundary point and the power allocation vector that achieve this boundary point. Since the secrecy capacity region C
[G] s is convex, for every boundary point (R 0 , R 1 ), there exists γ 1 ≥ 0 such that (R 0 , R 1 ) is the solution to the optimization problem
Note that the optimization problem (15) serves as a complete characterization of the corresponding boundary of the secrecy capacity region, and the solution to (15) provides the power allocations that achieve the boundary of the secrecy capacity region. We have the following necessary conditions for the solution.
Theorem 4: Let p be an optimal solution to the optimization problem of (15) that achieves the boundary of the secrecy capacity region of the parallel Gaussian MAC-CM. Then, p must satisfy the following conditions:
and
where (a j , b j , p 2,j ) is the solution of the following implicit equations. For j ∈Ā,
and for j ∈ A,
where γ 1 ≥ 0, the pair (λ 1 , λ 2 ) is chosen to satisfy the power constraint (14),
The proof of Theorem 4 can be found in an extended version of this work [12] . Fig. 2 . Fading MAC-CM.
IV. FADING MAC-CM
In this section, we study the fading MAC-CM, where both the user-to-destination and the user-to-user channels are corrupted by multiplicative fading gain processes in addition to additive white Gaussian processes. The channel input-output relationship is given by
where i is the time index, X 1,i and X 2,i are channel inputs at the time instant i from user 1 and user 2, respectively, Y i and Y 2,i are channel outputs at the time instant i at the destination and the receiver of user 2, respectively; h i := (h 1,i , h 2,i ) and g i := (g 1,i , g 2,i ) are proper complex random channel attenuation pairs imposed on the destination and the receiver of user 2; and the noise processes {Z i } and {Z 2,i } are i.i.d. with the components being zero-mean proper complex Gaussian random variables with variances ν and μ, respectively. The input sequences {X 1,i } and {X 2,i } are subject to the average power constraint P 1 and P 2 , i.e.,
We assume that the CSI (i.e., the realization of (h, g)) is known at both the transmitters and the receivers instantaneously. Depending on the CSI, each user can dynamically change its transmission power and rate to achieve better performance. In this section, we assume that there is no delay constraint on the transmitted messages, and that the secrecy capacity region is an average over all channel states, which is referred to as the ergodic secrecy capacity region.
We notice that for a given fading state, i.e., a realization of (h, g), the fading MAC-CM is a Gaussian MAC-CM. Hence, the fading MAC-CM can be viewed as a parallel Gaussian MAC-CM with each fading state corresponding to one subchannel. Thus, the following secrecy capacity region of the fading MAC-CM follows from Theorem 3.
In the following, for each channel state (h, g), we use p 1 (h, g) and p 2 (h, g) to denote the powers allocated at users 1 and 2, respectively, and use α(h, g) to indicate the correlation between the input from users 1 and 2. We further define
Let P denote the set that includes all power allocations that satisfy the power constraint
and A denote the set of channel states as follows:
A := (h, g) :
Theorem 5: The secrecy capacity region of the fading MAC-CM is given by (25)
and the random vector pair (h, g) has the same distribution as the marginal distribution of the process {(h i , g i )} at a single time instant.
The secrecy capacity region given in Theorem 5 is established for fading processes (h, g) where only ergodic and stationary conditions are assumed. The fading process (h, g) can be correlated across time, and is not necessarily Gaussian.
Since users are assumed to know the CSI, they can allocate their power according to the instantaneous channel realization to achieve the best performance, i.e., the boundary of the secrecy capacity region. The optimal power allocation that achieves the boundary of the secrecy capacity region for the fading MAC-CM can be derived from Theorem 4 and is given in the following.
Theorem 6:
Let p(h, g) be an optimal power allocation that achieves the boundary of the secrecy capacity region of the fading MAC-CM. Then, p(h, g) must satisfy the following conditions:
) is the solution of the fol-lowing implicit equations. For (h, g) ∈Ā,
and for (h, g) ∈ A,
where γ 1 ≥ 0, the pair (λ 1 , λ 2 ) is chosen to satisfy the power constraint (23),
V. NUMERICAL EXAMPLES
In this section, we study two numerical examples to illustrate the secrecy capacity regions of the parallel Gaussian MAC-CM and the fading MAC-CM, respectively.
We first consider an L = 10 parallel Gaussian MAC-CM. We assume that the source power constraints of users 1 and 2 are P 1 = 12 dB and P 2 = 10 dB, and the noise variances at the receivers of the destination and of user 2 are given by ν = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] and μ = [5, 3, 4, 9, 1, 10, 8, 7, 2, 6] . 
where p is the power allocation vector, which consists of (a j , b j , p 2,j ) for j ∈ A and (a j , 0, p 2,j ) for j ∈Ā as components, and the set P includes all power allocation vector p that satisfy the power constraint (14). We observe that the synchronized transmission mode significantly increases the rate R 0 of the common message since coherent combining detection can be employed at the destination.
Next, we consider the Rayleigh-fading MAC-CM, where h 1 , h 2 and g 1 are zero-mean proper complex Gaussian random variables. Hence, |h 1 | 2 , |h 2 | 2 and |g 1 | 2 are exponentially distributed with means σ 1 , σ 2 and σ 3 . We assume that the power constraints of users 1 and 2 are P 1 = P 2 = 10 dB, and the noise variances at the receivers of the destination and of user 2 are ν = μ = 2. In Fig. 4 , we plot the boundaries of the secrecy capacity regions corresponding to σ 1 = 0.5, 1, 2 and fix σ 2 = σ 3 = 1. It can been seen that as σ 1 increases, both the secrecy rate R 1 of the confidential message W 1 and the rate R 0 of the common message W 0 improve. This is because larger σ 1 implies a better channel from user 1 to the destination. 
VI. CONCLUSION
We have established the secrecy capacity region of the parallel MAC-CM, in which it is seen that having independent inputs to each subchannel is optimal. From this result, we have derived the secrecy capacity region for the parallel Gaussian MAC-CM and the ergodic secrecy capacity region for the fading MAC-CM. We have illustrated that, by assuming that both users know the CSI, they can dynamically adapt their transmission power with the channel realization to achieve the best performance.
