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In this paper we consider a general class of systems of two linear hyperbolic equations.
Motivated by the existence of the Laplace invariants for the single linear hyperbolic
equation, we adopt the problem of ﬁnding differential invariants for the system. We
derive the equivalence group of transformations for this class of systems. The inﬁnitesimal
method, which makes use of the equivalence group, is employed for determining the
desired differential invariants. We show that there exist four differential invariants and
ﬁve semi-invariants of ﬁrst order. Applications of systems that can be transformed by local
mappings to simple forms are provided.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Differential invariants of the Lie groups of continuous transformations can be used in wide ﬁelds: classiﬁcation of in-
variant differential equations and variational problems arising in the construction of physical theories, solution methods for
ordinary and partial differential equations, equivalence problems for geometric structures. First it was noted by S. Lie [1],
who proved that every invariant system of differential equations [2], and every variational problem [3], could be directly ex-
pressed in terms of differential invariants. Lie also showed [2] how differential invariants play an important role to integrate
ordinary differential equations and succeeded in completely classifying all the differential invariants for all possible ﬁnite-
dimensional Lie groups of point transformations in the case of one independent and one dependent variable. Tresse [4]
and Ovsiannikov [5] generalized the Lie’s preliminary results on invariant differentiations and existence of ﬁnite bases of
differential invariants.
Laplace [6] in his general theory of integration of linear hyperbolic partial differential equations
uxy + a(x, y)ux + b(x, y)uy + c(x, y)u = 0 (1)
derived the quantities
h = ax + ab − c, k = by + ab − c
known as Laplace invariants. The expressions h and k do not change under the linear transformation of the dependent
variable, u′ = φ(x, y)u. These invariants are useful in various problems, for example in the group classiﬁcation of differential
equations [7] and the solution of initial value problems for hyperbolic equations by Riemann’s method [8]. Cotton [9] studied
the corresponding Laplace invariants for the elliptic equations
uxx + uyy + a(x, y)ux + b(x, y)uy + c(x, y)u = 0.
* Corresponding author.
E-mail address: christod@ucy.ac.cy (C. Sophocleous).0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.08.023
C. Tsaousi, C. Sophocleous / J. Math. Anal. Appl. 363 (2010) 238–248 239Cotton’s invariants have the form
μ = ay − bx, H = ax + by + 1
2
(
a2 + b2)− 2c.
The corresponding results for linear parabolic equations can be found in the recent references [10–12]. For example, in [12]
the equivalence problem for scalar parabolic equations was solved completely in terms of reductions to the Lie canonical
forms.
We recall the following simple but fundamental applications of the Laplace invariants:
1. A hyperbolic equation of the form (1) can be transformed into uxy = 0 if and only if h = k = 0.
2. A hyperbolic equation of the form (1) can be transformed into uxy + c(x, y)u = 0 if and only if h = k.
3. A hyperbolic equation of the form (1) can be transformed into uxy + cu = 0, c = const if and only if h = k = f (x)g(y).
4. A hyperbolic equation of the form (1) can be factorized if and only if h = 0 or k = 0. That is, if L = DxD y + a(x, y)Dx +
b(x, y)Dy + c(x, y) then
L = [Dx + α(x, y)][Dy + β(x, y)] if and only if h = 0
and
L = [Dy + β(x, y)][Dx + α(x, y)] if and only if k = 0.
The proofs of the above statements can be found in [10,13].
Laplace invariants have been re-calculated recently by Ibragimov [10] using the equivalence group of (1) in the in-
ﬁnitesimal form. In fact, he has proposed a simple method for constructing differential invariants of families of linear and
non-linear differential equations admitting inﬁnite equivalence transformation groups [14–16]. There is a continuing interest
in applying this method on various families of linear and non-linear differential equations [17–26]. An alternative approach
for deriving differential invariants is Cartan’s method [27,28].
Equivalence transformations play the central part in the theory of invariants. The set of all equivalence transformations
of a given family of differential equations forms a group which is called the equivalence group. There exist two methods
for calculation of equivalence transformations, the direct which was used ﬁrst by Lie [29] and the Lie inﬁnitesimal method
which was introduced by Ovsiannikov [5]. Although, the direct method involves considerable computational diﬃculties, it
has the beneﬁt of ﬁnding the most general equivalence group. For recent applications of the direct method one can refer,
for example, to Refs. [30–33]. More detailed description and examples of both methods can be found in [16]. Here we use
the inﬁnitesimal method to derive the desired equivalence transformations.
In the present work, in the spirit of Ibragimov’s approach [10], we consider the linear system of hyperbolic equations
uxt = a1(t, x)ux + b1(t, x)vx + c1(t, x)ut + d1(t, x)vt + f1(t, x)u + g1(t, x)v,
vxt = a2(t, x)ux + b2(t, x)vx + c2(t, x)ut + d2(t, x)vt + f2(t, x)u + g2(t, x)v (2)
with the ultimate goal to derive differential invariants. We assume that the coeﬃcient functions are smooth. In other words,
we calculate the Laplace invariants for the system (2).
The calculations involved in the present paper have been greatly facilitated by the computer algebraic manipulation
package “REDUCE” [34].
The structure of the paper is the following: In Section 2 we present the equivalence group admitted by (2). In Section 3
we give a brief description of the inﬁnitesimal method for deriving differential invariants. Here we have also the main
results of this work. Applications of the differential invariants appear in Section 4. Systems of the class (2) that can be
reduced to simple forms are determined. Finally, we state possible extensions of the present work.
2. Equivalence transformations
We call an equivalence transformation of Eqs. (2) an invertible point transformation belonging to the class
t′ = Q (t, x,u, v), x′ = P (t, x,u, v), u′ = R(t, x,u, v), v ′ = S(t, x,u, v)
which preserves the order of Eqs. (2) as well as the properties of linearity and homogeneity. In general, the trans-
formed equations have different coeﬃcients ai , bi , ci , di , f i and gi (i = 1,2). The functions Q , P , R and S are such that
∂(Q , P , R, S)/∂(t, x,u, v) = 0. If one wants to ﬁnd the functions Q , P , R and S , the direct method needs to be employed.
However, for the derivation of the desired differential invariants we need the equivalence group in the inﬁnitesimal form.
Therefore we employ the Lie inﬁnitesimal method [5] which is much easier than the direct method.
We search for the equivalence operator Γ in the following form:
Γ = ξ1 ∂
∂t
+ ξ2 ∂
∂x
+ ν1 ∂
∂u
+ ν2 ∂
∂v
+ ζ11 ∂
∂ut
+ ζ12 ∂
∂ux
+ ζ21 ∂
∂vt
+ ζ22 ∂
∂vx
+ μ1i ∂ + μ2i ∂ + μ3i ∂ + μ4i ∂ + μ5i ∂ + μ6i ∂ ,
∂ai ∂bi ∂ci ∂di ∂ f i ∂ gi
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inﬁnitesimals ζik , i,k = 1,2, are given by
ζ11 = Dt
(
ν1
)− ut Dt(ξ1)− uxDt(ξ2), ζ12 = Dx(ν1)− ut Dx(ξ1)− uxDx(ξ2),
ζ21 = Dt
(
ν2
)− vt Dt(ξ1)− vxDt(ξ2), ζ22 = Dx(ν2)− vt Dx(ξ1)− vxDx(ξ2).
The operators Dt and Dx are the total derivatives with respect to t and x, respectively. Without presenting anymore details,
we state that system (2) admits an inﬁnite continuous group E of equivalence transformations generated by Lie algebra LE
spanned by the operators:
Γτ = τ (t) ∂
∂t
− τ ′
[
a1
∂
∂a1
+ b1 ∂
∂b1
+ f1 ∂
∂ f1
+ g1 ∂
∂ g1
+ a2 ∂
∂a2
+ b2 ∂
∂b2
+ f2 ∂
∂ f2
+ g2 ∂
∂ g2
]
,
Γψ = ψ(x) ∂
∂x
− ψ ′
[
c1
∂
∂c1
+ d1 ∂
∂d1
+ f1 ∂
∂ f1
+ g1 ∂
∂ g1
+ c2 ∂
∂c2
+ d2 ∂
∂d2
+ f2 ∂
∂ f2
+ g2 ∂
∂ g2
]
,
Γφ1 = φ1(t, x)u
∂
∂u
+ φ1t
∂
∂a1
+ φ1b1 ∂
∂b1
+ φ1x
∂
∂c1
+ φ1d1 ∂
∂d1
+ (φ1tx − φ1t c1 − φ1xa1)
∂
∂ f1
+ φ1g1 ∂
∂ g1
− a2φ1 ∂
∂a2
− φ1c2 ∂
∂c2
− (φ1t c2 + φ1xa2 + φ1 f2)
∂
∂ f2
,
Γφ2 = φ2(t, x)v
∂
∂v
− φ2b1 ∂
∂b1
− φ2d1 ∂
∂d1
− (φ2t d1 + φ2xb1 + φ2g1)
∂
∂ g1
+ φ2a2 ∂
∂a2
+ φ2t
∂
∂b2
+ φ2c2 ∂
∂c2
+ φ2x
∂
∂d2
+ φ2 f2 ∂
∂ f2
+ (φ2tx − φ2t d2 − φ2xb2)
∂
∂ g2
,
Γφ3 = φ3(t, x)v
∂
∂u
+ φ3a2 ∂
∂a1
+ (φ3t − φ3a1 + φ3b2)
∂
∂b1
+ φ3c2 ∂
∂c1
+ (φ3x − φ3c1 + φ3d2)
∂
∂d1
+ φ3 f2 ∂
∂ f1
+ (φ3tx − φ3t c1 − φ3xa1 − φ3 f1 + φ3g2)
∂
∂ g1
− φ3a2 ∂
∂b2
− φ3c2 ∂
∂d2
− (φ3t c2 + φ3xa2 + φ3 f2)
∂
∂ g2
,
Γφ4 = φ4(t, x)u
∂
∂v
− φ4b1 ∂
∂a1
− φ4d1 ∂
∂c1
− (φ4t d1 + φ4xb1 + φ4g1)
∂
∂ f1
+ (φ4t + φ4a1 − φ4b2)
∂
∂a2
+ φ4b1 ∂
∂b2
+ (φ4x + φ4c1 − φ4d2)
∂
∂c2
+ φ4d1 ∂
∂d2
+ (φ4tx − φ4t d2 − φ4xb2 + φ4 f1 − φ4g2)
∂
∂ f2
+ φ4g1 ∂
∂ g2
, (3)
where τ = τ (t), ψ = ψ(x), φi = φi(t, x), i = 1,2,3,4, are arbitrary functions in their arguments. We note that (3) is a direct
generalization of the equivalence group of (1) [10]. Equivalence group (3) will be employed in the next section in order to
derive the desired differential invariants.
3. Differential invariants
We call a function
J (t, x,u, v, θi, θiα, θiαβ, . . .), θ = a,b, c,d, f , g, i = 1,2, α,β = t, x,
an invariant of the family of hyperbolic equations (2) if it is differential invariant under the equivalence group Γτ , Γψ , Γφ1 ,
Γφ2 , Γφ3 and Γφ4 . Here we shall call the function J semi-invariant if it is invariant only under the generators Γφ1 , Γφ2 , Γφ3
and Γφ4 . In other words, these are functions which are invariant only under the transformation of dependent variable. In
general, a semi-invariant is invariant under a subgroup of the equivalence group. The order of the invariant is equal to the
order of the highest derivative that appears in the form of J . If no derivatives appear, we say that we have invariants of
zero order.
Note 1. The Laplace invariants h and k are semi-invariants, while the quantity hk is an invariant of ﬁrst order for the
linear hyperbolic equations (1). This invariant and the third order invariant 1h
∂2 ln |h|
∂x∂ y of Eq. (1) are known as Ovsiannikov’s
invariants [7].
Any system of equations Ei(t, x,u, v, θi, θiα, θiαβ, . . .) = 0 that satisﬁes the condition
Γ
(s)
k (Ei)
∣∣
E1=0, E2=0, ... = 0, i = 1,2, . . . , k = τ ,ψ,φ1, φ2, φ3, φ4,
is called an invariant system. If
Γ
(s)
k (E j)
∣∣
E j=0 = 0, j = 1,2, . . . ,
then E j = 0, is called an invariant equation.
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Here we consider the problem of ﬁnding differential invariants of the class of systems of linear hyperbolic equations (2).
First, we seek for differential invariants of zero order, i.e. invariants of the form
J = J (t, x,u, v,ai,bi, ci,di, f i, gi), i = 1,2.
We apply the invariant test
Γk( J ) = 0, k = τ ,ψ,φ1, φ2, φ3, φ4.
It is straightforward to show that J = const. Hence, the family of Eqs. (2) does not admit differential invariants of zero
order.
Next we consider the problem of existence of differential invariants of the form
J (t, x,u, v, θi, θiα), θ = a,b, c,d, f , g, i = 1,2, α = t, x.
We need to derive the once-extended generators of Γk , k = τ ,ψ,φ1, φ2, φ3, φ4, using the following formulas [15]:
Γ
(1)
k = Γk + σα1i
∂
∂aiα
+ σα2i
∂
∂biα
+ σα3i
∂
∂ciα
+ σα4i
∂
∂diα
+ σα5i
∂
∂ f iα
+ σα6i
∂
∂ giα
, i = 1,2, α = t, x,
where
σαji = D˜α
(
μ ji
)− θit D˜α(ξ1)− θix D˜α(ξ2), j = 1,2,3,4,5,6,
where D˜α denotes the total derivative with respect to t and x, respectively.
Now the invariant test reads
Γ
(1)
k ( J ) = 0, k = τ ,ψ,φ1, φ2, φ3, φ4, (4)
which consists of six identities. Each identity can be seen as a polynomial in one of the functions τ , ψ , φ1, φ2, φ3, φ4
and its derivatives. Since these functions are arbitrary, we set the coeﬃcients of the functions and those of their derivatives
equal to zero. This procedure leads to a system of linear partial differential equations of ﬁrst order in J . The solution of this
system provides the desired differential invariants.
The ﬁrst step is to pick up the single terms in the six identities (4). We obtain
Jt = J x = Ju = J v
= Ja1t = Ja2t = Jb1t = Jb2t = Jc1x = Jc2x = Jd1x = Jd2x
= J f1x = J f1t = J f2x = J f2t = J g1x = J g1t = J g2x = J g2t = 0
which simpliﬁes the functional form of J (depends on 20 variables). Now the ﬁrst equation in (4) (k = τ ) gives
a1
∂ J
∂a1
+ a1x
∂ J
∂a1x
+ b1 ∂ J
∂b1
+ b1x
∂ J
∂b1x
+ c1t
∂ J
∂c1t
+ d1t
∂ J
∂d1t
+ f1 ∂ J
∂ f1
+ g1 ∂ J
∂ g1
+ a2 ∂ J
∂a2
+ a2x
∂ J
∂a2x
+ b2 ∂ J
∂b2
+ b2x
∂ J
∂b2x
+ c2t
∂ J
∂c2t
+ d2t
∂ J
∂d2t
+ f2 ∂ J
∂ f2
+ g2 ∂ J
∂ g2
= 0 (5)
and the second equation (k = ψ ) reads
a1x
∂ J
∂a1x
+ b1x
∂ J
∂b1x
+ c1 ∂ J
∂c1
+ c1t
∂ J
∂c1t
+ d1 ∂ J
∂d1
+ d1t
∂ J
∂d1t
+ f1 ∂ J
∂ f1
+ g1 ∂ J
∂ g1
+ a2x
∂ J
∂a2x
+ b2x
∂ J
∂b2x
+ c2 ∂ J
∂c2
+ c2t
∂ J
∂c2t
+ d2 ∂ J
∂d2
+ d2t
∂ J
∂d2t
+ f2 ∂ J
∂ f2
+ g2 ∂ J
∂ g2
= 0. (6)
Now we turn into the other four equations of (4) (k = φ1, φ2, φ3, φ4). Coeﬃcients of φixt (i = 1,2,3,4) produce the following
equations:
∂ J
∂a1x
+ ∂ J
∂c1t
+ ∂ J
∂ f1
= 0, (7)
∂ J
∂b2x
+ ∂ J
∂d2t
+ ∂ J
∂ g2
= 0, (8)
∂ J
∂b1x
+ ∂ J
∂d1t
+ ∂ J
∂ g1
= 0, (9)
∂ J + ∂ J + ∂ J = 0. (10)
∂a2x ∂c2t ∂ f2
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∂ J
∂a1
+ d1 ∂ J
∂d1t
− c1 ∂ J
∂ f1
− c2 ∂ J
∂c2t
− c2 ∂ J
∂ f2
= 0, (11)
d1
∂ J
∂d1t
+ d1 ∂ J
∂ g1
− ∂ J
∂b2
− c2 ∂ J
∂c2t
+ d2 ∂ J
∂ g2
= 0, (12)
∂ J
∂b1
+ c2 ∂ J
∂c1t
− (c1 − d2) ∂ J
∂d1t
− c1 ∂ J
∂ g1
− c2 ∂ J
∂d2t
− c2 ∂ J
∂ g2
= 0, (13)
d1
∂ J
∂c1t
+ d1 ∂ J
∂ f1
− ∂ J
∂a2
− (c1 − d2) ∂ J
∂c2t
− d1 ∂ J
∂d2t
+ d2 ∂ J
∂ f2
= 0. (14)
Coeﬃcients of φix give
b1
∂ J
∂b1x
+ ∂ J
∂c1
− a1 ∂ J
∂ f1
− a2 ∂ J
∂a2x
− a2 ∂ J
∂ f2
= 0, (15)
b1
∂ J
∂b1x
+ b1 ∂ J
∂ g1
− a2 ∂ J
∂a2x
− ∂ J
∂d2
+ b2 ∂ J
∂ g2
= 0, (16)
a2
∂ J
∂a1x
− (a1 − b2) ∂ J
∂b1x
+ ∂ J
∂d1
− a1 ∂ J
∂ g1
− a2 ∂ J
∂b2x
− a2 ∂ J
∂ g2
= 0, (17)
b1
∂ J
∂a1x
+ b1 ∂ J
∂ f1
− (a1 − b2) ∂ J
∂a2x
− b1 ∂ J
∂b2x
− ∂ J
∂c2
+ b2 ∂ J
∂ f2
= 0. (18)
Coeﬃcient of φ1 in the third equation and the coeﬃcient of φ2 in the fourth give the identical equation
b1
∂ J
∂b1
+ b1x
∂ J
∂b1x
+ d1 ∂ J
∂d1
+ d1t
∂ J
∂d1t
+ g1 ∂ J
∂ g1
− a2 ∂ J
∂a2
− a2x
∂ J
∂a2x
− c2 ∂ J
∂c2
− c2t
∂ J
∂c2t
− f2 ∂ J
∂ f2
= 0. (19)
Finally, coeﬃcient of φ3 in the ﬁfth equation and coeﬃcient of φ4 in the sixth give
a2
∂ J
∂a1
+ a2x
∂ J
∂a1x
− (a1 − b2) ∂ J
∂b1
− (a1x − b2x)
∂ J
∂b1x
+ c2 ∂ J
∂c1
+ c2t
∂ J
∂c1t
− (c1 − d2) ∂ J
∂d1
− (c1t − d2t )
∂ J
∂d1t
+ f2 ∂ J
∂ f1
− ( f1 − g2) ∂ J
∂ g1
− a2 ∂ J
∂b2
− a2x
∂ J
∂b2x
− c2 ∂ J
∂d2
− c2t
∂ J
∂d2t
− f2 ∂ J
∂ g2
= 0, (20)
b1
∂ J
∂a1
+ b1x
∂ J
∂a1x
+ d1 ∂ J
∂c1
+ d1t
∂ J
∂c1t
+ g1 ∂ J
∂ f1
− (a1 − b2) ∂ J
∂a2
− (a1x − b2x)
∂ J
∂a2x
− b1 ∂ J
∂b2
− b1x
∂ J
∂b2x
− (c1 − d2) ∂ J
∂c2
− (c1t − d2t )
∂ J
∂c2t
− d1 ∂ J
∂d2
− d1t
∂ J
∂d2t
− ( f1 − g2) ∂ J
∂ f2
− g1 ∂ J
∂ g2
= 0. (21)
Eqs. (5)–(21) form a system of 17 linear partial differential equations of ﬁrst order for the function J . However, it turns
out that we have only sixteen independent equations. Since the function J depends on twenty variables, from the theory of
linear partial differential equations of ﬁrst order, the solution of the system (5)–(21) produces four independent integrals.
These integrals form the desired differential invariants for the linear hyperbolic system (2).
System (5)–(21) can be solved using Lagrange method. See, for example in [15, Chapter 4]. However we omit any further
analysis in calculating the differential invariants. In order to derive the corresponding results to Laplace invariants, we need
to consider the subgroup of the equivalence group that corresponds to the change of the dependent variables. That is, we
need to solve the system (7)–(21) which consists of ﬁfteen independent equations. Solution of this latter system produces
the Laplace-type invariants (semi-invariants) for the system (2):
I1 = K1 + K4,
I2 = K5 + K8,
I3 = K1K4 − K2K3,
I4 = K5K8 − K6K7,
I5 = K1K5 + K2K7 + K3K6 + K4K8, (22)
where the quantities Ki have the form
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K2 = a1c2 + a2d2 − a2x + f2,
K3 = b1c1 + b2d1 − b1x + g1,
K4 = b1c2 + b2d2 − b2x + g2,
K5 = a1c1 + b1c2 − c1t + f1,
K6 = a2c1 + b2c2 − c2t + f2,
K7 = a1d1 + b1d2 − d1t + g1,
K8 = a2d1 + b2d2 − d2t + g2.
Note 3. If system (2) consists of two separable equations, that is b1 = d1 = g1 = a2 = c2 = f2 = 0, then K1 and K5 are the
Laplace invariants for the ﬁrst equation and K4 and K8 are the corresponding for the second equation.
For completeness of our analysis we need to consider Eqs. (5) and (6). In other words, we ﬁnd the differential invariants
of (2). Using integrals Ii (i = 1,2,3,4,5), Eqs. (5) and (6) become identical,
I1
∂ J
∂ I1
+ I2 ∂ J
∂ I2
+ 2I3 ∂ J
∂ I3
+ 2I4 ∂ J
∂ I4
+ 2I5 ∂ J
∂ I5
= 0.
Solving this latter linear partial differential equation of ﬁrst order, we obtain the four differential invariants
J1 = I2
I1
, J2 = I3
I21
, J3 = I4
I21
, J4 = I5
I21
. (23)
It can also be shown that
Γ
(1)
k (Ii)
∣∣
Ii=0 = 0, k = τ ,ψ,φ1, φ2, φ3, φ4, i = 1,2,3,4,5.
In other words,
I1 = 0, I2 = 0, I3 = 0, I4 = 0, I5 = 0 (24)
are invariant equations. Furthermore it is not diﬃcult to show that any three of the following equations
K1 = 0, K2 = 0, K3 = 0, K4 = 0 (25)
or, any three of the following equations
K5 = 0, K6 = 0, K7 = 0, K8 = 0 (26)
form an invariant system. That is, we have eight invariant systems.
In the next section we present some applications in order to illustrate the use of the differential invariants.
4. Applications
Two given partial differential equations are called equivalent if one can be transformed into the other by a change
of variables. The equivalence problem consists of two parts: deciding if there exists equivalence and then determining
a transformation that connects the partial differential equations. The motivation for considering this problem is to translate
a known solution of a partial differential equation to solutions of others which are equivalent to this one.
In general, the equivalence problem is considered to be solved when a complete set of invariants has been found. In
practice, using invariants to solve the equivalence problem for a given class of partial differential equations may require
substantial computational effort. However any set of invariants can provide necessary conditions for deriving equivalent
equations.
Motivated by the applications of the Laplace invariants for the linear hyperbolic equation, we use the results of the
previous section to construct similar results for the system (2). We examine when a system of the class (2) can be mapped
into a simpler form. In particular, we provide necessary and suﬃcient conditions for the class (2) in order to be transformed
to a speciﬁc form.
Equivalence transformations (3) can be written in the ﬁnite form
t′ = Q (t), x′ = P (x), u′ = R1(t, x)u + R2(t, x)v, v ′ = S1(t, x)u + S2(t, x)v, (27)
where Qt Px(R1S2 − R2S1) = 0. The invertible point transformation (27) preserves the order of the system (2) as well as the
properties of linearity and homogeneity. In general, the transformed system has different coeﬃcient functions. Transforma-
tion (27) can also be determined using the direct method.
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u′x′t′ = 0, v ′x′t′ = 0. (28)
We tackle the problem of ﬁnding those forms of (2) that can be mapped into (28). Since all coeﬃcient functions in (28) are
zero, invariant equations (24) are satisﬁed. Hence, invariant equations (24) provide necessary conditions for a system to be
mapped to (28).
The next step is to examine for suﬃciency. We use the direct method to ﬁnd the point transformation that linked the two
systems (2) and (28). The formulas for the transformed derivatives can be found in [30]. It turns out that the systems (2)
and (28) are connected by the point transformation (27) provided 12 identities are satisﬁed. These are
R1t + a1R1 + a2R2 = 0, R2t + b1R1 + b2R2 = 0,
R1x + c1R1 + c2R2 = 0, R2x + d1R1 + d2R2 = 0,
R1xt + f1R1 + f2R2 = 0, R2xt + g1R1 + g2R2 = 0
and six more of similar form, but R1 replaced by S1 and R2 replaced by S2. We use compatibility conditions on R1, R2, S1
and S2 to ﬁnd
K1R1 + K2R2 = 0, K3R1 + K4R2 = 0,
K5R1 + K6R2 = 0, K7R1 + K8R2 = 0
and four more of similar form, but R1 replaced by S1 and R2 replaced by S2. Using that (R1S2 − R2S1) = 0 due to the
fact that the point transformation is invertible, these relations are satisﬁed for arbitrary functions R1, R2, S1 and S2 if
K1 = K2 = K3 = K4 = K5 = K6 = K7 = K8 = 0. Hence invariant equations (24) are satisﬁed. Equivalently, we may say that all
ﬁve semi-invariants (22) vanish. However, for suﬃciency we require one further condition. In particular, we require at least
of the eight invariant systems (25) and (26) to be satisﬁed.
Hence, we have the following result.
Theorem 1. System (2) can be mapped into (28) if and only if all ﬁve semi-invariants (22) are equal to zero and at least one of the
invariant system (25) and (26) holds.
Note 4. We can also state Theorem 1 as follows: System (2) can be mapped into (28) if and only if
K1 = K2 = K3 = K4 = K5 = K6 = K7 = K8 = 0.
Example 1. Consider the system
uxt = −xvx + xtut +
(
x2t2 − t)vt + (x2t − 1)v,
vxt = −ut − xtvt − xv.
This system is such that all eight Ki are equal to zero. Hence, it can be mapped into the system (28). Using the direct
method we ﬁnd that these two systems are connected by the point transformation
t′ = t, x′ = x, u′ = u + xtv, v ′ = xu + (1+ x2t)v.
Hence, the general solution of the above system is
u(x, t) = (x2t + 1)( f1(t) + g1(x))− xt( f2(t) + g2(x)),
v(x, t) = −x( f1(t) + g1(x))+ ( f2(t) + g2(x)).
The second application is to classify those forms of the system (2) that can be mapped to the simple system
u′x′t′ = u′, v ′x′t′ = v ′. (29)
The systems (2) and (29) are connected by the point transformation (27) provided 12 identities are satisﬁed. These are
R1t + a1R1 + a2R2 = 0, R2t + b1R1 + b2R2 = 0,
R1x + c1R1 + c2R2 = 0, R2x + d1R1 + d2R2 = 0,
R1xt + PxQt R1 + f1R1 + f2R2 = 0, R2xt + PxQt R2 + g1R1 + g2R2 = 0
and six more of similar form, but R1 replaced by S1 and R2 replaced by S2. We use compatibility conditions on R1, R2, S1
and S2 to ﬁnd
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(K5 + PxQt)R1 + K6R2 = 0, K7R1 + (K8 + PxQt)R2 = 0
and four more of similar form, but R1 replaced by S1 and R2 replaced by S2. Using that (R1S2 − R2S1) = 0 due to the fact
that the point transformation is invertible, these relations are satisﬁed for arbitrary functions R1, R2, S1 and S2 if
K1 = K4 = K5 = K8 = −PxQt, K2 = K3 = K6 = K7 = 0.
Semi-invariants (22) read
I1 = I2 = f (t)g(x), I3 = I4 = 1
4
f 2(t)g2(x), I5 = 1
2
f 2(t)g2(x). (30)
System (29) is such that I1 = I2 = 2, I3 = I4 = 1, I5 = 2. Hence, we have proved the following result.
Theorem 2. System (2) can be mapped into (29) if and only if the semi-invariants (22) are of the form (30).
Example 2. The system(
t − x3)uxt = x2vx + x2ut − 2xtvt + (t − x3)u,(
t − x3)vxt = −vx − ut + 2x2vt + (t − x3)v
is such that the semi-invariants have the form (30). Hence, there exists a mapping that connects it to the simple system (29).
Using the direct method we ﬁnd that these two systems are connected by the point transformation
t′ = t, x′ = x, u′ = xu + tv, v ′ = u + x2v.
As a third application we consider the system
u′x′t′ = v ′, v ′x′t′ = u′. (31)
We classify those forms of the system (2) that can be connected via local mapping with (31). Following the same procedure
as in the previous applications we arrive in the following system
K1R1 + K2R2 + PxQt S1 = 0, K3R1 + K4R2 + PxQt S2 = 0,
K5R1 + K6R2 + PxQt S1 = 0, K7R1 + K8R2 + PxQt S2 = 0,
K1S1 + K2S2 + PxQt R1 = 0, K3S1 + K4S2 + PxQt R2 = 0,
K5S1 + K6S2 + PxQt R1 = 0, K7S1 + K8S2 + PxQt R2 = 0.
We solve this system in terms of Ki . Hence, we can ﬁnd the forms of the semi-invariants (22). This leads to the following
result.
Theorem 3. System (2) can be mapped into (31) if and only if the semi-invariants (22) take the form
I1 = I2 = 0, I3 = I4 = f (t)g(x), I5 = −2 f (t)g(x).
Example 3. We consider the system
x
(
t2 − 1)uxt = −xtux + vx + (1− t2)ut − tu + (t2 − 1)v,(
t2 − 1)vxt = xux − tvx + (1− x+ xt2)u
which is such that the conditions of Theorem 3 are satisﬁed. Hence, it can be mapped into (31). The transformation that
connects these two systems has the form
t′ = t, x′ = x, u′ = xtu + v, v ′ = xu + tv.
In the ﬁrst two applications, the target system of equations are also special cases of the system of two separate equations
u′x′t′ = a′1(t′, x′)u′x′ + c′1(t′, x′)u′t′ + f ′1(t′, x′)u′,
v ′ ′ ′ = b′ (t′, x′)v ′ ′ + d′ (t′, x′)v ′ ′ + g′ (t′, x′)v ′. (32)x t 2 x 2 t 2
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about reducing the general system (2) to a separate system. Therefore we have to restrict the form of (32). For example,
both equations in (32) are factorable. In other words, we classify those forms of (2) that can be mapped into two separable
and factorable equations.
We let system (32) written in the factorable form
L1u
′ = [Dx′ + α(x′, t′)][Dt′ + β(x′, t′)]u′,
L2v
′ = [Dx′ + γ (x′, t′)][Dt′ + δ(x′, t′)]v ′. (33)
Hence,
L1u
′ = u′x′t′ + βu′x′ + αu′t′ + (βx′ + αβ)u′ = 0,
L2v
′ = v ′x′t′ + δv ′x′ + γ v ′t′ + (δx′ + γ δ)v ′ = 0.
The form of this latter system implies that K1 = K2 = K3 = K4 = K6 = K7 = 0. Note that K2 = K3 = K6 = K7 = 0 due to the
separability of the system. Hence, I1 = I3 = I5 = 0.
Now we show the converse. Let I1 = I3 = I5 = 0. Since K2 = K3 = K6 = K7 = 0 due to the separability of the system we
have
K1 = 0 ⇒ f ′1 = a′1x′ − a′1c′1, K4 = 0 ⇒ g′2 = b′2x − b′2d′2.
Therefore system (32) can be written in factorable form(
Dx′ − c′1
)(
Dt′ − a′1
)
u′ = 0,(
Dx′ − d′2
)(
Dt′ − b′2
)
v ′ = 0.
Hence, we have proved that system (32) can be factorized in the form (33) if and only if I1 = I3 = I5 = 0.
Similar results can be proved for the other three possible factorable forms of system (32). These results are summarized
in the following theorem.
Theorem 4. System (32) can be mapped into
L1u
′ = 0, L2v ′ = 0
where L1 and L2 take the factorable form
L1 =
[
Dx′ + α(x′, t′)
][
Dt′ + β(x′, t′)
]
, L2 =
[
Dx′ + γ (x′, t′)
][
Dt′ + δ(x′, t′)
]
if and only if I1 = I3 = I5 = 0 or the form
L1 =
[
Dt′ + α(x′, t′)
][
Dx′ + β(x′, t′)
]
, L2 =
[
Dt′ + γ (x′, t′)
][
Dx′ + δ(x′, t′)
]
if and only if I2 = I4 = I5 = 0. Finally, L1 and L2 take one of the following two factorable forms
L1 =
[
Dx′ + α(x′, t′)
][
Dt′ + β(x′, t′)
]
, L2 =
[
Dt′ + γ (x′, t′)
][
Dx′ + δ(x′, t′)
]
or
L1 =
[
Dt′ + α(x′, t′)
][
Dx′ + β(x′, t′)
]
, L2 =
[
Dx′ + γ (x′, t′)
][
Dt′ + δ(x′, t′)
]
if and only if I3 = I4 = I5 = 0.
Note 5. Theorem 4 provides necessary conditions for a system of the class (2) to be connected with a separable and fac-
torable system.
Note 6. If the system (32) is factorable and the coeﬃcient functions are constants with f ′1 = −a′1c′1 and g′2 = −b′2d′2,
then (32) can be mapped into (28).
Example 4. The system
uxt = −1
2
(x+ 1)ux + 1
2
(x− 1)vx − tut − 1
2
(tx+ t + 1)u + 1
2
(tx− t + 1)v,
vxt = 1
2
(x− 1)ux − 1
2
(x+ 1)vx − tvt + 1
2
(tx− t + 1)u − 1
2
(tx+ t + 1)v
is mapped into the separable and factorable system
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v ′x′t′ = −x′v ′x′ − t′v ′t′ − (t′x′ + 1)v ′
by the point transformation
t′ = t, x′ = x, u′ = u + v, v ′ = u − v.
We note that both systems are such that I1 = I3 = I5 = 0. The general solution of the second system is
u′(x′, t′) = e−t′
[∫
e−x′t′ f1(t′)dt′ + g1(x′)
]
, v ′(x′, t′) = e−x′t′[ f2(t′) + g2(x′)].
Hence, using the above mapping, the general solution of the ﬁrst and more complicated system is
u(x, t) = 1
2
{
e−t
[∫
e−xt f1(t)dt + g1(x)
]
+ e−xt[ f2(t) + g2(x)]
}
,
v(x, t) = 1
2
{
e−t
[∫
e−xt f1(t)dt + g1(x)
]
− e−xt[ f2(t) + g2(x)]
}
.
More applications of the invariants can be constructed by combining the four results that we have presented in this
section. That is, the target system may have two different equations of the following four choices: u′x′t′ = 0, u′x′t′ = u′ ,
u′x′t′ = v ′ and a separable factorable equation.
5. Conclusion
In the present work we have obtained differential invariants for the class of systems (2). Semi-invariants, invariant
equations and invariants systems are also stated. Motivated by the applications of Laplace invariants, we classify those forms
of the class that can be mapped into certain simple forms. In the same way, other applications are possible. A possible
next task is to consider the problem of ﬁnding a basis for the differential invariants. This basis along with the invariant
differentiation will provide a simple way of constructing the differential invariants of any order. The corresponding problem
for the hyperbolic equation (1) was solved by Johnpillai and co-authors [17] and also by Ibragimov [18]. In a recent work
Ibragimov [26] using differential invariants extended Euler’s method to parabolic equations. Motivated by the present work
one can extent Euler’s method for systems of parabolic equations.
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