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Abstract 
 This study investigates the missing data problem in the Japan Meteorological Agency catalog of the Kumamoto after-
shock sequence, which occurred since April 15, 2016, in Japan. Based on the assumption that earthquake magnitudes 
are independent of their occurrence times, we replenish the short-term missing data of small earthquakes by using 
a bi-scale transformation and study their influence on the maximum likelihood estimate (MLE) of the epidemic-type 
aftershock sequences (ETAS) parameters by comparing the analysis results from the original and the replenished data-
sets. The results show that the MLEs of the ETAS parameters vary when this model is fitted to the recorded catalog 
with different cutoff magnitudes, while those MLEs remain stable for the replenished dataset. Further analysis shows 
that the seismicity becomes quiescent after the occurrence of the second major shock, which can be regarded as a 
precursory phenomenon of the occurrence of the subsequent MJ7.3 mainshock. This relative quiescence is demon-
strated more clearly by the analysis of the replenished dataset.
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Background
On April 16, 2016, an earthquake sequence bursted in 
the Kumamoto region of the Kyushu Island, Japan, on the 
Hinagu and Futagawa faults, which lie at the southern 
end of the Median Tectonic Line, forking in two direc-
tions from the Beppu-Haneyama Fault Zone. One of the 
significant features of this sequence is that it included 
three M6+ earthquakes, a magnitude 7.3 mainshock 
which struck at 01:25 JST on April 16, 2016, beneath 
Kumamoto City, at a depth of about 10 km and two fore-
shocks, one with a magnitude 6.5 at 21:26 JST on April 
14, 2016, at a depth of about 11 km and the other with a 
magnitude 6.4 at 00:03 JST on April 15, 2016, at a depth 
of about 7 km (Table 1). The earthquakes claimed 49 lives 
by collapsed houses or induced landslides.
This study aims to quantify the seismicity patterns of this 
sequence by using the ETAS model. After Ogata (1988) 
proposed this model and extended into space–time version 
(Ogata 1998), it has become a popular model for standard 
short-term clustering of seismicity. The assumptions of 
this model are: (1) The background seismicity is a station-
ary Poisson process; (2) every event, no matter whether it 
is a background event or it is triggered by a previous event, 
triggers its own offspring independently; (3) the expected 
number of direct offspring is an increasing function of 
the magnitude of the mother event; and (4) the time lags 
between triggered events and the mother event follow the 
Omori–Utsu formula. Mathematically, this model can be 
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where N = {(ti,mi): i = 1, 2, . . . , n} is the sequence 
of earthquake occurrence times and magnitudes, 
N [t, t +�) = 1 if any of {ti: i = 1, 2, . . . , n} falls in 
[t, t +�) and, otherwise, N [t, t +�) = 0, Ht represents 
the observation history up  to time t but not including t, 
and parameters µ, k, α, c, and p are constants to be esti-
mated from the data. In the above equation, µ represents 
the background seismicity rate, and α represents the dif-
ference in triggering efficiency among events of different 
magnitudes. For easier explanation, we introduce another 
parameter
which represents the productivity from an event of mag-
nitude mc. The parameters can be estimated through the 
maximum likelihood estimate (MLE). Given the observa-
tion series, N = {(ti,mi): i = 1, 2, . . . , n}, in a time inter-
val [0, T], the logarithm of the likelihood can be written as 
(Daley and Vere-Jones 2003, Chap. 7)
In the practice of data analysis with the ETAS model, 
there are two major difficult problems: One is the cut-
off magnitude threshold and the other is the short-term 
missing of small events. It has been shown that the esti-
mated model parameters vary vastly when the mag-
nitude threshold changes (Ogata 1998). This problem 
is also carefully studied by Wang et  al. (2010). To solve 
the short-term aftershock-missing problem, when fitting 
the ETAS model or the Omori–Utsu formula, the early 
period of aftershocks is always skipped. However, this 
method cannot be easily used when multiple sequences 
are included in the data. It is important to know how the 
short-term aftershock-missing influences the estimates of 
the ETAS parameters.
Many efforts have been made to fix the problem of miss-
ing small aftershocks in the early stage of an earthquake 
sequence. One observational approach is to use waveform-
based earthquake detection methods (e.g., Enescu et al. 2007, 
2009; Peng et  al. 2007; Marsan and Enescu 2012; Hainzl 
2016). These methods found many aftershocks that are 
unrecorded in the catalog. Another observational approach 
is giving up describing the earthquake process as a process 
of discrete events but regarding it as a stream of energy to 
assess the effect of early aftershock incompleteness (Sawa-
zaki and Enescu 2014). For statistical approaches, based 
on the Gutenberg–Richter magnitude–frequency relation 
and using the Bayesian analysis techniques with assump-
tions of smoothness priors, Ogata and his colleagues inves-














and Vere-Jones 2003; Iwata 2008, 2013, 2014) and developed 
methods of making probabilistic earthquake forecasting with 
missing earthquakes taken into account (e.g., Ogata 2006; 
Omi et  al. 2013, 2014, 2015). A non-Bayesian procedure 
that corrects such temporally varying incomplete detection 
of earthquakes can be found in Marsan and Enescu (2012), 
where they assumed that the b-value is constant and that the 
occurrence rate of earthquakes follows the Omori–Utsu for-
mula or the ETAS model.
 Zhuang and Wang (2016) proposed a generic algo-
rithm for replenishing missing data in the record of a 
temporal point process with time-independent marks. 
They verified this algorithm through simulations and 
applied it to the record of the aftershock sequence 
following the 2008 Wenchuan MS7.9 earthquake in 
Sichuan Province, China, where there were up  to 30% 
small events of M3+ in the whole aftershock sequence 
of the Wenchuan earthquake in China. Their results 
confirmed the hypothesis in Utsu et al. (1995) that miss-
ing small events in the early stage of the aftershock 
sequence cause the instability of the estimate of the 
Omori–Utsu formula.
In the following sections, the completeness of the cata-
log is investigated and then the missing data are replen-
ished using the approach proposed by Zhuang and Wang 
(2016). By comparing the results from fitting the ETAS 
model to the original and the replenished datasets, the 
influence of the missing data problem on the estimate of 
the ETAS parameters can be understood, which is helpful 
to produce more reliable aftershock forecasting.
Data
We use the JMA catalog in this study. The spatial range 
of data selection is 128∼133◦E, 30∼35◦N and the time 
range April 1, 2016, 00:00:00 to April 21, 2016, 24:00:00. 
Figure  1 shows the epicenter locations of the selected 
earthquake. We choose a wide region so that we can 
include nearby earthquakes as background seismicity. To 
see how the small earthquakes are missing in the catalog, 
we plot the magnitudes, dithered with random rounding 
errors that are independently, identically, and uniformly 
distributed in [−0.05, 0.05], against the sequential num-
bers, i.e., the timescale is equalized for each event, as 
shown in Fig. 2. Such a figure gives information on how 
the earthquake magnitude structure changes with time 
(e.g., Agnew 2014). If the dataset is complete, such a 
plot shows a homogeneous pattern along the horizontal 
axis, as the right half of Fig. 2. We can see that the big-
gest missing events are no less than magnitude 3.0 imme-
diately after the first and the third major shocks, much 
higher than the completeness level of the usual detec-
tion ability of the network in this area, which goes down 
to about 0.5 for shallow events (up  to 30  km deep) and 
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about 1.0 for slightly deeper events (30–60  km) (Nanjo 
et al. 2010; Iwata 2013).
Data replenishment
Heuristically, the missing data points can be replen-
ished by adding some points into the blank parts that 
are due to the missing small earthquakes in Fig.  2, 
in such a way that the new plot shows homogene-
ous pattern along the equalized time axis. Or roughly 
speaking, there should be enough small earthquakes 
in the same time period during which big events 





















Fig. 1 Epicenter map of seismicity in the Kyushu region and nearby from April 1, 2016 to April 21, 2016. The sizes of circles represent different 
magnitudes from 1.0 to 7.3. The locations of the background events before the first major event (M6.5) are marked in yellow circles and all the events 
after it in red circles. The three major quakes are marked as yellow stars
Page 4 of 12Zhuang et al. Earth, Planets and Space  (2017) 69:36 
(2016) is based on this idea. In the following we apply 
this algorithm to replenish the data and explain it 
step by step.
The first step is to transform the entire observed 
dataset {(ti,mi): i = 1, 2, . . . , nobs} onto the unit square 
[0, 1] × [0, 1]:
where I is a logical function defined by
If the magnitudes and the occurrence times are inde-
pendent of each other and the magnitudes are inde-
pendent and identically distributed random variables, 
then {(t ′i ,m′i): i = 1, 2, . . . , nobs} form up a homogene-
ous pattern in the unit square. When the magnitudes 
and the occurrence times are not independent of each 
other, for instance, there are some missing small events 
in some particular periods, the resulted point pattern is 
not homogeneous anymore, as shown in Fig. 3b.
The second step is to make a judgement whether 
there are missing events in the point pattern of 
{(t ′i ,m
′
i): i = 1, 2, . . . , nobs}. In Fig.  3b, the blank area 
implies that short-term missing of aftershocks exists 
and the dense parts are also caused by the existence of 
missing data. The missing data, which twist the bi-scale 
empirical transformation, make the transformed point 
pattern much different from using the transforma-
tion based on the complete data. According to Fig. 3b, 













1, if x is true;
0, otherwise.
To estimate what are missing in S, we need to under-
stand how S should be when the data are complete, since S 
obtained by the empirical transformation in Fig. 3b is cal-
culated based on incomplete data. That is to say, we need 
to restore the area S∗ corresponding to S under the true 
empirical transformation:
where Nall = {(τk ,Mk): k = 1, 2, . . . , nall} is the com-
plete dataset that contains all the events occur-
ring in the studied space–magnitude–time range, 
and Nobs = {(ti,mi):i = 1, 2, . . . , nobs} is a subset of 
Nall = {(τk ,Mk): k = 1, 2, . . . , nall}.
The third step is to restore the area correspond-
ing to S under the true empirical transformation. Since 
Nall = {(τk ,Mk): k = 1, 2, . . . , nall} is not completely 
known, we can only estimate the true bi-scale empirical 
transformation based on the points outside of S, where 
the events are assumed to be completely observed. This is 
done by using the following iterative method.
Set
where
In the above, S(1) = F (1)(S) means that S(1) is the image of 
S under the mapping of F (1). Starting from ℓ = 1, repeat 
the following iterative computation until convergence, 
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Fig. 2 A plot of dithered magnitudes versus sequential numbers of 
the earthquake events in the study region. The timescale is equalized 
for observed earthquakes. The magnitudes are dithered with random 
errors uniformly in [−0.05, 0.05]
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 with the weights defined by
and
for any regular region A ⊂ [0, 1] × [0, 1]. Denote the con-
vergent results by N ∗obs = {(t∗i ,m∗i ): i = 1, 2 . . . , nobs} and 
S∗.
One may ask why the iterations are necessary. This 
is because we need to know the image of S, which 
contains all the missing events, under transformation 
based on the complete dataset, Nall = Nobs ∪ Nmiss, 














0 I((τ ,m) ∈ A) dτ
,
and missing events, respectively. The images of all the 
events, missing or observed, that fall in S are nearly uni-
formly distributed in the image of S under this transfor-
mation. Due to the existence of the unobserved events, 
the image of S under F (1), the bi-scale empirical trans-
formation based on the observed data, Nobs, is differ-
ent from its image under the transformation based on 
the complete dataset D since events in Nmiss are not 
included in the calculation. Through reweighing the 
observed events outside of S, i.e., events in Nobs \ S, by 
using Eqs. (11)–(13), the iteration in this step constructs 
a bi-scale transformation as close as possible to the bi-
scale empirical transformation based on the complete 
data. At the same time, the corresponding area that 
contains the missing data, S∗, is restored as close as pos-
sible to the corresponding image under the transforma-
tion based on the complete dataset. This can be seen by 
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Fig. 3 Results from applying the replenishing algorithm to the earthquake data from the Kumamoto aftershock region. a Magnitudes versus occur-
rence times of the earthquake events. b Rescaled magnitudes versus empirical distribution of occurrence times of the recorded events transformed 
by using the bi-scale empirical transformation. c Rescaled magnitudes versus rescaled occurrence times of the combination of the observed 
events, with the rescaling based on the empirical distribution that is estimated based on the events outside of S. d Rescaled magnitudes versus 
rescaled occurrence times of the observed events and replenished events, i.e., newly generated events after removing events that are close to any 
of the observed in S, with the rescaling based on the empirical distributions of the events outside of S. e Magnitudes versus occurrence times of 
the observed synthetic events and the replenished events. f Cumulative numbers of events against occurrence times for the original dataset (gray 
curve) and for the replenished dataset (black curve). The blue polygons in a–d are the area S and its corresponding mappings in which the missing 
events fall. Green dots in d and e are the replenished events
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After the above iterations of transformations, the image 
of all the events (including the missing and observed 
events) should be approximately uniformly distributed 
in the unit square [0, 1] × [0, 1]. As shown in Fig. 3c, the 
events outside S∗ are approximately uniformly distributed. 
The missing events inside S∗ can be replenished by refilling 
in a way such that the events inside it are also uniformly 
distributed with the same occurrence rate as the outside.
The fourth step is to refill S∗, in which the events 
(including missing and observed) should be approxi-
mately uniformly distributed according to a homo-
geneous Poisson process. Consider the theoretical 
conclusion that, given a homogeneous Poisson process 
in S1 ∪ S2 with an unknown occurrence rate, where S1 
and S2 are disjoint, if there are k events falling in S1 , 
then the number of events of this process falling in S2 
follows a negative binomial distribution with param-
eter (k , |S1||S1|+|S2| ). This can be derived in the following 
way: Providing that an event of this process falling in 
either S1 or S2, then the probabilities that it falls in S1 
and S2 are |S1|/(|S1| + |S2|) and |S2|/(|S1| + |S2|), respec-
tively. This is equivalent to a sequence of independ-
ent Bernoulli trials, where each trial has two potential 
outcomes called “success” (say, falling in S1) and “fail-
ure” (say, falling in S2). Then the random number of 
failures, X, which we will see before the occurrence 
of k successes, has a negative binomial distribution, 
NB(k , |S1||S1|+|S2|
), with probability mass function
where p = |S1||S1|+|S2|. It is interesting that the number of 
earthquakes in a given space–time–magnitude window 
also follows a negative binomial distribution (e.g., Dio-
nysiou and Papadopoulos 1992; Kagan 2010). Thus, we 
generate a random number K from a negative binomial 
random variable with parameters (k , 1− |S∗|), where 
|S∗| is the area of S∗, and
is the number of events outside S∗, with “#” represent-
ing the number of elements. Then we generate K ran-
dom events independently, identically, and uniformly 
distributed in S∗. Denote these newly generated events 
by N ∗rep. Since there are already some observed points in 
S∗, we should keep them and remove the same amount 
of simulated points. Simply, for each event of N ∗obs that 
falls in S∗, sequentially remove from N ∗rep the closest 
event to it. The output of this step is shown in Fig. 3d.
f (n; k , p) ≡ Pr(X = n)
=
(
n+ k − 1
n
)






i ) �∈ S
∗) = #(N ∗obs \ S
∗),
The final step is to convert the resulted N ∗rep from the 
above steps to the original observational space [0,T ] ×M 
through linear interpolation:
for each (s∗j , v∗j ) ∈ N ∗rep, where LI(x,A,B) represents the 
linear interpolation value of x conditioning on that the 
function values for each component in A are the loca-
tions corresponding to each component in B. Denote the 
set consisting of all (sj , vj) by Nrep. Then Nrep is the final 
output (Fig. 3e).
Figure 3f shows the comparison between the cumula-
tive frequencies of events in the original and the replen-
ished datasets, from which it can be seen that about 60% 
of M1.0+ events are missing.
Influence of short‑term missing on the estimates 
of ETAS parameters
Table 2 shows the results from fitting the ETAS model 
with different magnitude thresholds to the original and 
the replenished datasets, respectively. For easy compar-
ison, they are also plotted in Fig. 4. When using a low 
magnitude threshold, the fitted ETAS parameters esti-
mated by using the original dataset differ from those 
by using the replenished dataset. When the magnitude 
threshold is above 3.0, which is approximately the mag-
nitude of completeness for the original dataset, the esti-
mated ETAS parameters are about the same for both 
datasets.
1. The first striking feature is that the α value is almost 
fixed around 2.0 for the replenished data while for 
the original data it increases from 0.22 to 2.0 when 
the cutoff magnitude is increased. As mentioned in 
Ogata (1988, 1999), a small α implies the seismicity 
is more like a swarm while a large α implies main-
shock–aftershock sequences. The high α value in 
this analysis is more reasonable since this sequence 
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], [0, m1, m2, . . . , mnobs ]
)
.
Table 1 List of three major earthquakes in the 2016 Kuma‑
moto earthquake sequence
No Occ. date and time Location Depth (km) MJ
1 April 14, 2016, 21:26:35 (130.81◦E, 32.74◦N) 11.39 6.5
2 April 15, 2016, 00:03:47 (130.78◦E, 32.70◦N) 6.71 6.4
3 April 16, 2016, 01:25:06 (130.76◦E, 32.75◦N) 12.45 7.3
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explain why low α values are obtained when lowering 
the magnitude threshold for the original dataset. The 
estimation procedure wrongly classifies aftershocks 
at the latter stage into secondary aftershocks that are 
triggered by some aftershocks in the sequence.
2. For the replenished dataset, the estimated back-
ground rate µ decreases exponentially when 
the cutoff magnitude is increased, which can be 
explained by the Gutenberg–Richter magnitude–
frequency relation, while such a pattern is not clear 
for the original dataset (Fig. 4a).
3. The K value ranges from 0.007 to 0.055 for the 
original dataset and 0.002 to 0.008 for the replen-
ished dataset (Fig.  4b). Since this parameter is 
not so easy to discuss, A, as defined in Eq. (2), is 
also plotted. Figure  4c shows that the estimate of 
A increases gradually from 0.03 to 0.11 for the 
replenished data, while it decreases from 1.2 to 
a value around 0.1 when the cutoff magnitude 
changes from 1.0 to 3.8. For a bursting mainshock–
aftershock sequence, a small A value and a high 
α value are typical characteristics, implying that 
most of the aftershocks are directly triggered by 
very few major shocks, or even only by the main-
shock.
4. The c and p values in the Omori–type temporal 
decays are nearly constant for the replenished data 
but not for the original dataset. This indicates that 
missing small events in the early stage of the after-
shock sequence cause the instability of the estimate 
of the Omori–Utsu formula, as pointed out by Utsu 
et al. (1995).
 
The results from the above analysis indicate that the 
short-term missing of aftershocks causes serious biases 
in the estimation of model parameters. It is not difficult 
to imagine that such biases will propagate in the prob-
ability forecasting of seismicity at a timescale of weeks or 
months and cause big errors. After the missing data are 
replenished by using the algorithm, the biases can be cor-
rected in a great degree.
Detecting change point by using the replenished 
dataset
It is interesting to know whether the seismicity pattern 
changes during the entire sequence, especially after the 
occurrence of the second major shock. When tangling 
with the short-term missing data problem, this problem 
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Fig. 4 ETAS parameters estimated from the Kumamoto aftershock sequence with different magnitude thresholds: a µ, b K, c A, d c, e α, and f p. The 
red and black dots are the estimates based on the original and the replenished datasets, respectively
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stably. In this section, we compare the results from apply-
ing change-point detection techniques to both the origi-
nal and the replenished datasets.
The main technique to detect seismicity change is using 
the transformed time sequence (Ogata 1988). Given a 
point process N = {ti : i = 1, 2, . . . , n}, which is deter-
mined by a conditional intensity (t), the following 
transformation
transforms N into a stationary Poisson process 
with a unit rate (standard Poisson process), namely 
N ′ = {τi: i = 1, 2, . . . , n}. The process N ′ is called the 
transformed time sequence. The true (t) is always 
unknown in real data analysis. If we replace (t) by ˆ(t) , 




which is a good approximation of the true model, in the 
above equation, we can also obtain a transformed time 
sequence that is approximately a Poisson process of rate 
1 (the standard Poisson process). If the transformed time 
sequence deviates significantly from the standard Pois-
son process, then we can conclude that the model does 
not fit the data well. To see whether the seismicity pat-
tern changes after the occurrence of the second major 
earthquake, one can firstly fit the ETAS model to the seis-
micity data just before the second major earthquake and 
then calculate the transformed time sequence and extend 
the calculation after the occurrence of the second major 
earthquake.
The confidence bands of the transformed time 
sequence have been studied by Ogata (1988, 1989). In this 
study, this problem is treated from another viewpoint: 
Table 2 Results from fitting the ETAS model to the original and replenished datasets
N number of earthquakes in the datasets, mc magnitude threshold
mc Original Replenished
N µ K c α p N µ K c α p
1.0 5205 7.181 .0522 .0138 0.227 1.471 12979 20.487 .0019 .0066 2.011 1.102
1.1 4862 6.552 .0535 .0127 0.265 1.431 12297 18.637 .0023 .0065 2.006 1.101
1.2 4519 5.952 .0541 .0114 0.312 1.390 10953 15.779 .0026 .0065 2.002 1.103
1.3 4165 5.697 .0541 .0089 0.415 1.291 9601 13.776 .0026 .0066 2.010 1.104
1.4 3823 5.273 .0551 .0072 0.549 1.210 8344 11.466 .0029 .0068 2.003 1.111
1.5 3536 5.151 .0517 .0062 0.694 1.147 7327 10.020 .0029 .0069 2.024 1.107
1.6 3289 4.622 .0473 .0062 0.791 1.136 6441 8.450 .0032 .0070 2.017 1.110
1.7 2995 3.885 .0426 .0068 0.873 1.150 5540 6.778 .0033 .0070 2.023 1.105
1.8 2765 3.881 .0381 .0074 0.998 1.136 4811 6.125 .0034 .0070 2.030 1.103
1.9 2549 3.454 .0347 .0078 1.095 1.129 4188 4.988 .0034 .0067 2.053 1.093
2.0 2324 2.995 .0319 .0087 1.161 1.143 3617 4.233 .0039 .0069 2.034 1.102
2.1 2095 2.467 .0288 .0099 1.240 1.158 3075 3.272 .0036 .0070 2.068 1.094
2.2 1880 1.948 .0268 .0104 1.311 1.153 2666 2.491 .0041 .0076 2.055 1.105
2.3 1699 1.830 .0244 .0112 1.388 1.153 2301 2.182 .0040 .0073 2.082 1.092
2.4 1533 1.385 .0223 .0114 1.465 1.144 1996 1.621 .0040 .0074 2.098 1.088
2.5 1378 1.132 .0217 .0115 1.487 1.163 1743 1.327 .0044 .0073 2.095 1.095
2.6 1214 .756 .0196 .0112 1.554 1.155 1456 .849 .0046 .0072 2.098 1.082
2.7 1068 .736 .0180 .0121 1.604 1.172 1238 .786 .0055 .0081 2.059 1.102
2.8 937 .559 .0161 .0119 1.676 1.157 1082 .581 .0054 .0079 2.084 1.106
2.9 825 .426 .0139 .0119 1.768 1.138 931 .438 .0055 .0080 2.100 1.101
3.0 721 .358 .0129 .0110 1.814 1.131 792 .365 .0065 .0070 2.063 1.093
3.1 619 .215 .0117 .0105 1.865 1.124 664 .219 .0074 .0076 2.034 1.101
3.2 523 .073 .0088 .0117 1.977 1.137 539 .073 .0073 .0092 2.046 1.117
3.3 442 .073 .0087 .0107 1.977 1.155 452 .073 .0076 .0091 2.023 1.142
3.4 362 .072 .0069 .0109 2.059 1.162 367 .072 .0066 .0096 2.076 1.150
3.5 305 .073 .0077 .0091 2.021 1.157 306 .073 .0080 .0090 2.010 1.155
3.6 256 .072 .0078 .0090 2.023 1.164 256 .072 .0078 .0090 2.023 1.164
3.7 208 .073 .0076 .0074 2.029 1.149 208 .073 .0076 .0074 2.029 1.149
3.8 173 .073 .0083 .0076 1.986 1.176 173 .073 .0083 .0076 1.986 1.176
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Since such a transformed time sequence is a standard 
Poisson process for an ideal model, statistics related to 
the Poisson process can be used to construct the confi-
dence band. Following Schoenberg (2002), the cumula-
tive frequency curve (τi =
∫ ti
0 ˆ(u) du, i) always connects 
(0, 0) and (T , n), where ˆ(u) is the model estimated from 
the earthquake data in [0, T ] by using the maximum like-
lihood estimate and n = N [0,T ]. For each positive inte-
ger k, if k < n, the confidence interval for τk is the same 
as kZ, where Z is a random variable that obeys a beta dis-
tribution with parameter (k + 1, n− k + 1); when k > n , 
τk can be approximated by a gamma distribution with a 
shape parameter k − n and scale parameter 1. Here we 
refer to Schoenberg (2002) for details.
Firstly, the ETAS model is fitted to the original dataset 
with a target interval of [0, T1], where T1 = 14.40 is just 
before the occurrence time of the second major shock, 
with different cutoff magnitudes. No stable results are 
obtained if the cutoff magnitude is less than 2.2. After 
the model parameters are estimated, the transformed 
time sequence is calculated and the same calculation is 
extended to T2 = 15.059, which is just before the main-
shock or the third major earthquake. The results are 
shown in Fig. 5. A scenario of relative quiescence can be 
seen between the occurrence times of the second and the 
third major earthquakes. A similar result is also reported 
by Kumazwa et al. (2016). However, one may argue that it 
might be caused by missing of some smaller events since 
(1) small gaps at the bottom of Fig.  5d can be found at 
the places of τ ≈ 300, 400, and 500 and (2) the quiescence 
starts at about τ ≈ 300, not the occurrence of the second 
major earthquake.
The same procedure is applied to the replenished 
data. Stable results can be obtained when the cutoff 
magnitude is no less than 1.2. Fitting results from data 
with the cutoff magnitude of 1.2 are shown in Fig.  6. 
One can see that the quiescence starts almost imme-
diately after the second major earthquake occurs. The 
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Fig. 5 Detection of relative quiescence before the mainshock by using the original catalog with events of magnitudes 2.2 or above. a Observed 
(solid curve) and predicted (dashed curve) cumulative frequencies in the time domain. b Observed (solid curve) and predicted (dashed curve) 
cumulative frequencies in the transformed time domain. c, d are the plots of event magnitudes versus occurrence times and the transformed times, 
respectively
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cumulative frequency curve drops outside of the 99% 
confidence bands quickly after the second major earth-
quake in the transformed time domain. This is similar 
to many cases of foreshock–mainshock–aftershock 
sequences, i.e., in a foreshock swarm, a drop of activity 
is observed just before the mainshock, such as the MS
7.3 Haicheng earthquake in China on 1976-2-4 (Wang 
et  al. 2006) and the recent large M8.1 earthquake in 
Chile on 2014-4-1 (Papadopoulos and Minadakis 2016).
To verify our results, we also fit the ETAS model 
to the original dataset with some higher magnitude 
thresholds, M2.5 and M3.0. Quiescence is also found in 
the corresponding results, but does not occur immedi-
ately after the second major quake in the transformed 
time domain. However, such quiescence occurs much 
earlier than in the results when using M2.2 as the cutoff 
magnitude.
In summary, detecting relative quiescence with 
respect to the ETAS model becomes rather complicated 
when short-term missing of aftershocks exists. Data 
replenishment can correct the biases caused by it in a 
plausible way. In the Kumamoto sequence, seismicity 
becomes relatively quiescent almost immediately after 
the occurrence of the second major event.
Discussion and conclusions
To study the seismicity of the Kumamoto aftershock 
sequence, the ETAS model is firstly fitted to the origi-
nal dataset. The estimated parameters vary dramati-
cally when the magnitude threshold changes. When the 
magnitude threshold is much lower than the complete-
ness level, the estimates give a lower α and a higher p 
value, implying that the influence of short-term missing 
of aftershocks on the estimates of the ETAS parameters 
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Fig. 6 Detection of relative quiescence before the mainshock by using the replenished dataset with events of magnitudes 1.2 or above. a 
Observed (solid curve) and predicted (dashed curve) cumulative frequencies in the time domain. b Observed (solid curve) and predicted (dashed 
curve) cumulative frequencies in the transformed time domain. c, d are the plots of event magnitudes versus occurrence times and the transformed 
times, respectively
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should not be ignored. When short-term missing of after-
shocks exists, detection of the change point in seismicity 
becomes complicated.
In many studies, the completeness threshold is deter-
mined by visually looking at the global magnitude–fre-
quency curve or applying some detection methods (see 
Huang et  al. 2016, and the references therein) to the 
whole catalog. All these methods cannot effectively 
detect the magnitude threshold of completeness in the 
short term immediately after the mainshock, while the 
estimates of the ETAS model parameters are mainly 
determined by short-term clustering. To avoid biases 
caused in the estimation of ETAS parameters by such 
short-term missing, it is important to find a reliable mag-
nitude threshold of completeness by looking at a figure 
like Fig. 2 or using some replenishing methods as intro-
duced in this study.
Such short-term missing of small aftershocks can be 
replenished by using a generic method proposed by 
Zhuang and Wang (2016), which is designed for replen-
ishing missing data in marked temporal point processes 
and only makes use of the assumption that the marks 
and occurrence times of the events are independent, 
regardless of how the events interact on the time axis. 
The key point of this method is an algorithm that itera-
tively estimates the missing area in the transformed 
domain according to the parts where data are completely 
recorded. When missing events are fixed by using this 
method, the ETAS parameters are much more stable and 
consistent when the magnitude threshold varies. The 
results show that this replenishment method helps us 
to evaluate the influence of missing data and correct the 
bias caused by missing data.
The results show that the Kumamoto aftershock 
sequence is a complex one, but still mainly mainshock–
aftershocks, only the three major earthquakes producing 
most of the aftershocks. This can be seen from the high 
α value. There are also different seismicity phases dur-
ing this sequence. Particularly, the relative quiescence 
after the occurrence of the second major earthquake can 
be regarded as an anomaly prior to the mainshock. It is 
worthwhile extending the analysis based on the ETAS 
model to the whole aftershock sequence of this M7.3 
mainshock in future research. For example, we can inves-
tigate whether the foreshock and aftershock activities 
are characterized by different ETAS parameters and how 
many phase changes there are in the aftershock sequences.
Also, the ETAS model is shown to be a stable model. 
The variations in the estimated ETAS parameters with 
different magnitude thresholds in past studies may be 
caused by the influence of short-term missing of small 
events. This conclusion needs to be verified by further 
studies.
The b-value, which is the key parameter that character-
izes the magnitude distribution, might change during the 
earthquake sequence. However, in the case of short-term 
missing of small aftershocks, the variation of detection is 
usually unknown. Extracting the changes in the b-value and 
estimating the temporal variation of detection abilities at the 
same time have the problem of identifiability. If the magni-
tude distribution does not change dramatically, the generic 
algorithm can still be usable to tackle the issues caused by 
the short-term missing of small aftershocks to some extent.
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