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ABSTRACT
This research examined how information regarding a robot teammate’s reliability and the
consequences for mistakes made by a robot in its task influence reliance on the robot by a human
teammate. Of interest in this research was the notion of appropriate reliance: relying on a robot
teammate’s decisions when it is performing well and not relying on its decisions when it is
performing poorly. An experiment was conducted in which participants interacted with an
autonomous robot teammate while performing a cordon and search operation within a virtual
reality simulation environment. Participants were responsible for monitoring the perimeter of a
search area while their robot teammate searched the area for target objects. The robot’s reliability
shifted between 90% (good) or 10% (poor) based on the environment it was currently searching.
Participants were assigned to one of four experimental groups that differed according to: (a) the
information they were provided about the robot teammate’s reliability and which factors
influenced it (minimal information or complete information), and (b) the specific consequences
for the robot missing target objects during its search (low risk or high risk). Findings indicated
that participants provided with complete reliability information relied more appropriately on the
robot’s decisions (i.e., participants relied more when the robot performed well and relied less
when it was performing poorly) than participants who did not receive this information.
Appropriate reliance was not, however, affected by the consequences for mistakes made on the
robot’s task. These results provide support for the notion that informing individuals of the factors
influencing a robot’s reliability helps them to rely more appropriately on its decisions.
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CHAPTER ONE: INTRODUCTION
Statement of the Problem
Future Military Ground Robots
The U.S. military has been continually working towards increasing the number of robots
while reducing the number of Soldiers within the field (Ackerman, 2014). In particular, the
number of ground robots used by the military will greatly increase in the coming years (Judson,
2017; Vergun, 2015). Ground robots have typically been used by specialized teams (e.g.,
Explosive Ordnance Disposal [EOD] teams), but many expect that these robots will become an
essential component of other military units, for roles such as logistics, medevac, reconnaissance,
surveillance, etc. (Michel & Gettinger, 2013).
As established by the U.S. Army’s Robotic and Autonomous Systems Strategy (US
Army, 2017), this increased fielding of ground robots is expected to be accompanied by
significant enhancements to robot autonomy and capabilities. Current ground robots are
primarily teleoperated (i.e., directly controlled by a human, and thus, simply serve to extend the
abilities of the human), or have limited autonomy (i.e., must be closely supervised by a human).
These forms of interaction require at least one Soldier to “manage” the robot during mission
execution and, thus, limit the Soldier’s ability to complete other tasks. This issue is further
exacerbated when Soldiers are performing dismounted operations in the field. During
dismounted operations in the field (in which Soldiers are operating on foot), typically at least two
Soldiers are required for these forms of human-robot interaction (one Soldier to control/manage
the robot, and another to protect the Soldier controlling/managing the robot). Future ground
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robots will have enhanced autonomous capabilities that will change the way Soldiers interact
with robots in the field. Improvements in sensing, intelligence, decision-making, mobility, and
manipulation will allow robots to complete tasks with minimal or no human intervention
required, thus, allowing Soldiers to complete other mission critical tasks. Overall, these
enhancements should facilitate transitioning robots from tools to teammates (Phillips, Ososky,
Grove, & Jentsch, 2011).
Appropriate Reliance on Imperfect Robots
Although this new form of human-robot interaction should provide clear advantages, it is
still anticipated that these robot systems will not be 100% reliable across all of their functions or
in all situations, and thus require some level of monitoring and intervention (Burke, Murphy,
Coovert, & Riddle, 2004). As an example, imagine a robot that can autonomously navigate
throughout an environment, take pictures of the environment, identify whether or not a target
object is present within these pictures, prepare a report of its findings (that a human teammate
can view if they so choose), and share its findings with the squad leader. Extensive testing may
have found that the robot is perfect (100% reliable) in its navigation and its ability to take
pictures, but imperfect in its ability to identify objects within these pictures (e.g., it misses target
objects and sometimes believes a target object is present when it is not). In addition, these tests
have identified that the robot’s object identification mistakes occur due to specific situational
factors (e.g., a high presence of materials similar to the target object), and thus, it is possible to
know when the robot is more likely to make a mistake. Here it is expected that the human
teammate would not need to monitor or intervene in the robot’s navigation but would need to
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occasionally check the reports the robot produces, to verify whether a target object was present
or absent. In this situation, the human teammate’s checking and intervention behavior are
representative of their reliance on the robot teammate.
Given that highly autonomous ground robots are likely to be imperfect, one critical
consideration is: How can we ensure that humans appropriately rely on highly autonomous
ground robots? Ideally, Soldiers should be aware of their robot teammates’ capabilities and
limitations so they know in which situations they should rely on these robots and which
situations they should not rely on them. In terms of the previous example, appropriate reliance
would be characterized by a Soldier checking on the robot teammate (i.e., not relying on the
robot) when the robot is likely to make mistakes, and not checking on the robot (i.e., relying on
the robot) when it is likely to perform well. This idealized form of human-robot interaction
should result in maximized human-robot team performance due to the Soldier being able to
spend more time on their other tasks and only intervene in the robot’s task as necessary.
Reliability Information, Risk, and Appropriate Reliance
Two factors that have previously been demonstrated to influence reliance and were
examined within this dissertation (regarding their influence on appropriate reliance) are:
reliability information and risk. Reliability information refers to information provided to an
individual regarding an automated system’s reliability. Risk refers to “uncertainty about and
severity of the events and consequences (or outcomes) of an activity with respect to something
that humans’ value” (Aven & Renn, 2009, p. 6). In terms of reliability information, reliability
information alters an individual’s perception of a system’s reliability (often termed perceived
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system reliability) or the individual’s mental model regarding the system’s reliability (BargWalkow & Rogers, 2016; Beggiato & Krems, 2013). This perception/mental model then
influences the decision to rely (or not rely) on the system in a particular situation (Dzindolet,
Beck, Pierce, & Dawe, 2001; Lee & See, 2004). Perceiving the system as reliable typically
results in reliance on the system, whereas perceiving the system as unreliable results in a lack of
reliance on the system (Sanchez, Fisk, & Rogers, 2004; Wiegmann, Rich, & Zhang, 2001). In
terms of risk, the negative consequences that are expected to occur and their expected probability
of occurring alter an individual’s perception of the risk inherent to a given situation (Chancey,
Bliss, Yamani, & Handley, 2017; Riley, 1996). Perceived risk then influences the decision to
rely (or not rely) on the system in a specific situation. Higher perceived risk is associated with
less reliance in automated systems (Rajaonah, Tricot, Anceaux, & Millot, 2008).
Though these two factors have been investigated previously regarding their effect on
reliance, previous studies have investigated them in isolation from one another (e.g., only
manipulating reliability information or only manipulating risk). In other words, no studies have
been conducted that have considered them together (i.e., manipulated both reliability information
and risk within the same study). Although several studies have investigated the effect that
reliability information has on appropriate reliance, no studies have examined the effect of risk on
appropriate reliance. The studies that have manipulated risk have examined how often humans
rely on an automated system (i.e., more or less reliance), as opposed to how often their reliance
behavior(s) are appropriate (i.e., appropriate given the human’s and system’s abilities). Table 1
provides a summary of studies that have manipulated reliability information or risk and indicates
if reliance and/or appropriate reliance were measured.
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Table 1. Summary of Studies Manipulating Reliability Information and/or Risk
Reference

Reliance

Studies Manipulating Reliability Information
Bagheri & Jamieson (2004)
X
Barg-Walkow & Rogers (2016)
X
Bisantz & Seong (2001)
X
Bliss, Jeans, & Prioux (1996)
X
Cassidy (2009)
X
Dzindolet, Peterson, Pomranky, Pierce, & Beck
X
(2003)
Dzindolet, Pierce, Beck, & Dawe (2002)
X
Lacson, Wiegmann, & Madhavan (2005)
X
Mayer, Sanchez, Fisk, & Rogers (2006)
X
Wang, Jamieson, & Hollands (2009)
X

Appropriate
Reliance
X
X
X
X
X
X
X
X

Studies Manipulating Risk
Bliss & McAbee (1995)
Chancey et al. (2017)
Ezer, Fisk, & Rogers (2008)
Guznov, Lyons, Nelson, & Woolley (2016)
Perkins, Miller, Hashemi, & Burns (2010)
Lyons & Stokes (2012)
Robinette, Howard, & Wagner (2017)
Satterfield, Baldwin, de Visser, & Shaw (2017)
Welk (2017)
Wiczorek & Meyer (2016)

X
X
X
X
X
X
X
X
X
X

Purpose of the Study
Study Constructs and Conceptual Model
Taken together, the purpose of this dissertation was to test the effect that reliability
information and risk have on appropriate reliance in an autonomous ground robot teammate that
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is imperfect (see Figure 1 for the conceptual model and hypotheses examined in this
dissertation).

Figure 1. Relationships among study constructs and proposed hypotheses.

Specifically, it was expected that obtaining complete reliability information regarding a
robot’s reliability (i.e., information regarding the situational conditions that determine the robot’s
reliability and how reliable the robot is when those conditions are present) would result in the
development of a more accurate mental model regarding the robot’s reliability (MC1). It was
also expected that increased risk (in the form of more severe negative outcomes occurring for
mistakes made on the robot’s task than those made on the human’s task) would result in higher
perceived risk (MC2). These hypotheses served as manipulation checks.
In terms of the main hypotheses, it was expected that obtaining complete reliability
information would result in more appropriate reliance (H1). It was also anticipated that higher
risk would result in less appropriate reliance (H2). Finally, it was expected that reliability
6

information would moderate the relationship between risk and appropriate reliance whereby the
effect of risk on appropriate reliance would be substantially less when complete reliability
information was provided than when minimal information (i.e., only being told the robot makes
mistakes) was provided (H3).
In addition, several other constructs that had been found to influence reliance were
measured to ensure equivalence across experimental groups and be available for use as potential
covariates (see Appendix A for a summary of potentially confounding constructs that were
measured).
Situation-Specific Reliability
For this dissertation, an experiment was conducted in which participants played the role
of a Soldier conducting a cordon and search operation. Participants were responsible for
completing their own assigned task (searching their environment for target characters) and, they
had the option to check on, and intervene in, an autonomous, ground robot teammate’s task. The
autonomous ground robot navigated and searched its environment for target objects. The robot
was imperfect in its ability to identify these target objects. Specifically, the robot would
sometimes miss a target object (i.e., assess that a target object was not present when it was
present) or falsely claimed that a target object was present (i.e., assess that a target object was
present when there was no target object present). Thus, participants had the option to review
reports generated by the robot and provide their own response (target present; area clear). The
information provided to participants about the robot’s reliability (reliability information) and the
consequences for mistakes made on the robot’s task (risk) were manipulated to examine the
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effect of these constructs on the appropriateness of participants’ checking and intervention
behavior (appropriate reliance).
This study differed from the majority of studies examining reliance on automation
because the mistakes made by the robot teammate could be predicted by the presence of one
specific condition (a high presence of plastic within the search environment), and thus, it was
possible for participants to know when their robot teammate was more likely to make a mistake.
This also means that conceptualization of the robot’s reliability as a single percentage (e.g., 80%
reliable) did not accurately reflect the robot’s reliability in this study. The robot’s reliability was
more nuanced and dependent upon the absence or presence of this specific condition such that a
more accurate conceptualization of the robot’s reliability was represented as situation dependent.
In this study, the robot was 90% (Situation A) reliable when there was not a high presence of
plastic within the search environment, and the robot was 10% reliable (Situation B) when there
was a high presence of plastic within the search environment. Furthermore, mistakes made by the
robot were potentially more predictable in this study if the human was aware of how the robot’s
reliability differed depending on the presence or absence of this specific situational condition.
Figure 2 provides a conceptual representation of how the system examined within this
dissertation differed from the automated systems examined in most studies regarding reliance on
automation.
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Figure 2. Conceptual representation of an automated system that makes predictable errors based
on a known condition that affects its reliability (top) and a system in which the occurrence of
errors appear to be random in nature (bottom).
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CHAPTER TWO: LITERATURE REVIEW
This section summarizes and synthesizes literature and theory relevant to the constructs
and relationships being examined in this dissertation. Throughout this section (and the rest of the
document) automation, automated system, or system are used as general terms that accommodate
any type of automated system (including autonomous robots). This decision was made because
most of the literature regarding reliance and the constructs of interest in this dissertation (e.g.,
risk, reliability information) did not examine interactions with autonomous robots specifically.
Literature regarding reliance on automation (robot or not) is relevant to the problems this
dissertation intends to address and the theory driving the proposed hypotheses. In addition, the
results of this research are relevant to research on automation and robots. Therefore, these terms
are used henceforth to refer to any automated system (including robots). Here automation (and
the other terms) is defined as “the execution by a machine agent (usually a computer) of a
function that was previously carried out by a human” (Parasuraman & Riley, 1997, p. 231).
Trust, Reliance and Appropriate Reliance
Trust and Reliance: Related but Distinct Constructs
Trust and reliance are closely related, but distinct constructs that have been widely
examined within research on human-automation teams. Within this area of research, humans are
typically considered to be the trustor and the automation is the trustee. One major focus in this
line of research is to understand which factors influence humans’ trust in, and reliance on,
automated systems. To this end, it is important to distinguish these two factors.

10

Trust corresponds to, “the attitude that an agent will help achieve an individual’s goals in
a situation characterized by uncertainty and vulnerability.” (Lee & See, 2004, p. 54). A model of
trust developed by Mayer, Davis, and Schoorman (1995) encompasses the process by which trust
in a trustee is formed and reliance on the trustor occurs (see Mayer et al., 1995 p.). Trust is based
on both the trustor’s perception of the trustee’s trustworthiness (ability, benevolence, and
integrity) and the trustee’s propensity to trust (“the general willingness to trust others”, Mayer et
al., 1995, p. 715). Once a specific level of trust has been formed, the trustor then proceeds to
either rely or not rely on the trustee (represented by “Risk Taking in Relationship” within Mayer
et al.’s model). The decision to rely (or not rely) on the trustor is also influenced by the trustor’s
perception of risk (defined by Mayer et al. as., “the trustor's belief about likelihoods of gains or
losses outside of considerations that involve the relationship with the particular trustee,” p. 726).
Together trust and perceived risk contribute to the decision to rely on the trustee. Finally, if the
trustor decides to rely on the trustee, the trustor then reviews the outcomes that occurred from
this reliance, and this information is used to update the trustor’s perception of the trustee’s
trustworthiness.
Taken together, trust (an attitude) is an antecedent and major contributing factor to
reliance (a behavioral outcome).
Automation Reliance Issues
Parasuraman and Riley (1997) highlighted two distinct issues that can occur when
interacting with automated systems: misuse and disuse. Misuse occurs when a human relies on
an automated system too much or in situations in which they should not rely on the system
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(Parasuraman & Riley, 1997). Misuse typically occurs when an individual overestimates the
capabilities of a system (e.g., places more trust in the system’s abilities than is warranted).
Misuse can result in human team members being unaware of, or late to recognize, automation
errors (Metzger & Parasuraman, 2001; Parasuraman & Manzey, 2010). Disuse occurs when a
human does not rely enough on an automated system (Parasuraman & Riley, 1997). Disuse
typically occurs when an individual underestimates the capabilities of a system (e.g., the
human’s trust in the system’s abilities is lower than it should be). Disuse can be manifested in
several forms of interaction including not using a system to its full capability (e.g., not using the
system in situations in which it has been proven to perform well) to completely not using the
system at all (e.g., completely refusing to use a particular system or not “turning it on”). These
issues are even more paramount within military settings in which the consequences of poor team
or task performance are high (e.g., large amounts of money or time wasted, people harmed, or
lives lost).
Appropriate Reliance
Given the issues of disuse and misuse, a major goal for human-automation teams is for
humans to appropriately rely on automation. But what exactly would appropriate reliance look
like? Despite numerous studies examining human interactions with automation in regard to
reliance, many researchers do not formally define what pattern of behavior would indicate
appropriate reliance (Wang, Jamieson, & Hollands, 2008). It is thus important to define what is
meant by appropriate reliance in the context of this dissertation. To this end, I define appropriate
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reliance as: “the pattern of reliance behavior(s) that is most likely to result in the best humanautomation team performance.”
In this definition, “pattern of reliance behavior(s)” refers to the fact that reliance on a
system is not always a binary process of “always use the system” or “never use the system”. The
majority of studies measure reliance as the totality of an individual’s reliance decisions across a
period of time interacting with a system (e.g., % of trials in which the human relied on
automation), not as a single reliance decision. In addition, there are often multiple indicators of
reliance when interacting with a system that can be used to place reliance along a continuum. For
example, checking on an autonomous robot frequently as it completes a task may be seen as a
lack of reliance, but taking over the task (e.g., turning off the system) may be seen as a more
severe lack of reliance. In this case, complete reliance would involve the human not checking on
the robot, moderate reliance would involve the human checking on the robot, but not interfering,
and low reliance would occur if the human takes over for the robot.
Another key component of this definition is the emphasis on “most likely to result in the
best…performance”. Some researchers have defined appropriate reliance as always relying on
the system when it will be correct (or perform well) and not relying on it when it is incorrect (or
will perform poorly) (Satterfield et al., 2017). This definition works for systems that make
predictable errors but is ill-suited for systems that make mistakes in a non-predictable fashion.
Although, optimal reliance would involve relying when the system does not make mistakes and
not relying when it does make mistakes, I argue that in situations where errors cannot be
predicted, appropriateness should be determined by a comparison of the system’s actual
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reliability and the human’s actual reliability relevant to the task being automated. When the
automation is better at performing the task than the human, relying on the automation is most
likely to result in better performance. Similarly, when the human is better at performing the task
than the automation, not relying on the automation is most likely to result in better performance.
This comparison process is similar to the one emphasized in Dzindolet et al.’s (2001) framework
in which the human compares their perception of the system’s reliability to their perception of
their own reliability to determine the utility of the automation. Overall, “most likely”
accommodates situations in which automation errors are not entirely predictable.
Finally, “human-automation team performance” is emphasized to imply that the pattern
of reliance behavior(s) should be the most likely to result in the best performance across the set
of tasks being performed by the human and automation. Many studies of human-automation
interaction involve humans completing one task with the assistance of automation (e.g., a
decision aid). In these cases, overall performance alone is often seen as an indication of
appropriate reliance. For instance, if it is found that the human performs better when paired with
the automation than when completing the task without automation, it is assumed that the human
appropriately relied on the automation (at least to some extent considering there was a benefit to
using it). However, in multi-tasking situations (e.g., the human performs one task and the
automation performs another), good performance on all tasks is imperative. Thus, appropriate
reliance should result in the best possible performance across all tasks being performed by the
human-automation team.
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Mental Models, Reliability Information, and Appropriate Reliance
Mental Models and Automation
When interacting with an autonomous system, humans formulate and continually modify
their mental model regarding that system. A mental model is a “mechanism whereby humans are
able to generate descriptions of system purpose and form, explanations of system functioning
and observed system states, and predictions of future system states” (Rouse & Morris, 1986, p.
351). Mental models are internal, conceptual representations of a system that are present within a
human’s mind (Rook, 2013) and are often incomplete (missing critical elements relevant to
understanding a system), and unstable (subject to deterioration over time) (Norman, 1983).
Mental models, are thus, often inaccurate and do not correspond with reality.
To understand why a mental model may be inaccurate, one should consider what
processes influence mental models. Mental models are typically based upon, and altered by
previous experience with similar systems, information regarding the system (which can be
obtained from multiple sources), observation of the system, and/or direct experience interacting
with the system (Ososky, Schuster, Phillips, & Jentsch, 2013). As an example, imagine an
automated system that is very reliable (99% reliable) and can be used by an individual to help
them complete a task. The individual has been informed of the system’s purpose but has not been
provided with any information regarding how well it performs. Although, the system is in reality
very reliable and should be used, the individual may not initially perceive the system to be
reliable. Besides having little information to work from, another reason the individual may not
perceive the system as reliable is because they have previously interacted with automated
systems that were unreliable, and thus, it is assumed that this specific system is similarly
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unreliable. Assuming the individual does not completely disuse the automation, it is expected
that they would recognize how well the automation performs as they continue to interact with it.
Recognition of how often the system performs well and how often it does not perform well
should alter that individual’s mental model, and thus, their perception of the system’s reliability.
Eventually (with enough time and experience) it is expected that the individual would form an
accurate mental model regarding the system’s reliability. Thus, initial interactions with a system
are primarily based upon available information about the system and prior experiences with
similar systems.
Reliability Information and Mental Models
As stated previously, one factor that influences an individual’s mental model regarding a
system’s performance is information regarding its reliability. Typically, this information is
obtained prior to interactions with a system and is shared as part of initial training on a system.
The goal of providing this information is to, hopefully, establish an accurate mental model of the
system’s reliability and appropriate expectations regarding how it will perform.
Previous research has demonstrated that information provided to people before
interacting with an automated system is effective in altering their perceptions regarding the
system (Barg-Walkow & Rogers, 2014; Barg-Walkow & Rogers, 2016; Beggiato & Krems,
2013; Mayer et al., 2006). For example, Barg-Walkow and Rogers (2016) provided participants
with explicit statements during training regarding an automated decision aid’s reliability. These
statements were manipulated to be higher-than, same-as, or lower-than the actual system’s
reliability for different participant groups. Initial expectations of the system’s reliability (i.e.,
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their perceived reliability of the system before interacting with it) were found to match the
reliability levels that were provided to each group. This indicates that initial expectations of a
system’s reliability are influenced by the information provided during training.
Reliability information has been manipulated along several dimensions to alter
participant’s mental model regarding a system. These dimensions include: present or not present
(e.g., Bliss et al., 1996; Wang et al., 2009), framing (e.g., emphasizing mistakes [negative
framing] vs. good performance [positive framing] when describing a system’s reliability; Lacson
et al., 2005), correctness (e.g., stating reliability is above, or below, actual reliability; BargWalkow & Rogers; 2016; Beggiato & Krems, 2013), and context (e.g., providing an explanation
for why a system makes mistakes or when mistakes are likely to occur; Bagheri & Jamieson,
2004; Dzindolet et al., 2003). The effect of these manipulations on the accuracy of an
individual’s mental model often depends primarily on (a) if the information is correct, and (b)
how specific the information is.
In terms of correctness, correct information has been demonstrated to result in a more
accurate mental model than inaccurate information (Beggiato & Krems, 2013). Beggiato and
Krems (2013) compared drivers’ initial mental model regarding an adaptive cruise control
(ACC) system after receiving either correct, incorrect, or incomplete information. It was found
that drivers who received correct information formed a more accurate initial mental model than
those who received incorrect or incomplete information. Beggiato and Krems (2013) did find,
however, that mental model accuracy improved over time for the incorrect and incomplete
information groups (participants completed three driving scenarios across a 6-week period).
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In terms of specificity of information, providing humans with more specific information
regarding a system’s reliability should result in a more accurate mental model. It is expected that
providing participants with the exact reliability level of a system (e.g., “The system is 80%
reliable”) as opposed to providing descriptive statements of a system’s reliability (e.g., “The
system is not perfect”) will result in a more accurate mental model. It is also expected that
providing information regarding the specific type of errors the system can make (only false
alarms, only misses, both) will result in a more accurate mental model. Finally, for studies
examining automated systems in which mistakes are related to situational conditions, specific
information regarding these conditions is expected to improve mental model accuracy.
Taken together, a more accurate mental model regarding a system’s reliability should be
generated if (a) correct reliability information is provided, and (b) the information is specific
(especially in regards to the exact reliability levels of the system, the mistakes it makes, and, if
relevant, the situational conditions in which those mistakes are more likely to occur).
Situation-Specific System Reliability: Establishing Mental Model Accuracy
Most research that has manipulated the information that is provided before interacting
with an automated system has measured mental model accuracy via a comparison of perceived
reliability to actual reliability. Perceived reliability is generally measured by asking participants
how often they expect the system to make mistakes (e.g., “How many errors do you think the
contrast detector will make during the 200 trials?”, Dzindolet et al., 2003, p. 701), how often
they expect it be accurate/correct (e.g., “If the AWD gave you advice on 100 X-ray slides, how
many times do you think the AWD would be correct?”, Merritt, 2011, p. 362), or how reliable
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they expect it to be (expressed as a percentage; “__% reliable”, Cassidy, 2009; p. 65).
Participants who indicate that they expect the system to make many mistakes are noted as having
lower perceived reliability than those who expect the system to make few mistakes.
Traditional measures of perceived reliability (as a single item/question) are useful for
measuring mental models regarding systems that are seemingly random in nature (i.e., cannot be
predicted), but are ill-suited for measuring mental models regarding systems that differ
depending on specific situational conditions (e.g., the system is 90% reliable in Situation A, and
10% reliable in Situation B). Considering the specific focus of this dissertation, two dimensions
of mental model accuracy were measured: situational specificity and perceptual accuracy.
Perceptual Accuracy
Perceptual accuracy refers to how closely participant’s perceived reliability matches the
system’s actual reliability. Measures of perceptual accuracy, therefore, involve comparing
participant’s perceived reliability to a system’s actual reliability via the calculation of a
difference score (or an absolute difference score). This difference score helps establish the
individual’s perceptual accuracy (Merritt, Lee, Unnerstall, & Huber, 2015). Individuals with a
perceptual accuracy equal to zero have perfect correspondence between their perceived
reliability and the system’s reliability. For individuals whose perceptual accuracy is not equal to
zero, measures of perceptual accuracy indicate (a) the direction of inaccuracy (e.g., do they
perceive the system as more or less reliable than it actually is), and (b) the magnitude of error
(e.g., an individual with a difference score of 1 has better perceptual accuracy than an individual
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with a difference score of 50). Table 2 contains several examples to demonstrate how these
difference scores are derived and what they represent.
Table 2. Calculation of Perceptual Accuracy
System
Reliability
50%
50%
50%
50%
50%
50%
50%

Perceived
System
Reliability
0%
40%
45%
50%
55%
60%
100%

Difference Score/
Perceptual Accuracy

The human perceives the system as _____ than it actually is.

-50%
-10%
-5%
0%
+5%
+10%
+50%

Much worse
Somewhat worse
Slightly worse
Slightly better
Somewhat better
Much better

Overall, the closer an individual’s perception of a system’s reliability is to the system’s
actual reliability, the more accurate their mental model of the system’s reliability is.
Situational Specificity
The use of a single difference score to establish mental model accuracy or trust
calibration (via perceptual accuracy) makes sense in situations in which systems mistakes are
seemingly random in nature (i.e., not predictable), but it is limited in its ability to establish an
individual’s mental model accuracy when a system’s mistakes can be readily predicated by the
presence or absence of distinct situational conditions. In these situations, it is also important to
identify whether participants’ mental models indicate situational specificity (differentiation of
reliability across situations). As an example, imagine a robot that can scan its environment for
target objects. It is known that the robot can miss target objects or inaccurately state target
objects are present when they are not. Extensive testing has indicated that these errors occur
more frequently in specific circumstances (e.g., when there is a high amount of plastic present).
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Testing with the robot has also identified how reliable the robot is when this specific condition is
present or not present. Table 3 provides an example of how this might look and demonstrates
how a single system’s reliability may differ depending upon situational conditions.
Table 3. Example of Reliability Differing due to a Situational Condition
High Amount of Plastic Present

# of
Scans

# of
Errors

System Reliability

Yes

100

90

10%

No

100

10

90%

100

50%

Total 200

In the example provided in Table 3, a single measure of the system’s reliability can be
produced by calculating the system’s average number of mistakes made across all scans.
However, this measure of system reliability is deficient in reflecting the true nature of the
system’s reliability as it does not account for the situational condition that influence the system’s
reliability. If an individual were to be told that the system in this example is 50% reliable (i.e.,
makes mistakes more than half of the time), then the individual would be very likely to perceive
the system as unreliable in general and have little to no understanding that the system performs
well in some situations and not others. In contrast, being informed of the situational condition
that affects reliability should improve mental model accuracy.
In cases where a system’s reliability is determined by situational conditions, a more
accurate mental model of a system’s reliability would be reflected in participants being aware
that (a) reliability differs depending upon these conditions (situational specificity), and (b) how
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reliable the system is when these conditions are present or not present (perceptual accuracy).
Thus, the following hypotheses (MC1 through testing of Hypotheses MC1a and MC1b) were
examined in this dissertation in the form of a manipulation check of the independent variable of
reliability information (see Figure 3):
MC1 (Manipulation Check): Providing complete reliability information (that includes
situation-specific reliability information and exactly how reliable the system is in each
situation) results in a more accurate mental model of a robot’s reliability than providing
minimal reliability information (only informing that the system makes mistakes).
MC1a: Participants provided with complete reliability information develop a more
accurate understanding of the situational conditions that influence a robot’s reliability
(i.e., have better situational specificity) than participants provided with minimal
reliability information.
MC1b: Participants provided with complete reliability information develop more accurate
perceptions regarding how often a robot will make mistakes (i.e., have better perceptual
accuracy) than participants provided with minimal reliability information.
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Figure 3. Relationship between reliability information and mental model accuracy (MC1).

Reliability Information and Appropriate Reliance
Despite there being few experimental studies that have manipulated the provision of
situation-specific reliability information before initial interactions with an automated system, the
results among these studies generally indicate that providing information regarding the
situational conditions influencing system’s reliability results in more appropriate reliance
(Bagheri & Jamieson, 2004; Dzindolet et al., 2003; Masalonis, 2000). In one study, Bagheri and
Jamieson (2004) compared participants provided with (a) specific information regarding when
they should expect automation errors to occur (errors were more likely to occur similarly across
all blocks of the experiment), and (b) minimal information (only told the system was not 100%
reliable). Participants in the minimal information group were less likely to detect automation
failures because their attention allocation strategy was ineffective. Participants provided with
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more specific information on the reliability of the automation checked on the automation more
often, and thus, detected more automation failures.
Further support for situation-specific reliability information helping to achieve more
appropriate reliance comes from research on automated systems that are designed to share
information during task performance that helps human operators or teammates understand when
reliability may be compromised (e.g., due to inaccurate sensor data or poor environmental
conditions). Bass, Baumgart, and Shepley (2013) found evidence that participants more
appropriately relied on information analysis automation when the system provided information
regarding the uncertainty of the sensory data that was driving its analysis. Bass et al. (2013)
suggested that this finding may be due to the additional information helping participants to learn
how the automation’s performance varied based on conditions in the environment.
In another study involving interactions with a robot, van de Brule, Bijlstra, Dotsch,
Haselager, and Wigboldus (2016) found that a robot that used predictive gestures (gestures that
indicated it was likely to make a mistake) helped participants better predict mistakes and perform
appropriate corrective measures than a robot that used un-predictive gestures or no gestures. A
key finding from Brule et al.’s study was that the robot with predictive gestures was also seen as
more trustworthy than the other robots due to participants’ perceiving the robot as more
predictable. Thus, information and cues that help humans understand the specific situations in
which errors are likely to occur can increase trust as long as predictability is improved.
Taken together, it was predicted that providing individuals with correct, situation-specific
reliability information would result in more appropriate reliance (H1).
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H1: Providing complete reliability information (providing exact, situation-specific
reliability information) results in more appropriate reliance on a robot teammate than
providing minimal reliability information (only informing that the system makes mistakes).
(see Figure 4)

Figure 4. Relationship between reliability information and appropriate reliance (H1).

Risk, Perceived Risk, and Appropriate Reliance
Risk and Perceived Risk
Another factor that has been demonstrated to influence reliance is risk. Risk is inherent to
many theories and models of trust and reliance (Das & Teng, 2004; Dzindolet et al., 2001; Hoff
& Bashir, 2015; Lee & See, 2004; Mayer et al., 1995; Parasuraman & Riley, 1997; Riley, 1996;
Yanco, Desai, Drury, & Steinfeld, 2016), but it is rarely experimentally manipulated within the
trust in, and reliance on, automation literature. Many definitions of risk have been proposed, but
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generally there are themes among these definitions (Aven & Renn, 2009), and thus, risk can be
best understood as involving the following components:
a)

Expectation of one or more negative outcome(s)

b)

Severity or magnitude of the negative outcome(s)

c)

Probability or likelihood of the negative outcome(s) occurring

d)

Uncertainty regarding either the specific negative outcome(s), magnitude of the
negative outcome(s), or the likelihood of the negative outcome(s) occurring

Thus, risk can be increased or decreased by altering these components. Risk is higher
when specific negative outcomes may occur (e.g., a potential for death is higher risk than a
potential to lose money). Risk is higher if there are more negative outcomes (e.g., lost time and
money is viewed as higher risk than only losing time). Risk is higher if the magnitude of the
negative outcome is greater (e.g., there is more risk if one may lose $5,000 when compared to
losing $5). Risk is higher if there is a higher likelihood of the negative outcome occurring (e.g.,
jumping off a 10-story building will most certainly result in death; texting while driving may
lead to death, but it is less likely). Thus, research on automation reliance typically manipulates
one or more of these components of risk with the expectation that an individual’s perception of
risk will be raised or lowered which will in turn affect their reliance (Dzindolet et al., 2001;
Riley, 1996)
It is important to differentiate risk from perceived risk. Perceived risk more appropriately
represents an individual’s perception of the risk inherent to a situation. Although, objectively it
seems intuitive to expect that higher risk should result in higher perceived risk (e.g., a potential
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for 10,000 people dying should be perceived as higher in risk than a potential for 5,000 people
dying), research has indicated that this is often not true (Slovic, Fischhoff, & Lichtenstein, 2000).
People often weigh different factors in judging the risk involved in a specific decision than
traditional notions of risk consider. For example, people view situations in which the person
voluntarily commits to the potential negative outcomes to be less risky because they are judged
as being controllable (Slovic, Fischhoff, & Lichtenstein, 1980). In contrast, negative outcomes
relevant to activities that are not within the control of a person are typically viewed as being
riskier.
It has also been demonstrated that different people can have different perceptions of risk
when placed within the exact same situation (Mitchell, 1999). Differences in risk perception
have been noted across a number individual differences including culture (Dake, 1991; Weber &
Hsee, 1998), gender (Finucane, Slovic, Mertz, Flynn, & Satterfield, 2010; Flynn, Slovic, &
Mertz, 1994), age (Matthews & Moran, 1986), and personality (e.g., risk-taking propensity;
Brockhaus, 1980). As an example, imagine a situation in which a person stands to potentially
gain $10,000 if they invest $5,000. This person also may lose all the money if the investment
doesn’t work out (not get back the $5,000). Person A is wealthy and losing $5,000 would not
have major ramifications to their livelihood if it were to occur, so their perception of risk is low.
Person B has a modest income and only has $6,000 of disposable income/savings available to
them. If Person B loses $5,000, they will now only have $1,000 which places them in an unideal
financial situation should an emergency occur. Person B is thus likely to perceive this situation
as being higher risk than Person A.
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Taken together, although it is generally expected that more risk results in higher
perceived risk, this assumption was tested in this dissertation to establish that the manipulation of
risk was effective in producing higher or lower perceived risk.
MC2 (Manipulation Check): Perceived risk is higher when errors on a task result in more
severe consequences (high risk) than when they result in less severe consequences (low
risk). (see Figure 5)

Figure 5. Relationship between risk and perceived risk (MC2).

Risk and Appropriate Reliance
Although risk and perceived risk are essential to theories of trust and automation use,
only a handful of research studies examining human reliance on automated system have directly
manipulated risk. Of the studies that have manipulated risk, findings generally indicate that
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higher risk results in less reliance on automated systems (Ezer et al., 2008; Perkins et al., 2010;
Robinette et al., 2017; Satterfield et al., 2017; Wizcorek & Meyer, 2016). These findings align
with predictions made by models of trust and reliance that consider the effect of risk on reliance
(Dzindolet et al., 2001; Mayer et al., 1995).
Furthermore, in multitasking situations (where the human and automation are performing
separate tasks) the effect of risk on reliance likely depends on whether risk is specific to the
human’s task(s), the automation(s) task(s), or both. Bliss and McAbee (1995) had participants
completing multiple simultaneous tasks (one of which was responding to alarms from an
automated system). The amount of points lost for errors on the participants’ primary task (not the
automation’s alarm task) were manipulated to reflect high criticality (high risk = more points lost
for mistakes) or low criticality (low risk = less points lost for mistakes). Bliss and McAbee found
that participants responded to less alarms (and had less appropriate alarm responses) when
criticality was high. In other words, there was a positive relationship between risk and reliance
whereby when more points were lost for mistakes on the primary task (the task not involving the
automation) reliance on the automation went up. More appropriate responses to alarms were
observed when criticality was low (i.e., the primary task and alarm task were similar in costs).
Other studies manipulating risk have generally found a negative relationship with reliance
because participants have only performed one task with the assistance of an automated system
(i.e., the risk was inherent to only one task that was jointly completed by the human and
automation).

29

Taken together, risk has been demonstrated to be negatively related to automation
reliance whereby more risk results in less reliance on automated systems when the risk is
relevant to the task being performed by the automation. No studies, however, have yet
investigated how risk affects appropriate reliance. Considering that risk generally reduces
reliance, it was predicted that higher risk would result in less appropriate reliance by reducing
how often a robot teammate is relied on.
H2: A high risk mission (where the cost of mistakes on the robot’s task are high) results in
less appropriate reliance on the robot teammate than a low risk mission (where the cost of
mistakes on the robot’s task are low). (see Figure 6)

Figure 6. Relationship between risk and appropriate reliance (H2).

It was expected, however, that the relationship between risk and appropriate reliance
would be moderated by reliability information whereby the effect of risk on appropriate reliance
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would be significantly reduced when participants are provided with situational-specific reliability
information. This was anticipated to occur due to those individuals knowing when automation
errors are more likely to occur (errors are more predictable) and having high certainty regarding
their predictions. In contrast, participants that were only informed that the system makes
mistakes should have no basis for judging when mistakes are likely to occur, and thus, were
expected to utilize a similar strategy as has been seen in previous research involving automated
systems with errors that are seemingly random in nature—a strategy in which the automation is
checked on more frequently, and interventions occur more often, than should occur.
H3: Reliability information moderates the relationship between risk and appropriate, such
that a high risk mission results in less appropriate reliance than a low risk mission, but this
effect is significantly smaller for individuals provided with complete reliability information.
(see Figure 7)

Figure 7. Reliability information moderating the relationship between risk and appropriate
reliance (H3).
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Summary Information
The following summary presents: the conceptual model that was tested in this dissertation
(Figure 8), and a list of all hypotheses that were tested (Table 4).

Figure 8. Conceptual model and hypotheses examined.
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Table 4. Summary of Hypotheses

Statement of Hypotheses
MC1 (Manipulation Check): Providing complete reliability information (that includes
situation-specific reliability information and exactly how reliable the system is in each
situation) results in a more accurate mental model of a robot’s reliability than providing
minimal reliability information (only informing that the system makes mistakes).
MC1a: Participants provided with complete reliability information develop a more
accurate understanding of the situational conditions that influence a robot’s reliability
(i.e., have better situational specificity) than participants provided with minimal
reliability information.
MC1b: Participants provided with complete reliability information develop more
accurate perceptions regarding how often a robot will make mistakes (i.e., have better
perceptual accuracy) than participants provided with minimal reliability information.
MC2 (Manipulation Check): Perceived risk is higher when errors on a task result in
more severe consequences (high risk) than when they result in less severe consequences
(low risk).
H1: Providing complete reliability information (providing exact, situation-specific
reliability information) results in more appropriate reliance on a robot teammate than
providing minimal reliability information (only informing that the system makes
mistakes).
H2: A high risk mission (where the cost of mistakes on the robot’s task are high) results
in less appropriate reliance on the robot teammate than a low risk mission (where the
cost of mistakes on the robot’s task are low).
H3: Reliability information moderates the relationship between risk and appropriate,
such that a high risk mission results in less appropriate reliance than a low risk mission,
but this effect is significantly smaller for individuals provided with complete reliability
information.
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Potential Confounding Variables
Given the multitude of factors that have been demonstrated to influence reliance on
automation (Dzindolet et al., 2001; Riley, 1996), it was pertinent to consider how to control (or
account) for these factors. Of concern in this dissertation were the following factors: propensity
to trust machines, risk-taking propensity, workload, self-confidence, age, and locus of control.
This section describes each variable of interest, and Appendix A provides a summary of these
variables and how they were controlled.
Propensity to Trust Machines
As noted by Mayer et al. (1995), propensity to trust is an essential input to an individual’s
trust in, and reliance on, another party. Propensity to trust is typically considered to be a facet of
an individual’s personality that guides (or potentially influences) their initial interactions with
people with which they are unfamiliar (Bigley & Pearce, 1998). Propensity to trust develops at a
young age based on early trust-related experiences, and thus, evolves into a stable personality
trait that is persistent across time and specific interactions. Generally, it is expected that
individuals with a higher propensity to trust are more likely to trust other people than individuals
with a lower propensity to trust.
Similar to the concept of propensity to trust people is the propensity to trust machines.
This conceptualization of trust extends the concept of propensity to trust people to technology.
Although one might assume that an individual who has a high or low propensity to trust people
would also have a similarly high or low propensity to trust machines/automation, this may not
necessarily be true. These could very well be independent whereby an individual who is high in
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propensity to trust people is low in propensity to trust machines, or vice versa. Therefore,
measures of propensity to trust people may not be useful as measures of propensity to trust
machines.
Previous investigations into propensity to trust machines have found that it is related to
trust and reliance (Merritt & Ilgen, 2008; Pop, Shrewsbury, & Durso, 2015; Singh, Molloy, &
Parasuraman, 1993b), and therefore, should be included (when possible) in evaluations of trust
and reliance. Typically, greater propensity to trust machines is positively associated with initial
trust in a specific system, and positively associated with reliance on said system. Given these
reasons, two measures of propensity to trust machines were included in this study to verify the
equivalence of the experimental groups when it came to propensity to trust machines. These
measures were also included for potential use as covariates.
Risk-Taking Propensity
Another individual difference that is relevant to predicting trust and reliance is risk-taking
propensity. Risk-taking propensity refers to an “individual’s current tendency to take or avoid
risks” (Sitkin & Weingart, 1995). Individuals who have higher risk-taking propensity tend to
have lower perceptions of risk than individuals with lower risk-taking propensity (Sitkin &
Weingart, 1995). Specifically, higher propensity risk-takers are hypothesized to attend to and
consider positive outcomes of a specific decision as opposed to negative outcomes (Schneider &
Lopes, 1986). In the case of a human interacting with automation, individuals with a higher risktaking propensity are expected to rely on the system more than individuals with a lower risktaking propensity. Support for this relationship has been previously demonstrated (Satterfield et
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al., 2017). Thus, it is expected that risk-taking propensity is another influential individual
difference that may influence reliance and appropriate reliance. Therefore, a measure of
propensity to trust machines was included in this study to verify the equivalence of the
experimental groups when it came to risk-taking propensity. This measure was also included for
potential use as a covariate.
Workload
Numerous studies have established that workload has a positive relationship with reliance
on an automated system (Biros, Daly, & Gunsch, 2004; Daly, 2002). Reliance tends to increase
as workload increases. This is likely due to participants being unable to manage their own task(s)
and other tasks (or supervise/manage the automation) when workload is high. Pilot testing of the
difficulty of the tasks in this experiment was performed to ensure the tasks were not too easy or
too difficult to reduce inappropriate reliance occurring due to participants experiencing very low
or very high workload. Regardless, participants were expected to vary in their ability to perform
the tasks and, thus, participants were expected to vary regarding their workload. Therefore, a
measure of workload was also included for potential use as a covariate.
Self-Confidence
Self-confidence has also been found to influence reliance. It has been found that reliance
can be determined via the interaction between a participant’s trust in a system to perform a task
and their self-confidence in their own abilities to perform the task. Participants with high selfconfidence and low trust tend to not rely on automation and participants with low self-confidence
and high trust tend to rely on automation (de Vries, Midden, & Bouwhuis, 2003; Lee & Moray,
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1992; Lee & Moray, 1994). Therefore, a measure of participants’ self-confidence in completing
the experimental tasks was included in the study as a potential covariate.
Age
Age has been found to influence reliance. Older adults have been shown to differ in their
reliance behaviors from younger adults even when their perceptions of system reliability are the
same (Ezer et al., 2008; Ho, Wheatley, & Scialfa, 2005; McBride, Rogers, & Fisk, 2011;
Sanchez et al., 2004). Therefore, for this study, inclusion of participant data for analyses was
restricted to younger adults (less than 30 years old) to avoid the potential influence of age on
appropriate reliance.
Locus of Control
An individual’s Locus of Control (LOC) has also been found to influence their behavior
and performance. People who attribute their control over situations to themselves are said to
have an internal LOC, while those who attribute control to outside forces are said to have an
external LOC. In general, people with an internal LOC have been shown to perform significantly
better than those with an external LOC due to feeling more in control of outcomes and taking a
more active role when placed within a performance setting (Rotter, 1966; Spector, 1982; Judge
& Bono, 2001). Regarding automation, a person with an external LOC may take a passive role in
managing the automation, allowing the automated system to function with minimal intervention
(Stanton & Young, 1998). It was expected that participants with an internal LOC may rely on the
robot teammate less than participants with an external LOC. Therefore, a measure of Locus of

37

Control was included in this study to verify the equivalence of the experimental groups when it
came to locus of control. This measure was also included for potential use as a covariate.
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CHAPTER THREE: METHOD
Experimental Context
In this study, examining the effects of reliability information and risk on appropriate
reliance in an autonomous robot teammate was of interest. Specifically, this study sought to
investigate these constructs within the context of a human teaming with an autonomous ground
robot within a military setting. To this end, participants played the role of a Soldier who is part of
a military team conducting a cordon and search operation of an urban town (an activity that is
characteristics of dismounted Soldier operations). Cordon and search operations typically
involve multiple teams working together to facilitate the search for target objects or people of
interest within a defined search area. Typically cordon and search operations involve three
teams: an outer cordon, an inner cordon, and a search team. The outer cordon is tasked with
monitoring the outer perimeter of the search area for people of interest, the inner cordon is tasked
with monitoring within the search area, and the search team is tasked with directly searching the
search area for objects or people of interest.
Participants were assigned to the outer cordon (monitoring the outer perimeter of the
search area) and the robot teammate was assigned to the search team (searching in, and around,
buildings for target objects). Participants were responsible for two tasks in this study: monitoring
the outer perimeter and assisting the robot with its search task. These two tasks are called the
Perimeter Monitoring task (PM task) and the Robot Search task (RS task) throughout the
remainder of this document. Participants and the robot both completed their tasks within a virtual
reality (VR) simulation environment, but the robot operated outside of the participant’s line-of-
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sight (LOS). In other words, participants were unable to see the robot within the virtual
environment throughout the study. Participants utilized a simulated multimodal interface (MMI)
to receive updates and image reports, and to interact with their robot teammate. Figure 9
provides a conceptual illustration of the Soldier and robot’s roles and responsibilities in this
study.

Figure 9. Conceptual representation of the roles and responsibilities of the Soldier (participant)
and robot teammate.
Participants in this study had the option (it was their choice; i.e., it wasn’t required) to
review images sent by their robot teammate to determine if the robot’s classification of the image
(target present or area clear) was accurate. Participants’ behavior when interacting with the robot
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teammate (e.g., agreeing/disagreeing with the robot, reviewing/not reviewing images) were
measured as measures of participants’ reliance on their robot teammate.
Study Design
For this study, a 2 (minimal reliability information [MI] vs. complete reliability
information [CI]) x 2 (low risk [LR] vs. high risk [HR]) fully between-subjects design was used.
Participants were randomly assigned to one of four experimental groups (see Table 5) that
differed regarding (a) the information provided to them about the robot teammate’s reliability
(Minimal Information vs. Complete Information), and (b) the consequences for mistakes made
on the robot teammate’s task (the RS task; Low Risk vs. High Risk). Specific details regarding
the manipulations of reliability information and risk used in this study are provided in the
“Experimental Manipulations” section.

Table 5. Table depicting study design and all study conditions/groups.
Risk
Reliability Information

Low Risk (LR)

High Risk (HR)

Minimal Information (MI)

LR-MI

HR-MI

Complete Information (CI)

HR-CI

HR-CI

Participants
A power analysis was conducted using G*Power (version 3.1; Faul, Erdfelder, Lang &
Buchner, 2007) to determine the number of participants needed to detect medium effects (f = .29)
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at an alpha level of .05 and a power level of .80 for the study hypotheses. Results of the analysis
indicated that a sample size of 96 would be appropriate.
One hundred one undergraduate students participated in this study. Participants were
recruited via the University of Central Florida’s Psychology SONA recruitment system. The
SONA recruitment system allows students to select studies they would like to participate in.
Participants in this study were awarded SONA points that could be used for their psychology
coursework (either as extra credit or to satisfy a course requirement). SONA points were
awarded based on the amount of time participants spent completing the study. Participants were
compensated with 2.5 SONA points (0.5 points for every 30 minutes of participation).
Inclusion in the study required that participants met the following inclusion criteria:
(a) Must be at least 18 years or older
(b) Have no previous history of seizures
(c) Must not be pregnant
(d) Must not currently have an impairment of their dominant hand or arm
(e) Must be able to stand for up to 25 minutes without assistance
(f) Must have normal or corrected to normal vision
(g) Must have normal or corrected to normal hearing
These criteria were included in the SONA study advertisement and in the informed consent for
the study (see Appendix D). In addition, a Restrictions Checklist was administered to each
participant before beginning the study to verify that participants met the inclusion criteria.
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In this study, participants who were not wearing corrected lenses (glasses or contacts)
were permitted to participate. However, their performance on the Visual Acuity tests used in this
study received additional scrutiny to verify their vision did not differ substantially from
participants who indicated normal vision and participants who wore corrective lenses during the
study. It was found that six participants who stated they wear glasses did not bring them to the
study or chose not to wear them when using the VR headset. A review of their scores on the two
Visual Acuity tests used in this study indicated that their visual acuity did not substantially differ
from the other participants in the study. Besides these six participants, the other participants who
stated they use corrective lenses wore either glasses or contacts during the study.
Of the 101 participants recruited, 25 participants’ data were excluded from analyses.
Table 6 provides a summary of the participants’ data that were excluded from the final sample.
The final sample used for analyses consisted of 76 participants (48 = Males, 28 = Females) that
ranged in age from 18 years old to 27 years old (MAge = 19.29, SDAge = 1.74). Review of the
demographics characteristics of the final sample indicated that English was the native language
for most participants (63 out of 76), and all participants who indicated English was not their
native language (13 out of 76) rated their fluency in English as above moderately fluent (4 on a
6-point Likert scale) or higher. Only one participant had prior military experience and none of
the participants had prior experience with military robots. Participants in the final sample rated
themselves as inexperienced with robots for the most part and were not highly familiar with them
(MExperience with Robots = 1.72, MKnowledge of Robots = 1.20) on a 6-point Likert scale ranging from 1 (Not
at all familiar) to 6 (Very highly familiar).
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Table 6. Participant Data Excluded from Final Sample
Number Excluded
11
2
2
2
1
1
1
1
1
1
1
1

Reason for Exclusion
Simulation issue with MMI Full Screen functionality
Data excluded due to participant experiencing simulation sickness
(one withdrew before final mission; the other had to stop final mission
halfway through)
Withdrew before finishing study due to needing to make it to a class
Experimenter provided participants with the Baseline Mission score
display when completing the final three surveys and not the Advanced
Robot Mission score display.
Withdrew due to allergy symptoms
Experimenter bias introduced that indicated MMI Full Screen View
was not necessary to use (didn’t follow experimenter script)
Experimenter accidentally informed participant of experimental
conditions
Participant was outside of goal age range (Age was 36)
Participant didn’t understand instructions (i.e., what they were
supposed to be looking for during first mission). They obtained a 0%
Hit rate for the target objects being search for during the first mission.
Sleeping during completion of manipulation check surveys
Participant was suspected of malingering and not paying attention to
surveys
Participant incorrectly answered 9 out of 12 of the images in the Color
Vision Test (i.e., evidence of a significant color vision deficiency)

Total: 25

Apparatus
Simulation Environment
A simulation framework created in the Unreal Engine 4 game development engine
(https://www.unrealengine.com/) was used for this study. The framework is called FIRE
(Framework for Interactive Reality Experimentation) and was developed with support from the
Robotics Collaborative Technology Alliance (RCTA) program. FIRE was created to study
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human factors and cognitive psychology topics within virtual reality settings. The simulation has
been used to examine human-robot interaction topics involving interactions with autonomous
ground robots. The virtual environment used in the current study for the experimental missions
was characteristic of urban cities and towns in which military operations are performed. In
addition, an abstract environment was utilized during the practice trials. Figure 10 depicts what
each of these environments looked like.

Figure 10. Simulation environments used for missions and practice trials.

Computer & Virtual Reality Equipment
The computer used for this experiment was an Alienware Aurora R6. The computer had
an Intel® Core™ i7-7700L processor (4-Cores), 16 GB RAM, and a NVIDIA® GeForce® GTX
1070 with 8GB GDDR5 graphics card. Participants also used the HTC Vive
(https://www.vive.com/us/), a virtual reality (VR) head-mounted display (HMD), one HTC Vive
handheld controller, and computer headphones to view the simulation environment, listen to
updates from the robot teammate, and complete the PM and RS tasks. For all simulation-based
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exercises and trials in this study, participants were required to stand in place (walking and/or
turning around where not required). All participants stood at a designated location within the
room (designated by an “X” on the floor) and faced the same direction (facing the desktop
computer; see Figure 11). Participants used a traditional computer mouse, keyboard, and monitor
for all aspects of the experiment that did not involve the simulation environment (e.g.,
completing surveys, reviewing training slides).

Figure 11. Computer and VR equipment.

Questionnaire and Training Administration
An online survey platform (Qualtrics; https://www.qualtrics.com/) was used to create,
administer, and score the questionnaires used in this study. Microsoft PowerPoint was used to
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administer background information, training information, and training quizzes. Participants
completed the study questionnaires and viewed the PowerPoint presentations via the desktop
computer using a keyboard and mouse.
Tasks
Perimeter Monitoring (PM) Task
As part of the outer cordon, participants were responsible for monitoring their immediate
environment for individuals holding a gun. Characters walked into (and out of) participants’
view within the VR environment. All characters held a single object in either their left or right
hand, but only some of the characters held a gun. Characters that were not holding a gun
(holding another object) were distractor characters (i.e., noise trials). Characters holding a gun
were target characters (i.e., signal trials). Figure 12 depicts the five characters that were used and
the five objects that characters could be holding within the simulation environment.

Figure 12. Characters and objects used for the Perimeter Monitoring (PM) task.
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Characters appeared (spawned) outside of participants’ viewing area, walked from leftto-right or right-to-left across participants’ view, and then disappeared (despawned) once outside
of participants’ view again. Figures 13 and 14 provide an image and top down visualization of
the layout of the environment, spawn/despawn locations, and character walking paths used for
both the practice trials and the experimental missions.

Figure 13. Top-down visualization and screenshot of the environment used for the practice trials.
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Figure 14. Top-down visualization and screenshot of the environment used for the experimental
missions.

Participants’ goal during the PM task was to identify as many target characters as
possible. To identify a character as a target character, participants selected the character by
pointing at them and clicking the trigger button on the bottom of the HTC Vive controller (see
Figure 15). A red laser pointer/beam emanated from the virtual controller to assist participants in
selecting target characters. Once the beam was lined up properly with a character, the character
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was highlighted with a grey hue to provide feedback to participants that the beam was touching
the character. Upon clicking on a character, the character would highlight briefly with a yellow
hue to indicate to the participant that they selected the character. The yellow highlighting
appeared for only 0.5 seconds and then disappeared. This yellow highlighting occurred
regardless of whether the selected character was a target (signal) or distractor (noise) character.
The highlighting was primarily provided as feedback to participants that their click was
registered.

Figure 15. Selecting and clicking on characters for the Perimeter Monitoring task.

Participants were not allowed to walk around the environment (they were instructed to
monitor the environment from their assigned location within the outer cordon), but they could
look around their environment by turning their head and looking up and down.
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The PM task was essentially a signal detection task in which each character was either a
signal trial (holding a gun) or noise trial (holding another object). Each trial was scored as either
a Hit, Miss, False Alarm, or Correct Rejection. Clicking on a character with a gun (target
character) was considered a Hit and clicking on a character without a gun (a distractor character)
was considered a False Alarm. Not clicking on a character that held a gun was considered a Miss
and not clicking on a character without a gun was considered a Correct Rejection. Participants’
Hit Rate and False Alarm rates were calculated and used to evaluate participants’ PM task
performance using two signal detection metrics: d prime (sensitivity) and beta (decision
criterion).
For all practice trials and experimental missions, the signal-to-noise ratio for the PM task
was set to approximately 0.10 and the spawn rate for this task was set to approximately 64
characters spawned each minute. This meant that during each minute, there were approximately
6 target characters and 58 distractor characters that walked across the participants’ view. The rate
at which characters appeared within the environment was set so that the amount of characters on
screen was approximately equal throughout the entire duration of each minute within the
simulation.
Robot Search (RS) Task
Overview of Task
While participants were performing the PM task, an autonomous, ground robot teammate
was searching the outside (and inside) of buildings in the search area for target objects. The flow
of the robot’s task involved the robot (1) navigating to a building, (2) conducting a perimeter
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search of the building and sending image reports to the participant for review, (3) conducting a
search of the interior of the building and sending image reports to the participant for review, and
then repeating this process for several buildings. Figure 16 provides a conceptual illustration of
this process.

Figure 16. Conceptual illustration depicting the robot searching for target objects.

Participants’ role in this task was to assist the robot in reviewing images and determining
whether there was a target object in each image. The specific target object the team was looking
for in each image was a white chlorine bucket (see Figure 17). For any given image, a bucket
was or was not present (see Figures 18 and 19 for examples of a present and absent image).
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These buckets contained items that were of critical importance for the mission. The specific
items that were contained in these buckets differed depending upon participants assigned Risk
condition. A detailed explanation of what was contained in the buckets for the Low Risk and
High Risk conditions is provided in the “Experimental Manipulations” section.

Figure 17. The target object (white chlorine bucket) being searched for in each image.

Figure 18. Example image in which a white bucket was not present. In the actual experiment, no
visual feedback/assistance was provided to participants. Here it is utilized for visualization
purposes.
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Figure 19. Example image in which a white bucket is present. In the actual experiment, no visual
feedback/assistance is provided to participants. Here it is utilized for visualization purposes.

For each image sent by the robot teammate, participants had 10 seconds to review and
respond whether they believed the image should be classified as “Target Present” (white bucket
found) or “Area Clear” (no white bucket found). The RS task occurred at the same time as the
PM task. This meant that participants needed to switch back and forth between the PM and RS
task if they wished to help the robot teammate with the RS task.
Basic and Advanced Robot Teammates
In the current study, participants completed two experimental missions that each involved
interaction with a different robot teammate. Participants interacted with a Basic Robot Teammate
and an Advanced Robot Teammate. Both robot teammates were the same except in one key area.
The Basic Robot Teammate sent image reports to the Soldier (participant) for review, but it did
not have the ability to analyze the images and classify the images on its own. This meant that
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participants were required to review and respond to the reports being sent by the Basic Robot
Teammate. If a report was not responded to, then it would be incorrectly classified. In contrast,
the Advanced Robot Teammate did have the ability to analyze each image and classify them
without the assistance of a human. This meant that when interacting with the Advanced Robot
Teammate, participants were not required to review or respond to the reports sent by the
Advanced Robot Teammate. Participants working with the Advanced Robot Teammate could
choose to rely on the robot’s classifications and focus on the PM task or they could choose to
override the robot’s classifications.
To this end, participants interacted with the Basic Robot Teammate during the first
mission and the Advanced Robot Teammate during the second mission. The first mission is
called the Baseline Mission throughout the remainder of this document. The purpose of this first
mission was for participants to get a better understanding of how well they could perform both
the PM and RS tasks without the image analysis capability of the Advanced Robot Teammate.
The second mission is called the Advanced Robot Mission throughout the remainder of this
document. The purpose of the second mission was to examine how often participants
appropriately relied on the Advanced Robot Teammate’s decisions. Participants interactions with
the Advanced Robot Teammate during the Advanced Robot Mission were used to test the main
study hypotheses regarding appropriate reliance.
Due to the only difference between the Basic Robot and the Advanced Robot Teammate
being the image analysis capability of the Advanced Robot Teammate, the terms “robot” and
“robot teammate” are used throughout the remainder of the Method section to refer to both
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robots (unless stated otherwise). Interactions with both robots were the exact same except for the
response options available to participants when interacting with each robot. This is explained
more in the “Multimodal Interface: Responding to Image Reports” section.
Multimodal Interface (MMI): Overview
Participants reviewed images and responded to the robot teammate via a simulated
multimodal interface (MMI) that could be viewed within the simulation using the HTC Vive
controller. The multimodal interface utilized the visual and auditory modalities to convey
information to participants. The visual display of the MMI had two viewing modes: a Default
View, and a Full Screen View. The Default view displayed a live overhead map view (depicting
the current location of the robot), the environment and robot status conditions that were currently
detected by the robot, the current image needing to be reviewed, the participants’ input (No
Response, Target Present, or Area Clear) for the current image, and current MMI status
information (see Figure 20). The Full Screen View provided a closer look at the current image
being reviewed and the participants’ input for the current image (see Figure 21).
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Figure 20. The Default View of the MMI visual display.

Figure 21. The Fullscreen View of the MMI visual display.
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The robot also provided participants with periodic updates (via synthetic speech)
regarding (a) its progress (e.g., “Arrived at Building Alpha. Beginning perimeter search), (b) the
presence of environmental or robot specific conditions (e.g., “Scans indicate: High presence of
plastic”), and (c) informed participants when there was a new image report ready for review
(e.g., “New report available. Ready for review.”).
Before beginning its search of the outside or inside of a building, the robot informed
participants if it detected any environmental or robot specific conditions. In addition, the
presence of these conditions was displayed visually on the MMI via a corresponding icon. There
were always exactly three conditions announced during the robot’s search of the inside or outside
of a building (i.e., three conditions displayed in the top left of the MMI). A full list of all
conditions displayed on the MMI is presented in Table 7 and the location of these items on the
simulated MMI is depicted in Figure 20. None of these conditions affected the robot’s ability to
navigate or take pictures of the environment. One of these conditions, however, did affect the
robot’s ability to accurately detect if there was (or was not) a white bucket present in the images
being reviewed. Details about the specific condition and how it affected the robot’s reliability
will be explain in depth in the “Image Classification Reliability: Advanced Robot Teammate”
section.
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Table 7. List of Environmental, Robot, and MMI Conditions Shared via the MMI
Environmental, Robot, and MMI Conditions

Announced
by Robot?

Robot’s battery level is low

Yes

Mechanical health of the robot is poor

Yes

Signal strength between the robot and the multimodal
interface is poor

Yes

Multimodal interface’s battery level is low

No

Mechanical health of the multimodal interface is poor

No

Lighting conditions in the environment are poor

Yes

High presence of wood in the image/environment

Yes

High presence of plastic in the image/environment

Yes

High presence of metal in the image/environment

Yes

MMI Status Icon

Multimodal Interface (MMI): View Modes
Participants viewed/opened the MMI using the HTC Vive controller. Participants pressed
the button above the trackpad to both open and put away the MMI (see Figure 22).
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Figure 22. Opening and closing the MMI.

By default (when starting a simulation trial), the MMI was closed and a red beam
emanated from the simulated controller (this beam was used for the PM task as discussed
previously). Once participants opened the MMI, the red beam disappeared and the MMI was
displayed. When the MMI was displayed, participants could not click on characters in the
environment due to the red beam not being available (see Figure 23). This meant that the MMI
had to be put away when participants needed to click on characters for the PM task. This
decision was made so there would be a tradeoff that participants had to make when viewing the
MMI versus performing the PM task. It also required participants to frequently switch on and off
the MMI in order to complete both the PM and RS tasks.
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Figure 23. Example of red beam being unavailable due to MMI being viewed.

Once the MMI was opened, the Full Screen View could be switched to by pressing either
of the grip buttons on the sides of the controller (see Figure 24). Once the Full Screen View was
initiated, it took 3-seconds for the image to be resized. During this time, static was displayed on
the MMI and the current image could not be seen. To switch back to the Default View,
participants simply pressed either of the grip buttons again. There was no delay when switching
off the Full Screen View (i.e., switching from Full Screen View back to the Default View), and
the Full Screen View could be switched back to the Default View even if the 3-second static
delay was still on-going. In other words, participants did not have to wait until the image became
viewable again to switch back to the Default View.
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Figure 24. Switching between the Default and Full Screen Views.

Though the Full Screen View was included to provide participants with a better view of
each image, there were intricacies to using the Full Screen View that were implemented to
impose a cost to using this view mode. First, although the MMI could be closed directly from the
Full Screen View, the MMI would open in the Default View the next time it was opened (see
Figure 25). In other words, the MMI always started in the Default view when it was re-opened
(regardless of the view it was in when closed). This meant that the 3-second static delay occurred
each time the MMI was opened and switched into the Full Screen View. Second, each new
image required re-sizing before it could be viewed in the Full Screen View. This meant that if the
MMI was in the Full Screen View before a new image became available (e.g., participant
initiated the Full Screen View ahead of time), the MMI would switch back to the Default View
once the new image became available. From here using the Full Screen View for the new image
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would incur the 3-second static delay again. Overall, the intent of these decisions was to force
participants to experience the 3-second delay every time the Full Screen View was used. This in
turn created a consistent cost (losing 3 seconds of image review time) each time the Full Screen
View was used.

Figure 25. Example of MMI opening in Default View after being closed from Full Screen View.

Multimodal Interface (MMI): Responding to Image Reports
Participants responded to each image from their robot teammate using the HTC Vive
controller. Responses were made using the trackpad at the center of the controller. The response
options available to participants differed depending on if they were interacting with the Basic
Robot or the Advanced Robot Teammate (see Figure 26 for response options with each robot).
The response options when interacting with the Basic Robot were: “Target Present” (right side of
the track pad), “Area Clear” (left side of the track pad), and “No Response” (bottom portion of
the track pad). The response options when interacting with the Advanced Robot Teammate were
the same except the bottom portion of the trackpad was an “Agree” option. The “No Response”
option that was available with the Basic Robot Teammate was intended to help participants
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become comfortable with where to press on the trackpad to respond, “Target Present” and “Area
Clear” before completing the Advanced Robot Mission. The “Agree” option that was available
with the Advanced Robot Teammate was provided to participants as an easier way to agree with
(or rely on) the robot’s decisions. This option allowed participants to agree without keeping track
of which specific classification the robot had made.

Figure 26. Responding to image reports with the Basic Robot Teammate (left) and Advanced
Robot Teammate (right).

Participants had 10 seconds to provide a response for each image. When working with
the Basic Robot, the robot would say “New Report Available. Ready for Review” whenever a
new image was available. When working with the Advanced Robot Teammate, the robot also
announced whether it detected a target object (i.e., “New Report Available. Target Detected”, or
“New Report Available. Area Clear”). As soon as either robot began saying “New Report
Available…”, a new image could be reviewed, and a response could be made. The 10-second
response period always began as soon as the robot started speaking. Participants did not have to
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wait for the robot to finish speaking to view the image or respond. Responses could be made at
any time (even if the MMI was currently closed). This meant that responses were not limited to
only when the MMI was opened or in a specific view mode. For example, participants could
review an image, close the MMI to quickly select a character for the PM task, and then respond
without re-opening the MMI. Participants could also respond without opening the MMI at all.
The visual display of the MMI was slightly different when interacting with the Basic
Robot Teammate and Advanced Robot Teammate. In both the Default and Full Screen Views,
participants were provided with visual feedback depicting their response (or lack of response) for
each image. This section of the display included the robot’s decision when interacting with the
Advanced Robot Teammate. This served to remind participants what the robot had announced
verbally and gave them a chance to consider the robot’s decision in making their own decision.
When interacting with the Basic Robot Teammate, the robot did not classify images, and thus
this information was not available. Figures 20 & 21 depict how the MMI looked for the Basic
Robot Teammate, and Figure 27 depicts how the MMI looked for the Advanced Robot
Teammate.
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Figure 27. The image input portion of the MMI when interacting with the Advanced Robot
Teammate.

Participants also had the ability to change their response if the change was made within
the 10-second response window. For example, if a participant responded, “Area Clear” within 5
seconds, they still had 5 more seconds in which they could change their response to “Target
Present.” The last response that was made before the 10-second response window ended was
used as the final response for image classification and reliance determination purposes.
When interacting with the Basic Robot Teammate, participants were required to respond
to every report from the robot otherwise the reports would be counted as incorrect classifications.
In contrast, participants did not have to respond to the image reports sent by the Advanced Robot
Teammate. If participants did not respond within the 10-second response window for an image
report, then the robot’s decision was used for image classification purposes. Not responding to an
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image report when interacting with the Advanced Robot Teammate was agreeing (or relying) on
the robot’s decision. This decision was made to allow participants to either directly agree with
the robot’s decision, override the robot’s determination, or let the robot handle the Robot Search
task (i.e., participant focuses on the Perimeter Monitoring task and doesn’t respond to the robot).

Image Classification Reliability: Advanced Robot Teammate
Despite the Advanced Robot Teammate being able to analyze and classify images, its
classifications were not 100% reliable. The robot would sometimes falsely state that a white
bucket was present when there were no white buckets in the image (False Alarm) and other times
the robot would falsely state that there were no white buckets present in an image when there
was one (Miss). In all simulation trials involving the Advanced Robot Teammate, the robot’s
reliability was either 90% reliable or 10% reliable.
In the current study, the robot’s reliability was predictable because it could be determined
by the presence (or absence) of one specific environmental condition at each building being
searched: a high presence of plastic. When a high presence of plastic had been detected at a
building being searched by the robot, this meant that the robot would be 10% reliable (correctly
classify 1 out of every 10 images reviewed) while searching that building. In contrast, when the
robot did not detect a high presence of plastic at a building, the robot’s reliability was 90%
(correctly classify 9 out of 10 images reviewed). No other environmental, robot, or MMI
conditions affected the robot’s reliability (see Table 7 for all of the conditions participants were
aware of via the MMI). The other conditions were included in this study and announced by both
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the Basic and Advanced Robot Teammates to serve as a distraction to participants who were in
the Minimal Information condition. Participants in all four experimental groups were informed
of the presence or absence of the various conditions, but only participants assigned to the
Complete Information condition were provided with information that helped them understand
which condition affected the robot’s reliability (plastic) and which ones did not (the other
conditions). Therefore, the purpose of the robots announcing the non-relevant conditions was
simply to reduce the likelihood that participants assigned to the Minimal Information condition
noticed that the Advanced Robot Teammate’s was incorrect more often (i.e., had lower
reliability) when plastic was present.
Experimental Missions and Practice Trials: Task Parameters
Participants completed two experimental missions in this study: the Baseline Mission
(with the Basic Robot Teammate) and the Advanced Robot Mission (with the Advanced Robot
Teammate). Each mission involved the robot teammate searching both the inside and outside of
several buildings. For all simulation trials (including the practice trials), the robot always shared
10 reports per building searched (five images of the outside and five images of the inside of the
building). This decision was made to ensure that the amount of time spent searching each
building was similar across all buildings and simulation trials. In addition, because there were
exactly 10 images reports sent per building, this ensured that the Advanced Robot Teammate
would correctly classify exactly one of the images of a given building when the robot was 10%
reliable, and it would correctly classify exactly nine of the images when it was 90% reliable.
The Advanced Robot Mission was approximately 16 minutes long, the robot searched six
buildings, and it sent 60 images in total (10 per building). Three of these buildings had a high
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presence of plastic and three did not. This meant that there were 30 images sent by the Advanced
Robot Teammate when it was 10% reliable (i.e., the robot correctly classified only 3 out of the
30 images), and 30 images sent when it was 90% reliable (i.e., the robot correctly classified 27
out of the 30 images). This also allowed for the inclusion of the robot’s reliability (10% or 90%)
in analyses of participants’ reliance behaviors during the Advanced Robot Mission to evaluate if
participants reliance differed according to the robot’s reliability (i.e., to test Hypotheses 1-3).
Overall, the Advanced Robot Teammate’s reliability across the entire Advanced Robot Mission
was 50%, however, its true reliability varied depending upon the building currently being
searched.
In the Baseline Mission, participants teamed with the Basic Robot Teammate. This
mission was approximately 8 minutes long, the robot searched three buildings, and it sent 30
images in total (10 per building). Because the Basic Robot did not have the ability to classify
images it sent to participants, participants did not have additional decision-making assistance and
were required to respond to each image. This mission was half the length of the Advanced Robot
Mission to reduce the total amount of time participants had to spend within the VR environment
(the total time spent in the VR environments during this study was approximately 37-38 mins).
At the end of both the Baseline and the Advanced Robot Missions, participants were
shown how they performed via a score display (see Figure 28). This screen provided participants
with the following information for each task:
•

PM Task: Total Signals, Total Hits, Total Misses, Hit Percent, Total Noise, Total
Correct Rejections, Total False Alarms, Correct Rejection Percent

69

•

RS Task: Total Signals, Total Hits, Total Misses, Hit Percent, Total Noise, Total
Correct Rejections, Total False Alarms, Correct Rejection Percent

Figure 28. Score display screen for the Baseline and Advanced Robot Missions.

The score displays were provided to participants so they could determine how well they
performed during each mission and consider this information when completing the study surveys
and questionnaires. In addition, performance information was provided after the Baseline
Mission so that participants were aware of how well they could perform both the PM task and
the RS task before being introduced to the Advanced Robot Teammate. It was expected that
participants would utilize this information when deciding whether they should rely on the
Advanced Robot Teammate.
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In addition, participants completed five practice trials throughout the study. The first
three practice trials were intended to familiarize participants with performing each task alone
(Practice Trials 1 and 2) and together (Practice Trial 3). Participants interacted with the Basic
Robot Teammate during Practice Trials 2 and 3. Practice Trials 4 and 5 were intended to
familiarize participants with the Advanced Robot Teammate and how reliable its image
classifications were. Specifically, Practice Trial 4 involved the Advanced Robot Teammate
searching a single building with a high presence of plastic in the search area. This meant the
robot was only 10% reliable (performed poorly) during Practice Trial 4. In contrast, there was
not a high presence of plastic at the building being searched in Practice Trial 5. This meant the
robot was 90% reliable (performed well) during Practice Trial 5. None of the practice trials
provided participants with feedback on how they performed (i.e., they did not see a score display
after completing the practice trials).
Table 8 provides a summary of each simulation trial in terms of the tasks performed,
robot interacted with, presence (or absence of the score display), trial length, and number of
buildings search/images reviewed.
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Table 8. Summary of Simulation Trials, Robots, Tasks, and Task Parameters
Simulation Trial

PM
Task

RS
Task

Robot

Score
Display

Trial
Length

Buildings Searched &
Images Reviewed

Practice 1

Yes

No

Basic

No

1 min

N/A

Practice 2

No

Yes

Basic

No

3 mins

1 building
10 images
1 building
Practice 3

Yes

Yes

Basic

No

3 mins
10 images
3 buildings

Baseline Mission

Yes

Yes

Basic

Yes

8 mins
30 images
1 building (Plastic)

Practice 4
(Plastic)

No

Yes

Advanced

No

3 mins

10 images
(all = 10% reliable)
1 building (No Plastic)

Practice 5
(No Plastic)

Advanced Robot Mission
(Plastic + No Plastic)

Yes

Yes

Advanced

No

3 mins

10 images
(all = 90% reliable)
6 buildings
(3 = Plastic)
(3 = No Plastic)

Yes

Yes

Advanced

Yes

16 mins
60 images
(30 = 10% reliable)
(30 = 90% reliable)

Experimental Manipulations
Reliability Information
Participants were randomly assigned to one of two reliability information conditions:
Minimal Information (MI) or Complete Information (CI). These two conditions differed
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regarding the specific information participants were provided about the image classification
reliability of the Advanced Robot Teammate. Table 9 provides a summary of the specific
reliability information that participants received in the Minimal Information and Complete
Information conditions. In addition, Appendix R contains the training slides presented to
participants in both the Minimal Information and Complete Information conditions.

Table 9. Summary of Reliability Information Provided to Participants in the Minimal
Information and Complete Information conditions
Type of Mistakes
(Misses and False
Alarms)

Situations Affecting
Reliability

How Reliable in
Each Situation?

Minimal Information
(MI)

✔

X

X

Complete Information
(CI)

✔

✔

✔

Minimal Information (MI)
Participants assigned to the Minimal Information (MI) condition were provided with
minimal information regarding the Advanced Robot Teammate’s reliability when classifying
images. Participants in the Minimal Information condition were told that the Advanced Robot
Teammate could make mistakes (both misses and false alarms) when classifying images.
Participants in the Minimal Information condition were not informed of the specific condition
(high presence of plastic) that affected the robot’s reliability or how often the robot made
mistakes when this condition was (or was not) present. Participants in this group were also
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provided with examples of the robot both correctly classifying images (Hits and Correct
Rejections) and incorrectly classifying images (Misses and False Alarms).
Complete Information (CI)
In contrast, participants assigned to the complete information (CI) condition reviewed
additional PowerPoint training slides that contained more specific information regarding the
reliability of the Advanced Robot Teammate. These additional slides provided the following key
details about the robot’s reliability:
•

“The robot’s reliability will always be 90% EXCEPT when there is a high
presence of plastic in the environment”

•

“When there IS a high presence of plastic in the environment, the robot’s
reliability will decrease to 10%

These additional slides also informed participants how reliable the Advanced Robot
Teammate would be during the upcoming practice trials (Practice Trials 4 and 5). Specifically,
several of the slides informed participants that there would be a high presence of plastic at the
building being searched in Practice Trial 4 (i.e., the robot would be 10% reliable) and there
would not be a high presence of plastic at the building being searched in Practice Trial 5 (i.e., the
robot would be 90% reliable). The experimenter also stated this information verbally to
participants in the Complete Information condition before they started each practice trial. This
information about the practice trials was provided to participants in the Complete Information
condition to increase the chance that they properly recognized how good (or poor) the Advanced
Robot Teammate performed when there was (and was not) a high presence of plastic at buildings
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it searched. Besides these additional PowerPoint slides and the experimenter re-emphasizing the
presence (or absence) of plastic for Practice Trials 4 and 5, there were no other differences in
participants’ experience between the Minimal Information and Complete Information conditions.
Risk
In this study, risk was manipulated by altering the information provided to participants
regarding (a) what was inside of the white chlorine buckets being searched for by their robot
teammates and (b) the consequences that could occur due to missing a bucket on the RS task.
The information provided to participants regarding the consequences for Misses and False
Alarms on the PM task, and False Alarms on the RS tasks were the same for both conditions.
Thus, risk was only manipulated relative to missing a bucket on the RS task.
In terms of Misses on the PM task, participants were told the following:
“Not reporting one of these individuals will result in information not being acquired about illegal
activities occurring in the area.”
In terms of False Alarms on the PM task, participants were told the following:
“Accidentally reporting (selecting) innocent individuals who are not holding a gun will result in
the local populace becoming agitated and potentially not being cooperative in future operations.”
In terms of False Alarms on the RS task, participants were told the following:
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“There is limited manpower/resources available during this mission, so it is important to be sure
a target object is actually present when reporting to the squad leader. If a special unit is sent to an
area that doesn’t have illegal drugs/bomb materials, this will result in wasted time and effort.”
Appendix R contains the training slides presented to participants in both the Low Risk
and High Risk conditions.
Low Risk (LR)
In the Low Risk (LR) condition, participants were informed that the white chlorine
buckets contained illegal drugs. Participants were told that if a white bucket was missed, this
could result in illegal drugs remaining in circulation within the area. Drugs were used in the LR
condition with the expectation that missing a bucket would be perceived to not be a severely
negative consequence.
High Risk (HR)
In the High Risk (HR) condition, participants were informed that the white chlorine
buckets contained bomb materials that were intended to be used to target several highly
populated buildings/areas. Participants in this condition were also informed that missing a white
chlorine bucket (i.e., bomb materials) was expected to result in massive casualties (many lives
lost) and substantial property damage). Therefore, the consequences for missing a white chlorine
bucket in the High Risk condition were greater than the consequences in the Low Risk condition.
This manipulation was intended to make participants in the High Risk condition more concerned
regarding the team’s performance on the RS task than participants in the Low Risk condition. In
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addition, it was expected that participants in the High Risk condition would rely less on the
Advanced Robot Teammate’s image classification decisions given the higher cost of mistakes.
Measures
Ishihara Color Blindness Test
This test involved participants viewing images of 12 colored plates and writing down
which number (if any) they saw in each colored plate. The test was used to identify if a
participant had issues with color vision. Participants who incorrectly responded to four or more
images were excluded from data analyses.
Demographics Questionnaire
A Demographics Questionnaire was used to obtain background information from each
participant. This questionnaire included questions regarding participants’ age, biological sex,
English proficiency, educational background, military experience, computer experience, video
game experience, experience with virtual reality headsets, and familiarity with robots. Appendix
F contains the full questionnaire used in this study.
Automatic Balloon Analogue Risk Task (Auto BART)
An adaptation of the Balloon Analogue Risk Task (BART) was used in this study. The
BART is a behavioral measure of risk-taking propensity implemented via a computerized
gambling task (Lejuez et al., 2002). During the BART, participants complete a series of trials in
which they can earn money by pumping up a balloon and stopping before it pops (no money is
earned for a trial if the balloon pops). During each trial, the balloon inflates with each pump and
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a set amount of money is earned for each pump (e.g., $0.05). After a certain number of pumps
(not known by the participant and varying from trial to trial), the balloon will pop, and the
participant will not earn any money for that trial. At any time during a given trial, participants
are given the option to “cash out” (stop pumping the balloon, take their earnings, and move onto
the next trial) or continue pumping (possibly earning more money or risking the balloon pops).
The goal of the task is to earn as much money as possible across all trials.
In the original BART developed by Lejuez et al. (2002), pumps are initiated by
participants one pump at a time (e.g., by manually pressing a keyboard key for each pump) and
they must specify when they would like to “cash out” during each trial. In this study, an
automatic version of the BART developed by Pleskac, Wallsten, Wang, and Lejuez (2008) was
used. The automatic version (Auto BART) differs in one key area from the original BART.
Participants specify the total number of pumps that they wish to make for that trial instead of
manually pumping the balloon. Once participants specify the total number of pumps they wish to
make, the balloon continually pumps until it reaches the specified number or pops (whichever
comes first). If the balloon reaches the specified number of pumps without popping, then the
money earned for that trial is automatically “cashed out” and the next trial begins. The automatic
version of the BART was chosen due to the faster administration and its improved ability to
identify the total number of pumps participants intended to make (discussed more below).
In the original BART, risk-taking propensity is measured as the average number of
pumps on unexploded balloons (called the adjusted average pumps). Higher averages pumps are
indicative of a higher risk-taking propensity and lower average pumps correspond to a lower
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risk-taking propensity. The average of unexploded balloon is used as opposed to the average
number of pumps across all balloons because trials in which the balloon explodes are
constrained/artificially lower when it comes to understanding how many pumps participants
were planning to make. Therefore, this measure is limited due to the average being based only on
a portion of the total number of trials completed. In contrast, with the Automatic BART, the
average wanted pumps (across all balloons) is used as the measure of risk-taking propensity.
This is one of the main benefits of using the Automatic BART as opposed to the original BART.
Similarly, higher average wanted pumps correspond to higher risk-taking propensity and lower
average wanted pumps correspond to lower risk-taking propensity.
For this study, a version of the Automatic BART was implemented via the Inquisit 4 Lab
software (the script for running this task can be downloaded from
https://www.millisecond.com/). This version of the Auto BART was based on the procedure/task
as described in Pleskac et al. (2008). For each trial, participants typed in the total number of
pumps they wished to make with the keyboard, and they finalized their decision by clicking on
the “Continue” button with the computer mouse (see Figure 29). Once participants clicked
“Continue,” the balloon was pumped until it reached the number of pumps specified by the
participant or the balloon exploded (whichever came first).
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Figure 29. Auto BART trial example.

Participants completed 30 trials in total and earned $0.05 per pump. Despite not receiving
actual cash for this task, participants were informed that their goal was to try to earn as much
“money” as possible. The sequence of explosion points (total pumps in which each balloon
exploded) was fixed in this study (i.e., it was the same for all participants). The following
explosion sequence was used in this study: 64, 105, 39, 96, 88, 21, 121, 10, 64, 32, 64, 101, 26,
34, 47, 121, 64, 95, 75, 13, 64, 112, 30, 88, 9, 64, 91, 17, 115, 50. For example, the first
trial/balloon would always pop if 64 or more pumps were specified and would “cash out” if 63 or
less pumps were specified. This explosion sequence was the same as that used by Lejuez et al.
(2007).
In this version of the Automatic BART, participants were informed of the “optimal”
strategy for balancing earning money and not earning money (via popped balloons). In addition,
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after trials in which the balloon did not explode, participants were briefly shown the pump total
in which that balloon would have exploded (see Figure 30). Participants were given 3 seconds to
view this information. The instructions provided to participants and provision of feedback after
unexploded balloons are not original, but they are based in part on the procedure described in
Pleskac et al. (2008). Finally, Appendix G contains the full set of instructions provided to
participants before starting the first Auto BART trial.

Figure 30. Example of the feedback provided to participants after a non-exploded balloon trial.

Complacency-Potential Rating Scale (CPRS)
The Complacency-Potential Rating Scale (CPRS) was developed to measure an
individual’s propensity to trust machines (Singh, Molloy, & Parasuraman, 1993a). Participants
respond to 20-statements with their level of agreement along a 5-point Likert scale ranging from
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1 (Strongly Disagree) to 5 (Strongly Agree). Example items from the scale include: “I do not
trust automated devices such as ATMs and computerized airline reservation systems.”, and “I
often use automated devices.” Thirteen of the items are positively worded (i.e., stronger
agreement indicates a higher propensity to trust machines) and the remaining seven are
negatively worded (i.e., stronger agreement indicates a lower propensity to trust machines). In
addition, four of the items are filler items and are not used in calculating an individual’s CPRS
score. To calculate an individual’s CPRS score, first the negatively worded items are reverse
coded (e.g., “1” changed to “5”, “2” changed to “4”, and so forth). Then the ratings for all the
non-filler items (16 in total) are summed. CPRS scores can range from 16 (lowest propensity to
trust machines) to 80 (highest propensity to trust machines). Appendix H includes the full scale
used in this study and includes labels for the reverse coded and filler items.
Propensity to Trust Machines Questionnaire
The Propensity to Trust Machines Questionnaire used by Merritt, Heimbaugh, LaChapell,
and Lee (2013) was administered in this study as a second measure of propensity to trust
machines. The Propensity to Trust Machines Questionnaire consists of six statements that are
responded to using a 5-point Likert scale ranging from 1 (Strongly Disagree) to 5 (Strongly
Agree). Four of these statements are positively worded (e.g., “My tendency to trust machines is
high,” and one of the statements is negatively worded (e.g., “For the most part, I distrust
machines”). The measure of propensity to trust machines is derived by first reverse coding the
negative statement, and then calculating the average rating across all 6 items. Final ratings can
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range from 1 (lowest propensity to trust machines) to 5 (highest propensity to trust machines).
Appendix I contains the full questionnaire and labels the item that must be reverse coded.
Locus of Control Scale (Rotter, 1966)
The Locus of Control (LOC) Scale developed by Rotter (1966) was used in this study as
a measure of participants’ locus of control. The LOC Scale contains 29 pairs of statements (six
of which are filler pairs that are not scored because they do not relate to locus of control). For
each of the 23 pairs that are not filler, one statement reflects a belief that is indicative of having
an internal locus of control and the other statement is indicative of an external locus of control.
Example statement pairs include:
Pair Example 1:
a) “Many times I feel that I have little influence over the things that happen to me.”
(External)
b) “It is impossible for me to believe that chance or luck plays an important role in my
life.” (Internal)
Pair Example 2:
a) “The average citizen can have an influence in government decisions.” (Internal)
b) “This world is run by the few people in power, and there is not much the little guy
can do about it.” (External)
Respondents are instructed to select the one statement in each pair that they most agree
with. For each statement selected that corresponds to an external LOC, one point is earned. A
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total LOC score is derived by summing all points earned across the 23 non-filler items. LOC
scores can range from 0 (highest possible internal locus of control) to 23 (highest possible
external locus of control). Appendix J contains the entire scale, labels the filler items, and
provides labels for the statements that are External (1 point earned) vs. Internal (0 points earned).
Visual Acuity Tests (VR)
Two tests of visual acuity were administered within a VR environment via the HTC Vive
headset. These tests were used to establish each participants’ ability to discern and recognize
letters and objects within the VR environments used in the study.
The first test used a Snellen eye chart that consisted of 11 lines with letters on each line.
The top line had letters in the largest font size and the bottom line had letters in the smallest font
size. Each lower line represented better visual acuity if read properly. Participants were
instructed to state aloud the letters they saw on each line from left to right (starting with the top
line). Participants were instructed to read the letters until they reached a line in which they could
not read any of the letters. The lowest line that participants read with no mistakes was used as a
measure of their visual acuity for reading letters within the VR environments.
The second test was similar, but instead focused on visual discrimination of shapes. This
eye chart consisted of eight lines with shapes on each line (no letters). There were five basic
shapes used: Apple, Circle, House, Star, Square. Similar to the Snellen eye chart, participants
were instructed to state aloud which shapes they saw on each line from left to right (starting with
the top line). The lowest line that participants could state all the shapes correctly was used as a
measure of their visual acuity for discriminating shapes within the VR environments.
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NASA-TLX (Unweighted)
The NASA-TLX is a questionnaire developed by Hart and Staveland (1988) that is used
to establish the level of subjective workload experienced by an individual while completing a
task or set of tasks. It consists of six items that are used to derive how demanding a task or set of
tasks is to the participant. These items include: Mental Demand, Physical Demand, Temporal
Demand, Level of Effort, Level of Frustration, and Performance. The first five items are
responded to via a 21-point Likert scale ranging from 0 (Low) to 100 (High) in 5-point
increments. For the Performance item, participants respond via a 21-point Likert scale ranging
from 0 (Good) to 100 (Poor). For this study, the weighting procedure suggested by Hart &
Staveland (1988) was not used. Ratings across all 6 items were averaged to generate an overall
measure of global workload (i.e., all 6 ratings contributed equally to the global workload
measure used in this study). The NASA-TLX was administered twice in this study, once after
completing the Baseline Mission and a second time after completing the Advanced Robot
Mission. Appendix K contains the NASA-TLX used in thus study.
Mental Model Questionnaire (MMQ)
After participants were provided with reliability information (in accordance with their
assigned reliability information condition) and had the opportunity to practice interacting with
the Advanced Robot, a Mental Model Questionnaire was administered to participants that asked
them to respond to questions about the advanced robot’s reliability (see Appendix L). This
questionnaire was used to verify the manipulation of Reliability Information was effective in
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altering participants mental model (situational specificity and perceptual accuracy) regarding the
Advanced Robot Teammate’s reliability.
The first part of the MMQ served as a measure of situational specificity. This part of the
MMQ asked participants to review 10 conditions, and state which of these conditions (if any)
they believed affected the Advanced Robot Teammate’s ability to classify images as having a
target object or not having one (i.e., which conditions affect the Advanced Robot Teammate’s
reliability). For each condition, participants responded either “Yes” or “No”. With “Yes”
indicating they believed the condition affected the robot’s reliability, and “No” indicating they
did not believe the condition affected the robot’s reliability. Table 10 depicts how scoring
worked for conditions that did and did not affect the Advanced Robot’s Reliability. A situational
specificity measure was derived from the percentage of specific conditions that participants
correctly identified as affecting (or not affecting) the robot’s reliability (out of 10 total
conditions). The maximum possible score was a 100% (all 10 conditions correctly classified) and
the minimum was a 0% (0 conditions correctly classified). Therefore, higher situational
specificity scores represented a more accurate understanding of which factors affected the
robot’s reliability (i.e., a more accurate mental model) and lower scores represented a less
accurate understanding of which factors affected the robot’s reliability.
Table 10. Scoring of Responses to Situational Specificity Items
Condition Affects
Reliability?

Participant’s
Response

Correct
Classification?

Yes
Yes
No
No

Yes
No
Yes
No

Yes
No
No
Yes
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The second part of the MMQ served as a measure of perceptual accuracy. Participants
responded to 20 situations that differed regarding the specific conditions that were present during
the robot’s search/review of a set of images. Each situation presented participants with two
conditions and asked them to respond with how reliable they expected the robot would be at
correctly classifying 10 images reviewed with those specific conditions present. Participants
responded with a percentage (0% = lowest; 100% = highest) in 10% increments with 0%
meaning the robot would correctly classify 0 out of 10 images correct and 100% meaning the
robot would correctly classify 10 out of 10 images. For each situation, participants’ scores were
calculated as the absolute difference/distance between the percentage they selected and the
correct percentage for that situation. For example, if 10% (0.1) was the correct percentage for a
situation and the participant put 100% (1.0), their score was 0.9 (1.0 [response] – 0.1 [actual
reliability] = 0.9 [absolute distance/deviation]). Similarly, if 90% (0.9) was the correct
percentage for a situation and the participant put 100% (1.0), their score was 0.1 (1.0 [response]
– 0.9 [actual reliability] = 0.1 [absolute distance/deviation]). Lower absolute deviations
corresponded with better perceptual accuracy and a more accurate mental model regarding the
Advanced Robot Teammate’s reliability. The average absolute deviation (calculating the average
across 20 situations) was used as the measure of perceptual accuracy. Overall, for this measure,
the best possible score (i.e., highest perceptual accuracy) was a 0.0 score (most accurate mental
model) and the lowest possible score was a 0.9 (least accurate mental model).
The MMQ was used as a manipulation check of the reliability information manipulation.
Therefore, it was administered before the Advanced Robot Mission to ensure participants
assigned to the Complete Information condition significantly differed in mental model accuracy
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from participants assigned to the Minimal Information condition. In addition, the MMQ was
administered immediately after the Advanced Robot Mission ended to establish whether
participants’ mental model accuracy changed (i.e., became more or less accurate) after
completing the mission.
Checklist for Trust in Robot
An adaptation of the Checklist for Trust Between People and Automation questionnaire
that was developed by Jian, Bisantz, and Drury (2000) was used in this study. The original
questionnaire involves participants responding to 12 statements with their feeling or impression
of a specific automated system. Responses are made using a 7-point Likert scale ranging from 1
(Not at all) to 7 (Extremely). Example items include, “I am wary of the system,” “I am confident
in the system,”, and “The system is deceptive.” Five of the statements are positively worded (i.e.,
higher ratings correspond to higher trust) and seven are negatively worded (i.e., higher ratings
correspond with lower trust). This questionnaire is a commonly used measure of trust in
automation that has also been used extensively to measure trust in a specific robot system. For
the purposes of this study, the original questionnaire developed by Jian et al. (2000) was revised
to reflect interaction with the Advanced Robot Teammate in this study. Specifically, the
instructions were revised so that participants were aware they should be responding to each
statement with reference to the Advanced Robot Teammate. In addition, in the original
questionnaire, all 12 statements use generic wording by referring to “the system”. The adapted
questionnaire used in this study replaced each of these statements with “the robot” to make it
clear that responses should be regarding the Advanced Robot Teammate. No other changes were
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made to the questionnaire. Finally, in terms of calculating a measure of trust with the Checklist
for Trust in Robot, first the five negatively worded items are reverse coded, and then the average
rating is calculated across all 12 ratings. Trust ratings with the Checklist for Trust in Robot range
from 1 (lowest possible trust) to 7 (highest possible trust). Appendix M contains the full
questionnaire and labels the statements that need to be reverse coded.
Trust Perception Scale-HRI
The Trust Perception Scale-HRI developed by Schaefer (2013; see Appendix N) was also
used in this study. The Trust Perception Scale-HRI is used as a subjective measure of trust in a
specific robot. It is composed of 40 items in total. For each item, participants specify the
percentage of the time they would expect the robot to act or behave in a specific way using an
11-point Likert scale. Participants respond with a percentage between 0% (lowest) and 100%
(highest) in 10% increments. Example items include: “Dependable”, “Act as part of the team”,
“Have errors”, and “Unresponsive”. Thirty-five of the items are positively worded (i.e., a higher
percent indicates more trust in the robot) and five items are negatively worded (i.e., a higher
percent indicates less trust in the robot). An overall measure of trust is calculated by first reverse
coding the negative items, and then calculating the average percentage across all 40 items.
Overall trust scores can range from 0% (lowest possible trust) to 100% (highest possible trust).
In this study, all the original items were used as specified in Schaefer (2013). The only changes
made to the original measure was to change the wording “What % of the time will this robot…”
to “What % of the time will the advanced robot…” and to add a short description before the scale
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to make it clear that participants should respond in regards to the Advanced Robot Teammate
used in this study.
Perceived Risk Questionnaire
A Perceived Risk Questionnaire was used as a manipulation check for the risk
manipulation used in this study. For this study, a modification of the 5-item Perceived Risk
Questionnaire from Chancey (2016, p. 129) was used. Chancey (2016) found that the internal
reliability of the questionnaire was adequate (αCronbach’s = .85). The Perceived Risk Questionnaire
used in this study consisted of 5 unique statements that were responded to for both the Perimeter
Monitoring task and the Robot Search task (10-items in total). In other words, the same 5
statements were used for each task. All five statements were positively worded and related to the
individual’s perception of the consequences that were to occur due to poor performance on the
tasks (i.e., a stronger level of agreement indicated a higher perception of risk). Example items
include: “The consequences for performing poorly on this task are substantial.”, and “Overall I
would label the consequences of performing poorly on this task as something negative.” For each
statement, participants responded with their level of agreement using a 6-point Likert scale
ranging from 1 (Strongly Disagree) to 6 (Strongly Agree). Two measures of perceived risk were
derived from this questionnaire (one for the Perimeter Monitoring task and one for the Robot
Search task). Each measure was calculated as the average rating across the 5-items rated for each
task. This produced a measure of perceived risk for both the Perimeter Monitoring task and the
Robot Search task. See Appendix O for the full questionnaire used in this study and which items
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were used to calculate perceived risk for the Perimeter Monitoring task and the Robot Search
task.
For the purposes of this study, several modifications were made to the original
questionnaire to ensure it was applicable to the current study. First, all five statements were
responded to twice (once for the Perimeter Monitoring task and second time for the Robot
Search task). This decision was made to make it possible to separately measure participants’
perceptions of risk relative to the Perimeter Monitoring task and the Robot Search task as
opposed to measuring perceived risk relative to both tasks together (i.e., the entire mission). This
was necessary to test whether the manipulation of risk in this study affected perceptions of risk
for the Robot Search task alone (i.e., the information did not also influence perceptions of risk
for the Perimeter Monitoring task). Second, in Chancey (2016) a 12-point Likert scale was used
ranging from 1 (Not descriptive) to 12 (Very descriptive). For the purposes of the current study,
a 6-point Likert scale (described above) was used that more closely aligned with the original
Perceived Risk Questionnaire developed by Simon, Houghton, and Aquino (1999). A 6-point
Likert scale was used to ensure participants were forced to rate their level of agreement as
leaning towards some level of agreement or disagreement as opposed to settling on a neutral or
undecided level of agreement. Finally, revisions were made to the instructions and the statements
to make it clear when participants’ responses to the statement should be directed towards the
Perimeter Monitoring task or the Robot Search task. In terms of the statements, all instances of
“…these tasks…” (as in Chancey, 2016) were revised to “…this task…”
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Self-Confidence Questionnaire
An 8-item questionnaire was developed for this study to measure participants’ selfconfidence across three key areas: general self-confidence (two items; i.e., ability to multitask,
confidence in performing both tasks together), self-confidence specific to performing the
Perimeter Monitoring task (three items), and self-confidence specific to performing the Robot
Search task (three items). Each item consisted of a statement that participants responded to with
their level of confidence in their abilities using a 6-point Likert scale ranging from 1 (Not at all
Confident) to 6 (Very Highly Confident). All eight statements were positively worded, and none
needed to be reverse coded. An overall self-confidence score was derived by calculating the
average rating across all eight items. Self-confidence scores could range from 1 (lowest possible
self-confidence) to 6 (highest possible self-confidence). Appendix P contains the full
questionnaire used in this study.
Post Mission Questionnaire
A 13-item questionnaire was developed for this study that asked participants various
questions related to their experiences during the Advanced Robot Mission. Example questions
include: “Which task do you feel was more important to focus on?”, “What were the specific
strategies (if any) that you utilize during the mission?”, “Overall, did you find the image analysis
capability of the advanced robot (its ability to classify each image) useful?”, and “Overall, did
you find the Full Screen mode/view of the multimodal interface to be useful?” Appendix Q
contains the full questionnaire used in this study.
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Perimeter Monitoring (PM) Task Performance
As stated previously, the PM task was a signal detection task in which each character was
a trial that was either a signal trial (character holding a gun) or a noise trial (character not holding
a gun). This meant that each trial could be scored as a Hit, Miss, Correct Rejection, or False
Alarm. Participants’ Hit Percentage, Miss Percentage, Correct Rejection Percentage, and False
Alarm Percentage were calculated and used to derive two signal detection metrics: d prime
(perceptual sensitivity) and beta (decision criterion/bias). These two metrics were calculated and
used to assess how participants performed on the PM task during the Baseline Mission and the
Advanced Robot Mission.
Robot Search (RS) Task Performance
Similar to the PM task, the RS task was a signal detection task with each image
corresponding to a trial. Images containing a white bucket were signal trials and images not
containing a white bucket were noise trials. This also meant that each image could be scored as a
Hit, Miss, Correct Rejection, or False Alarm. Therefore, signal detection metrics were also
calculated for the teams’ (participant + robot teammate) performance on the RS task during the
both the Baseline Mission and the Advanced Robot Mission. D prime and beta were calculated
for the RS tasks for both missions and used to assess RS task performance on each mission.
Appropriate Reliance
In this study, appropriate reliance was operationalized as participants interacting with the
Advanced Robot Teammate in a manner that was most likely to produce the best possible team
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performance. Due to the Advanced Robot Teammate’s reliability shifting between being better
than participants could perform (90%) or worse than participants could perform (10%),
appropriate reliance was characterized by participants relying on the robot when it was 90%
reliable and not relying on it when it was 10% reliable.
Three behavioral measures were used as indicators of appropriate reliance on the
Advanced Robot Teammate: the percentage of reports in which participants agreed with the
Advanced Robot Teammate’s decision, the percentage of reports in which participants viewed
the MMI in general, and the percentage of reports in which participants used the Full Screen
View. In terms of agreement with the robot’s decisions, appropriate reliance was evidenced if
participants agreed more when the robot was 90% reliable and disagreed more when the robot
was 10% reliable (see Table 11 for the different ways participants could agree with the robot’s
decision). In terms of viewing the MMI in general, appropriate reliance was evidenced by
participants checking the MMI for less reports when the robot was 90% reliable and checking the
MMI for more reports when the robot was 10% reliable. Finally, in terms of using the Full
Screen View, appropriate reliance was evidenced by participants using the Full Screen View for
less reports when the robot was 90% reliable and using the Full Screen View for more reports
when the robot was 10% reliable.
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Table 11. Responses Agreeing with the Advanced Robot Teammate

Robot’s Determination

Target Present

Participant’s Response

Agreed with Robot?

Target Present

Yes

Target Absent

No

Agree

Yes

No Response

Yes

Target Present

No

Target Absent

Yes

Agree

Yes

No Response

Yes

Target Absent

Procedure
Phase 1: Participant Arrival & Individual Difference Measures
Upon arrival at the experimental site, participants were randomly assigned to one of the
four experimental groups (Low Risk-Minimal Information, High Risk-Minimal Information,
Low Risk-Complete Information, or High Risk-Complete Information) and completed the
informed consent process. After agreeing to participate and signing the informed consent
document, the Restrictions Checklist was administered. Participants who qualified to continue
participating then completed the Color Vision Test. After completing the Color Vision Test,
participants then completed the following measures: Demographics Questionnaire,
Complacency-Potential Rating Scale (CPRS), Propensity to Trust Machines Questionnaire, the
Locus of Control Scale, and the Automatic Balloon Analogue Risk Task (Auto BART).
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Phase 2: Initial Training (with Basic Robot Teammate)
Next, participants viewed a PowerPoint presentation that familiarized them with the
mission, their role, the PM task, the RS task, and the VR equipment. The flow of training
consisted of slides explaining the goals of each task and how to perform them within the
simulation environment via the HTC Vive system, and quizzes used to verify participants’
understanding of critical aspects of each task, the MMI, the controls, and the Basic Robot
Teammate. After reviewing slides and completing a quiz about performing the PM task,
participants completed Practice Trial 1 which only required them to perform the PM task (there
was no robot teammate or RS task). Next, participants reviewed slides regarding the RS task.
Within these slides, participants completed two quizzes and one practice exercise in which they
had to classify images displayed on the screen (not in VR). After the RS training slides were
complete, participants completed Practice Trials 2 and 3. Practice Trial 2 only involved the RS
task and Practice Trial 3 involved performing both the PM and RS tasks at the same time.
Phase 3: Mission 1 (Baseline Mission)
Following completion of the three Practice Trials with the Basic Robot Teammate,
participants were provided with two slides containing the risk information (i.e., consequences for
mistakes on each task) and a quiz to verify they understood what was contained within the white
buckets being searched for by the team. Phase 3 is where the manipulation of risk occurred.
Participants in the Low Risk condition were told that drugs were contained in the buckets and
participants in the High Risk condition were told that bomb materials were contained in the
buckets. After participants completed the quiz regarding the risk information, they performed the
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first mission (Baseline Mission) while teaming with the Basic Robot Teammate. Upon
completing the Baseline Mission, participants were shown how they performed via a score
display. Participants then completed the NASA-TLX (unweighted) with a screenshot of the score
display available to them to assist in responding. Participants were instructed to respond based
on their experiences during the Baseline Mission only.
Phase 4: Advanced Robot Teammate Training
Next, participants reviewed additional training slides focused on performing the same
two tasks (PM and RS) while teaming with the Advanced Robot Teammate. The first part of this
training involved participant reviewing slides describing the Advanced Robot Teammate’s
ability to classify images and share its determination with the participant. These slides also
detailed which aspects of the tasks, MMI, and Advanced Robot Teammate were the same (or
different) from the previous mission involving the Basic Robot Teammate. Here is where all
participants (regardless of their assigned Reliability Information condition) were informed that
the Advanced Robot Teammate could make mistakes (Misses and False Alarms) in classifying
images. After being introduced to the Advanced Robot Teammate, participants completed a quiz
that verified their understanding of what was the same (and what was different) about working
with the Advanced Robot Teammate.
It was during this phase that the manipulation of Reliability Information occurred. After
the previous quiz, participants assigned to the Minimal Information condition immediately began
Practice Trials 4 and 5. In contrast, participants assigned to the Complete Information (CI)
condition reviewed additional slides that provided more detailed information regarding the

97

Advanced Robot Teammate’s Reliability. In addition, participants in the CI condition completed
an additional quiz after reviewing these slides to ensure they understood that the Advanced
Robot Teammate was 10% reliable when a high presence of plastic was detected, and it was 10%
reliable when it was not detected.
Phase 5: Pre-Mission Measures
Once participants in both the MI and CI conditions completed Practice Trials 4 and 5
with the Advanced Robot Teammate, they were shown risk slides again reminding them of the
consequences for mistakes made on each task (the consequences were the same for the Baseline
Mission and the Advanced Robot Mission). Participants completed a final quiz after reviewing
the risk slides to verify they still understood what was contained in the white buckets the team
was searching for. After the final quiz, participants completed the following measures: Mental
Model Questionnaire, Checklist for Trust in Robot, Trust Perception Scale-HRI, Perceived Risk
Questionnaire, and the Self-Confidence Questionnaire.
Phase 6: Mission 2 (Advanced Robot Mission)
Following completion of the pre-mission surveys, participants completed the second
mission (Advanced Robot Mission). At the end of the mission, participants were shown how they
performed via a score display. Participants then completed the NASA-TLX (unweighted) a
second time, the Mental Model Questionnaire a second time, and the Post Mission
Questionnaire. Participants were provided with a screenshot of the score display for the
Advanced Robot Mission to assist them in responding to the final three questionnaires.
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Participants were instructed to respond to the NASA-TLX based on their experiences during the
Advanced Robot Mission only.
Phase 7: Debriefing
After completing the final three questionnaires for the study, the study was complete. At
this time, participants were given the Post Participation Information & Debriefing Form and the
experimenter informed them of the true purpose of the study. Participants were also informed of
the amount of SONA points they received for their time before being dismissed from the study
location.
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CHAPTER FOUR: RESULTS
Unless stated otherwise, all statistical tests were performed using SPSS version 25 with
an alpha level of .05, and all statistical analyses were conducted with the final sample of 76
participants as specified in “Chapter 3: Methods.”
Demographic Variables
Demographics variables of the final sample are provided in Table 12. Pearson’s productmoment correlation coefficients were calculated to determine whether there were significant
linear relationships among the demographic characteristics. A significant positive correlation
was found between participant age and automation complacency potential, indicating older
participants had a higher potential for automation complacency. There were significant positive
correlations that indicated that male participants were more comfortable with VR headsets,
played video games more often, had more experience with video games, had more experience
with robotics, had a higher potential for automation complacency, and had a higher risk-taking
propensity. Besides participants’ age and biological sex, participants’ potential for automation
complacency was significantly’ positively related to how often they used VR headsets, how often
they played video games, their video game experience, their robotics experience, and their
robotics knowledge. This indicates that participants with a higher potential for automation
complacency used VR headsets more often, played video games more often, had more video
game experience, had more robotics experience, and had more knowledge of robotics.
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Table 12. Descriptive statistics and inter-correlations among demographic variables
Variable

M

SD

1

2

3

4

5

6

7

8

9

10

11

1. Age (years)

19.29

1.74

-

2. Biological Sex

.63

.49

.08

-

3. Often use VR
headsets

1.58

1.02

.05

.22

-

4. Comfort with
VR headsets

3.73

0.84

-.16

.25*

.37**

-

5. Often play
video games

4.36

1.59

.15

.43**

.21

.27*

-

6. Video game
experience

4.05

1.61

.01

.28*

.15

.29*

.48**

-

7. Robotics
experience

1.72

0.93

-.02

.30**

.17

-.01

.08

.11

-

8. Robotics
knowledge

1.20

0.59

.05

.16

.01

.03

-.16

.12

.51**

-

9. Automation
Complacency
Potential
(CPRS)

60.26

5.94

.32**

.30**

.27*

.06

.30**

.23*

.35**

.26*

-

10. Propensity to
Trust Machines

3.80

0.57

.04

.08

-.01

.08

-.01

.13

.18

.09

.47**

-

11. Risk-taking
propensity
(Auto BART)

61.87

14.71

.04

.31**

.16

.06

.08

.06

-.04

-.03

.18

-.002

-

12. Locus of
Control

11.22

3.50

-.01

-.16

-.15

-.17

-.05

-.17

-.33**

-.15

-.16

-.14

.05

12

-

Note. * p < .05, ** p < .01. Biological sex was coded as 0 = Female, and 1 = Male. Often use VR headsets and often play video games were
coded as 1 = Never, 2 = Rarely, 3 = Once every few months, 4 = Monthly, 5 = Weekly, and 6 = Daily. Comfort with VR headsets was coded
from 1 = Very uncomfortable to 5 = Very comfortable. Video game experience, robotics experience, and robotics knowledge were coded from 1
= Not at all familiar to 6 = Very highly familiar. CPRS scores could range from 16 (lower automation complacency potential) to 80 (higher
automation complacency potential). Propensity to Trust Machines ratings ranged from 1 (less propensity to trust machines) to 6 (more propensity
to trust machines). Risk-taking propensity (Auto BART) was derived from the average wanted pumps for all balloon trials with 1 being the
lowest possible number of pumps and 127 being the highest possible number of pumps. Locus of Control scores ranged from 0 (highest internal
local of control) to 23 (highest external locus of control).

Check of Random Assignment
The demographic variables of each of the four experimental groups were examined to
verify that the random assignment of participants to each group was effective in creating groups
that were similar across demographics variables of interest. One-way between-subjects
ANOVAs were conducted to verify that participants in each group did not significantly differ
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regarding the demographic variables of interest. Table 13 depicts the means, standard deviations,
and results of the ANOVAs for each experimental group. Overall, there were no significant
differences between the four experimental groups across any of the demographic characteristics
indicating that the random assignment of participants to groups was effective in creating similar
groups. See also Appendix S for the inter-correlations among the demographic variables and the
primary dependent variables (reliance measures) for this study.
Table 13. Group means, standard deviations, and ANOVA results for demographic variables
Variable

Overall
M (SD)

LR-MI
M (SD)

HR-MI
M (SD)

LR-CI
M (SD)

HR-CI
M (SD)

df

F

p

Age (years)

19.29 (1.74)

19.42 (2.17)

18.95 (0.78)

19.63 (2.27)

19.16 (1.39)

3, 72

0.55

.65

Often use VR headsets

1.58 (1.02)

1.58 (1.02)

1.42 (0.77)

1.63 (1.12)

1.68 (1.20)

3, 72

0.23

.88

Comfort with VR
headsets

3.73 (0.84)

3.68 (0.82)

3.89 (0.81)

3.58 (1.02)

3.78 (0.73)

3, 71

0.47

.70

Often play video games

4.36 (1.59)

4.26 (1.66)

4.42 (1.47)

4.11 (1.79)

4.63 (1.50)

3, 72

0.37

.77

Video game experience

4.05 (1.61)

3.95 (1.51)

4.05 (1.51)

4.11 (1.91)

4.11 (1.60)

3, 72

0.04

.99

Robotics experience

1.72 (0.93)

2.00 (1.11)

1.89 (1.10)

1.42 (0.77)

1.58 (0.61)

3, 72

1.63

.19

Robotics knowledge

1.20 (0.59)

1.11 (0.32)

1.26 (0.45)

1.26 (0.93)

1.16 (0.50)

3, 72

0.33

.80

Automation
Complacency Potential
(CPRS)

60.26 (5.94)

61.00 (7.81)

60.16 (4.36)

59.37 (6.72)

60.53 (4.50)

3, 72

0.25

.86

Propensity to Trust
Machines

3.80 (0.57)

3.76 (0.58)

3.89 (0.57)

3.76 (0.55)

3.78 (0.61)

3, 72

0.23

.88

Risk-taking propensity
(Auto BART)

61.87 (14.71)

58.17 (18.09)

57.60 (13.53)

65.15 (15.33)

66.55 (9.41)

3, 72

1.96

.13

Locus of Control

11.22 (3.50)

10.32 (3.53)

11.26 (3.91)

11.68 (2.58)

11.63 (3.92)

3, 72

0.61

.61

Note. LR-MI = Low Risk-Minimal Information, HR-MI = High Risk-Minimal Information, LR-CI = Low Risk-Complete Information, HR-CI =
High Risk-Complete Information. Often use VR headsets and often play video games were coded as 1 = Never, 2 = Rarely, 3 = Once every few
months, 4 = Monthly, 5 = Weekly, and 6 = Daily. Comfort with VR headsets was coded from 1 = Very uncomfortable to 5 = Very comfortable.
Video game experience, robotics experience, and robotics knowledge were coded from 1 = Not at all familiar to 6 = Very highly familiar. CPRS
scores could range from 16 (lower automation complacency potential) to 80 (higher automation complacency potential). Propensity to Trust
Machines ratings ranged from 1 (less propensity to trust machines) to 6 (more propensity to trust machines). Risk-taking propensity (Auto
BART) was derived from the average wanted pumps for all balloon trials with 1 being the lowest possible number of pumps and 127 being the
highest possible number of pumps. Locus of Control scores ranged from 0 (highest internal local of control) to 23 (highest external locus of
control).

102

To control for the possible confounding effect of biological sex, participants were
randomly assigned to the study conditions based on their self-reported biological sex. This
assignment process was used to ensure that there would be an equal number of participants in
each experimental group and a similar distribution of male and female participants within each
group. The random assignment procedure was successful in creating equal group sizes and the
same distribution of males and females across each experimental group. Table 14 depicts the
number of participants assigned to each group and the distribution of male and female
participants within each experimental group.

Table 14. Sample Size by Biological Sex and Condition
Biological
Sex

Overall

LR-MI

HR-MI

LR-CI

HR-CI

Male

48

12

12

12

12

Female

28

7

7

7

7

Total

76

19

19

19

19

Note. LR-MI = Low Risk-Minimal Information, HR-MI = High Risk-Minimal Information, LR-CI = Low Risk-Complete Information, HR-CI =
High Risk-Complete Information.

Hypothesis MC1: Manipulation Check
MC1 (Manipulation Check): Providing complete reliability information (that includes
situation-specific reliability information and exactly how reliable the system is in each situation)
results in a more accurate mental model of a robot’s reliability than providing minimal
reliability information (only informing that the system makes mistakes).
Hypothesis MC1 was tested to verify that the manipulation of Reliability Information
used in this study caused participants assigned to the Complete Information (CI) condition to
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have a significantly more accurate mental model regarding the Advanced Robot Teammate’s
reliability than participants assigned to the Minimal Information (MI) condition. Hypothesis
MC1 was examined by testing Hypotheses MC1a (situational specificity) and MC1b (perceptual
accuracy).
Hypothesis MC1a
MC1a: Participants provided with complete reliability information develop a more
accurate understanding of the situational conditions that influence a robot’s reliability (i.e., have
better situational specificity) than participants provided with minimal reliability information.
Situational specificity was assessed via the Mental Model Questionnaire (see Appendix
L). A situational specificity score was derived from the percentage of conditions (out of 10
conditions) correctly classified as affecting (or not affecting) the Advanced Robot Teammate’s
reliability. Situational specificity scores could range from 0% to 100%, with 100% representing a
perfect understanding of which of the 10 conditions affected the Advanced Robot Teammate’s
reliability and a 0% indicating a completely inaccurate understanding of which conditions
affected the Advanced Robot Teammate’s reliability.
To test Hypothesis MC1a, first a 2 x 2 fully between-subjects ANOVA with Reliability
Information condition (Minimal Information vs. Complete Information) and Risk condition (Low
Risk vs. High Risk) as the independent variables and Situational Specificity Score as the
dependent variable was conducted. There was a significant main effect of Reliability Information
on participants’ Situational Specificity Score, F(1, 72) = 39.84, p < .001, p2 = .356. Participants
assigned to the Complete Information condition had significantly better situational specificity (M
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= 80.26%, SD = 24.44%) than participant assigned to the Minimal Information condition (M =
48.16%, SD = 19.15%). There was not a significant main effect of Risk on participants’
Situational Specificity Score, F(1, 72) = 0.53, p = .471, p2 = .007. This indicates that there was
not a significant difference in Situational Specificity Scores between participants assigned to the
High Risk (M = 66.05%, SD = 26.77%) and the Low Risk (M = 62.37%, SD = 27.75%)
conditions. The interaction between Reliability Information and Risk was also not significant,
F(1, 72) = 0.04, p = .837, p2 = .001. Figure 31 depicts mean Situational Specificity Scores for
all four experimental groups.

Figure 31. Mean Situational Specificity Scores across all four experimental groups.

To further examine Hypothesis MC1a in more detail, it was important to verify two
specific details regarding participants understanding of the conditions affecting the robot’s
reliability:
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Did more participants assigned to the Complete Information condition than the Minimal
Information condition understand that “a high presence of plastic” affected the robot’s
reliability?
Did more participants assigned to the Complete Information condition than the Minimal
Information condition understand that none of the other conditions affected the robot’s
reliability?
Figure 32 depicts the percentage of participants in the Minimal Information and
Complete Information conditions that said “Yes” when asked if a given condition affected the
Advanced Robot Teammate’s reliability via the Mental Model Questionnaire (see Appendix L).
From this figure, it is evident that more participants in the Complete Information condition
responded “Yes” to plastic affecting the robot’s reliability, and more participants in the Complete
Information condition responded “No” to the remaining nine conditions. This provides evidence
that more participants in the Complete Information condition understood that the Advanced
Robot Teammate’s reliability was affected by plastic and not other conditions.
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Figure 32. Percentage of participants (38 in each Reliability Information group) who believed
each condition affected the Advanced Robot Teammate’s reliability.
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To further evaluate participants’ understanding that plastic did affect the robot’s
reliability, a Pearson’s Chi-squared test was conducted to examine if there was an association
between assigned Reliability Information condition (Minimal Information vs Complete
Information) and correctly identifying that plastic affected the Advanced Robot Teammate’s
reliability. The test was significant, χ2(1, N = 76) = 5.21, p = .022, indicating that there was a
relationship between assigned Reliability Condition and participants understanding that plastic
affected the Advanced Robot Teammate’s reliability (see Table 15).

Table 15. Number of participants responding that plastic affected Advanced Robot Teammate’s
reliability
Does plastic affect reliability?

Minimal
Information

Complete
Information

Total

Yes

29

36

65

No

9

2

11

Total

38

38

76

Finally, the total number of participants who received a perfect situational specificity
score (100%) was compared between the Minimal Information and Complete Information
conditions (see Table 16). None (0 out of 38) of the participants assigned to the Minimal
Information condition received a perfect situational specificity score (i.e., none of the
participants were aware that only plastic affected the Advanced Robot Teammate’s reliability),
and 52.63% (20 out of 38) of the participants in the Complete Information condition received a
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perfect score (i.e., approximately half of participants in the Complete Information condition were
aware that only plastic affected the robot’s reliability).
Table 16. Number of participants with a perfect situational specificity score
Perfect
Situational Specificity Score

Minimal
Information

Complete
Information

Total

Yes

0

20

20

No

38

18

56

Total

38

38

76

Overall, these results support Hypothesis MC1a. Participants provided with information
regarding the specific situations that affected the Advanced Robot Teammate’s reliability had
better situational specificity. In addition, in this study, the manipulation of Risk did not
significantly affect participants’ situational specificity (as noted by the lack of a significant main
effect of Risk or interaction between Reliability Information and Risk).
Hypothesis MC1b
MC1b: Participants provided with complete reliability information develop more
accurate perceptions regarding how often a robot will make mistakes (i.e., have better
perceptual accuracy) than participants provided with minimal reliability information.
Perceptual accuracy was also assessed via the Mental Model Questionnaire (see
Appendix L). A perceptual accuracy score was derived from participants’ reliability ratings for
the 20 situations used in the Mental Model Questionnaire (4 situations involving plastic and 16
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situations not involving plastic). The absolute difference between participants’ reliability rating
and the correct reliability rating (i.e., 90% for the plastic situations and 10% for the non-plastic
situations) were calculated for each item and participants’ average absolute deviation was used
as the measure of Overall Perceptual Accuracy.
To test Hypothesis MC1b, first a 2 x 2 fully between-subjects ANOVA with Reliability
Information condition (Minimal Information vs. Complete Information) and Risk condition (Low
Risk vs. High Risk) as the independent variables and Overall Perceptual Accuracy as the
dependent variable was conducted. There was a significant main effect of Reliability Information
on participants’ Overall Perceptual Accuracy, F(1, 72) = 101.46, p < .001, p2 = .585.
Participants assigned to the Complete Information condition had significantly better Overall
Perceptual Accuracy (M = .08, SD = .13) than participants assigned to the Minimal Information
condition (M = .36, SD = .11). There was not a significant main effect of Risk on participants’
Overall Perceptual Accuracy, F(1, 72) = 0.53, p = .468, p2 = .007. The interaction between
Reliability Information and Risk was also not significant, F(1, 72) = 1.17, p = .282, p2 = .016.
Figure 33 depicts mean Overall Perceptual Accuracy for all four experimental groups.
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Figure 33. Mean Overall Perceptual Accuracy across all four experimental groups.

To further understand specifically how participants in the Minimal Information and
Complete Information conditions differed in their understanding of the Advanced Robot
Teammate’s reliability, an additional analysis was conducted on participants’ raw reliability
ratings for both the plastic situations and the non-plastic situations across the four experimental
conditions.
First, participants’ average reliability ratings were calculated for the four situations from
the MMQ that specifically included “a high presence of plastic” as one of the two conditions
present (Situations 3, 4, 6, and 12). The correct reliability rating for these four situations was
10% (see Appendix L). This meant that average reliability ratings closer to 10% represented a
more accurate perceptual accuracy specific to situations in which plastic was present. Cronbach’s
alpha was calculated on these four situations to confirm they were internally consistent and were
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appropriate to combine into a single measure of participants’ average reliability rating for
situations with plastic. The calculation indicated that there was a high internal consistency
among the four situations (αCronbach’s = .94), and thus, combining them into a single measure was
appropriate.
Next, participants’ average reliability ratings were calculated for the sixteen situations
from the MMQ that specifically did not include “a high presence of plastic” as one of the two
conditions. The correct reliability rating for these sixteen situations was 90% (see Appendix L).
This meant that average reliability ratings closer to 90% represented a more accurate perceptual
accuracy specific to situations in which plastic was not present. Cronbach’s alpha was calculated
on these sixteen situations to confirm they were internally consistent and were appropriate to
combine into a single measure of participants’ average reliability rating for situations without
plastic. The calculation indicated that there was a high internal consistency among the sixteen
situations (αCronbach’s = .97), and thus, combining them into a single measure was appropriate.
Next, a 2 (Reliability Information) x 2 (Risk) x 2 (Situation Type) mixed-model ANOVA
was conducted with Reliability Information (Minimal Information vs Complete Information) and
Risk (Low Risk vs High Risk) as between-subjects variables, Situation Type (Plastic vs No
Plastic) as a within-subject variable, and Average Reliability Rating as the dependent variable.
Specifically, the results of this three-way ANOVA were used to determine two things: (1) Did
reliability ratings for participants in the Complete Information condition significantly differ from
participants’ ratings in the Minimal Information condition (Was there a main effect of Reliability
Information on Reliability Ratings?), and, more importantly, (2) Did reliability ratings for
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participants in the Complete Information condition differ between the plastic and non-plastic
situations while reliability ratings for those in the Minimal Information condition did not differ
between the plastic and non-plastic situations (Was there a two-way interaction between
Reliability Information and Situation Type?).
Results of the three-way mixed model ANOVA indicated there was not a significant
three-way interaction (p > .05). There was a significant two-way interaction between Reliability
Information and Situation Type, F(1, 72) = 258.80, p < .001, p2 = .782. The other two-way
interactions were not significant (p > .05). There was a significant main effect of Reliability
Information, F(1, 72) = 11.87, p = .001, p2 = .142, and a significant main effect of Situation
Type, F(1, 71) = 315.91, p < .001, p2 = .814. There was, however, no significant main effect of
Risk (p > .05). Table 17 summarizes the results of the 2 x 2 x 2 mixed model ANOVA for
reliability ratings and Figure 34 depicts mean reliability ratings by experimental group and
situation type.
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Table 17. Results of three-way ANOVA on reliability ratings

Effect

df

F

p

p2

Reliability Information

1, 72

11.87

.001*

.142

Risk

1, 72

2.07

.155

.028

Situation Type

1, 72

315.91

< .001*

.814

Reliability Information x Risk

1, 72

3.38

.070

.045

Reliability Information x Situation Type

1, 72

258.80

< .001*

.782

Risk x Situation Type

1, 72

0.03

.859

< .001

Reliability Information x Risk x Situation Type

1, 72

0.02

.897

< .001

Note. * p < .05

114

Figure 34. Mean reliability ratings for each experimental group and situation type.

Given that the expected two-way interaction between Reliability Information and
Situation Type was found to be significant, two tests of simple main effects were conducted to
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verify that: a) participants in the Minimal Information condition did not significantly differ in
their reliability ratings for situations with and without plastic, and b) participants reliability
ratings in the Complete Information condition were significantly lower for plastic situations than
for situations without plastic. These tests indicated that there was not a significant difference in
reliability ratings between situations with plastic (M = 52.76, SD = 17.33) and situations without
plastic (M = 56.18, SD = 15.63) for the Minimal Information group, F(1, 72) = 1.42, p = .237,
p2 = .019. There was, however, a significant difference in reliability ratings between the plastic
situations (M = 11.38, SD = 5.09) and the situations without plastic (M = 80.07, SD = 15.72) for
the CI group, F(1, 72) = 573.29, p < .001, p2 = .888. Figure 35 depicts the means for these two
simple main effect tests.

Figure 35. Simple main effects tests of Situation Type on reliability ratings at each level of
Reliability Information.
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Overall, these results support Hypothesis MC1. The manipulation of reliability
information used in this study was effective in creating experimental groups that significantly
differed in terms of their mental model accuracy (both in terms of their situational specificity and
perceptual accuracy). In addition, participants’ reliability ratings in the Complete Information
condition were lower for situations without plastic and higher for situations with plastic. In
comparison, participants in the Minimal Information condition did not differentiate between the
plastic and no plastic situations when rating the robot’s reliability. Finally, the manipulation of
risk used in this study did not significantly affect participants’ mental model accuracy
(situational specificity or perceptual accuracy) or their ratings of the robot’s reliability.
Hypothesis MC2
MC2 (Manipulation Check): Perceived risk is higher when errors on a task result in
more severe consequences (high risk) than when they result in less severe consequences (low
risk).
Hypothesis MC2 was tested to verify that the manipulation of Risk used in this study
caused participants assigned to the High Risk (HR) condition to have a significantly higher
perception of risk relative to the Robot Search task than participants assigned to the Low Risk
(LR) condition.
First, it was important to determine that the five items that were used in the Perceived
Risk Questionnaire to measure perceived risk for each task were internally consistent (i.e.,
reliable). To this end, Cronbach’s alpha was calculated twice on items from the Perceived Risk
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Questionnaire (see Appendix O). The first calculation was performed on the five items pertaining
to the Perimeter Monitoring task (Questions 1 – 5). This calculation found that the five items had
a high level of internal consistency (αCronbach’s = .87). The second calculation was performed on
the five items pertaining to Robot Search task (Questions 6 – 10). This calculation found that the
five items had a high level of internal consistency (αCronbach’s = .92). Overall, the five items used
in the Perceived Risk Questionnaire had a high level of internal consistency for both the PM and
RS tasks. These findings also matched Chancey’s (2016) findings. Chancey (2016) used the
same five perceived risk items, but with a 12-point Likert scale and found that the questionnaire
had a high internal consistency (αCronbach’s = .87).
To test Hypothesis MC2, a 2 (Reliability Information) x 2 (Risk) x 2 (Task) mixed model
ANOVA was used with Reliability Information (Minimal Information vs Complete Information)
and Risk (Low Risk vs High Risk) as between-subjects variables, Task (Perimeter Monitoring
task vs Robot Search task) as a within-subjects variable, and average perceived risk rating as the
dependent variable. The purpose of examining task as an additional variable was to be sure that
the manipulation of risk was effective in causing participants in the High Risk condition to
perceive more risk than the Low Risk condition relative to the Robot Search task only. The risk
manipulation used in this study was intended to only affect participants’ perceptions of risk
relative to missing target objects on the Robot Search task. This meant that perceived risk
should not have been higher between the Low Risk and High Risk conditions when it came to
the Perimeter Monitoring task. Therefore, it was expected that there would be a two-way
interaction between Risk and Task whereby perceived risk was higher for the Robot Search task
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than the Perimeter Monitoring task, but only for participants assigned to the High Risk condition.
No other interactions or effects were expected.
Results of the three-way mixed model ANOVA indicated that there was not a statistically
significant three-way interaction between Risk, Reliability Information, and Task (p > .05).
There was a significant two-way interaction between Risk and Task, F(1, 72) = 12.88, p = .001,
p2 = .152. No other two-way interactions were significant (p > .05). There was a significant
main effect of Task, F(1, 72) = 7.94, p = .006, p2 = .099. There were no other significant main
effects (p > .05). Table 18 summarizes the results of the three-way mixed model ANOVA for
perceived risk ratings and Figure 36 depict the means by experimental group and robot
reliability.

Table 18. Results of three-way ANOVA on perceived risk ratings

Effect

df

F

p

p2

Risk

1, 72

1.22

.273

.017

Reliability Information

1, 72

2.34

.131

.031

Task

1, 72

7.93

.006*

.099

Risk x Reliability Information

1, 72

0.003

.956

< .001

Risk x Task

1, 72

12.88

.001*

.152

Reliability Information x Task

1, 72

3.29

.074

.044

Risk x Reliability Information x Task

1, 72

0.18

.673

.002

Note. * p < .05
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Figure 36. Mean perceived risk ratings for each experimental group and experimental task.
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To further investigate the two-way interaction between Risk and Task, two simple main
effect tests for Risk according to each task (Perimeter Monitoring and Robot Search) were
conducted. These tests indicated that there was not a significant difference in perceived risk
ratings between the High Risk (M = 4.48, SD = 1.09) and Low Risk conditions (M = 4.46, SD =
0.98) for the Perimeter Monitoring task, F(1, 72) = 0.004, p = .947, p2 < .001. There was,
however, a significant difference in perceived risk ratings between the High Risk (M = 4.92, SD
= 1.21) and the Low Risk (M = 4.41, SD = 1.00) conditions for the Robot Search task, F(1, 72) =
4.03, p = .049, p2 = .053. Figure 37 depicts the means for these two simple main effect tests.

Figure 37. Simple main effects tests of Risk on perceived risk ratings for each task (PM and RS).

Overall, these results support Hypothesis MC2. The manipulation of risk used in this
study was effective in creating experimental groups that significantly differed in their
perceptions of risk relative to the Robot Search task. In addition, the manipulation of risk used in
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this study did not significantly affect participants’ perceptions of risk relative to the Perimeter
Monitoring task, and the manipulation of reliability information did not significantly affect
participants’ perceptions of risk.
Hypotheses 1 – 3
H1: Providing complete reliability information (providing exact, situation-specific
reliability information) results in more appropriate reliance on a robot teammate than providing
minimal reliability information (only informing that the system makes mistakes).
H2: A high risk mission (where the cost of mistakes on the robot’s task are high) results
in less appropriate reliance on the robot teammate than a low risk mission (where the cost of
mistakes on the robot’s task are low).
H3: Reliability information moderates the relationship between risk and appropriate,
such that a high risk mission results in less appropriate reliance than a low risk mission, but this
effect is significantly smaller for individuals provided with complete reliability information.
Hypotheses 1 – 3 were concerned with whether the manipulations of Reliability
Information and Risk significantly affected participants’ reliance behaviors when interacting
with the Advanced Robot Teammate. To this end, three behavioral indicators of reliance on the
Advanced Robot Teammate were examined to test Hypotheses 1-3: percentage of reports in
which participants agreed with the robot’s image classification, percentage of reports in which
the MMI was opened, and percentage of reports in which the Full Screw View was used. For the
purposes of these tests, the Advanced Robot Teammate’s reliability was included as a withinsubjects variable due to the robot’s image classification being 10% reliable for half of the reports
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during the Advanced Robot Mission (30 out of 60) and 90% reliable for the other half of the
reports (30 out of 60). The inclusion of this variable allowed for a comparison of participants’
reliance behaviors across reports in which the Advanced Robot Teammate performed very
poorly (i.e., the robot should not be relied on) and performed very well (i.e., the robot should be
relied on). The pattern of participants’ reliance behaviors relative to these two reliability states
were evaluated to test Hypotheses 1-3 regarding appropriate reliance.
Agreement with Robot’s Image Classifications
Arguably the most important aspect of appropriately relying on an automated system that
has decision-making capabilities is relying on its decisions when it is performing well and not
relying on its decisions when it is not performing well. Specific to this study, this pattern of
behavior would be characterized by participants agreeing more often with the Advanced Robot
Teammate’s image classifications when the robot is 90% reliable (i.e., when the robot is
searching buildings in which plastic was not detected), and agreeing less often when the robot is
10% reliable (i.e., when the robot is searching buildings in which plastic has been detected). This
behavior was expected for participants in the Complete Information condition, but not in the
Minimal Information condition (Hypothesis 1). It was also expected that participants would
agree less with the robot in the High Risk condition than in the Low Risk condition (Hypothesis
2). Finally, a moderating effect of Reliability Information on Risk was expected whereby the
effect of Risk on agreement with the Advanced Robot Teammate’s image classifications would
be significantly less for participants in the Complete Information condition than those in the
Minimal Information condition (Hypothesis 3).
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To this end, a 2 (Reliability Information) x 2 (Risk) x 2 (Robot Reliability) mixed-model
ANOVA with Reliability Information (Minimal Information vs Complete Information) and Risk
(Low Risk vs High Risk) as between-subjects variables, Robot Reliability (10% vs 90%) as a
within-subjects variable, and percentage of reports in which participants agreed with the robot’s
image classification (out of 30 reports) as the dependent variable. There was not a significant
three-way interaction found (p > .05). There was a significant two-way interaction between
Reliability Information and Robot Reliability, F(1, 72) = 65.76, p < .001, p2 = .477. No other
two-way interactions were significant (p > .05). There was a significant main effect of Reliability
Information whereby participants in the Minimal Information condition (M = 0.67, SD = 0.11)
agreed more with the Advanced Robot Teammate’s image classifications than participants in the
Complete Information condition (M = 0.60, SD = 0.07), F(1, 72) = 12.72, p = .001, p2 = .150.
There was also a significant main effect of Robot Reliability in which participants agreed more
with the robot when it was 90% reliable (M = 0.78, SD = 0.12) than when it was 10% reliable (M
= 0.49, SD = 0.21), F(1, 72) = 143.22, p < .001, p2 = .665. There was not a significant main
effect of Risk (p > .05). Table 19 summarizes the results of the three-way mixed-model ANOVA
for percent agreement with the Advanced Robot Teammate and Figure 38 depict the means by
experimental group and task.
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Table 19. Results of three-way ANOVA on percent agreement with Advanced Robot Teammate
Effect

df

F

p

p2

Reliability Information

1, 72

12.72

.001*

.150

Risk

1, 72

0.86

.357

.012

Robot Reliability

1, 72

143.22

< .001*

.665

Reliability Information x Risk

1, 72

1.38

.244

.019

Reliability Information x Robot
Reliability

1, 72

65.76

< .001*

.477

Risk x Robot Reliability

1, 72

0.009

.926

< .001

1, 72

< 0.001

.985

< .001

Reliability Information x Risk x Robot
Reliability
Note. * p < .05
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Figure 38. Mean percent agreement for each experimental group and robot reliability.

Based on these initial results, Hypotheses 2 and 3 were not supported. Though the pattern
of results provided some evidence for participants in the High Risk-Minimal Information group
agreeing less with the robot than participants in the Low Risk-Minimal Information group, and
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minimal evidence of a difference in agreement rates between the High Risk-Complete
Information and the Low Risk-Complete Information groups (as expected for Hypothesis 3),
there was not enough evidence to reject the null hypothesis. Thus, there were no significant
interactions involving Risk and there was not a significant main effect for Risk. There was not
enough evidence to support the hypotheses that participants’ assigned risk condition (Low Risk
vs High Risk) significantly affected how often they agreed with the Advanced Robot
Teammate’s image classifications.
In contrast, Hypothesis 1 was supported via the significant two-way interaction between
Reliability Information and Robot Reliability. To further evaluate the differences for this twoway interaction, two simple main effects tests were conducted. The first simple main effect test
examined the difference in percent agreement between the 10% and 90% reports for the Minimal
Information condition. This test indicated that participants in the Minimal Information condition
agreed significantly more with the robot’s image classifications when it was 90% reliable (M =
0.72, SD = 0.10) than when it was 10% reliable (M = 0.63, SD = 0.14), F(1, 72) = 7.44, p = .008,
p2 = .094. The second simple main effect tests examined the difference in percent agreement
between the 10% and 90% reports for the Complete Information condition. This test indicated
that participants in the Complete Information condition agreed significantly more with the
robot’s image classifications when it was 90% reliable (M = 0.84, SD = 0.11) than when it was
10% reliable (M = 0.36, SD = 0.18), F(1, 72) = 201.53, p < .001, p2 = .737. As can be seen in
Figure 39, there was a larger difference in percent agreement between the 10% and 90% reports
for the Complete Information condition than the Minimal Information condition, and the
agreement rates for participants in the Complete Information condition more closely matched the
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Advanced Robot Teammate’s reliability for the reports in which it was 10% and 90% reliable.
Overall, these findings lend further support for Hypothesis H1. Participants in the Complete
Information condition more appropriately relied on the Advanced Robot Teammate’s image
classifications than participants in the Minimal Information condition.

Figure 39. Simple main effects tests of Reliability Information on percent agreement for the 10%
and 90% reports.

Checking MMI in General
The second reliance behavior that was investigated in this study, was the percentage of
reports in which participants checked the MMI in general. Given the Advanced Robot
Teammate’s ability to classify images on its own, participants had the option to not check the
MMI at all. Not checking the MMI did not hinder participants’ ability to respond. For this study,

128

appropriate reliance in terms of checking the MMI was characterized by checking the MMI more
often when the robot was 10% reliable and checking the MMI less often when the robot was
90% reliable. Therefore, it was important to include Robot Reliability as a within-subjects
variable in the analyses of participants’ MMI checking behavior to better understand if reliance
behaviors differed according to the Advanced Robot Teammate’s reliability.
A 2 (Reliability Information) x 2 (Risk) x 2 (Robot Reliability) mixed-model ANOVA
with Reliability Information (Minimal Information vs Complete Information) and Risk (Low
Risk vs High Risk) as between-subjects variables, Robot Reliability (10% vs 90%) as a withinsubjects variable, and percentage of reports (out of 30 reports) in which the MMI was opened as
the dependent variable. Results indicated that there was not a significant three-way interaction (p
> .05). There was a significant two-way interaction between Reliability Information and Robot
Reliability F(1, 72) = 5.08, p = .027, p2 = .066. No other two-way interactions were significant
(p > .05). There was a significant main effect of Robot Reliability, F(1, 72) = 8.23, p = .005, p2
= 0.103, whereby participants checked the MMI more when the Advanced Robot Teammate was
10% reliable (M = 0.90, SD = 0.22) than when it was 90% reliable (M = 0.84, SD = 0.28). No
other significant main effects were detected (p > .05). Table 20 summarizes the results of the
three-way mixed-model ANOVA for percentage of reports the MMI was opened and Figure 40
depicts the means by experimental group and robot reliability.
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Table 20. Results of three-way ANOVA on percentage of reports the MMI was opened
Effect

df

F

p

p2

Reliability Information

1, 72

1.75

.190

.024

Risk

1, 72

0.71

.401

.010

Robot Reliability

1, 72

8.23

.005*

.103

Reliability Information x Risk

1, 72

2.96

.090

.040

Reliability Information x Robot
Reliability

1, 72

5.08

.027*

.066

Risk x Robot Reliability

1, 72

1.32

.255

.018

1, 72

0.89

.349

.012

Reliability Information x Risk x Robot
Reliability
Note. * p < .05
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Figure 40. Mean percentage of reports MMI was opened for each experimental group and robot
reliability.
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Based on these initial results, Hypotheses 2 and 3 were not supported. Though the pattern
of results indicated that participants in the High Risk-Minimal Information condition checked the
MMI more often than participants in the Low Risk-Minimal Information condition, there was not
enough evidence to reject the null hypothesis. There were no significant interactions involving
Risk and there was not a significant main effect for Risk. There was not enough evidence to
support the hypotheses that participants’ assigned risk condition (Low vs High Risk)
significantly affected how often they checked the MMI to review reports from the robot.
In contrast, Hypothesis 1 was supported via the significant two-way interaction between
Reliability Information and Robot Reliability. To further evaluate the differences for this twoway interaction, two simple main effects tests were conducted. The first simple main effect test
examined the difference in percentage of reports the MMI was opened between the 10% and
90% reports for the Minimal Information condition. This test indicated that participants in the
Minimal Information condition did not significantly differ in how often they opened the MMI
when the robot was 10% reliable (M = 0.91, SD = 0.21) than when the robot was 90% reliable
(M = 0.90, SD = 0.22), F(1, 72) = 0.19, p = .665, p2 = .003. The second simple main effect test
examined the difference in percentage of reports the MMI was opened between the 10% and
90% reports for the Complete Information condition. This test indicated that participants in the
Complete Information condition checked the MMI significantly more often when the robot was
10% reliable (M = 0.89, SD = 0.23) than when it was 90% reliable (M = 0.78, SD = 0.33), F(1,
72) = 13.12, p = .001, p2 = .154. As can be seen in Figure 41, there was no discernible
difference in times the MMI was opened between the 10% and 90% reports for the Minimal
Information condition, but there was for the Complete Information condition.
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Figure 41. Simple main effects tests of Reliability Information on percent of reports the MMI
was opened for the 10% and 90% reports.

The pattern of results of MMI checking for the Complete Information condition matched
what was expected under appropriate reliance whereas the pattern of results for the Minimal
Information condition did not. Appropriate reliance in this study was indicated by checking the
MMI more often when the robot was 10% reliable (performing poorly) and checking the MMI
less often when the robot was 90% reliable (performing well). Participants in the Minimal
Information condition did not shift their checking behavior according to the robot’s reliability
whereas participants in the Complete Information condition did shift their checking behavior
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(i.e., checked less when it was more reliable). Overall, these findings lend further support for
Hypothesis H1 as it relates to participants checking the MMI.
Usage of the Full Screen View
The final reliance behavior that was investigated in this study, was the percentage of
reports in which participants used the Full Screen View. Participants who opened the MMI had
the option to utilize the Full Screen View to increase the size of the image being reviewed. This
increased image size came at the cost of image review time due to it taking three seconds for the
image to re-size. For the purposes of this study, getting a closer look at each image was
indicative of a lack of reliance on the robot due to the participant wanting to be sure they were
appropriately classifying each image. Thus, appropriate reliance was characterized by
participants not using the Full Screen View as often when the robot was 90% reliable and using
it more often when the robot was 10% reliable. Once again, Robot Reliability was included as a
within-subjects variable in analyses of participants’ Full Screen viewing behavior to test whether
participants behavior differed depending upon the robot’s reliability.
A 2 (Reliability Information) x 2 (Risk) x 2 (Robot Reliability) mixed-model ANOVA
with Reliability Information (Minimal Information vs Complete Information) and Risk (Low
Risk vs High Risk) as between-subjects variables, Robot Reliability (10% vs 90%) as a withinsubjects variable, and percentage of reports in which the MMI’s Full Screen View was used as
the dependent variable. No significant interactions or main effects were found (p > .05). Table 21
summarizes the results of the three-way mixed-model ANOVA for percentage of reports the Full
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Screen View was used, and Figure 42 depicts the means and standard deviations by experimental
group and robot reliability.

Table 21. Results of three-way ANOVA on percentage of reports Full Screen was used
Effect

df

F

p

p2

Reliability Information

1, 72

3.59

.062

.047

Risk

1, 72

0.75

.391

.010

Robot Reliability

1, 72

2.75

.099

.037

Reliability Information x Risk

1, 72

0.89

.349

.012

Reliability Information x Robot
Reliability

1, 72

2.50

.118

.034

Risk x Robot Reliability

1, 72

0.35

.559

.005

1, 72

0.002

.964

< .001

Reliability Information x Risk x Robot
Reliability
Note. * p < .05
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Figure 42. Mean percentage of reports Full Screen was used for each experimental group and
robot reliability.

Though the pattern of results for participants’ Full Screen viewing behavior looked
similar to their MMI checking behavior, there was not enough evidence to reject the null
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hypotheses. Therefore, results of the mixed-model ANOVA did not support Hypotheses 1, 2 or 3
when it came to participants’ usage of the MMI’s Full Screen View. Given this, no further
statistical tests were conducted on how often participants used the Full Screen View.
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CHAPTER FIVE: DISCUSSION
The purpose of this study was to investigate the influence that reliability information (i.e.,
information regarding how well a robot will perform) and risk (i.e., the consequences of mistakes
made on a task) have on how human teammates rely on an autonomous robot teammate. These
relationships were examined specifically within the context of a teaming situation in which each
team member (human teammate and robot teammate) was responsible for their own individual
tasks, and the human could monitor and/or intervene in the robot’s task. Of interest was how
providing a human teammate with complete reliability information (everything there is to know
about the robot teammate’s reliability) and increased risk (relative to the robot teammate’s task)
would influence the appropriateness of the human teammate’s reliance on their robot teammate.
Ideally, the introduction of a robot with more autonomous capabilities (such as improved
sensing, navigation, and/or decision-making) into a human-robot teaming situation should
produce clear benefits over usage of less autonomous robots that require more extensive
monitoring (or direct teleoperation). Thus, the intent of this research was to better understand
how these factors might influence human team members’ interactions with such a robot
teammate.
To this end, it was hypothesized that individuals provided with situation-specific
reliability information about a robot teammate (as opposed to individuals not provided with this
information) would develop a more accurate mental model regarding the robot teammate’s
reliability (Hypothesis MC1). It was further hypothesized that this information would be used to
more appropriately rely on the robot’s decisions (Hypothesis H1). Both hypotheses (MC1 and
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H1) were supported indicating there is a distinct benefit to providing situation-specific reliability
information to human team members before they interact with an autonomous, robot teammate.
It was also hypothesized that increased consequences relative to a robot teammate’s task
would cause human team members to perceive there to be a higher risk for mistakes made on the
robot’s task (Hypothesis MC2). Furthermore, it was hypothesized that higher perceptions of risk
would cause human team members to rely less on the robot teammate’s decisions, and thus, rely
less appropriately (Hypothesis H2). This relationship was expected to be more pronounced for
individuals who did not receive situation-specific reliability information than for those who did
(Hypothesis H3). Though, participants in the current study did perceive the consequences to be
higher when assigned to a high risk condition (MC2 was supported), there was not enough
evidence to indicate that increased risk affected their reliance on the robot teammate (H2 and H3
were not supported), even though the pattern of means was in the expected direction.
Hypothesis 1: Effect of Reliability Information on Appropriate Reliance
Summary of Results
Hypothesis 1 served to confirm that individuals provided with complete information
regarding an automated system’s reliability rely in a more appropriate manner than individuals
provided with minimal information. This result was expected to occur because (a) the provided
information would help these individuals develop a more accurate mental model of the robot
teammate’s reliability (both in terms of situational specificity and perceptual accuracy), and (b)
these individuals would utilize their mental model to inform their reliance decisions and
interactions when working with the robot teammate.
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To this end, three behavioral, reliance indicators were measured and examined to test
Hypothesis 1: agreement rates, general MMI usage, and Full Screen usage. In this study,
participants who were provided with complete reliability information were expected to adjust
how often they agreed with the robot teammate, how often they checked the MMI, and how often
they used the Full Screen view based on the robot teammate’s current reliability (which varied
from building to building). Specifically, they were expected to agree more with the robot when it
was 90% reliable and less when it was 10% reliable. They were also expected to utilize the visual
display of the MMI less (both in terms of checking the MMI in general and using the Full Screen
view) when the robot was 90% reliable and view the display more when the robot was 10%
reliable. These shifts in reliance were expected for participants in the Complete Information
condition only and not for participants in the Minimal Information condition.
It was found that individuals provided with complete reliability information did in fact
adjust how often they relied on the robot teammate depending upon its current reliability state.
Furthermore, these shifts in reliance were in the appropriate, and hypothesized, direction (more
reliance when the robot was 90% reliable and less when it was 10% reliable), and these shifts
were much more substantial for participants in the Complete Information condition than those
seen for participants in the Minimal Information condition. Individuals with complete reliability
information agreed more with the robot teammate when it was 90% reliable and agreed less with
it when it was 10% reliable. These individuals also checked the MMI more often when the robot
was 10% reliable than when it was 90% reliable. There were no significant differences, however,
in participants’ Full Screen viewing behavior.
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Although there was a significant difference in agreement rates between the 10% and 90%
reliability states for participants in the Minimal Information condition (Mean90% = 72%, Mean10%
= 63%, Mean difference = 9%), this difference was much less pronounced than the difference
seen in the Complete Information condition (Mean90% = 84%, Mean10% = 36%, Mean difference
= 48%). Participants’ agreement rates in the Complete Information condition were also much
closer to the robot’s current reliability state (10% or 90%) than those in the Minimal Information
condition. Finally, participants in the Minimal Information condition did not significantly shift
their reliance behaviors when it came to their usage of the MMI (in general and in terms of using
the Full Screen View).
Discussion
The results of this research support previous research that has found there is a benefit to
providing information regarding an automated system’s reliability prior to interactions with the
system (Bagheri & Jamieson, 2004; Dzindolet et al., 2003; Masalonis, 2000). Specifically,
providing information about when an automated system is expected to perform well (or poorly)
helps individuals to adjust their reliance on said system as appropriate for specific situations
(Bagheri & Jamieson, 2004, Bass et al., 2013, van de Brule et al., 2016). This notion has been
supported by research both in terms of (a) information provided prior to interactions (during
training) (as indicated by the results of the current study and Bagheri & Jamieson’s, 2004
findings), and (b) the system directly informing individuals of when it is in a compromised state
(or about to enter one) (as indicated by the results of Bass et al., 2013, and van de Brule et al.,
2016). Overall, this research provides additional support for the notion that it is important to
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provide individuals with information regarding an automated system’s performance and (if
known) any factors that may influence its performance (whether this information be conveyed
through training, system design, or a combination of the two approaches). This information is
essential for helping individuals develop an accurate mental model of system performance,
which in turn, can then be utilized to more appropriately rely on said systems.
In terms of the lack of significant effects found for participants’ Full Screen usage, the
data did provide some evidence that participants in the Complete Information condition used the
Full Screen View less (Mean = 29.7%) than participants in the Minimal Information condition
(Mean = 46.4%). This difference was not significant (p = .062), but it may indicate that
participants in the Complete Information condition did not feel the need to use the Full Screen
view as often as participants in the Minimal Information condition. This could have been due to
participants in the Complete Information condition feeling more confident in coming to a final
decision (agreeing or disagreeing with the robot) without needing to review the image in a larger
size.
A possible explanation for why there were no significant effects found for the Full Screen
usage is that there was too much extreme variation seen in its usage among participants. To this
end, I reviewed how many participants chose to use the Full Screen View at least once across
each experimental group and condition. Table 22 provides a breakdown of the total number of
participants in each group who used the Full Screen view (i.e., it was used for one or more of the
60 reports). Participants who chose not to use the Full Screen view at all would have a 0% usage
rate whereas other participants who chose to use it in some capacity did not have their usage rate
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“locked.” As can be seen in Table 22, 17 of the 76 participants never used the Full Screen mode
during the Advanced Robot Mission.
Table 22. Total Number of Participants Who Used the Full Screen View
Used Full
Screen
View

Overall

LR-MI

HR-MI

MI (Total)

LR-CI

HR-CI

CI (Total)

Yes

59

17

17

34

12

13

25

No

17

2

2

4

7

6

13

Total

76

19

19

38

19

19

38

Note. LR-MI = Low Risk-Minimal Information, HR-MI = High Risk-Minimal Information, LR-CI = Low Risk-Complete Information, HR-CI =
High Risk-Complete Information.

Finally, review of participants’ responses to the Post Mission Questionnaire indicated that
a major reason for participants choosing not to use the Full Screen View was because of the 3second delay imposed when using this view. 64 out of 76 participants in the final sample
responded to the question, “12. Overall, did you find the Full Screen mode/view of the
multimodal interface to be useful?” Of these 64 participants, 17 responded “No” (i.e., they did
not find the Full Screen View useful) and 15 of these participants stated that the reason they did
not find it useful was because of how long it took to re-size each image. The decision to impose a
3-second delay when using the Full Screen View was made with the goal of producing a tangible
cost to participants using it, so it is promising to have evidence that the 3-second delay was a
major contributor to participants’ decision to use (or not use) the Full Screen View.
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Hypotheses 2 & 3: Effect of Risk on Appropriate Reliance
Summary of Results
Hypotheses 2 and 3 were intended to evaluate whether increased costs (negative
consequences) relative to mistakes made on a robot teammate’s task would cause human team
members to reduce their reliance on its decisions and review the images it is evaluating more
often. This pattern of behavior was expected to reduce the appropriateness of human team
members reliance by shifting their reliance towards a pattern of disuse. However, it was expected
that this shift in reliance would be much greater for individuals who did not have an accurate
mental model of their robot teammate’s reliability (Minimal Information condition) than for
individuals who did have an accurate mental model (Complete Information condition). Overall,
although the pattern of results appeared to reflect less reliance on the robot teammate when risk
was higher (especially for participants in the Minimal Information condition), none of these
relationships were statistically significant.
Discussion
Though both Hypothesis 2 and 3 did not have enough support to conclude there were
effects of risk on appropriate reliance, it is interesting to note that the pattern of means was in the
expected direction for all three behavioral reliance indicators. That is, across agreement rates,
general MMI usage, and Full Screen usage, data for participants in the High Risk-Minimal
Information condition appeared to indicate increased disuse when compared to data for
participants in the Low Risk-Minimal Information condition. Furthermore, no such differences
were readily visible between the data for participants in the High Risk-Complete Information and

144

Low Risk-Complete Information conditions. Participants in the High Risk-Minimal Information
condition appeared to agree less with the robot, check the MMI more often, and use the Full
Screen View more often, than participants in the Low Risk-Minimal Information condition. This
same pattern of results was completely absent for the Low Risk-Complete Information and High
Risk-Complete Information conditions (i.e., participants reliance behaviors across the low and
high-risk conditions were similar for participants in the Complete Information condition).
The most likely explanation for the lack of significant effects for risk on appropriate
reliance is due to the strength of the risk manipulation chosen for this study. Though the
manipulation of risk did produce significantly higher perceptions of risk (relative to the negative
consequences occurring for mistakes made on the robot’s task), these effects were small (p2 =
.152 for the Interaction between Risk and Task; p2 = .053 for the simple main effect of Risk for
the Robot Search task) in comparison to the effects found for the manipulation of reliability
information on participants’ perceptual accuracy and reliability ratings (p2 = .585 for Main
Effect of Reliability Information on overall perceptual accuracy; p2 = .782 for Interaction
between Reliability Information and Situation Type on reliability ratings). Furthermore, the
effect sizes for the effects of risk on the three reliance indicators measured in this study were
small (partial eta-squared effect sizes were .04 or smaller for all three reliance indicators).
Overall, it is likely that the manipulation of risk used in this study may not have been strong
enough to substantially influence participants’ decisions and interactions with the robot
teammate.
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Prior research that was successful in producing significant effects of risk (relative to
increased consequences of mistakes made on a task) and reliance on an automated system had
much larger effect sizes (Ezer et al., 2008; Satterfield et al., 2017). Of interest, is how the
manipulations of risk implemented in these studies differed from the one utilized in the current
research. To manipulate risk, most of those studies implemented an objective, performance
consequence that was immediately applicable and relevant to the participants in those studies
(e.g., points lost for mistakes or money lost for poor performance).
For example, Ezer et al. (2008) manipulated risk by way of the cost of mistakes made on
a circle estimation task that was completed with the assistance of an automated aid. Participants
were tasked with counting the number of circles displayed before they disappeared, and then
responding with the total number they saw. An automated aid provided its assessment of the total
number of circles, and thus, reliance was measured as how often participants used the same total
provided by the automated aid. Ezer et al. (2008) found that there was a significant main effect
of cost of error on participants’ reliance (p < .01, 2 = .95) and a significant interaction between
participants age and the cost of errors (p = .03, 2 = .10) whereby participants reduced their
reliance on the automated system’s suggestions when there were more points lost for incorrect
circle counts, but this effect was more pronounced for young adults than older adults. These
results were likely due to the immediate nature of the consequences that occurred for mistakes
made on the task that was shared with the automated system. A mistake made on each individual
trial resulted in points lost which could be immediately experienced by participants and
perceived as affecting them.
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As another example, Satterfield et al. (2017) conducted a study in which participants
were provided with $50 (actual monetary compensation was used) before beginning a mission
with an automated aid. Participants were assigned to either a low risk condition or a high risk
condition. In the low risk condition, participants lost $10 if the team performed poorly on the
mission. In contrast, participants in the high risk condition lost $40 if the team performed poorly.
Reliance in this study was measured as the number of time participants interfered in the area
being managed by the automated aid (e.g., operating within the area handled by the automation).
Satterfield et al. (2017) found a significant effect of risk on participants reliance on the
automated aid whereby participants in the high risk condition relied less on the automated aid
than participants in the low risk condition (p < .05, d = .80).
Taken together, both Ezer et al. (2008) and Satterfield et al. (2017) manipulated risk by
way of negative consequences that were (a) relevant to the participants, and (b) actually
experienced by participants. In contrast, the manipulation used in the current study expected
participants to imagine that they were a Soldier told about the specific consequences that would
occur for mistakes made on the Robot Search task. Despite participants perceiving missing bomb
materials as higher risk than missing illegal drugs (Hypothesis MC2), participants may not have
felt that these consequences mattered to them or their performance given that the consequences
would not actually occur for mistakes made on the Robot Search task.
Overall, it is believed that the manipulation of risk used in this study was ineffective due
to its lack of relevance to participants (in terms of direct applicability to them). Despite there
being no significant effects found for risk on appropriate reliance, it is promising that the data
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trends matched what was hypothesized for H2 and H3. This is encouraging for the notion that
increased consequences relative to an automated systems’ task are likely to shift human team
members towards more disuse of said automated system, and that this effect may be reduced by
providing human team members with information that helps them develop a more accurate
understanding of the robot teammate’s reliability.
Limitations and Suggestions for Future Research
Limitations of the current research are important to address to inform future research
intended to examine risk and/or reliability information in relation to reliance on an automated
system. Two such limitations are discussed below.
Manipulation of Risk
As mentioned previously, one limitation of the current research was the use of “story
telling” as the mechanism in which risk was manipulated because this may have resulted in the
non-significant effects of risk found in this study. “Story telling” was chosen as the mechanism
for manipulating risk in this study because it was believed to provide the most realistic
representation of the types of consequences that might be encountered by a Soldier performing a
cordon and search mission in a real-world setting. The selection of “illegal drugs” for the Low
Risk condition and “bomb materials” for the High Risk condition was made with careful
consideration to: (a) What type of items would a military team be reasonably searching for when
conducting a cordon and search operation?, and (b) How can these items be placed as far apart
on the spectrum of risk (i.e., lower perceived negative consequences and higher perceived
negative consequences)? It is believed that the selection of illegal drugs and bomb materials was
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a reasonable choice in terms of manipulating negative consequences via “storytelling,” however,
the lack of strength of the manipulation in influencing participants’ actual reliance behavior is
expected to be due to the lack of direct applicability of the consequences to participants in this
study. The consequences described for mistakes made on each task would not actually occur, and
thus, there was no true risk to anyone should mistakes be made on either the Perimeter
Monitoring or Robot Search task.
In general, it is suggested that future research investigating the effect of risk on reliance
in automated systems use point-based costs (e.g., more points lost for mistakes made) or
monetary costs (e.g., more money lost/not earned for poor performance) as those have been
shown to be effective in previous research (Ezer et al., 2008; Satterfield et al., 2017). Despite
these costs not necessarily relating to a real-world consequence that is specific to the applied
context participants are being placed in, these costs are relevant and directly applicable to
participants. If the goal of the research is to understand the phenomenon of negative
consequences and how they influence reliance on an automated system, then it is more important
to ensure participants believe the consequences will actually occur.
Reliability Information, Practice, and Mental Model Accuracy
Though the manipulation of reliability information was effective in helping more
participants in the Complete Information condition develop an accurate mental model regarding
the robot teammates’ reliability than participants in the Minimal Condition, it was surprising how
many participants in the Complete Information condition did not obtain a perfect situational
specificity score and/or a perceptual accuracy score. It was expected beforehand that all
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participants in the Complete Information condition would score perfectly on these mental model
measures due to the information provided in the training slides and their experiences practicing
with the robot during Practice Trials 4 and 5. This is concerning primarily because ideally all
individuals provided with the same information and experiencing the same interactions with a
robot, should develop a similar mental model.
One reason this may have occurred is because the Mental Model Questionnaire was
administered after participants had completed two practice trials with the Advanced Robot
Teammate (one building with plastic [10% reliable] and one building without plastic [90%]
reliable). The MMQ was administered after participants completed these two practice trials (as
opposed to immediately after the training slides regarding the robot’s reliability) to give
participants in both conditions (Minimal Information and Complete Information) the chance to
further develop their mental model of its reliability. It was expected this practice would support
the information that participants in the Complete Information condition were given in the
training slides and, thus, strengthen their confidence in the information they received. This
assumption may not have held true for all participants. Instead, some participants may have
shifted their mental model away from what was presented in the training slides during the two
practice trials. This is likely due to participants’ experience with the robot teammate not
matching what they expected based on the training slides.
Despite participants in the Complete Information condition being informed explicitly
(both in the training slides and by the experimenter) how reliable the robot would be during each
practice trial, they may have felt that the robot was more (or less) reliable during each practice
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trial than they were told. For example, despite the robot correctly classifying 9 out of the 10
images in Practice Trial 5 (90% reliable trial), some participants may have believed the robot
was wrong more often than they were told. Some participants may also have believed that the
robot correctly classified more than 1 out of 10 of the images in Practice Trial 4 (10% reliable
trial). A review of the total number of participants in each group that received a perfect
perceptual accuracy score for the plastic situations (4 situations) and the non-plastic situations
(16 situations) provides evidence that this may have occurred (see Tables 23 and 24). Of interest
are the total number of participants who did not receive a perfect score in the Complete
Information condition. Table 23 shows that seven participants’ reliability ratings in the
Complete Information condition were outside of the correct 10% rating for plastic situations.
Furthermore, Table 24 shows that sixteen participants’ reliability ratings in the Complete
Information condition were outside of the correct 90% rating for the non-plastic situations.

Table 23. Total Number of Participants Who Obtained a Perfect Perceptual Accuracy Score for
Plastic Situations
Perfect PA
Score

Overall

LR-MI

HR-MI

MI (Total)

LR-CI

HR-CI

CI (Total)

Yes

32

1

0

1

18

13

31

No

44

18

19

37

1

6

7

Total

76

19

19

38

19

19

38

Note. LR-MI = Low Risk-Minimal Information, HR-MI = High Risk-Minimal Information, LR-CI = Low Risk-Complete Information, HR-CI =
High Risk-Complete Information.
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Table 24. Total Number of Participants Who Obtained a Perfect Perceptual Accuracy Score for
Non-Plastic Situations
Perfect PA
Score

Overall

LR-MI

HR-MI

MI (Total)

LR-CI

HR-CI

CI (Total)

Yes

22

0

0

0

12

10

22

No

54

19

19

38

7

9

16

Total

76

19

19

38

19

19

38

Note. LR-MI = Low Risk-Minimal Information, HR-MI = High Risk-Minimal Information, LR-CI = Low Risk-Complete Information, HR-CI =
High Risk-Complete Information.

Taken together, this data indicates that a portion of participants in the Complete
Information condition had an inaccurate understanding of how reliable the robot was in plastic
situations and/or non-plastic situations. Furthermore, participants in the Complete Information
condition were more likely to have an inaccurate understanding of the robot’s reliability for the
non-plastic situations (90% reliable) than the plastic situations (10% reliable). Of interest, is why
exactly this occurred and what could have been done differently to avoid these discrepancies?
One possible explanation for participants not accurately understanding how well the
robot performed during each practice trial is that no performance feedback was provided.
Without feedback, participants could only rely on their own perceptions of what they felt they
saw (or didn’t see) in each image and what the robot said. Participants that completed a practice
trial and ended it believing the robot was better (or worse) than they were expecting, may have
been able to reconcile this mismatched expectation if feedback was provided.
In terms of the discrepancy whereby more participants had an inaccurate understanding
of the robot’s reliability for non-plastic situations, this may have been due to participants being
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required to perform both the PM and RS tasks simultaneously during Practice Trial 5 (90%
reliable) whereas they only had to perform the RS task during Practice Trial 4 (10% reliable).
Performing both the PM and the RS tasks together, granted participants less time for review of
the images sent by the robot teammate, and thus, less time to evaluate the accuracy of the robot’s
classifications. This lack of time to fully dedicate to reviewing the images sent by the robot may
have exacerbated the already difficult task of reviewing images and assessing if the robot’s
classification was accurate or not.
So, what could have been implemented to increase the likelihood that more participants
would have developed the intended mental model? One suggestion for future research focused
on using information to build an accurate mental model of an automated systems’ reliability is to
be sure that practice trials intended to familiarize participants with the robot should provide
explicit feedback on how well the automation performed. This ideally could be provided
immediately following each trial (e.g., immediately after an image was reviewed) or at the end of
a given trial if immediate feedback is not possible (e.g., after the trial is complete, show
participants the images reviewed and how accurate the automation was). This feedback should
help participants better understand exactly how well the automation performed instead of
assuming they will correctly assess its performance on their own. Future research could also
include a manipulation of feedback (e.g., no feedback, overall feedback, or trial-based feedback)
to better understand how this feedback may help (or harm) mental model accuracy. This
suggestion is in line with prior research that has demonstrated the benefits of providing feedback
regarding a robot system’s performance (Chen, Barnes, & Harper-Sciarini, 2010; Hoffman et al.,
2009).
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Another suggestion is to ensure that practice trials intended to familiarize participants
with automated system reliability remove all other distracting elements. In the current study,
participants in Practice Trial 5 completed both the PM and RS tasks together to reduce the total
study time. Though, this decision did reduce the total study time (the study time was 2.5 hours in
total), it likely made it difficult for participants to focus on evaluating for themselves how
accurate the robot’s classifications were. Practice trials focused exclusively on reviewing how
well an automated system performs are expected to produce a more accurate mental model than
trials that expect participants to complete multiple tasks simultaneously.
Reliability Levels
Although the results of this research provide evidence of the benefits of improving
mental model accuracy to ensure appropriate reliance, these results are most directly relevant to
situations in which an automated system’s (or robot teammate’s) performance is either
substantially better or substantially worse than the human teammate’s performance without
assistance from the automation. The parameters of the Robot Search task used in this study were
specifically designed to ensure that overall performance on this task would fall between 10%
(very poor performance) and 90% (very good performance) when attempting to perform the task
without the automated classification of the Advanced Robot Teammate. For example, pilot
testing was conducted to ensure that the images reviewed by participants were not too easy or too
hard to classify. In addition, pilot testing was conducted to identify a response window (10
seconds) that was not too long or too short. This pilot testing was necessary to ensure
participants’ overall performance fell between 10% and 90%.
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Evidence of the effectiveness of this approach comes from participants’ performance on
the Robot Search task for the Baseline Mission. Across the 76 participants included in the final
sample, mean overall performance (i.e., percentage of reports correctly classified [out of 30 total
reports]) was 64.30% (SD = 11.94%). Furthermore, across the 76 participants, overall
performance on the Robot Search task during the Baseline Mission ranged from 30% to 86.67%.
Taken together, this indicates that all 76 participants performed better than the Advanced Robot
Teammate when it was 10% reliable (performing very poorly), and all 76 participants performed
worse than the Advanced Robot Teammate when it was 90% reliable (performing very well). It
may be that the effects found in this study were in part due to the extreme reliability levels
chosen and may not readily generalize to systems with less extreme reliability levels (e.g., 80%
reliable vs. 20% reliable, or 70% reliable vs. 30% reliable). Future research should utilize
different reliability levels and vary the difficulty of the task performed by the automated system
to examine how these factors may also influence the relationships examined in this study.
Implications and Conclusion
Theoretical Implications
To the author’s knowledge, this study is the first to manipulate both reliability
information and risk together to examine their individual, and interactive effects, on appropriate
reliance in an automated system. Though previous studies have examined reliability information
(e.g., Bagheri & Jamieson, 2004; Barg-Walkow & Rogers, 2016; Cassidy, 2009) and risk (e.g.,
Chancey et al., 2017; Ezer et al., 2008; Satterfield et al., 2017) in isolation, none of those studies
investigated the potential interaction between these two constructs (see also Table 1). This study
examined these two constructs together to establish if having a more accurate mental model of an
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automated system’s reliability mitigates automation disuse (i.e., under reliance) in high risk
situations (Hypothesis 3). Despite there not being enough evidence to support Hypothesis 3, it is
promising that the patterns of means were in the expected directions (i.e., matched the proposed
theory). These results provide a unique contribution to theories regarding the relationship
between risk and human reliance on automated systems. Future research utilizing a stronger risk
manipulation is needed to further explicate the relationships and theory examined in this study.
In addition, the results of this research provide additional support for the positive
relationship between perceptions of automation performance and reliance on automation as
recognized in theories of automation use (e.g., the Framework of Automation Use proposed by
Dzindolet et al., 2001). Participants’ reliance in the current study could be predicted from their
perceptions of the robot teammate’s reliability. For example, participants in the Complete
Information condition relied more when they believed the robot to be more reliable, and less
when they believed it to be less reliable.
It should be noted, however, that there have been conflicting findings regarding the
relationship between perceptions of reliability and reliance whereby some studies have found
that perceptions of reliability did not predict reliance on automation (Barg-Walkow & Rogers,
2016) and others have found that they did (Merritt et al., 2015). What might explain these
discrepant findings? It may be that an individual’s decision to rely on an automated system is not
based solely on their perception of the automation’s reliability when performing a task. It may be
that people consider the perceived reliability of the automation relative to their perception of
their own abilities in performing the same task. In other words, if a system is perceived to be
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90% reliable, and the individual perceives themselves to be less reliable, then reliance is likely to
occur. In contrast, if the individual perceives themselves to be more reliable, then reliance is
unlikely to occur. This comparison process was called perceived utility in Dzindolet et al.’s
(2001) Framework for Automation Use.
In the current study, participants completed an initial mission (the Baseline Mission) that
required them to complete both the PM and RS tasks without the assistance of the automatic
classification provided by the Advanced Robot Teammate. This decision was intentionally made
to allow participants to understand how well they could reasonably perform both tasks without
any additional assistance. The Baseline Mission and the Advanced Robot Missions in this study
were specifically designed to be very hard to perform well by including a combination of easy,
medium, and difficult images. Furthermore, reliability levels of 90% and 10% were chosen to
ensure that the majority of participants in the Complete Information condition would believe that
the robot would perform much better than them when it was in the 90% reliability state and
much worse than them when it was in the 10% reliability state. Taken together, I believe that the
strong relationship found in this study between the Complete Information participants’
perceptions of the robot’s reliability and their reliance on its decision can be explained by those
participants perceiving themselves to be better and worse than the robot as intended.
Future research should further examine the relationship between perceptions of system
reliability and reliance by measuring both participants’ perception of the automated system’s
reliability and participants’ perception of their own abilities in relation to the automation (e.g.,
“Do you feel you will perform better at the task than the automated system?”).
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Practical Implications
The results of this research also have implications for training human team members that
will be working with automated systems such as robots. Individuals who will be working with an
autonomous system should be provided information that details as accurately as possible how
well the system performs and in which situations (if any) the system’s performance suffers.
Ideally, this information should be as accurate as possible (e.g., come from extensive testing of
the system in a variety of situations) to ensure the human team member’s mental model
accurately reflects the system’s abilities, which in turn, will help them to rely on the system in an
appropriate manner.
In addition, when human team members are given the opportunity to practice with
autonomous robot teammates, it is suggested that practice sessions include direct performance
feedback that highlights how well the robot performed. Feedback is an important mechanism by
which people can be made aware of how well the team as a whole and each individual team
member (including robots) performed. Without proper feedback, there is a chance that robot
performance will not be interpreted as matching what occurred. Practice sessions should always
be implemented in a manner that will help strengthen the information provided during training
about the automated system’s reliability.
A major challenge with shifting military robots from tools to teammates will be finding
ways we can address the following question: How can we ensure humans will rely appropriately
on autonomous robot teammates in high risk situations? Though, there were no significant
effects of risk on appropriate reliance in the current study, the pattern of results indicated that
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providing situation-specific reliability information may help curb disuse of automation in high
risk situations. This is promising as it provides further support for the benefit of helping human
team members develop as accurate a mental model as possible.
Conclusion
Advancements in autonomy will continue to extend the capabilities of robots which in
turn will alter the human-robot interaction paradigms seen today. As autonomy increases, it is
expected that interactions with robots will become similar to interactions with human team
members. Heads-down, continuous monitoring of ground robots with limited autonomy is
expected to shift to occasional checking and monitoring of robot team members when
appropriate. For this to be achieved, it will be of critical importance that human team members
have a well-rounded understanding of their robot teammates’ abilities and the factors (if any)
influencing their performance. This understanding should facilitate appropriate reliance on
autonomous robot teammates, though, consideration should be made for how perceptions of risk
may influence the relationship between human and robot teammates.
This dissertation built upon prior research supporting the notion that humans provided
with information about an automated system’s reliability develop a more accurate understanding
the system’s reliability. This research found that a more accurate mental model was generated by
individuals who were provided with situation-specific reliability information. This improved
mental model accuracy in turn helped these individuals to more appropriately rely on an
autonomous robot teammate. Furthermore, this research also attempted to establish that
increased consequences for mistakes made on a robot’s task would cause individuals to disuse
the robot and rely less on its decisions (with this effect being more pronounced for individuals
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with a substantially inaccurate mental model). Despite the current study not producing
significant evidence of these effects, the pattern of results was in the hypothesized direction
which is promising for future research that utilizes a stronger manipulation of risk.
One of the main goals of this dissertation was to answer the following question: Does
having a more accurate mental model of a robot teammate serves as an “antidote” to the disuse
that typically occurs when humans interact with automated systems in high risk situations?
Although the results of this research did not conclusively answer this question, designers of
robots and those in charge of developing procedures for their use robots can utilize these results
to enhance human interactions with autonomous robots. Specifically, it is suggested that there
should be a focus on including system transparency in the design of robots and clarifying robot
internal functioning and limitations in documentation and training materials. In addition, efforts
should be made to identify how situational conditions may affect the reliability of robot systems
and, once identified, this information should be shared with individuals interacting with these
systems.
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TABLE OF POTENTIAL CONFOUNDING VARIABLES
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Confounding
construct

Study
Construct(s)
Affected

Method(s) of
Control

Measure(s)

Reference(s)

Propensity to
trust machines

Mental Model
Accuracy

Random
assignment

Merritt & Illgen (2008)

Appropriate
Reliance

ComplacencyPotential Rating
Scale

Measure and
covary

Propensity to
Trust Machines
Questionnaire

Singh et al. (1993b)

Perceived Risk

Random
assignment

Automatic
Balloon Analogue
Risk Task
(Auto BART)

Satterfield et al. (2017)

NASA-TLX

Biros et al. (2004);

Risk-taking
propensity

Workload

Selfconfidence

Appropriate
Reliance
Appropriate
Reliance
Perceived Risk
Appropriate
Reliance

Age

Perceived Risk

Locus of
Control

Appropriate
Reliance
Appropriate
Reliance

Measure and
covary
Measure and
covary
Measure and
covary

Self-Confidence
Questionnaire

Exclude via
recruitment
criteria

Demographics
Questionnaire

Random
assignment

Locus of Control
Scale (Rotter, 1966)

Pop et al. (2015)

Sitkin & Weingart (1995)

McBride et al. (2011)
de Vries et al. (2003)
Lee & Moray (1992;
1994)
Ezer et al. (2008)
Sanchez et al. (2004)
Rotter (1966)
Stanton & Young, 1998

Measure and
covary
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APPENDIX C:
STUDY APPROVAL LETTER-US ARMY RESEARCH LABORATORY
(ARL) HUMAN RESEARCH PROTECTIONS OFFICIAL (HRPO)
REVIEW
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APPENDIX D:
INFORMED CONSENT
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170
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172

173

174

175
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APPENDIX E:
POST PARTICIPATION & DEBRIEFING FORM
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APPENDIX F:
DEMOGRAPHICS QUESTIONNAIRE
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Demographics Questionnaire
1. General Information
a. Age (yrs):________
b. Biological Sex:


Male



Female

c. Gender:


Male



Female

d. Do you have corrected vision?


No



Glasses



Contact Lenses



Surgery (e.g., LASIK)

e. Do you have corrected hearing?


No



Hearing Aid



Surgery (e.g., Cochlear implants)

f. What is your native language? ______________________
g. If English is NOT your native language, how fluent would you rate your ability to speak English?
If English is your native language, then please skip this question.
Very low
fluency

Low
fluency

Moderate
fluency

Above
moderate
fluency

High
fluency

Very high
fluency
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2. Military Experience
a. How many years have you been in the military? (Put 0 if not applicable) ________
b. Current rank (write N/A if not applicable) _________________
c. What is your MOS? (write N/A if not applicable) ________________
d. Please list all combat deployments (Iraq, Afghanistan, etc.) and the length (Years/Months) of each. (write
N/A if not applicable)
________________________________________________________________________________________
e. Do you have operational experience in complex urban terrain?


Yes



No

f. Do you have operational experience in reconnaissance situations?


Yes



No

3. Education
a.

What is your highest level of education received? Select one.
If you are an undergraduate student, who has not yet received your degree, then select “Some College”.


GED



High School



Some College



Bachelor’s Degree



M.S/M.A



Ph.D or other doctorate.



Other (describe below):
___________________________________

b.

If applicable, what subject is your degree in (for example, Criminal justice)?
Please list the subject for both previously obtained degrees and degrees in progress.
________________________________________________________________
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4. Computer and Virtual Reality Experience
a. How long have you been using a computer?

Never

Less than
1 year

1-3 years

4-6 years

7-10 years

10 years
or more













b. How often do you use a computer?
Less than 1
hour a day

1-2 hours a day

Over 2 hours a
day

Weekly

Monthly

A few times a
year













c. For each of the following questions, select the response that best describes how often you:

Never

Rarely

Once every
few
months

Use a mouse:













Use a graphics/drawing features in
software packages:













Use a virtual reality headset (e.g.
HTC Vive, Oculus Rift,
PlayStation VR, GearVR):













Monthly

Weekly

Daily

d. Please list below which specific virtual reality headset(s) you have used. If you have used more than one
virtual reality headset, please list all that you have used. If not applicable (i.e., haven’t used any), leave blank.
Name of VR headset(s):
_________________________________
_________________________________
_________________________________
_________________________________

e. Please rate your level of comfort with using a virtual reality headset:
Very
uncomfortable

Uncomfortable

Neutral

Comfortable

Very comfortable
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5. Video Game Experience
a. Please indicate how often you play video games:
Never

Rarely

Once every
few months

Monthly

Weekly

Daily













b. Please indicate how you would rate your experience in working with any type of video games:
Not at all
familiar

Somewhat
familiar

Moderately
familiar

Above
moderately
familiar

Highly familiar

Very highly
familiar













c. Which type of video game do you play most often?


Action-adventure



First person shooters



Military-based



Mobile/Cellphone games



Multiplayer online gaming



Role playing



Serious games/Educational



Simulation



Strategy



Sports



Other, please indicate which one:
_____________________________________
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6. Robotics Experience
a. Have you had any experience with military robots?


Yes



No

b. If you answered YES to question 6.a, what type of robots and for what purpose?
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
______________________________________________________________________
c. Please indicate your level of experience with any robots:
Not at all
familiar

Somewhat
familiar

Moderately
familiar

Above
moderately
familiar

Highly familiar

Very highly
familiar













d. Please indicate your level of knowledge regarding robotics technology (e.g. pack bot, big dog, talon, AIBO
etc.):
Not at all
familiar

Somewhat
familiar

Moderately
familiar

Above
moderately
familiar

Highly familiar

Very highly
familiar
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APPENDIX G:
AUTOMATIC BALLOON ANALOGUE RISK TASK (AUTO BART)
INSTRUCTIONS
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Auto BART Instructions
Instruction Screen 1:

Instruction Screen 2:
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Instruction Screen 3:
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APPENDIX H:
COMPLACENCY-POTENTIAL RATING SCALE (CPRS)
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Complacency-Potential Rating Scale (CPRS)
Please read each statement carefully and select the one response that you feel most accurately describes
your views and experiences. THERE ARE NO RIGHT OR WRONG ANSWERS. Please answer honestly
and do not skip any questions.
Strongly
Disagree

Disagree Undecided

Agree

Strongly
Agree

1. Manually sorting through card catalogues
is more reliable than computer-aided
searches for finding items in a library.
(Reverse coded)











2. If I need to have a tumor in my body
removed, I would choose to undergo
computer-aided surgery using laser
technology because computerized surgery is
more reliable and safer than manual surgery.











3. People save time by using automatic teller
machines (ATMs) rather than a bank teller
in making transactions.











4. I do not trust automated systems such as
ATMs and computerized airline reservation
systems.
(Reverse coded) (Filler)











5. People who work frequently with
automated devices have lower job
satisfaction because they feel less involved
in their job than those who work manually.
(Reverse coded)











6. I feel safer depositing my money at an
ATM than with a human teller.











7. I have to tape an important TV program
for a class assignment. To ensure that the
correct program is recorded, I would use the
automatic programming facility on my VCR
rather than manual taping.
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Strongly
Disagree

Disagree Undecided

Agree

Strongly
Agree

8. People whose jobs require them to work
with automated systems are lonelier than
people who do not work with such devices.
(Reverse coded)











9. Automated systems used in modern
aircraft, such as the automatic landing
system, have made air journey safer.











10. ATMs provide safeguard against the
inappropriate use of an individual's bank
account by dishonest people.











11. Automated devices used in aviation and
banking have made work easier for both
employees and customers.











12. I often use automated devices.











13. People who work with automated
devices have greater job satisfaction because
they feel more involved than those who
work manually.
(Filler)











14. Automated devices in medicine save
time and money in the diagnosis and
treatment of disease.











15. Even though the automatic cruise
control in my car is set at a speed below
the speed limit, I worry when I pass a
police radar speed-trap in case the
automatic control is not working
properly.





















(Reverse coded)

16. Bank transactions have become safer
with the introduction of computer
technology for the transfer of funds.
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Strongly
Disagree

Disagree Undecided

Agree

Strongly
Agree

17. I would rather purchase an item
using a computer than have to deal with
sales representative on the phone
because my order is more likely to be
correct using the computer.











18. Work has become difficult with the
increase of automation in aviation and
banking.































(Reverse coded) (Filler)

19. I do not like to use ATMs because I
feel that they are sometimes unreliable.
(Reverse coded) (Filler)

20. I think that automated devices used
in medicine, such as CAT-scans and
ultrasound, provide very reliable medical
diagnosis.
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Propensity to Trust Machines Questionnaire
Please answer the following questions by selecting your level of agreement with each statement.
1. I usually trust machines until there is a reason not to.
Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree











2. For the most part, I distrust machines. (Reverse coded)
Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree











3. In general, I would rely on a machine to assist me.
Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree











Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree











Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree











4. My tendency to trust machines is high.

5. It is easy for me to trust machines to do their job.

6. I am likely to trust a machine even when I have little knowledge about it.
Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree
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Locus of Control Scale (Rotter, 1966)
For this questionnaire, select the one statement of each pair (and only one) which you more
strongly believe to be the case. Be sure to select the one you actually believe to be more true
rather than the one you think you should choose or the one you would like to be true. If you
believe both alternatives to some extent, select the one with which you most strongly agree with.
If you do not believe either alternative, mark the one with which you least strongly disagree with.
This is a measure of personal belief, there are no right or wrong answers.
1. I more strongly believe that: (Filler)
 a. Children get into trouble because their parents punish them too much. (0)


b. The trouble with most children nowadays is that their parents are too easy with
them. (0)

2. I more strongly believe that:
 a. Many of the unhappy things in people's lives are partly due to bad luck. (1)
 b. People's misfortunes result from the mistakes they make. (0)
3. I more strongly believe that:


a. One of the major reasons why we have wars is because people don't take enough
interest in politics. (0)

 b. There will always be wars, no matter how hard people try to prevent them. (1)
4. I more strongly believe that:
 a. In the long run people get the respect they deserve in this world. (0)


b. Unfortunately, an individual's worth often passes unrecognized no matter how
hard he tries. (1)

5. I more strongly believe that:
 a. The idea that teachers are unfair to students is nonsense. (0)


b. Most students don't realize the extent to which their grades are influenced by
accidental happenings. (1)

6. I more strongly believe that:
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 a. Without the right breaks one cannot be an effective leader. (1)


b. Capable people who fail to become leaders have not taken advantage of their
opportunities. (0)

7. I more strongly believe that:
 a. No matter how hard you try some people just don't like you. (1)


b. People who can't get others to like them don't understand how to get along with
others. (0)

8. I more strongly believe that: (Filler)
 a. Heredity plays the major role in determining one's personality. (0)
 b. It is one's experiences in life which determine what they're like. (0)
9. I more strongly believe that:
 a. I have often found that what is going to happen will happen. (1)


b. Trusting to fate has never turned out as well for me as making a decision to take a
definite course of action. (0)

10. I more strongly believe that:
a. In the case of the well prepared student there is rarely if ever such a thing as an

unfair test. (0)


b. Many times exam questions tend to be so unrelated to course work that studying
is really useless. (1)

11. I more strongly believe that:
a. Becoming a success is a matter of hard work, luck has little or nothing to do with

it. (0)


b. Getting a good job depends mainly on being in the right place at the right time.
(1)

12. I more strongly believe that:
 a. The average citizen can have an influence in government decisions. (0)


b. This world is run by the few people in power, and there is not much the little guy
can do about it. (1)
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13. I more strongly believe that:
 a. When I make plans, I am almost certain that I can make them work. (0)


b. It is not always wise to plan too far ahead because many things turn out to be a
matter of good or bad fortune anyhow. (1)

14. I more strongly believe that: (Filler)
 a. There are certain people who are just no good. (0)
 b. There is some good in everybody. (0)
15. I more strongly believe that:
 a. In my case getting what I want has little or nothing to do with luck. (0)
 b. Many times we might just as well decide what to do by flipping a coin. (1)
16. I more strongly believe that:
a. Who gets to be the boss often depends on who was lucky enough to be in the

right place first. (1)


b. Getting people to do the right thing depends upon ability, luck has little or
nothing to do with it. (0)

17. I more strongly believe that:
a. As far as world affairs are concerned, most of us are the victims of forces we can

neither understand, nor control. (1)


b. By taking an active part in political and social affairs the people can control
world events. (0)

18. I more strongly believe that:
a. Most people don't realize the extent to which their lives are controlled by

accidental happenings. (1)
 b. There really is no such thing as "luck." (0)
19. I more strongly believe that: (Filler)
 a. One should always be willing to admit mistakes. (0)
 b. It is usually best to cover up one's mistakes. (0)
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20. I more strongly believe that:
 a. It is hard to know whether or not a person really likes you. (1)
 b. How many friends you have depends upon how nice a person you are. (0)
21. I more strongly believe that:
a. In the long run the bad things that happen to us are balanced by the good ones.

(1)
b. Most misfortunes are the result of lack of ability, ignorance, laziness, or all three.

(0)
22. I more strongly believe that:
 a. With enough effort we can wipe out political corruption. (0)


b. It is difficult for people to have much control over the things politicians do in
office. (1)

23. I more strongly believe that:
 a. Sometimes I can't understand how teachers arrive at the grades they give. (1)
 b. There is a direct connection between how hard I study and the grades I get. (0)
24. I more strongly believe that: (Filler)
 a. A good leader expects people to decide for themselves what they should do. (0)
 b. A good leader makes it clear to everybody what their jobs are. (0)
25. I more strongly believe that:
a. Many times I feel that I have little influence over the things that happen to me.

(1)


b. It is impossible for me to believe that chance or luck plays an important role in
my life. (0)

26. I more strongly believe that:
 a. People are lonely because they don't try to be friendly. (0)


b. There's not much use in trying too hard to please people, if they like you, they
like you. (1)
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27. I more strongly believe that: (Filler)
 a. There is too much emphasis on athletics in high school. (0)
 b. Team sports are an excellent way to build character. (0)
28. I more strongly believe that:
 a. What happens to me is my own doing. (0)


b. Sometimes I feel that I don't have enough control over the direction my life is
taking. (1)

29. I more strongly believe that:
 a. Most of the time I can't understand why politicians behave the way they do. (1)


b. In the long run the people are responsible for bad government on a national as
well as on a local level. (0)
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NASA-TLX (Unweighted)
Click on each scale at the point that best indicates your experience for the tasks.
Your responses should be based only on your experience performing the tasks during the mission you just completed.
1. Mental Demand: How much mental and perceptual activity was required (e.g., thinking, looking, searching, etc.)?
Were the tasks easy or demanding, simple or complex, exacting or forgiving?
LOW
0

HIGH
5

10

15

20

25

30

35

40

45

50

55

60

65

70

75

80

85

90

95 100

|------|-----|------|------|-----|-----|------|------|-----|-----|------|-----|------|-----|------|-----|------|-----|------|-----|
2. Physical Demand: How much physical activity was required (e.g., pushing, pulling, turning, controlling, activating,
etc.)? Were the tasks easy or demanding, slow or brisk, slack or strenuous, restful or laborious?
LOW
0

HIGH
5

10

15

20

25

30

35

40

45

50

55

60

65

70

75

80

85

90

95 100

|------|-----|------|------|-----|-----|------|------|-----|-----|------|-----|------|-----|------|-----|------|-----|------|-----|
3. Temporal Demand: How much time pressure did you feel due to the rate or pace at which the tasks or task elements
occurred? Was the pace slow and leisurely or rapid and frantic?
LOW
0

HIGH
5

10

15

20

25

30

35

40

45

50

55

60

65

70

75

80

85

90

95 100

|------|-----|------|------|-----|-----|------|------|-----|-----|------|-----|------|-----|------|-----|------|-----|------|-----|
4. Level of Effort: How hard did you have to work (mentally and physically) to accomplish your level of performance?
LOW
0

HIGH
5

10

15

20

25

30

35

40

45

50

55

60

65

70

75

80

85

90

95 100

|------|-----|------|------|-----|-----|------|------|-----|-----|------|-----|------|-----|------|-----|------|-----|------|-----|
5. Level of Frustration: How insecure, discouraged, irritated, stressed and annoyed versus secure, gratified, content,
relaxed and complacent did you feel during the tasks?
LOW
0

HIGH
5

10

15

20

25

30

35

40

45

50

55

60

65

70

75

80

85

90

95 100

|------|-----|------|------|-----|-----|------|------|-----|-----|------|-----|------|-----|------|-----|------|-----|------|-----|
6. Performance: How successful do you think you were in accomplishing the goals of the task set by the experimenter
(or yourself)? How satisfied were you with your performance in accomplishing these goals?
GOOD
0

5

POOR
10

15

20

25

30

35

40

45

50

55

60

65

70

75

80

85

90

95 100

|------|-----|------|------|-----|-----|------|------|-----|-----|------|-----|------|-----|------|-----|------|-----|------|-----|
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Mental Model Questionnaire
Part 1: Situational Specificity
Please indicate which conditions (if any) you believe impact the advanced robot’s ability to accurately
classify images as having a target object present or absent by selecting “Yes” next to each condition listed
below. In other words, selecting “Yes” next to a specific condition means you believe that condition does
affect how likely the robot is to correctly classify an image. If you believe a condition does not affect the
advanced robot’s ability to accurately classify images, then select “No” next to that specific condition.
Does the condition affect the robot’s
ability to classify images?
Yes

No

(1) Robot’s battery level is low





(2) Mechanical health of the robot is poor





(3) Signal strength between the robot and the multimodal
interface is poor





(4) Multimodal interface’s battery level is low





(5) Mechanical health of the multimodal interface is poor





Yes

No

(6) Lighting conditions in the environment are poor





(7) High presence of wood in the image/environment





(8) High presence of plastic in the image/environment





(9) High presence of metal in the image/environment





(10) Amount of objects in image/environment is high





Information below not shown to participants:
Correct responses to each of the 10 conditions are denoted by a filled in circle ().
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Mental Model Questionnaire
Part 2: Perceptual Accuracy
You will now be provided with a series of specific situations in which the advanced robot is scanning
images/the environment and making determinations regarding whether or not a target object is present in
each image. Each situation differs in terms of the specific conditions that are present and need to be
considered.
For each situation, please indicate how reliable you expect the robot’s classification to be if it were to
review 10 images. In other words, what percentage of the time do you expect the robot’s determination to
be correct when those conditions are present?
For example, for Situation A, if the robot were to review 10 images and you believe the robot would
correctly classify all 10 images, you would put down 100%. In contrast, if you believe the robot would
get none (zero) of the 10 images correct, then you would put down 0%.
See below for more on what a given reliability % represents and how to respond:
100% = 10 out of 10 images correct
90% = 9 out of 10 images correct
80% = 8 out of 10 images correct
…
…
…
20% = 2 out of 10 images correct
10% = 1 out of 10 images correct
0% = 0 out of 10 images correct
For each situation, respond with a % amount between 0% and 100% (in increments of 10%). If you are
not sure, please provide your best guess.
Reliability
Situation 1:
•
•

90%

Robot’s battery level is low
Mechanical health of the robot is poor

Situation 2:
•
•

High presence of metal in the image/environment
Robot’s battery level is low

90%

Situation 3:
•
•

High presence of wood in the image/environment
High presence of plastic in the image/environment

206

10%

Reliability
Situation 4:
•
•

High presence of plastic in the image/environment
Mechanical health of the robot is poor

10%

Situation 5:
•
•

Mechanical health of the robot is poor
Lighting conditions in the image/environment are poor

90%

Situation 6:
•
•

Robot’s battery level is low
High presence of plastic in the image/environment

10%

Situation 7:
•
•

Amount of objects in image/environment is high
High presence of metal in the image/environment

90%

Situation 8:
•
•

Signal strength between the robot and the multimodal interface is poor
High presence of wood in the image/environment

90%

Situation 9:
•
•

High presence of metal in the image/environment
Signal strength between the robot and the multimodal interface is poor

90%

Situation 10:
•
•

Amount of objects in image/environment is high
Signal strength between the robot and the multimodal interface is poor

90%

Situation 11:
•
•

Signal strength between the robot and the multimodal interface is poor
Lighting conditions in the image/environment are poor

90%

Situation 12:
•
•

Multimodal interface’s battery level is low
High presence of plastic in the image/environment

10%

Situation 13:
•
•

High presence of wood in the image/environment
Multimodal interface’s battery level is low

90%

Situation 14:
•
•

Mechanical health of the multimodal interface is poor
Multimodal interface’s battery level is low
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90%

Reliability
Situation 15:
•
•

Mechanical health of the multimodal interface is poor
Robot’s battery level is low

90%

Situation 16:
•
•

Amount of objects in image/environment is high
Mechanical health of the robot is poor

90%

Situation 17:
•
•

Multimodal interface’s battery level is low
Lighting conditions in the image/environment are poor

90%

Situation 18:
•
•

High presence of metal in the image/environment
Mechanical health of the multimodal interface is poor

90%

Situation 19:
•
•

High presence of wood in the image/environment
Amount of objects in image/environment is high

90%

Situation 20:
•
•

Lighting conditions in the image/environment are poor
Mechanical health of the multimodal interface is poor

90%

Information below not shown to participants:
Correct responses to each of the 20 situations are provided above. Participants selected a reliability
percentage between 0% and 100% (in 10% increments) using a dropdown menu.
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Checklist for Trust in Robot
Below is a list of statements about the advanced robot teammate you just practiced with and
are about to interact with during the upcoming mission. There are several scales for you to rate
intensity of your feeling of trust, or your impression of this robot while interacting with it.
Please select the number which best describes your feeling or your impression.
1. This robot is deceptive. (Reverse coded)
Not at all

Extremely

1

2

3

4

5

6

7















2. This robot behaves in an underhanded manner. (Reverse coded)
Not at all

Extremely

1

2

3

4

5

6

7















3. I am suspicious of this robot’s intent, action, or outputs. (Reverse coded)
Not at all

Extremely

1

2

3

4

5

6

7















4. I am wary of this robot. (Reverse coded)
Not at all

Extremely

1

2

3

4

5

6

7















5. This robot’s actions will have a harmful or injurious outcome. (Reverse coded)
Not at all

Extremely

1

2

3

4

5

6

7
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6. I am confident in this robot.
Not at all

Extremely

1

2

3

4

5

6

7















7. This robot provides security.
Not at all

Extremely

1

2

3

4

5

6

7















8. This robot has integrity.
Not at all

Extremely

1

2

3

4

5

6

7















9. This robot is dependable.
Not at all

Extremely

1

2

3

4

5

6

7















10. This robot is reliable.
Not at all

Extremely

1

2

3

4

5

6

7















11. I can trust this robot.
Not at all

Extremely

1

2

3

4

5

6

7
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12. I am familiar with this robot.
Not at all

Extremely

1

2

3

4

5

6

7
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APPENDIX N:
TRUST PERCEPTION SCALE-HRI
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Trust Perception Scale-HRI (Schaefer, 2013)
For each of the below statements/questions, please select the option that most closely matches how often
you believe the advanced robot will act (or behave) as described.
Your responses should be based on your perceptions of the advanced robot that you just finished
practicing with and are about to interact with during the upcoming mission.
What % of the time will the advanced robot be…
0%

10%

20%

30%

40%

50%

60%

70%

80%

1. Considered part of
the team























2. Responsible























3. Supportive























4. Incompetent























5. Dependable























6. Friendly























7. Reliable























8. Pleasant























9. Unresponsive























10. Autonomous























11. Predictable























12. Conscious























13. Lifelike























14. A good teammate























15. Led astray by
unexpected changes in
environment























(Reverse coded)

(Reverse coded)

214

90% 100%

What % of the time will the advanced robot…
0%

10%

20%

30%

40%

50%

60%

70%

80%

16. Act consistently























17. Protect people























18. Act as part of the
team























19. Function
successfully























20. Malfunction























21. Clearly
communicate























22. Require frequent
maintenance























23. Openly
communicate























24. Have errors























25. Perform a task
better than a novice
human user























26. Know the
difference between
friend and foe























27. Provide feedback























28. Possess adequate
decision-making
capability























29. Warn people of
potential risks in the
environment























(Reverse coded)

90% 100%

(Reverse coded)

(Reverse coded)
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What % of the time will the advanced robot…
0%

10%

20%

30%

40%

50%

60%

70%

80%

30. Meet the needs of
the mission/task























31. Provide appropriate
information























32. Communicate with
people























33. Work best with a
team























34. Keep classified
information secure























35. Perform exactly as
instructed























36. Make sensible
decisions























37. Work in close
proximity with people























38. Tell the truth























39. Perform many
functions at one time























40. Follow directions
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APPENDIX O:
PERCIEVED RISK QUESTIONNAIRE
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Perceived Risk Questionnaire
The following questions are about how you perceive the level of risk associated with maintaining a high
level of performance during each task.

Perimeter Monitoring Task
NOTE: Please respond to the next 5 questions in regards to the perimeter monitoring task.
I believe that…
Somewhat Somewhat
Disagree
Agree

Strongly
Disagree

Disagree

Agree

Strongly
Agree

1. The consequences for
performing poorly on this task are
substantial.













2. The overall risk of performing
poorly on this task is high.













3. Overall I would label the
consequences of performing
poorly on this task as something
negative.













4. I would label the consequences
of performing poorly on this task
as a significant loss.













5. Performing poorly on the task
could have negative ramifications.













Information below not shown to participants:
Calculate the average rating for Items 1 through 5 to obtain a measure of perceived risk for the Perimeter
Monitoring task.
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Robot Search Task
NOTE: Please respond to the next 5 questions in regards to the robot search task.
I believe that…
Somewhat Somewhat
Disagree
Agree

Strongly
Disagree

Disagree

Agree

Strongly
Agree

6. The consequences for
performing poorly on this task are
substantial.













7. The overall risk of performing
poorly on this task is high.













8. Overall I would label the
consequences of performing
poorly on this task as something
negative.













9. I would label the consequences
of performing poorly on this task
as a significant loss.













10. Performing poorly on the task
could have negative ramifications.













Information below not shown to participants:
Calculate the average rating for Items 6 through 10 to obtain a measure of perceived risk for the Perimeter
Monitoring task.
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APPENDIX P:
SELF-CONFIDENCE QUESTIONNAIRE
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Self-Confidence Questionnaire
Now please rate your self-confidence in each of the following:

General Confidence
Not at all
Confident

Above
Somewhat Moderately
Highly
Moderately
Confident Confident
Confident
Confident

Very
Highly
Confident

1. How confident are you in your
ability to multitask?













2. How confident are you in your
ability to meet the needs of the
mission?













Confidence in Performing Perimeter Monitoring Task
NOTE: Please respond to the next questions in regards to your confidence performing the perimeter
monitoring task.

Not at all
Confident

Above
Somewhat Moderately
Highly
Moderately
Confident Confident
Confident
Confident

Very
Highly
Confident

3. To what extent are you confident
about your ability to correctly
identify/recognize people holding guns
within the environment?













4. To what extent are you confident
about your ability to correctly
select/click on people holding guns
within the environment?













5. To what extent are you confident
about your ability to make minimal
errors when performing the perimeter
monitoring task?
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Confidence in Performing Robot Search Task
NOTE: Please respond to the next questions in regards to your confidence performing the robot
search task.
Not at all
Confident

Above
Somewhat Moderately
Highly
Moderately
Confident Confident
Confident
Confident

Very
Highly
Confident

6. To what extent do you feel
confident about your ability to classify
target objects as present versus absent
in each report?













7. To what extent do you feel
confident in your ability to make less
errors than the advanced robot in the
scenario?













8. To what extent are you confident
that you could successfully perform
the mission without the automatic
target identification ability provided by
the advanced robot in this scenario?
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APPENDIX Q:
POST MISSION QUESTIONNAIRE
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Post Mission Questionnaire
Now please answer the following questions to the best of your ability. You may provide as little or as
much detail as you feel like sharing.
These questions are all in regard to the mission you completed with the advanced robot.
1. Which task did you feel was more important to focus on during the mission?
 Perimeter Monitoring task
 Robot Search task
 I felt that both tasks were equally important to focus on.
Why did you feel the Perimeter Monitoring task was more important to focus on? Please describe
below. (question was displayed based on participant’s response to Question 1)

Why did you feel the Robot Search task was more important to focus on? Please describe below.
(question was displayed based on participant’s response to Question 1)

Why did you feel both tasks were equally important to focus on? Please describe below.
(question was displayed based on participant’s response to Question 1)

2. Which task do you feel you spent more time focused on during the mission?
 Perimeter Monitoring task
 Robot Search task
 I spent an equal amount of time focused on each task.
Why did you spend more time focused on the Perimeter Monitoring task? Please describe below.
(question was displayed based on participant’s response to Question 1)

Why did you spend more time focused on the Robot Search task? Please describe below.
(question was displayed based on participant’s response to Question 1)
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Why did you spend an equal amount of time focused on each task? Please describe below.
(question was displayed based on participant’s response to Question 1)

3. What were the specific strategies (if any) that you utilized during the mission. Please describe
below.

4. Why did you use those strategies? Please describe your reasons for using the previously described
strategies below.

5. If you had to repeat the mission with the advanced robot would you use the same strategies?
 Yes
 No

6. Why would (or would not) you use the same strategies? Please describe below.

7. What would you do differently next time? Please describe below.

8. For the reports in which you chose to rely on the robot’s classification (e.g., by agreeing with, or
intentionally not responding to a report), why did you rely on the robot’s classification for these
reports? Please describe below.
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9. For the reports in which you chose to override the robot’s classification, why did you override the
robot’s classification for these reports? Please describe below.

10. Overall, did you find the image analysis capability of the advanced robot (its ability to classify
each image) useful?
 Yes
 No
11. Why did you (or did you not) find the image analysis capability of the advanced robot useful?
Please describe below.

12. Overall, did you find the Full Screen mode/view of the multimodal interface to be useful?
 Yes
 No
13. Why did you (or did you not) find the Full Screen mode/view useful? Please describe below.
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APPENDIX R: TRAINING SLIDES FOR ALL FOUR EXPERIMENTAL
GROUPS
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NOTE: The primary mechanism by which reliability information and risk were manipulated was
through the specific information provided via the PowerPoint training slides used in this study.
Most of the slides contained in this Appendix were presented to all participants regardless of
their assigned experimental condition. Slides that were only presented to participants assigned to
a specific condition are labeled accordingly in this Appendix.
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The next slides are where the risk manipulation information was first presented. The next five
slides were different depending upon which Risk condition the participant was assigned to.
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Low Risk Slides:

279

Low Risk Slides (continued):

280

Low Risk Slides (continued):

281

High Risk Slides:

282

High Risk Slides (continued):

283

High Risk Slides (continued):

After the previous five risk manipulation slides were reviewed, participants began the first
mission (i.e., the Baseline Mission).
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291
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293

294
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296

297

298

299

300

301

The next 20 slides were only presented to participants in the Complete Information condition.
Participants in the Minimal Information condition did not see the next 20 slides. Participants in
the Minimal Information condition began Practice Trial 4 (practicing the Robot Search task with
the Advanced Robot Teammate) immediately after completing the previous practice quiz (Quiz
4). Participants in the Complete Information condition reviewed the next 20 slides (which
included an additional practice quiz) before beginning Practice Trial 4. These extra slides
provided participants in the Complete Information condition with additional reliability
information about the Advanced Robot Teammate.
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Complete Information Slides:

303

Complete Information Slides (continued):

304

Complete Information Slides (continued):

305

Complete Information Slides (continued):

306

Complete Information Slides (continued):

307

Complete Information Slides (continued):

308

Complete Information Slides (continued):

309

Complete Information Slides (continued):

310

Complete Information Slides (continued):

311

Complete Information Slides (continued):

312

313

314

The next slides are where the risk manipulation information was presented a second time. The
next five slides were different depending upon which Risk condition the participant was assigned
to.

Low Risk Slides:

315

Low Risk Slides (continued):

316

Low Risk Slides (continued):

317

High Risk Slides:

318

High Risk Slides (continued):

319

High Risk Slides (continued):

After the previous five risk manipulation slides were reviewed, participants completed the premission surveys, and then started the Advanced Robot Mission.
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APPENDIX S: INTERCORRELATIONS AMONG DEMOGRAPHIC AND
DEPENDENT VARIABLES
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Table 25. Inter-correlations among demographic variables and reliance measures (Part 1)
Variable
1. Age (years)

1

2

3

4

5

6

-

2. Biological Sex

.08

-

3. Often use VR headsets

.05

.22

-

4. Comfort with VR headsets

-.16

.25*

.37**

-

5. Often play video games

.15

.43**

.21

.27*

-

6. Video game experience

.01

.28*

.15

.29*

.48**

-

7. ARM_PercAgree_10%Reliable

-.06

.08

-.17

-.03

.07

-.04

8. ARM_PercMMIOpened_10%Reliable

.10

.05

.14

.15

.10

.23*

9. ARM_PercFSUsed_10%Reliable

-.01

-.06

-.01

-.06

.06

.06

10. ARM_PercAgree_90%Reliable

-.01

-.003

.01

-.07

-.03

-.02

11. ARM_PercMMIOpened_90%Reliable

.05

.05

.20

.06

.18

.26*

12. ARM_PercFSUsed_90%Reliable

-.02

-.03

.04

.06

.04

.12

Note. * p < .05, ** p < .01.
Biological sex was coded as 0 = Female, and 1 = Male.
Often use VR headsets was coded as 1 = Never, 2 = Rarely, 3 = Once every few months, 4 = Monthly, 5 = Weekly, and 6 = Daily
Comfort with VR headsets was coded from 1 = Very uncomfortable to 5 = Very comfortable
Often play video games was coded as 1 = Never, 2 = Rarely, 3 = Once every few months, 4 = Monthly, 5 = Weekly, and 6 = Daily
Video game experience was coded from 1 = Not at all familiar to 6 = Very highly familiar.
ARM_PercAgree_10%Reliable = Percentage of reports participant agreed with the robot when it was 10% reliable
ARM_PercMMIOpened_10%Reliable = Percentage of reports participant opened the MMI when the robot was 10% reliable
ARM_PercFSUsed_10%Reliable = Percentage of reports participant used the Full Screen mode when the robot was 10% reliable
ARM_PercAgree_90%Reliable = Percentage of reports participant agreed with the robot when it was 90% reliable
ARM_PercMMIOpened_90%Reliable = Percentage of reports participant opened the MMI when the robot was 90% reliable
ARM_PercFSUsed_90%Reliable = Percentage of reports participant used the Full Screen mode when the robot was 90% reliable
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Table 26. Inter-correlations among demographic variables and reliance measures (Part 2)
Variable

1

2

3

4

5

6

1. Robotics experience

-

2. Robotics knowledge

.52**

-

3. Automation Complacency Potential

.35**

.26*

-

4. Propensity to Trust Machines

.18

.09

.47**

-

5. Risk-taking propensity

-.04

-.03

.18

-.002

-

-.33**

-.15

-.16

-.14

.05

-

7. ARM_PercAgree_10%Reliable

.20

.01

-.002

.07

-.19

-.07

8. ARM_PercMMIOpened_10%Reliable

-.08

-.02

.03

-.10

.07

-.04

9. ARM_PercFSUsed_10%Reliable

.09

.05

.07

-.07

-.05

-.10

10. ARM_PercAgree_90%Reliable

-.01

.08

-.01

.04

-.04

-.04

11. ARM_PercMMIOpened_90%Reliable

-.06

-.16

.04

-.15

-.001

-.06

12. ARM_PercFSUsed_90%Reliable

.08

.07

.07

-.05

-.04

-.08

6. Locus of Control

Note. * p < .05, ** p < .01.
Robotics experience was coded from 1 = Not at all familiar to 6 = Very highly familiar
Robotics knowledge was coded from 1 = Not at all familiar to 6 = Very highly familiar
CPRS scores could range from 16 (lower automation complacency potential) to 80 (higher automation complacency potential)
Propensity to Trust Machines ratings ranged from 1 (less propensity to trust machines) to 6 (more propensity to trust machines)
Risk-taking propensity (Auto BART) was derived from the average wanted pumps for all balloon trials with 1 being the lowest possible number
of pumps and 127 being the highest possible number of pumps
Locus of Control scores ranged from 0 (highest internal local of control) to 23 (highest external locus of control)
ARM_PercAgree_10%Reliable = Percentage of reports participant agreed with the robot when it was 10% reliable
ARM_PercMMIOpened_10%Reliable = Percentage of reports participant opened the MMI when the robot was 10% reliable
ARM_PercFSUsed_10%Reliable = Percentage of reports participant used the Full Screen mode when the robot was 10% reliable
ARM_PercAgree_90%Reliable = Percentage of reports participant agreed with the robot when it was 90% reliable
ARM_PercMMIOpened_90%Reliable = Percentage of reports participant opened the MMI when the robot was 90% reliable
ARM_PercFSUsed_90%Reliable = Percentage of reports participant used the Full Screen mode when the robot was 90% reliable
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Table 27. Inter-correlations among dependent variables
Variable

1

2

3

4

5

6

7

8

9

1. MMQ_SS_Score

-

2. MMQ_PA_Score

-.75**

-

3. PR_PM

-.11

.15

-

4. PR_RS

-.12

.20

.83**

-

-.51**

.58**

.06

.05

-

6. ARM_PercMMIOpened_10%Reliable

.06

.13

.06

.08

-.04

-

7. ARM_PercFSUsed_10%Reliable

-.04

.22

.21

.20

.12

.36**

-

.33**

-.51**

-.16

-.26*

-.36**

-.54**

-.36**

-

9. ARM_PercMMIOpened_90%Reliable

-.15

.30**

.01

.08

.08

.74**

.37**

-.65**

-

10. ARM_PercFSUsed_90%Reliable

-.10

.26*

.16

.19

.13

.33**

.91**

-.35**

.42**

5. ARM_PercAgree_10%Reliable

8. ARM_PercAgree_90%Reliable

Note. * p < .05, ** p < .01.
MMQ_SS_Score = Overall Situational Specificity Score (higher scores indicated a more accurate mental model)
MMQ_PA_Score = Overall Perceptual Accuracy (lower perceptual accuracy indicated a more accurate mental model)
PR_PM = Perceived Risk for the Perimeter Monitoring task (higher average ratings indicated higher perceived risk)
PR_RS = Perceived Risk for the Robot Search task (higher average ratings indicated higher perceived risk)
ARM_PercAgree_10%Reliable = Percentage of reports participant agreed with the robot when it was 10% reliable
ARM_PercMMIOpened_10%Reliable = Percentage of reports participant opened the MMI when the robot was 10% reliable
ARM_PercFSUsed_10%Reliable = Percentage of reports participant used the Full Screen mode when the robot was 10% reliable
ARM_PercAgree_90%Reliable = Percentage of reports participant agreed with the robot when it was 90% reliable
ARM_PercMMIOpened_90%Reliable = Percentage of reports participant opened the MMI when the robot was 90% reliable
ARM_PercFSUsed_90%Reliable = Percentage of reports participant used the Full Screen mode when the robot was 90% reliable
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