Abstract-During the last decade, social applications have witnessed a rapid growth in their use. Millions of people are utilising them on a daily basis in order to share their experience, information and to communicate with their family members and friends. Lately, these technologies have been used to foster collaboration in education, however, it is a case of hit and miss and without established techniques to ensure or replicate success.
I. INTRODUCTION
Recently, social applications have been gaining more popu larity on the Internet and a great deal of user generated content has been produced with a plethora of users consuming them. Many have seen the opportunities of using the popularity of social applications in different fields such as education; and educators have already started working on using social applica tions to foster collaboration among groups of learners. These groups can exist in forums, emails, chat systems, questions and answers sites, and most recently social networking sites.
Till now, the success of social applications for collaboration has not been consistent and the ability of these social applica tions to stimulate their subscribers to contribute varies greatly. The work on encouraging the participants to contribute has been more of an art than science [1] . There is a combination of factors that have been studied and claimed to result on guaranteeing the active contribution of the participants ranging from psychological to economical views [1] . It is not an easy task to create a controlled study to test one factor in separation from the others in a real online community. In this paper, we adopt the economical view by assuming that users are rational agents aiming at maximising their benefits. Their benefits increase when other users collaborate with them.
Collaboration is, in fact, the success key for educational social applications. Unfortunately, over time learners' partic ipation may diminish or even stop because they may lose interest on the theme of the discussion and/or they do not get satisfactory answers to their requests. Selfish behaviour could also arise where some participants will try to take advantage of the group and request help from the other participants while ignoring answering requests of others to maximise their benefit. Such situation is referred to as the tragedy o f the commons [2] . In the long run, the existence of such free riding behaviour may demotivate participants from collaborating and may affect the survivability of the group.
To analyse such a free riding behaviour and its impact on group collaboration, we use game theory to formulate the in teraction among all participants as a repeated non-cooperative game based on Tit-for-Tat strategy. In our investigation, we create a model where a number of participants formed a group inside a social application for the purpose of collaborating. We simulate the results of the participants adapting different behaviours. Using classical and generous Tit-for-Tat strategies, we show the impact of having free riding behaviour on social applications' groups. In sununary, the contributions of our paper are:
• Modelling a collaborative group in a social network with repeated game theory
• Simulating the participants behaviours using different Tit for Tat strategies, and
• Analysing the impact of free riding in collaborative groups.
The rest of the paper is structured as follows. Section II presents the game theory model. In section III, we show the different Tit for Tat strategies. Section IV presents some re lated work in the field of game theory and social applications. Finally section V concludes the paper.
II. SOCIAL NETWORK GROUP: GAME DEFINITION
In collaborative social applications, users cooperation can take many forms such as answering others' requests, par ticipating in discussions or simply commenting on others' contributions. However, participants can also choose to defect from cooperating and contributing.
Using game theory, this situation of cooperating and de fecting can be modelled as a non-zero non-cooperative game [3] . It is modelled as a non-zero because the benefit here is collaborating and sharing knowledge and this kind of benefit can not be transferred but rather shared between two persons. Also, it is modelled as a non-cooperative because each person makes his decision independently from the others. [4] . The prisoner's dilemma game rep resents the situation of two criminals caught by the police at the same time. These criminals have two strategies to independently select from. They can either confess (defect) or not (cooperate). The results of the possible outcomes is outlasted in table I where: 1) R: (Reward) is to be sentenced for 1 year 2) P: (Punishment) is to be sentenced for 5 years 3) S: (Sucker) is to be sentenced for 10 years 4) T: (Temptation) is to be set free.
These constants must satisfy the following two conditions:
In the prisoner's dilemma game, the dominant strategy technique is used to promote the best strategy to be used by a player regardless of the other player decision. By using it, we can conclude that the best strategy for a criminal when both criminals do not know the other's decision is to "defect" to avoid the sucker which is the worst case since T > R > P > S . However, in the case of playing this game for infinite number of times, then the best strategy will be changed to "cooperate" since 2R > T + S.
The prisoner's dilemma game as is cannot resemble a collaborative group where decisions between two participants are not simultaneous but taken in two different stages. A modified version of the prisoner's dilemma game which is the iterated asynchronous prisoner's dilemma game has been introduced in the literature. To accommodate these changes in the game, we can use the model proposed in [5] summarised in table II.
These values should be calculated so that they do not violate the previously mentioned two conditions of the prisoner's dilenuna.
A. Collaborative Game Settings
In this section we explain the settings and introduce our assumptions that we considered when formulating the game. Consider that we have a group of (N) participants in a social 
TABLE II ASYNCHRONOUS GAME MODEL

R= a+b P=c+d T = c+b S=a+d
The cost of cooperating in a turn The reward from being cooperated with in a turn The cost of defecting in a turn The cost of not being cooperated with application, each user is a member of m groups and posts made by users are restricted to groups. Each user is able to: 1) Post a request. 2) Answer others' requests.
3) Ignore a request because s/he is not able to answer it. 4) Ignore a request although s/he is able to answer it. Such a behaviour is known as "selfish" or "free riding".
We also assume that :
1) The social application is keeping track of all requests and responses of each participant.
2) The social application is updating each user with the cooperation status of the other users.
3) The group lifetime is infinite. 4) All participants are active.
Our game will run for 10000 iterations. At each iteration (t), 1 10 of the users in the group will be chosen randomly to have requests Qiq(t). The rest of the users can either respond to such requests or ignore them. This can happen because users can be selfish or because may not be to answer. Our model considers ignoring requests as a defection regardless of the reason.
In total, we have (N) participants where (Nc) of them are cooperative and (Ns) are selfish where N = Nc + Ns. For each interaction between two participants, a non-requesting cooperative participant j would offer one useful response with 1 a probability of Pa : 0 < Pa < -. Each participant has his 10 1 own Pa value ranging from 0 to -. The values of Pa are distributed normally between the p��ticipants to simulate the difference between them. The variability of Pa itself simulates the probability of a participant ability to answer a request because he does not have enough knowledge, he does not have time to answer it or he did not have the chance to see the request.
A summary of these game elements is described in Table  III .
In the following, we define our game parameters that can fulfil the conditions of the asynchronous repeated prisoners dilemma game stated in Requests from others and answer others' requests N umber of cooperative users 1 Number of requests at an iteration -10 of the total number of users
Pa
The probability of a player being able to respond to requests and ranges from 1 Oto -10
Number of iterations i Number of times the process of request ing is repeated Note that the parameter a is given a negative value to represent the cost of responding to a request since it requires effort and time to write an answer. According to our settings, c is greater than a. It reflects the fact that ignoring a request gets a higher benefit at one time. Furthermore, c -a is less than b -d showing that the cost of responding is less than the benefit of getting a response. Therefore, for the longer term, rational users are better off cooperating with each other. These parameters ensure that the results would give an indication on the survivability and the efficiency of the group for all cooperative users. Also, it is worth to note that these parameters show the calculations made per request.
B. The impact of Seljish behaviour
To show the impact of having selfish users, let us consider two scenarios : By comparing the gain of 80% of the cooperative participants from the first scenario with 80% cooperative participants of the second scenario, we got the results shown in figure 1 . The gap between the curves of the two scenarios is the loss to the cooperative users' gain inflicted by the existence of selfish users in the group. This loss can be turned into gain if the selfish users were somehow forced to cooperate.
III. THE TiT FOR TAT STR ATEGIES
In this section and through the use of simulations we aim to analyse the impact inflected by selfish users to the gain of cooperative users and how increasing the percentages of selfish users can affect the system and to what extent. A summary of those scenarios is in Table IV. A. Model I: Traditional Tit-fo r-Tat with fIXed history
The first Tit-for-Tat model we are investigating is the traditional one. In this model the player should look back at the previous move by the other player and act upon it. In an iterated game, we will assume that the player can look at k number of moves of the other player. Therefore, we assume that we have a player j who keeps the historic record H j i with another player i for a specific number of movements k. Each H j i (t) value corresponds to the decision Di j (t) taken by player i to cooperate or not with player j at time t. Then depending on the historic record kept from H j i(l) to H j i(k) player j will make a decision D j i (t) to cooperate with i or not. If the collective value from H j i (1) to H j i (k) is bigger than �, player i will be considered cooperative and player j will try to cooperate with player i; otherwise, player j will defect. Of course, this also depends on player j having the answer A cooperative participant will cooperate with another partic ipant only when the history of cooperating between the two is more than the history of defection.
Generous TFT A cooperative participant will cooperate with another partic ipant conditionally when he finds that he cooperated at least once for a specific period and unconditionally in a regular basis to avoid deadlocks 
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Comparison between the different percentages of selfish users in classical tit for tat Fig. 2 shows the average cooperative users gain in the case of using the classical tit for tat strategy with 100 users, with the lines representing 20%, 40%,60% and 80% of selfish users. It can be seen that in all the plots, the total payoff of the cooperative users reached a deadlock and started decreasing. This is due to the fact that 1 -Average(Pa) of the users even if they were cooperative, are not able to respond to the request. Consequently, a cooperative user will start building a history of bad relationship with another cooperative user which leads to both of them ending up with the same history of bad relationship causing a mutual deadlock. Due to the payoff of -10 for a user not getting any answer, the total payoff keeps on decreasing at the end. We can see that the more selfish users in a group, the faster the payoff reaches a deadlock.
Conclusion: Modelling collaboration in a group of learners with a fixed history tit-for-tat strategy leads to decreased collaboration even among cooperative learners.
B. Model II: The Generous Tit-for-Tat
Since the classical Tit for Tat ends up with a deadlock, another enhanced Tit for Tat strategy that is able to avoid the deadlock was presented in the literature which is the generous Tit for Tat. It is based on a relaxed criterion for cooperation. A cooperative player j will cooperate with player i at a regular basis of k movements regardless of their previous history from H j i(l) to H j i(k). Moreover, only one cooperation(one answer) in the past k decisions is enough to consider the other player cooperative, instead of � cooperations in the previous classical tit for tat model. This corresponds to the equation 2 . Iterations (2) Fig. 3 .
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Comparison between the different percentages of selfish users in generous tit for tat Fig. 3 shows the cooperative users gain in the case of using the generous tit for tat strategy with 100 users, with the lines representing 20%, 40%,60% and 80% of selfish users. As we can see, this strategy does not lead to a deadlock as observed in the previous one. This is due to the generous behaviour preventing the cooperative users from reaching a mutual deadlock. In fig. 4 , we see a comparison between Comparison between the mutated selfish and cooperative gain in generous tit for tat with SO% mutated selfish users However, selfish users may mutate their behaviour and cooperate once every time their history of movements with another user is full of defection to imitate the cooperative user behaviour. The result of such behaviour is shown in fig. 5 . It demonstrated that even with partial cooperation, the number of times selfish users cooperated did not go above � of the number of times the cooperative users did, the gain of selfish users is slightly higher than the cooperative users since they keep their contributions to a minimum. One way to force selfish users to cooperate more is by increasing the number of required cooperations for a user to be considered cooperative. However, this kind of conditions will affect the gain of cooperative users significantly as apparent in fig. 6 . It is due to the fact that more cooperation is required from all the users regardless of their ability of answering the questions.
To address this problem, we suggest to increase the maximum fig.7 . Although the strategy became more beneficial with the increase of the history records; however, large history records have a technical disadvantage if they were to be implemented and are better be avoided in such systems.
Conclusion: Modelling collaboration in a group of learners with a generous tit-for-tat strategy increases the overall col laboration. however, selfish users are able to take advantage of the strategy easily. This will result on demotivating the users from becoming cooperative.
C. Discussion
In the Tit for Tat strategy, the player makes his decision based on the other player's previous moves. However, as proven by our simulation, a strategy such as previously de scribed will not always solve the problem of the free riding behaviour that groups are suffering from. In a collaborative group, there are situations where a participant will have a request and the other cooperative participants, while they want to help, they simply do not have the knowledge/expertise to do so. This stochastic behaviour could lead to a deadlock of defection between participants as seen in Fig. 8 which shows the average payoff over time for the studied strategies. Because of the deadlock group may reach, the classical Tit for Tat strategy is not able to survive even with only 20% selfish users. While the generous tit for tat contributes towards address ing these issues and prevents possible deadlock because the cooperative participants will be generous in a regular basis and give without expecting receiving any benefit, this strategy is not efficient in stopping selfish behaviour since it is easy to take advantage of. As we see in fig.9 , the generous Tit for Tat even maximises the gain of selfish users compared to the other strategy. Iterations Fig. 9 .
Comparison between the different Tit for Tat strategies in selfish users gain with 50% selfish users
To foster the cooperation in collaborative groups, any col laborative social application should:
• maximise the gain of cooperative participants, • minimise the gain of selfish users to prevent free riding behaviour, and
• motivate selfish users to cooperate in order to be of benefit to the group, rather than eliminating them from the group.
IV. REL ATED WORK
In line with our study, some studies analysed the problem of motivating users, selfish and cooperative, in the context of online conununities in general [1] . In these studies, most of the attempts to analyse the problem are experimental with many uncontrolled variables in established online conununi ties. There are few attempts in using computer simulations to predict the effects of different incentive mechanisms in online communities [6] [7] . Each focused on the results of applying specific incentive mechanism techniques according to economics, behavioural economics and psychology theories. [6] studies the user motivation and incentive mechanisms for participants of an online community for sharing articles and URLs. [7] simulates the effects of different kinds of moderation on the participation of the participants of an online community using an agent based model.
In our model, we use the approach of game theory and more specifically, the prisoner's dilenuna game and tit-for-tat strategies, to simulate the behaviour of the participants and analyse it.
It is worth noting that game theory was used extensively to study the problem of selfish users in the fields of wireless ad-hoc networks, virtual private networks and peer-to-peer networks as well [8] , [9] , [10] .
V. CONCLUSION
In this research we proposed to model the selfish behaviour in collaborative groups of social applications using game the ory. By simulating the groups' interactions of posting requests and receiving answers, we explored the possibilities and the outcomes of the users using known Tit for Tat strategies of the game theory. Through the simulation of the Classical and the Generous Tit-for-Tat strategies, we have shown that they do not solve the free riding behaviour problem groups may suffer from. Our analysis raises the need for social applications to have features that motivate selfish users to cooperate under the threat of being punished by other cooperative users if they are not of benefit to the group.
