Abstract. In part I the authors reported on the design of a robust and versatile gradientweighted moving finite element (GWMFE) code in one dimension and on its application to a variety of PDEs and PDE systems. This companion paper does the same for the two-dimensional (2D) case. These moving node methods are especially suited to problems which develop sharp moving fronts, especially problems where one needs to resolve the fine-scale structure of the fronts. The many potential pitfalls in the design of GWMFE codes and the special features of the implicit onedimensional (1D) and 2D codes which contribute to their robustness and efficiency are discussed at length in part I; this paper concentrates on issues unique to the 2D case. Brief explanations are given of the variational interpretation of GWMFE, the geometrical-mechanical interpretation, simplified regularization terms, and the treatment of systems. A catalog of inner products which occur in GWMFE is given, with particular attention paid to those involving second-order operators. After presenting an example of the 2D phenomenon of grid collapse and discussing the need for long-time regularization, the paper reports on the application of the 2D code to several nontrivial problemsnonlinear arsenic diffusion in the manufacture of semiconductors, the drift-diffusion equations for semiconductor device simulation, the Buckley-Leverett black oil equations for reservoir simulation, and the motion of surfaces by mean curvature.
1. Introduction. We report on the design of a robust and versatile gradientweighted moving finite element (GWMFE) code in two dimensions and on its application to a variety of difficult PDEs and PDE systems. These moving node methods are especially suited to problems with sharp moving fronts, especially problems where one needs to resolve the fine-scale profile of the sharp fronts.
In a companion paper, part I [1] , we have previously treated the one-dimensional (1D) case. In fact, we refer the reader to part I for its introduction, its bibliography, and much of its exposition which is equally valid for the 1D, two-dimensional (2D), or n-dimensional cases. In the present paper, we give only those references and explanations essential for the 2D case; besides our desire to not repeat ourselves unnecessarily, we feel that many of the concepts of GWMFE and its applications are best learned first in one dimension. Moreover, we recommend strongly that anyone wanting to apply GWMFE to a new and complicated system of PDEs should try it out first on a 1D model of the problem, if that is at all possible.
The authors have been collaborating on the development and improvement of 2D (and 1D) GWMFE codes since 1985. We reported on some early 2D trials in [2] and [3] . Since that time we have incorporated significant innovations and improvements into the codes. We have, however, fallen greatly behind in publishing our results.
Most of the numerical examples reported here had been computed by 1989 and were presented at the 1989 SIAM Annual Meeting minisymposium on moving node finite elements in San Diego, and at numerous other colloquia around the world. However, for the present paper we redid these examples in August 1992 in one consistent format, using the latest version of our code GWMFE2DS (GWMFE for 2D systems).
In section 2 we briefly describe the geometrical-mechanical interpretation of GWMFE; see Miller [4] for greater detail. This interpretation in terms of a balance of forces on the nodes, forces concentrated onto the nodes by the laws of leverage, should make the method more intuitive, easier to code, and easier to generalize. This interpretation should also make it easier to understand the nature of the regularizing forces which are needed to handle certain possible geometrical degeneracies. We also describe, from [4] , our simplified "internodal viscosity" regularization terms which are much easier to code (especially in two and three dimensions) than previous forms. Section 3 derives a catalog of formulae for the right-hand side integral inner products which occur in GWMFE, for a great variety of different linear and nonlinear firstand second-order partial differential operators. Section 4 briefly mentions some of the special features which greatly enhance the robustness of our implicit 1D and 2D codes, but we refer to part I for greater detail. In section 5 we present an example of the 2D phenomenon of grid collapse and discuss the need for long-time regularization. In section 6 we report on applications of the 2D code to several nontrivial problems-nonlinear arsenic diffusion in the manufacture of semiconductor chips, the drift-diffusion equations for semiconductors, the Buckley-Leverett black oil equations for water injection in oil reservoirs, and from differential geometry, the motion of surfaces by mean curvature. Finally, in section 7, we discuss some of the advantages of GWMFE over other adaptive methods and also some of the problem areas with GWMFE.
One very important recent innovation for GWMFE is not included in the present paper. Kuprat [5] has made a major advance in the method-a "graph-massage" routine, added to the 1D and 2D codes, which every 5 or 10 time steps creates and annihilates nodes as needed, based on the edge lengths and the "local flatness" of the GWMFE solution's component graphs. With this advance we now have local adaptivity (through the GWMFE node movement) plus global adaptivity (through "graph massage"). Throughout our numerical examples of section 6 we will be calling attention to situations where our computations, whose deforming triangular grids remain logically fixed, could probably be greatly improved by adding graph massage.
The Fortran source code for GWMFE2DS, together with input files for most of the examples of this paper, may be obtained by e-mail from carlson@math.purdue.edu.
Variational and mechanical interpretations, regularization, systems.
For greater detail on the topics of this section see [4] and also sections 2-3 of part I. We begin with a single time evolving PDE u t = L(u), (2.1) where L is a first-or second-order differential operator on the 2D spatial region Ω. The above PDE is the equation for the vertical motion u t of the graph. We consider instead the normal motionṅ of the graph, whereṅ ≡ u t /(1 + u 1/2 . Here u is now allowed to be an evolving oriented 2D manifold or surface immersed in three dimensions (not necessarily the graph of a function).
Consider any parameterization of the evolving solution manifold by u(τ, t) ≡ (x(τ, t), y(τ, t), u(τ, t)) where τ is a 2D parameter. The motionu of the parameterized points on the manifold is then given byu = (ẋ,ẏ,u) and the normal motion is given byṅ =u · n, where n is the unit normal vector to the manifold.
Our GWMFE approximant u is allowed to be an evolving piecewise linear oriented 2D manifold (the GWMFE manifold ) with its three-dimensional (3D) nodal positions u j = (x j , y j , u j ) all treated as unknowns. Note that the barycentric coordinates τ = (τ 1 , τ 2 ) on the triangular cells provide a natural piecewise linear parameterization of the manifold. Thus the position of the point u(τ ) at parameter τ and its motioṅ u(τ ) are given by linear interpolation from the nodal positions u j and nodal motionṡ u j ,
where the α j (τ ) are the usual piecewise linear "hat functions." The normal motionṅ of the manifold at this point is just this motion dotted with the unit normal vector n(τ ) = (n 1 , n 2 , n 3 ),
2.1. The variational interpretation. We obtain ODEs for the evolution of the nodes by requiring that the nodal motions {u j } be chosen at each instant so as to
where this L 2 integral is taken with respect to the surface measure dS over the GWMFE manifold. Taking derivatives with respect toẋ i ,ẏ i , andu i , the canonical equations for this linear least squares minimization are then that the PDE residual u · n − K(u) be orthogonal to each of the three basis functions α i n 1 , α i n 2 , α i n 3 at each ith node. In 3D vector form, these equations at the ith node are
2.2. The mechanical interpretation. We think of the PDE in normal motion form (2.2) as being a balance of distributed viscous drag forces and applied forces per unit area on the manifold, all in the normal direction; that is,
at all points on the manifold.
The GWMFE equations (2.6) are a discretized approximation to the force balance equation (2.7). We let u denote our piecewise linear GWMFE manifold approximating the true solution. Then we concentrate the distributed forces in (2.7) onto the nodes by the laws of leverage. Notice that the α i in (2.6) are merely the leverage factors for this concentration (since a tiny nodal perturbation of du i induces the corresponding perturbation α i (τ )du i of the τ point on the manifold). Hence, equation (2.6) merely states that the GWMFE manifold moves its nodes in such a way that the distributed viscous drag forces (u · n)n and applied forces K(u)n on the manifold, when concentrated onto the nodes by the laws of leverage, exactly balance at each node.
In terms of the original u t and L(u) notation of (2.1), the equations (2.6) have the form
2.3. Mollification for second-order terms. Second-order terms in the operator L(u), such as the Laplacian ∆u = u xx +u yy or all the other examples in section 3.2, need to be interpreted in GWMFE in the sense of mollification or smoothing. That is, one imagines the edges and vertices of our piecewise linear manifold to be ever so slightly mollified or smoothed off. The right-hand side forces we use in (2.6) or (2.8) are then the limiting forces as the "mollification radius" tends to zero. This has been amply discussed in previous papers such as [4] or part I. See Hörmander [6] for a general discussion of the smoothing technique of mollification.
2.4. Simplified internodal viscosities. Equation (2.7) is a degenerate system of three PDEs for the three unknown functions x, y, and u of u(τ, t); that is, there are absolutely no forces in this equation telling these parameterized points how to move or stabilize in the tangential directions. Since GWMFE (before regularization) is a discretization of (2.7), it is not surprising that the GWMFE equations (2.6) sometimes become indeterminate and fail to tell the nodes how to move in certain tangential directions.
Notice that in the nodal force balance equation (2.6), each cell adjacent to the ith node provides viscous resistance only to the normal components of the nodal motioṅ u i , and absolutely no resistance to the tangential components of this motion. Usually, because of the coarseness of the discretization, the normals n of the adjacent cells span all directions in three dimensions, and hence we have viscous resistance in the mass matrix to nodal motionsu i in all directions. However, there are two possible types of geometrical degeneracies at the ith node. First, if the graph of u is planar at the node, then all the adjacent n line up in a single direction. Hence, all nodal motionsu i in the 2D space tangent to the graph produce no normal motionu · n of the manifold and thus no viscous resistance. Hence the quadratic form of the mass matrix of (2.6) is degenerate in those directions. Second, if the graph of u has a crease, like the straight ridge of a roof, at the node, then the adjacent n span only two dimensions. Hence all nodal motionsu i in the 1D space tangent to the crease produce no normal motioṅ u·n of the manifold and thus no viscous resistance. We call the above two geometrical configurations rank-2 or rank-1 degeneracies, respectively, of the mass matrix at the ith node, i.e., of the ith diagonal block D i of the mass matrix.
Because of these geometrical degeneracies we need to intercede, regularizing the mass matrix via added "internodal viscosity" forces. In the past [2, 3] , we had penalized in our 2D codes against the L 2 norms of the divergence and curl of [u] T , the tangential part of the piecewise linear motionu of the GWMFE manifold in (2.3). That was generally reliable for many years. Carlson gained some improvement by replacing curl by strain, or by using combinations of div, curl, and strain, including the equal combination which gives penalization against the simpler grad[u] T 2 .
Then, carrying the desire for simplification one step further, Miller realized that it is not necessary to consider the tangential motion [u] T only; instead, one can penalize against the gradient of the whole motionu of the manifold. This penalization yields an added viscous resistance force on the ith node (added to the left-hand side in (2.6)) of
where A 2 is an appropriately chosen tiny internodal viscosity coefficient. (Here grad, div, curl, etc., are understood to be with respect to the tangential coordinate system in each triangular cell, of course.) See [4] for fuller details. This form is much simpler to code than the previous forms and it of course generalizes immediately to three dimensions or to any number of dimensions. It is this simplified form of internodal viscosity which we have used in all our 1D and 2D computations since late 1989.
We recommend the same standard choices for A 2 in two dimensions as in one dimension. We usually normalize variables such that the u variable has O(1) variation, choose a local predictor-error tolerance on the u variable of η 1 = 10 −3 , then choose A = .5 to 5 times η 1 . In part I there is much explanation, experimentation, and justification for these standard choices in the 1D situation, and our experience is that the 1D choices carry over successfully to the 2D situation. See also the topic of "vertical rescaling" in section 6.3 of part I, which can change η 1 and thus the choice of A 2 .
Internodal tensions and pressures.
For problems which go to long times and near equilibrium the dynamic regularization terms above are sometimes not sufficient to stabilize against tangential nodal drift in nearly degenerate (i.e., "planar" or "creased" portions) of the GWMFE manifold. See, for example, the "grid-collapse" phenomenon of section 5. In those cases, we may perhaps choose to add tiny tangential internodal tensions or pressures in the cells. In our 1D examples of part I we had almost no need for these additional forces. But in our 2D examples we shall usually need to use some tensions or pressures.
Our recommended linear internodal tensions for two dimensions are described more fully in [4] . Essentially, one joins the vertices of the 3D cells by linear elastic fibers to all the points of the opposite edges. The tension between the vertex and the infinitesimal segment of arclength ds in the opposite edge is given by B 2 · ℓ(s) · ds, where ℓ(s) is the distance between the two and B 2 is a constant. One guide to the choice of the tension coefficient B 2 is the following order of magnitude argument. Our added tension acts on each edge somewhat like a "surface tension" of variable magnitude B 2 ℓ(s). This tension not only works to equalize the tangential positioning of the nodes, it also has a "smoothing effect" on the graph, producing residual forces in the normal direction which tend to damp oscillations and (unfortunately) round corners. Suppose, however, that our PDE already contains a ν∆u diffusion term. This term also acts much like a surface tension of magnitude ν on each edge (at least provided the gradient is not large); see section 3.3 about curvature and surface tension or see section 4.4 in part I. Thus, provided that B 2 is chosen such that B 2 times the expected maximum cell diameter ℓ max is much less than the diffusion coefficient ν already in our PDE, then the smoothing effect of our added tension should make little noticeable difference on the results. See the examples of sections 5 and 6.5.
Our recommended inverse-quadratic intracellular pressures for two dimensions are analogous to those used in one dimension. We put a pressure inside each triangular 3D cell, pushing out tangentially on its sides, of magnitude C 2 /(R − R 0 ) 2 , where R is the inscribed radius of the 3D cell and R 0 is some tiny critical value (usually zero) at which we want this pressure to go infinite. Our order of magnitude rationale for the choice of the pressure coefficient C 2 is similar to that given in [7] for the 1D MFE case and leads us to usually choose C 2 = 0 or C 2 = 1 10 ν(η 1 ) 2 . See [8] for details. We remark that the inverse-quadratic pressures are "short-range" forces which have little effect on the tangential nodal positioning except in the very thin cells. They are therefore quite useful as a "fail-safe" device to prevent total grid-collapse (as in section 5) and keep the computation going, even though they may allow some fairly small inscribed radii R. The linear tensions, on the other hand, are "longrange" forces. In a degenerate situation such as section 5 they have a tendency to prevent grid collapse by keeping approximately equally sized cells in the first place. However, they have no special "fail-safe" ability to rescue the situation by providing an arbitrarily large regularizing pressure when an inscribed radius R tends to zero.
2.6. GWMFE for systems of PDEs. Consider, for example, the system
for the two unknown functions u(x, y, t) and v(x, y, t) on the 2D region Ω.
Our GWMFE approximants u, v will be piecewise linear functions with commonly shared moving nodes. We therefore have four unknowns (x i , y i , u i , v i ) at each ith node. For the present code we treat the u and v graphs as two independent 2D manifolds (x, y, u(x, y), 0) and (x, y, 0, v(x, y)) immersed in four dimensions. The functional for minimization is then a weighted sum of the functionals ψ 1 and ψ 2 of form (2.5) over the two component graphs; that is,
Here the PDE weights w 1 and w 2 are constants that often must be chosen with a bit of judgment and experimentation for the situation at hand. See part I or [4] for greater detail.
3. A catalog of inner products. In this section we consider more closely the concentrated force integrals
which appear in (2.6) and (2.8). These are the inner products of L(u) with the basis functions α i n 1 , α i n 2 , α i n 3 . We will derive these inner products for some standard differential operators L(u).
With the exception of certain second-order operators, the inner products are computed cell by cell; the complete inner product is assembled at a later stage.
For systems it is enough to describe the inner products for a single equation, say u t = L(u, v). The inner products for the other equations are treated similarly. Here and in the following we write as if there were only two unknown functions u and v. The generalization to more unknowns is straightforward.
The following notation is used throughout. If f is a scalar-or vector-valued function, we denote the average of f over a triangular cell T with projected area
Likewise if E is an edge of length ℓ, the average of f over E is denoted
In practice, the average (3.2) is computed by the midpoint rule, using the midpoints of the three edges, which is exact if f is any second-order polynomial, or when greater accuracy is desired, by a seven-point Gaussian formula which is exact for fifth-order polynomials (see [9, p. 173] ). The edge average (3.3) is evaluated using either Simpson's rule or a three-point Gaussian formula.
3.1. First-order operators. We begin with several first-order differential operators L. The inner products (3.1) may be expressed as a sum of integrals over each of the triangular cells adjacent to node i. Thus it will suffice to consider the inner products over one such cell T . We label its vertices V i , edges E i and outward unit normalsν i , i = 0, 1, 2, as shown in Fig. 3 .1. We will denote the length of E i by ℓ i and the projected area of T by A. Finally, note that u x , u y , and n are constant on T .
Convection-growth equation. Consider the equation
where the coefficients a, b, and c are functions of x, y, u, and v. We have
Similar inner products hold for α 1 and α 2 .
Conservation law.
Consider the equation u t = ∇ · f , where the flux f = f (x, y, u, v). Integrating by parts,
As was pointed out in part I for the 1D case, the formula (3.7) corresponds to a form of numerical differencing of f and can lead to large cancellation errors. It may be best in some circumstances to explicitly differentiate f , treating ∇· f as a source term c in (3.4) (with a = b = 0) and using formula (3.5).
Second-order operators.
We now turn our attention to second-order differential operators such as ∆u. These need to be interpreted in the sense of mollification, as discussed in section 2.3. Under mollification, ∆u = O(δ −1 ) and has its support in a tiny δ-neighborhood of the edges of the mesh, where δ is the diameter of the mollification kernel. The integral (3.1) needs only to be taken over the δ-neighborhood of edges adjacent to node i, as shaded in Fig. 3 .2, since α i = O(δ) in the δ-neighborhood of the remaining edges and the integral over them vanishes as we let δ tend to zero. With no loss, we may also neglect or modify the integral in a O(δ)-neighborhood of the nodes; the error incurred vanishes as δ tends to zero. Therefore, for ∆u (and other simple second-order terms) we may write the inner products (3.1) as a sum of integrals, each over a δ-neighborhood of an edge adjacent to node i. (Beginning in section 3.2.5 we consider more complex second-order terms for which there is a contribution to the inner products from adjacent cells as well.) Let E be one such edge. We label its end points V i and adjacent cells T i , i = 0, 1, as shown in Fig. 3 .2. Let ℓ be the (projected) length of E and letν andτ be the unit normal and unit tangent vectors to E, respectively. The tangential directional derivativeτ · ∇u is constant over T 0 ∪ T 1 and we denote its value by n. Let m be the value of the normal directional derivativeν · ∇u, which is the constant m 0 on T 0 and m 1 on T 1 and varies rapidly in a tiny neighborhood of E, nbd(E), which is depicted in Fig. 3 .2 as the region between the dotted lines. We may write
whereû = (0, 0, 1) andν andτ are considered as 3-vectors with zero third component.
Constant coefficient Laplacian.
Consider the equation u t = ∆u. We begin by assuming the edge E is vertical; that is,ν =x andτ =ŷ. In this case n is the constant value of u y in a neighborhood of E and m = m(x) is the mollified value of u x which varies rapidly across the edge between the constant values m 0 on T 0 and m 1 on T 1 . Since ∆u = u xx = m x , we have
Here we have used the fact that m is a function of x alone and α i is nearly a function of y alone in this tiny neighborhood of E. The resulting integrals are very similar to those obtained for GWMFE in one dimension; we write this as
where the integrals are
For a general edge, we first rotate to a coordinate system (x ′ , y ′ ) in which the edge is vertical. Now u y ′ = n is constant and
i is nearly a function of y ′ alone. Using (3.8), it follows as above that
where
with F ν , F τ , and F u given by (3.9).
We can give the integral (3.10) the following interpretation: we view F as a constant distributed edge force per unit length which is concentrated by the laws of leverage onto the end points. In this case, half of the total edge force ℓ F goes to each node.
Decomposition of F into cell quantities.
In order to compute the inner products (3.10) cell by cell, we decompose F into cell quantities as
where F ′ is computable from quantities associated with T 0 , and F ′′ , from quantities associated with T 1 . A natural choice is
Here m and n are the constant values ofν · ∇u andτ · ∇u on T 0 . It is then easy to see that F ′′ is also given by (3.13) and (3.14) ifν andτ are taken to be the outward unit normal and unit tangent to E with respect to T 1 , and m and n are the constant values of the corresponding normal and tangential directional derivatives on T 1 . With this decomposition, the inner products (3.10) successfully divide into cell quantities; we view 1 2 ℓ F ′ and 1 2 ℓ F ′′ as the contributions from the cells T 0 and T 1 , respectively. We remark that this decomposition of F would follow from (3.9) by assuming that the normal derivative m is "smoothed" in such a way that it becomes zero on the edge E itself. As a result, homogeneous Neumann boundary conditions can be handled automatically in our implementation of GWMFE by merely doing nothing. This is similar to fixed-grid Galerkin finite elements.
Also note that formulae (3.9) and (3.14) are extremely susceptible to cancellation and roundoff error when m is small or large and negative. In section 3.2.7 we give versions of these formulae which avoid these difficulties.
Variable coefficient Laplacian.
Consider the equation u t = a∆u, where a = a(x, y, u, v). Like α i , a is nearly a function of y ′ alone in a tiny neighborhood of E. Thus we have a distributed edge force per unit length of aF along the edge and
3.2.4. Laplacian of a different variable. Consider u t = ∆v. In order for the inner products (3.1) to have a consistent limit as the mollification radius tends to zero, we must now assume that u and v have been mollified in the same way. Let m(x ′ ) denote the mollified value of the normal derivativeν · ∇v which varies rapidly in a tiny neighborhood of E between the constant values m 0 on T 0 and m 1 on T 1 . It follows that
Since ∆v = m x ′ and ∆u = m x ′ , the inner products reduce to those of section 3.2.1,
Observe that this formula appears to have a singularity when m 1 = m 0 . However, we show in section 3.2.7 that the term m 1 −m 0 may be factored from F when m 1 −m 0 becomes small, thereby resolving the singularity.
We also note that it is not possible to write (3.16) as a sum of cell quantities as was done previously and so it cannot be computed cell by cell; these inner products require knowledge of u and v on both cells simultaneously. We refer to such terms as two-cell quantities.
For the variable coefficient equation u t = a∆v, where a = a(x, y, u, v), we may apply the above argument together with that of section 3.2.3. It follows that we have a distributed edge force of a m1− m0 m1−m0 F along E. Thus, we obtain the integral
3.2.5. Isotropic diffusion in conservation form. Consider u t = ∇ · a∇u where a = a(x, y, u, v). This is our first example of a second-order term whose support is not confined to a tiny neighborhood of the edges. The integral (3.1) can now be written as a sum of integrals over the δ-neighborhood of edges adjacent to node i and over cells adjacent to node i. (Strictly speaking, we understand that a "cell" does not include the tiny strip near the edges where u and v have been mollified, and thus ∇u is constant there.) It will suffice to give the integrals over a neighborhood of one such edge E and over one such cell T .
We have ∇· a∇u = a∆u + ∇a · ∇u. Since ∇u · ∇a is bounded, this term may be neglected on the δ-neighborhood of E and the inner product over that neighborhood is given by (3.15) . With the notation of Fig. 3 .1, the integral over the cell T is
which follows from (3.7) taking f = a∇u. Similar formulae hold for α 1 and α 2 . An alternative to integration by parts over cell T is to explicitly differentiate a∇u and treat ∇a · ∇u as a source term, noting that ∆u = 0 on the cell.
In the case of diffusion involving a different variable, u t = ∇· a∇v, little changes. Again ∇ · a∇v = a∆v + ∇a · ∇v, with ∇a · ∇v bounded. Thus, the inner product over a neighborhood of E is now given by (3.17). The inner product over a cell again follows from (3.7) as above, but with f = a∇v.
3.2.6. Anisotropic diffusion in conservation form. As a final example of a second-order operator, consider u t = ∇· A∇u, where A = [a ij ] is a 2 × 2 matrix with a ij = a ij (x, y, u, v). The inner product over a cell T is given by (3.7) with f = A∇u,
To derive the inner product over a tiny neighborhood of an edge E, first suppose the edge is vertical;ν =x andτ =ŷ. Since u y is constant and u x is a function of x alone,ν · A∇u = a 11 u xx + bounded terms. Since the bounded terms may be ignored, this is the case considered in section 3.2.3, hence
For a general edge, we rotate to a coordinate system (x ′ , y ′ ) in which the edge is vertical. With respect to this coordinate system ∇· A∇u = a
Similar results are obtained for the term ∇· A∇v.
Roundoff control for F and F
′ . It was pointed out earlier in section 3.2.2 that the formulae (3.9) and (3.14) have a severe problem with cancellation and roundoff error as presented, and so are not well suited for numerical evaluations. Experience has shown that it is absolutely essential to control this error. We now give numerically sound versions of these formulae, analogous to those given in sections 4.11 and 4.12 of part I for the 1D case.
We begin with the "cell quantity" edge force F ′ . We write F ′ ν and F ′ u as
Formula (3.21) is just the rationalization of (3.14a) and handles the problem which occurs when m is small. The first half of (3.22) handles the problem when m is large and negative. The second half of (3.22) is a truncated Taylor series expansion for F
) and gives roughly 10 −17 relative accuracy. We next deal with a "two-cell quantity" version of F similarly. Let
We then evaluate F ν and F u by the formulae Observe that these two-cell formulae also handle the cancellation and roundoff errors which occur when m 1 − m 0 is small. This advantage is lost if F is divided into cell quantities F ′ and F ′′ , which is a price we pay for evaluating the edge integrals cell by cell.
Also observe that when m 1 − m 0 is small, m 1 − m 0 appears as a common factor in (3.25) and (3.26 ). This will cancel the singular term (m 1 − m 0 )
−1 which appears in the inner products (3.16) and (3.17).
3.3. Mean curvature. Consider the equation from differential geometrẏ n = C(u), (3.27) whereṅ is the normal component of motion and C(u) is the curvature (sum of principal curvatures) of an oriented 2D manifold u immersed in three dimensions. This equation was discussed in section 2.6 of [4] and also in sections 2 and 4.12 of part I. There it was pointed out that a normal force per unit area of C(u)n imposed on the manifold is equivalent to having a uniform surface tension of +1 in the manifold. This is due to a geometrical identity [4, eq. (2.19) ] which follows from the divergence theorem applied to the Laplace-Beltrami operator ∆ = div grad on manifolds, since C(u)n = ∆u.
The derivation is now quite similar to that for the Laplacian in section 3.2, except that now it is more geometrical and 3D. We have an oriented piecewise linear GWMFE manifold u (not necessarily the graph of a function), and we wish to evaluate the surface integral (2.6) with K(u) = C(u). As before, it suffices (after slight mollification of u) to evaluate the integral in a δ-neighborhood of one of the edges E adjacent to the node V i ; for example, the node V 0 and edge E shown in Fig. 3.2. Here we consider E, T i , and nbd(E) as an edge and surfaces embedded in three dimensions; we are not considering their projections onto the x-y plane as before. Because of the equivalence with surface tension, we can see that
where L denotes the arclength of the 3D edge E and t i denotes the inward unit normal to E in the 3D cell T i . This is because the equivalent surface tension of +1 produces a constant 3D force per unit arclength of t 0 + t 1 along the edge E, for a total force of L(t 0 + t 1 ) on the edge. Because of the laws of leverage, half of this total force acts on node V 0 and half on node V 1 .
Alternatively, one could arrive at (3.28) by certain integration by parts formulae on manifolds involving the Laplace-Beltrami operator.
4. Special features of our 2D implicit code. There are some special features of our code which enable us to handle the extremely thin triangles and exceedingly stiff ODE systems which can result from the difficult PDEs to which we apply GWMFE. These include an implicit, variable time step, second-order backward difference formula stiff ODEs solver, BDF2; diagonal preconditioning of our implicit backward difference equations; a nonlinear "Krylov subspace" accelerator for our modified Newton's method; careful attention to roundoff error control in computing certain second-order terms; tests for negative projected areas of our triangular cells at several stages in each time step; and different absolute predictor-error tolerances η 1 , η 2 , . . . , η, η for the maximum norm errors in each of the u i , v i , . . . , x i , y i components. All of these features are well discussed in part I.
The 2D code also allows for an arbitrary unstructured grid. To solve the resulting linear equations the code employs a skyline direct solver. These two features make it easier for someone, such as Kuprat with his graph-massage routines [5] , to change the logical topology of the grid every so often throughout the course of a computation. This we ourselves have not done; all computations in this paper are with a logically fixed grid. We use several different grids which are logically rectangular with diagonals added.
In our numerical examples we report the following input parameters:
WPDE: the PDE weights w 1 , w 2 , . . . for the u, v, . . . equations, as in (2.11). PTOL: the maximum norm predictor-error tolerances η 1 , η 2 , . . . , η, η for the u i , v i , . . . , x i , y i variables. ELTVSC: the element internodal viscosity coefficients A The following input parameter was fixed for all our numerical examples. RTOL = .1: the relative tolerance (for predictor-error) on cell areas (the projected x-y areas).
We report the following output performance statistics.
NSTEP: the number of BDF2 steps used. CPU: cpu seconds on the Berkeley CRAY-XMP computer, followed by the cpu seconds on an HP 9000/735 workstation. NRE: the number of residual evaluations. NJE: the number of Jacobian evaluations (and LU decompositions).
Grid collapse and the need for tensions or pressures.
In two dimensions a phenomenon appears for certain near steady-state problems which did not occur in one dimension. Consider, for example, the following problem for the heat equation on the unit square Ω: The true solution tends toward the steady state u ∞ (x, y) = y(1 − y)/2 + .1y, with a fundamental relaxation time of T = 1/π 2 ≈ .1. Shown in Fig. 5 .1a is one 8 × 8 GWMFE grid for this solution, at t = 0 and at t = .2507. Note that at the later time, which is nearing steady state for the true solution, the grid is experiencing serious collapse, with nodes collapsing along horizontal lines. On the other hand, Fig. 5 .1b shows another 8 × 8 grid for this same solution, at t = 0 and at t = 100. Here there is absolutely no grid-collapse. The difference between the two grids is that the steady-state GWMFE solution would for the first grid (with the natural symmetries that one would expect) attempt to maintain the exact x-independence of the true solution. Thus this symmetric GWMFE graph would have a rank-1 degeneracy or "crease" in the x-direction along each row of its nodes. The dynamic internodal viscosity keeps this degeneracy regularized for the transient portion of the calculation, but as we approach the steady state there is absolutely no balance of forces from the ∆u+1 terms to tell the nodes how to position themselves in the x-direction. Hence we see gradual nodal drift and coalescence along these creases. For the second grid, however, the natural symmetries of the problem produce a steady-state GWMFE solution with a staggered mesh and with no crease degeneracies in its graph.
We point out that the GWMFE solution itself for the first grid (and for other grid configurations which collapse on this problem) is quite accurate; however, the computation grinds to a standstill with tiny time steps because of the extreme stiffness of the equations with these collapsing cells.
This and similar situations which occur in 2D computations, therefore, require that we provide added internodal tensions or pressures to regularize the long-term position of nodes in degenerate portions of the graph. Fortunately, the required tensions or pressures act in the tangential directions in each cell and can be quite small, and hence do not seriously affect the correct balance of forces in the normal direction (à la (2.6)) upon which GWMFE is based.
Consider, for example, the linear tensions discussed in section 2.5. We find that a tension coefficient of B 2 = 10 −3 (but not much smaller) is sufficient to prevent grid collapse and keeps a quite evenly spaced grid. Here ν = 1 and ℓ max ≈ 10 −1 . This value of B 2 thus gives an added "surface tension" B 2 ℓ which is ≈ 10 −4 times smaller than that (ν = 1) from the ν∆u term in the PDE, and hence can be expected to decrease the solution by only about 1 part in 10
4 . Moreover, if we were to "flatten" the graph of u by a "10u vertical rescaling" (see section 6.3 in part I) then the slopes m would be 10 times smaller, the νm 2 /2 pressures from the ν∆u term would be 100 times smaller; hence a 100 times smaller tension coefficient B 2 or pressure coefficient C 2 would be sufficient to prevent grid collapse.
6. Applications. 6.1. Nonlinear arsenic diffusion. This is a problem suggested to us by Kent Smith of Bell Labs in a private communication of 1988. It concerns the highly nonlinear diffusion of arsenic ions being baked into the partially masked surface of a semiconductor chip during the manufacturing process. Let c(x, y, t) be the concentration of arsenic ions (number per cubic centimeter) and let C = c/2n i be the dimensionless concentration. Then C satisfies the nonlinear diffusion equation
The chip occupies the right half-plane {x ≥ 0}. Its surface at x = 0 is masked for |y| > 1 and unmasked for |y| ≤ 1. Initially the arsenic concentration is everywhere constant at c ≡ 2 × 10 14 . Then for t > 0 the unmasked surface is exposed to a constant concentration of 2 × 10 21 . Because of symmetry we need to compute only on the quarter-plane {x > 0, y > 0}. Thus we have the problem the PDE (6.1) holds for x, y, t > 0, (6.2a) c(x, y, 0) = 2 × 10 14 for x, y > 0, (6.2b) c(0, y, t) = 2 × 10 21 for 0 ≤ y ≤ 1, t > 0, (6.2c) ∂c ∂x (0, y, t) = 0 for y > 1, t > 0, (6.2d) ∂c ∂y (x, 0, t) = 0 for x > 0, t > 0. (6.2e)
Because the concentration c ranges by the large factor of 10 7 , and because we want to know the detailed structure of c(x, y, t) also for the very small values of c, it would be natural to change to u(x, y, t) ∝ log c(x, y, t) as our computational variable. This we have often done, with good success. However, the logarithmic transformation has a tendency to flatten out the high concentration regions excessively, thus causing too much of the GWMFE grid to shift into the low concentration regions.
Instead we use the transformation
where µ is a parameter to be chosen. This transformation is asymptotically linear for C ≫ µ and asymptotically logarithmic for C ≪ µ. Decreasing µ should thus give greater emphasis to (and shift grid into) the regions of higher concentration. Since our f (C) itself changes character near C = 1 (it is asymptotically constant for C ≪ 1 and asymptotically linear for C ≫ 1) we expect to choose a value of µ near 1. The transformation (6.3) is suggested by a canonical transformation of Please and Sweby [10] that simplifies equation (6.3) but which would be overly complex with our f (C) here. Under the transformation (6.3), the computational variable u(x, y, t) satisfies
Our early computations replaced the quarter-plane {x, y ≥ 0} with a rectangle. However, those computations showed that the solution graph moves out in an expanding front whose leading edge has a very sharp corner. See the point D on Fig. 6 .2a, for example. Immediately ahead of this steep leading edge the solution remains very nearly constant (corresponding to the initial values c ≡ 2 × 10 14 ). This very sharp corner feature at the leading edge was further confirmed by detailed 1D GWMFE computations. Thus, we can replace our computation on the larger region by a more efficient computation just within the expanding front region. At the moving nodes on the leading edge we prescribe for GWMFE the following free boundary conditions:
14 on the leading edge, ∇c ≡ 0 outside the leading edge. (6.5) Figure 6 .1a shows the 16 × 16 GWMFE grid at t = 3600 with µ = 2. On the unmasked segment AB we have the fixed boundary condition c ≡ 2 × 10 21 , on BD and AC reflection conditions, and on the expanding free boundary CD we have the conditions (6.5) . Figure 6 .2a shows about 40 "x-slices" (by planes perpendicular to the x-axis) of the corresponding solution graph, with a +50% lateral and +50% vertical "shear." That is, our graphics routine first normalizes the x, y, u dimensions of the output to fit within a cube; then it shears the back side of the cube by +50%, +50% and normalizes the results to fit within our square output window. One of the advantages of GWMFE is that one can get quite decent accuracy on a problem like this using only a very coarse grid. Shown in Fig. 6 .2c is the solution corresponding to a coarse 8 × 8 grid. Comparison of Figs. 6.2b and 6.2c reveals that the two solutions are in quite close agreement. This close agreement is further revealed in Fig. 6 .1b, which is a comparison of the contours of these fine-grid and coarse-grid solutions, at the contour levels u = .1, .2, . . . , .9. The statistics for the coarse-grid run are NSTEP, CPU, NRE, NJE = 125, 3.7 sec or 8.2 sec, 389, 17. For both runs we used the standard values PTOL = 10 −3 , 10 −3 , ELTVSC = 25 × 10 −6 , with TENSN, PRESS, RAD0 all zero. Notice that the grid adjusts easily to resolve the square root-type singularity at the edge B of the masked region. This is a problem which requires good resolution of the slope of the advancing front in order to get the correct front speed. Notice that the first term on the righthand side of (6.4) corresponds to diffusion with coefficient f (C), but the second term corresponds to convection with a convective velocity which is proportional to ∇u. One might expect that the effect of added diffusion in the problem (from numerical diffusion due to upwinding techniques found in many codes, for example) would be to advance the front faster. Paradoxically, it can have just the opposite effect; the numerical diffusion decreases |∇u| and thus decreases the convective speed of the front in the second term.
6.2. Drift-diffusion equations for semiconductors. Here we consider a greatly simplified 2D model problem for semiconductors (see [11] ). Let p(x, y, t) denote the density of mobile positively charged "holes" in a semiconductor and let v(x, y, t) denote the voltage or electrostatic potential in the semiconductor. Let d(x, y) ≡ 1 be the given dopant density of immovable negative charges doped in the semiconductor, and assume for this simplified problem that n(x, y, t), the density of mobile electrons, is zero. We refer the reader to the discussion of the quite similar 1D example given in section 7.1 of part I. We have from there the two PDEs
It is important that we use (6.6b) to replace the second-order ∆v term on the right-hand side of (6.6a) by the zeroth-order term d − p. Mainly for the convenience of having our PDEs in our standard transient form (2.10), and thereby avoiding the need to write a special code for differential-algebraic equations, we also add an ǫv t term to the voltage equation (6.6b), with a small constant ǫ.
We solve these equations on the rectangle Ω = {0 < x < .5, 0 < y < 2}. On the left-hand boundary of Ω we have a "gate" at {x = 0, 0 ≤ y ≤ .5} and a "collector" at {x = 0, 1.5 ≤ y ≤ 2}. We prescribe Dirichlet boundary conditions p ≡ 10 −8 and v ≡ V = .15 on the gate and p ≡ d ≡ 1 and v ≡ 0 on the collector. On all other parts of ∂Ω we prescribe a reflection (i.e., zero Neumann) boundary condition for p and v. We also prescribe certain initial values p = p 0 (x, y) and v = v 0 (x, y) at t = 0.
Thus we have the problem Since we want to know the detailed structure of p also for the very small values of p, we solve not for p(x, y, t) but for its logarithm u(x, y, t), where p = e ku and where the normalizing constant k is chosen such that p = 10 −8 corresponds to u = −1. Making this substitution, (6.7a) becomes
Notice that the electric field −∇v will have a tendency to sweep the holes out of any region in which this field is nonzero. Thus these drift-diffusion equations tend to produce at steady state a depleted region where p ≈ 0 and ∇v = 0, and a chargeneutrality region where p ≈ d and ∇v ≈ 0. Joining these is a thin transition front of O( √ λ) thickness where the effects of the tiny diffusion coefficient λ counterbalances the convective effects of the small residual electric field near the edge of the depleted region.
For this transient run we chose a moderately small λ = 10 −3 . The initial holes function u 0 (x, y) was chosen to be a crude piecewise bilinear function which is −1 (p = 10 As in one dimension, we choose ǫ = 10 −1 , which gives a decay time constant for the fundamental eigenmode of the heat equation (6.7b) which is small compared to the rate at which the holes solution u changes.
In Figs. 6.3-6.6 we show the resulting GWMFE steady-state solution at t = 200. Figure 6 .3 shows the grid; Fig. 6.4 shows 20 x-slices of the u solution graph with −50% lateral and +50% vertical shear; Fig. 6 .5 shows the grid corresponding to Fig. 6.4 ; Fig. 6 .6 shows 40 y-slices of the voltage graph with +50% lateral and +50% vertical shear. In Fig. 6 .6 note the well-resolved square root singularity at the corner of the gate and note the charge-neutrality region where v and ∇v are ≈ 0. In Figs. 6.4 and 6.5 note the depleted region where p ≈ 10 −8 , the charge-neutrality region where p ≈ d = 1, and the well-resolved transition zone between the two. Finally, Fig. 6 .4 also includes an overlaid comparison of the present solution against another GWMFE solution with a somewhat different gridding. Note that the two solutions agree quite well. This and other comparisons suggest the considerable accuracy of our results. This is a problem where "graph massage" would probably give a better and more efficient solution. Our logically rectangular grid here is clearly far from optimal. At t = 200 in Fig. 6 .5, for example, clearly one could afford to remove almost all the nodes in the charge-neutrality region where u ≈ 0 and v ≈ 0. However, at t = 0 a completely different logical grid would be needed to give an efficient representation of the initial functions u 0 (x, y) and v 0 (x, y), and this efficient grid would change its logical structure considerably under graph massage throughout the course of the transient computation.
Now we discuss the choice of internal parameters of GWMFE. A major difficulty with this problem is that there is such a large 10 4 ratio between the diffusion coefficients ν 2 = 10 and ν 1 = 10 −3 for the voltage and the holes equations. In order to handle some problems with "grid-collapse" from the near steady-state voltage equation (6.7b), as discussed in section 5, we had to employ some inverse quadratic intracellular pressure for this equation. But then, since ν 2 /ν 1 is large, the pressure coefficient
2 recommended to avoid grid-collapse in the voltage equation would be much larger than the pressure coefficient C
2 recommended for the holes equation (and above which one might expect to see oscillations appearing, as discussed in section 2.5). Thus, we found it advisable to flatten the graph of v by a "100v vertical rescaling" (see section 5). This allows us to reduce η 2 by a factor of 10 −2 and thus the recommended C 6.2.1. A family of steady-state solutions. Here, as in part I for one dimension, we show that one can easily compute a one-parameter family of steady-state solutions by varying some problem parameter extremely slowly in time. For example, one could use a time-dependent gate voltage, or, as we will do here, introduce a time-dependent diffusion coefficient λ(t).
We begin at t = 0 with λ(0) = 10 −3 and with the steady-state 15 × 35 grid solution as our initial values, as shown in Figs. 6.3-6.6. We then let λ(t) decrease exponentially so that λ(50) = 10 −4 and λ(100) = 10 −5 . All other parameters of the computation remain exactly as before, except that now, since the diffusion coefficient λ gets 100 times smaller than before, we choose the intracellular pressure coefficients 100 times smaller than before, with PRESS = 10 −11 , 10 −13 here. Shown in Figs. 6.7-6.9 is the "holes" solution at t = 50 when λ(t) = 10 −4 . This is a quite good solution. The solution at t = 100 when λ(t) = 10 −5 , as shown in Fig. 6 .10, is less successful, however. The solution is somewhat jagged at the lower right-hand corner of the figure, and clearly more nodes are needed to resolve the thin reflection front there. Again, this is a problem where "graph massage" would probably yield easy improvement.
The statistics for this run to t = 100 are NSTEP, CPU, NRE, NJE = 126, 27.6 sec or 59 sec, 378, 21.
6.3. The Buckley-Leverett "black oil" equations. We consider a classical "five-spot" water injection problem for the well-known Buckley-Leverett "black-oil" equations (see [12] ). Our unknown functions are u = s(x, y, t), the saturation of water as it displaces oil in a porous reservoir, and v = p(x, y, t), the pressure. Darcy's law in this model states that flux of water = −s 2 ∇p, (6.9a)
where α is the "ratio of viscosities" (= 
It is important that we substitute (6.10) in (6.11). We then add a small diffusion term to (6.11) to handle shocks, and we also add a small ǫp t parabolic term to (6.10) .
This yields the two equations coefficient ν). Figure 6 .15 gives a contour plot comparison of the fine-grid and coarsegrid s solutions at t = 5.0. Note that these two solutions agree quite well except that the emerging "prow" of this sharp saturation front as it nears breakthrough is somewhat sharper on the fine-grid solution. We do not bother to show the pressure graph since it remains smooth and largely uninteresting.
The statistics for this run are NSTEP, CPU, NRE, NJE = 139, 110.9 sec or 279 sec, 498, 36 for the fine-grid computation and = 111, 17.7 sec or 39 sec, 380, 31 for the coarse-grid computation.
Here, as in section 6.2 for the voltage graph, we flatten the pressure graph by a "100v" vertical rescaling. The internal parameters of GWMFE for both the fine-grid and the coarse-grid computations were set at WPDE = 1, 1, PTOL = 10 −3 , 10 −5 , 10 −3 , 10 −3 ; ELTVSC = 25 × 10 −6 , 25 × 10 −8 ; TENSN = 10 −4 , 0; PRESS = 10 −10 , 10 −10 ; RAD0 = 0. However, for the coarse-grid case, we did need to increase the diffusion coefficient from ν = 2 × 10 −4 to ν = 5 × 10 −4 to avoid incipient oscillations and increased cpu times.
For this problem also, Kuprat's graph massage would probably give us a better and more efficient grid as the solution evolves. Clearly, it would be better to have more nodes on the upper beak of the emerging prow. Also, it seems clear that one could afford to remove many of the nodes in the flat region ahead of the front.
6.4. Motion by mean curvature. As the final application of our 2D GWMFE code, we consider the geometrical equation for the evolution of a surface by mean curvature plus pressure, (u · n)n = C(u)n + hn, (6.14) which was introduced in section 3.3. Hereu·n is the normal component of the motion of an oriented 2D manifold u immersed in three dimensions, and C(u) is its curvature (sum of principle curvatures). With h ≡ 0, this is an evolutionary equation studied by Brakke [13] , and more recently by Osher and Sethian [14] , Evans and Spruck [15] , and others. Here we wish to consider the Dirichlet or Plateau problem where u is required to assume a given space curve as boundary, and the "internal pressure" h is a given function of position.
We solve (6.14) with a "flat" initial manifold or surface u 0 = {(x, y, 0) : |x| ≤ 1, |y| ≤ 1}, with fixed boundary ∂u = ∂u 0 , and with h ≡ 2. By symmetry we need to compute only one-quarter of the surface, {x ≤ 0, y ≤ 0}. The solution with an initially uniform 32 × 32 grid is shown in Fig. 6 .16 at time t = 5; the expanding surface has risen, bowed out, and is now starting to spiral around its fixed boundary values. The statistics for this run are NSTEP, CPU, NRE, NJE = 149, 96.2 sec or 253 sec, 650, 62. The internal parameters of GWMFE were set at PTOL = 10 −3 , 10 −3 , 10 −3 ; ELTVSC = 25 × 10 −6 ; TENSN = 10 −3 ; PRESS = 10 −7 ; RAD0 = 10 −3 . Here TENSN = B 2 was chosen as discussed in sections 2.6 and 5 with B 2 ℓ max ≈ 10 −4 , far smaller than the surface tension ν = 1 of the PDE (6.14) itself.
As discussed in section 2 of [4] , the ODEs of GWMFE for (6.14) turn out to have a very simple mechanical equivalent. The 3D nodes move under a balance of 3D forces; the forces from the C(u)n term on each cell pull in tangentially on the cell edges with a uniform surface tension of 1 (see section 3.3). Thus the expanding GWMFE manifold acts like a "hinged soap bubble" with planar triangular faces, moving under an outward pressure of h, with a viscosity of 1 resisting the normal component of its motion.
We refer the reader to [4] for a more detailed discussion of the application of the 1D and 2D codes to this and similar geometrical problems. In other work [16] , Nazari has computed surfaces of prescribed mean curvature in hyperbolic space, using a substantially modified version of the present 2D code. See also [17] .
The GWMFE method applied to this problem of motion by mean curvature is extremely similar to a method of Dziuk [18] . One difference is that Dziuk's method is based upon the more classical equatioṅ u = C(u)n + hn. (6.15) Whereas (6.15) obliges the parameterized points of the evolving manifold to move only in the normal direction, (6.14) leaves their motion undetermined in the tangential directions, and under discretization this allows the nodes to shift substantially in those directions as needed. However, the GWMFE piecewise linear spatial discretization of the right-hand side terms in (6.14) or (6.15) turn out to be exactly the same as that of Dziuk. A second difference is that Dziuk's method involves a quite ingenious and efficient linearly implicit time step; at each step he advances his piecewise linear surface by solving a linear Poisson problem on the previous surface.
7. Discussion. Our implicit GWMFE method is not meant for all classes of problems. It is not meant for problems with turbulent chaotic solutions (for such problems one needs small ∆t's and explicit methods). It is not likely to be competitive on problems with smooth solutions. Nor is it likely to be highly competitive on problems in purely conservation form where upwinding and other numerical diffusion tricks can smear the shocks out over a few ∆x's without changing the front speeds. Instead, it is intended for those many important problems with sharp moving fronts where one needs to resolve the fine-scale structure of the front to compute the correct answer-nonlinear arsenic diffusion as in section 6.1, semiconductor drift-diffusion simulation, chemical reaction fronts, flame fronts with realistic chemistry, etc. For this important class of problems we believe that GWMFE shows great promise as an efficient general-purpose solver in two dimensions and potentially in three dimensions. We now discuss some of the advantages of GWMFE over alternative methods (especially fixed-node adaptive methods) on this class of problems. a) Fixed-node adaptive methods require exceedingly small ∆t's. The front must be passed off from node to node as it advances. Hence the amplitudes vary wildly at each fixed node as the front passes by, and, for the sake of accuracy, we must have ∆t ≪ δ/v, where v and δ are the front speed and thickness. Also, new fast transients are introduced into the ODE solution each time the grid is adapted.
GWMFE instead allows large ∆t's. Because the nodes can lock on to the shape of the front and move with it, GWMFE tends to produce a much smoother in time parameterization of sharp moving fronts. Hence (with our stiff ODE solver) one can take much larger ∆t's and the front often moves several full front thicknesses in a single ∆t. b) GWMFE seems to have solved the "thin grid cell" problem in multidimensions. It is common belief that a grid (triangular or logically rectangular) with "thin" or "large aspect ratio" cells gives oscillations and poor approximation properties. And in fact that is the case if the cells are fixed and turn out to be aligned improperly with respect to the sharp gradients of the solution. This is especially true for convectiondominated problems such as the transient drift-diffusion equations of section 6.2.
GWMFE, however, allows extremely thin "grid cells" (the projections of the cells in (x, y, u) space onto (x, y) space) and seems to have no difficulty with them. See, for example, Fig. 6 .1a or see the Niagara Falls-shaped graph of Fig. 6.9 , where the grid cells in the front are exceedingly thin. There are no spikes or oscillations because GWMFE (representing a balance of 3D forces on the nodes in the directions normal to the graph,à la (2.7)) tends to adjust the nodes such that the thin grid cells are aligned perpendicular to the sharp gradients of the solution. Should an oscillation begin to appear (for example, at a node near the lip of the front) this creates forces which move the node over closer to the front.
In fact, if one wants to approximate a Niagara Falls-shaped graph u = u(x, y) efficiently by piecewise linear surfaces, one must allow very thin cells-cells on the front face which are fat in (x, y, u) space but project to be thin in (x, y) space, and some cells on the lips of the front which are thin even in (x, y, u) space. It is extremely wasteful to require "fat" grid cells. This is already true for 2D computations and it is even more true for 3D computations. c) Fixed-node adaptive methods use too many nodes in multidimensions. This is because (i) they can't handle the "thin grid cell" problem, not having an automatic mechanism for aligning the thin cells perpendicular to the sharp gradients of the solution or for moving the nodes over should oscillations start to appear. This is also because (ii) (since one usually doesn't want to regrid at every step) they must buffer the edges of the sharp fronts with fine-gridded regions into which the front may move.
In fact, due to (i) and (ii) one often sees in the graphics of adaptive methods that a good-sized fraction of the computational domain is usually covered by a pretty fine grid at each instant. Hence, the adaptive methods are just not living up to the full potential for greatly decreasing the number of nodes needed.
GWMFE instead (on those problems considered in section 6) seems to make quite efficient use of its nodes. (This becomes even more true when Kuprat's graph massage is added.) It has no difficulty handling extremely thin grid cells, and it has no need to buffer the edges of sharp moving fronts because the nodes can just move over with the front. It can handle extremely sharp moving fronts with very few nodes; consider, for example, the 8 × 8 grid of the arsenic diffusion problem of Fig. 6 .2c. Or consider Figs. 6.14 and 6.15, which show what GWMFE does on the black oil computations of Figs. 6.11-6.13 with only a coarse 17×16 grid. This ability to get respectable solutions on difficult problems with very few nodes is what makes the method so promising for 3D computations. Carlson has now begun development of a 3D code.
On the other hand, GWMFE (as presently formulated) is a failure on many longterm or near steady-state convection problems. This is because of the tendency of GWMFE (or MFE) to move its nodes with approximate characteristic velocity. A 1D example was considered at length in section 8 of part I. There, for a simple convectiongrowth equation with a nonsmooth growth term, the GWMFE solution failed because the nodes (without added internodal tensions) continued to drift downstream and failed to achieve steady-state positions. Added tensions stopped the drift, but nodes still failed to concentrate where needed to resolve the sharp features of the steadystate solution. In two dimensions the possibilities for failure are even greater; consider the scalar convection-growth equation (3.4) with convective velocity (a, b) and growth term c. Zegeling, for example [19, Chaps. 6 and 7] , applied MFE to the case of pure rotational convection, (a, b, c) = (y, −x, 0), on the square [−1, 1] × [−1, 1] with initial values given by a slim Gaussian peak centered at the point (x, y) = ( 1 2 , 0). The interior MFE nodes then rotated with characteristic velocity, giving an almost exact solution for a while, but the grid soon tangled hopelessly because the boundary nodes were constrained to slide along the boundary and could not rotate past the corners of the square. When he instead replaced the square domain by a circular one and allowed the boundary nodes to slide along the boundary, the whole grid merely rotated together, giving an essentially exact solution as the Gaussian peak rotated time after time around the origin. Kuprat [5] , on the other hand, found that his graph massage applied to Zegeling's original problem on the square eliminated the grid tangling easily and automatically. The above example corresponded to pure rigid rotation, but other convective velocity fields corresponding to a highly sheared nonrigid flow, such as (a, b, c) = (y, x, 0) or (a, b, c) = g(r)(y, −x, 0) where g(r) is a nonconstant function of the radius r, can lead to severe distortion or tangling of the GWMFE grid as its nodes attempt to follow the characteristic flow. The addition of inflow and outflow boundary conditions further complicates the situation because the nodes, even with small regularizing internodal tensions and viscosities and even if there is an added small ν∆u diffusion term in the equation, attempt to drift with the flow, piling up near the outflow portions of the boundary and fleeing the inflow portions (thereby leaving the grid ill equipped to handle time varying inflow conditions).
Because of the above and other considerations, we cannot emphasize enough the necessity of adding global adaptivity (creation and annihilation of nodes as needed) to GWMFE if one is to have truly robust and flexible codes. Kuprat's "graph massage" is a good first step in that direction, adding greatly to the robustness of the method.
One serious problem area for GWMFE, if it is to be applied to truly large-scale problems, is the need to find an efficient, robust, general-purpose iterative solver for our linearized equations. Even for the moderate-sized problems of this paper, the majority of the cpu time and the vast majority of the memory requirements are devoted to our direct solver for the linear equations. Glasser and Kuprat with their GWMFE code at Los Alamos (with some collaboration by the authors) have on occasion tried a variety of iterative solvers and preconditioners, but our linearized GWMFE equations, which are at times convection-dominated in certain regions, diffusion-dominated in others, and nearly degenerate in others, are quite difficult, and the search for a suitable iterative solver remains challenging.
