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EFFECTIVE ACTIONS OF THE GENERAL INDEFINITE UNITARY
GROUPS ON HOLOMORPHICALLY SEPARABLE MANIFOLDS
YOSHIKAZU NAGATA
Abstract. We determine all holomorphically separable complex manifolds of dimen-
sion p+q which admits a smooth envelope of holomorphy such that the general indefinite
unitary group of size p+ q acts effectively by holomorphic transformations. Also we give
exact description of the automorphism groups of those complex manifolds. As an appli-
cation we consider a characterization of those complex manifolds by their automorphism
groups.
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1. Introduction
Isaev and Kruzhilin determined all complex manifolds of dimension n on which the uni-
tary group U(n) acts effectively as holomorphic transformations [3]. As a consequence,
they proved that the complex euclidean space Cn is characterized by its automorphism
group. We say that a complex manifold M is characterized by its automorphism group, if
any complex manifold N (sometimes with some assumption) whose automorphism group
Aut(N) is isomorphic to Aut(M) as topological groups is biholomorphically equivalent
to M . In this paper, toward a classification of complex manifolds with a holomorphic in-
definite unitary group action, we treat complex manifolds on which the general indefinite
unitary groups GU(p, q) act effectively by holomorphic transformations. Moreover we give
exact description of the automorphism groups of those complex manifolds, and the char-
acterization by their automorphism groups. The characterization problem is considered
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mainly for homogeneous complex manifolds, otherwise there exist many counterexamples.
For homogeneous complex manifolds, there exist many positive results on the characteri-
zation, e.g. [1], [2], [3], [4], [7], etc, and there exists a counterexample in [7]. In order to
describe our results, let us fix notation here. Let Ω be a complex manifold. An automor-
phism of Ω means a biholomorphic mapping of Ω onto itself. We denote by Aut(Ω) the
group of all automorphisms of Ω equipped with the compact-open topology. If A1, . . . , Ak
are square matrices, diag[A1, . . . , Ak] denotes the matrix with A1, . . . , Ak in the diagonal
blocks and 0 in all other blocks. We put here two domains in Cp+q:
Dp,q = {(z1, . . . , zq, zq+1, . . . , zp+q) ∈ Cp+q : −|z1|2−· · ·−|zq|2+ |zq+1|2+ · · ·+ |zp+q|2 > 0},
and the exterior of Dp,q in Cp+q
Cp,q = {(z1, . . . , zp, zp+1, . . . , zp+q) ∈ Cp+q : −|z1|2−· · ·−|zq|2+ |zq+1|2+ · · ·+ |zp+q|2 < 0}.
Recall the indefinite unitary group of signature (p, q)
U(p, q) = {A ∈ GL(p+ q,C) : A∗JA = J},
where
J = diag[−Eq, Ep].
Then we put the general indefinite unitary group of signature (p, q) by
GU(p, q) = {A ∈ GL(p+ q,C) : A∗JA = ν(A)J, for some ν(A) ∈ R>0}
≃ U(p, q)× R>0,
and identify C∗ with the center of GU(p, q):
C∗ ≃ {diag[α, . . . , α] ∈ GL(p+ q,C) : α ∈ C∗} ⊂ GU(p, q).
Since U(p, q) acts on each level sets of −|z1|2 · · · − |zq|2 + |zq+1|2 + · · · + |zp+q|2, and C∗
acts on Dn,1 and Cn,1 as scalar multiplication, the group GU(p, q) is a subgroup of the
automorphism groups of these two domains Dp,q and Cp,q. Furthermore, GU(n, 1) acts
on C∗×Bn and C×Bn effectively as holomorphic transformations, where Bn = {z ∈ Cn :
|z| < 1}. Indeed, we have the action of A = (aij)0≤i,j≤n ∈ GU(n, 1) on C× Bn by
C× Bn ∋ (z0, z1, . . . , zn)→ (γ0(z0, z1, . . . , zn), γ1(z1, . . . , zn), . . . , γn(z1, . . . , zn)) ∈ C× Bn,
where
γ0(z0, z1, . . . , zn) = z0(a00 +
n∑
j=1
a0jzj),
and
γi(z1, . . . , zn) =
ai0 +
∑n
j=1 aijzj
a00 +
∑n
j=1 a0jzj
,
for 1 ≤ i ≤ n. This action preserves {0} × Bn, therefore GU(n, 1) acts on C∗ × Bn. We
note that Cn,1 is biholomorphic to C∗ × Bn by a biholomorphic map
Cn,1 ∋ (z0, z1, z2, . . . , zn) 7→
(
z0,
z1
z0
, . . . ,
zn
z0
)
∈ C∗ × Bn.
and again we see from this map that GU(n, 1) acts on C∗ × Bn.
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Clearly GU(p, q) acts on Cp+q and Cp+q \ {0}. We will show that, under certain con-
ditions, those domains are all complex manifolds on which GU(p, q) acts effectively by
holomorphic transformations. The precise statements are the following:
Theorem 3.1. Let M be a connected complex manifold of dimension n + 1 > 2 that
is holomorphically separable and admits a smooth envelope of holomorphy. Assume that
there exists an injective homomorphism of topological groups ρ0 : GU(n, 1) −→ Aut(M).
ThenM is biholomorphic to one of the five domains Cn+1, Cn+1\{0}, Dn,1, Cn,1 ≃ C∗×Bn
and C× Bn.
Theorem 4.1. Let M be a connected complex manifold of dimension 2 that is holomor-
phically separable and admits a smooth envelope of holomorphy. Assume that there exists
an injective homomorphism of topological groups ρ0 : GU(1, 1) −→ Aut(M). Then M is
biholomorphic to one of the four domains C2, C2 \ {0}, D1,1 ≃ C∗ ×D and C×D, where
D = B1.
Theorem 5.1. Let p, q > 1 and n = p + q. Let M be a connected complex mani-
fold of dimension n that is holomorphically separable and admits a smooth envelope of
holomorphy. Assume that there exists an injective homomorphism of topological groups
ρ0 : GU(p, q) −→ Aut(M). Then M is biholomorphic to one of the four domains Cn,
Cn \ {0}, Dp,q and Cp,q.
Observe that clearly Dp,p ≃ Cp,p, and, if p 6= q, then Dp,q 6≃ Cp,q (see [7]). We can
put Theorem 3.1 and Theorem 4.1 together, since D1,1 ≃ C1,1. When we prove those
theorems, however, we need to divide those cases. We give the proofs of Theorems 3.1,
4.1 and 5.1 in Section 3, 4 and 5, respectively.
In Section 6, we give precise descriptions of the automorphism groups of the domains
in Theorems 3.1, 4.1 and 5.1, except for Cn and Cn \ {0}.
Theorem 6.1 ([1]). For f = (f0, f1, . . . , fn) ∈ Aut(C× Bn),
f0(z0, z1, . . . , zn) = a(z1, . . . , zn)z0 + b(z1, . . . , zn),
and
fi(z0, z1, . . . , zn) =
ai0 +
∑n
j=1 aijzj
a00 +
∑n
j=1 a0jzj
for i = 1, . . . , n, where a is a nowhere vanishing holomorphic function on Bn, b is a
holomorphic function on Bn, and the matrix (aij)0≤i,j≤n is an element of SU(n, 1).
Theorem 6.2 ([7]). For f = (f0, f1, . . . , fn) ∈ Aut(Cn,1),
f0(z0, z1, . . . , zn) = c
(
z1
z0
, . . . ,
zn
z0
)
z0 or c
(
z1
z0
, . . . ,
zn
z0
)
z−10 ,
and
fi(z0, z1, . . . , zn) = f0(z0, z1, . . . , zn)
ai0 +
∑n
j=1 aijzj
a00 +
∑n
j=1 a0jzj
,
for i = 1, . . . , n, where c is a nowhere vanishing holomorphic function on Bn, and the
matrix (aij)0≤i,j≤n is an element of SU(n, 1).
Theorem 6.3. Aut(Dp,q) ≃ GU(p, q) for p > 1, q > 0.
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As a corollary of above theorems, together with the classification in [3], we can state
the characterization theorem for some domains by their automorphism groups.
Corollary 1.1. Let M be a connected complex manifold of dimension p+q that is holo-
morphically separable and admits a smooth envelope of holomorphy. Assume that Aut(M)
is isomorphic to Aut(Dp,q) as topological groups. Then
(i): If q = 1, then M ≃ Dp,1,
(ii): If p = 1, then M ≃ D1,q,
(iii): If p = q, then M ≃ Dp,p.
Proof. For (i), the case p > 1 follows from Theorems 3.1, 6.1, 6.2 and 6.3. Indeed,
Aut(Dp,1) is a linear Lie group by Theorem 6.3, while the automorphism groups of Cp+1,
Cp+1 \{0}, Cp,1 and C×Bn in the list of Theorem 3.1 are not Lie groups. Thus Aut(Dp,1)
is neither isomorphic to Aut(Cp+1), Aut(Cp+1 \ {0}), Aut(C × Bp) nor Aut(C∗ × Bp) as
topological groups, and therefore characterizes the domain Dp,1.
For (ii), the case q > 1 follows from above (i), Theorems 3.1, 6.1, 6.2 and the fact
that U(1 + q) does not acts effectively on D1,q as holomorphic transformations (see [3]).
Since U(1 + q) acts effectively on C1+q and C1+q \ {0}, Aut(D1,q) is neither isomorphic
to Aut(C1+q) nor Aut(C1+q \ {0}). Observe that Aut(D1,q) is not connected by Theo-
rem 6.2, namely, there exists two components which include the maps (z0, z1, . . . , zq) and
(z−10 , z1, . . . , zq), respectively, while Aut(C × Bq) is connected since Bn is contractible.
Therefore Aut(Cq,1) and Aut(C × Bq) are not isomorphic to each other as topological
groups. Hence, by Theorem 3.1, Aut(D1,q) characterizes the domain D1,q.
For (iii), Aut(Dp,p) is neither isomorphic to Aut(C2p) nor Aut(C2p \ {0}), since U(2p)
does not act effectively on Dp,p as holomorphic transformations. If p = 1, then Aut(D1,1)
is not isomorphic to Aut(C× B1) as the proof of (ii) above. Thus, by Theorem 4.1, this
case is proven. For p > 1, the assertion holds by Theorem 5.1.

For the case q = 1, a direct proof of the characterization for Cp,1 was given in [2], and
that for Dp,1 was given in [7]. In the paper [7], it is also proven that, if p 6= q, p, q > 1,
then Dp,q 6≃ Cp,q, while Aut(Dp,q) ≃ Aut(Cp,q). This means that for the domains Dp,q,
p, q > 1, the characterization by their automorphism groups does not hold.
Corollary 1.2. Let M be a connected complex manifold of dimension n+1 that is holomor-
phically separable and admits a smooth envelope of holomorphy. If Aut(M) is isomorphic
to Aut(C × Bn) (or Aut(C∗ × Bn)) as topological groups, then M is biholomorphic to
C× Bn (C∗ × Bn, respectively).
The proof is similar to that of Corollary 1.1. A direct proof of the characterization
for C× Bn was given in [1], and for C∗ × Bn in [2] in which the characterization is given
for any direct product of a ball with Euclidean spaces and punctured Euclidean spaces,
respectively.
2. Preliminary
2.1. Reinhardt domains. In order to establish terminology and notation, we recall
some basic facts about Reinhardt domains, following Kodama and Shimizu [4], [5]. Let
G be a Lie group and Ω a domain in Cn. Consider a continuous group homomorphism
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ρ : G −→ Aut(Ω). Then the mapping
G× Ω ∋ (g, x) 7−→ (ρ(g))(x) ∈ Ω
is continuous, and in fact Cω. We say that G acts on Ω as a Lie transformation group
through ρ. Let T n = (U(1))n, the n-dimensional torus. T n acts as a holomorphic auto-
morphism group on Cn in the following standard manner:
T n × Cn ∋ (α, z) 7−→ α · z := (α1z1, . . . , αnzn) ∈ Cn.
A Reinhardt domain Ω in Cn is, by definition, a domain which is stable under this standard
action of T n. Namely, there exists a continuous map T n →֒ Aut(Ω). We denote the image
of T n of this inclusion map by T (Ω).
Let f be a holomorphic function on a Reinhardt domain Ω. Then f can be expanded
uniquely into a Laurent series
f(z) =
∑
ν∈Zn
aνz
ν ,
which converges absolutely and uniformly on any compact set in Ω. Here zν = zν11 · · · zνnn
for ν = (ν1, . . . , νn) ∈ Zn.
Lemma 2.1. Let Ω be a Reinhardt domain in Cn and n = p+ q. If p > 1 and U(p) acts
by linear transformations on Cn to first p variables z1, . . . , zp, and the action preserves
Ω, then the Laurent series of a holomorphic function on Ω does not have negative degree
terms of z1, . . . , zp.
Proof. Since Ω ∩ {zi = 0} 6= ∅, for 1 ≤ i ≤ p, by the U(p)-action on Ω, and since the
Laurent series are globally defined on the Reinhardt domain Ω, the lemma is trivial.

(C∗)n acts holomorphically on Cn as follows:
(C∗)n × Cn ∋ ((α1, . . . , αn), (z1, . . . , zn)) 7−→ (α1z1, . . . , αnzn) ∈ Cn.
We denote by Π(Cn) the group of all automorphisms of Cn of this form. For a Reinhardt
domain Ω in Cn, we denote by Π(Ω) the subgroup of Π(Cn) consisting of all elements of
Π(Cn) leaving Ω invariant.
Lemma 2.2 ([4]). Let Ω be a Reinhardt domain in Cn . Then Π(Ω) is the centralizer of
T (Ω) in Aut(Ω).
Next lemma is the key to prove Theorems 3.1, 4.1 and 5.1.
Lemma 2.3 (Generalized Standardization Theorem [5]). Let M be a connected complex
manifold of dimension n that is holomorphically separable and admits a smooth envelope
of holomorphy, and let K be a connected compact Lie group of rank n. Assume that an
injective continuous group homomorphism ρ of K into Aut(Ω) is given. Then there exists
a biholomorphic map F of M onto a Reinhardt domain Ω in Cn such that
Fρ(K)F−1 = U(n1)× · · · × U(ns) ⊂ Aut(Ω),
where
∑s
j=1 nj = n.
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We remark on an action of U(n, 1). In contrast to Lemma 2.3, for a non-compact case,
GU(n, 1) act on C× Bn, which is not linearizable.
Let us consider U(q) × U(p) as a subgroup of GU(p, q) in the natural way. Then
U(q)×U(p) is a maximal compact subgroup of GU(p, q). We also identify U(p) and U(q)
with {Eq}×U(p) and U(q)×{Ep} in GU(p, q), respectively. Put the center of the group
U(q)× U(p) in GU(p, q) by
(2.1) Tq,p = {diag[u1Eq, u2Ep] : u1, u2 ∈ U(1)} ⊂ GU(p, q).
Here we apply Lemma 2.3 to the hypothesis of Theorems 3.1, 4.1 and 5.1. Since there
exists an injective homomorphism of topological groups ρ0 : GU(p, q) −→ Aut(M), and
U(q) × U(p) ⊂ GU(p, q), there is a biholomorphic map F from M onto a Reinhardt
domain Ω in Cp+q such that
Fρ0(U(q)× U(p))F−1 = U(n1)× · · · × U(ns) ⊂ Aut(Ω),
where
∑s
j=1 nj = p + q. Then, after a permutation of coordinates if we need, we may
assume Fρ0(U(q)×U(p))F−1 = U(q)×U(p), whose action on Ω is matrix multiplication.
We define an injective homomorphism
ρ : GU(p, q) −→ Aut(Ω)
by ρ(g) := F ◦ ρ0(g) ◦ F−1. We prove in Section 3, 4, 5 that Ω is biholomorphic to one of
the domains in the statement of the theorems.
2.2. Some results on Lie group actions. We record some results, which will be used
in the proof of the theorems several times.
Lemma 2.4. Let p, q, k be non-negative integers and p + q ≥ 2. For k < p + q, any Lie
group homomorphism
ρ : SU(p, q) −→ GL(k,C)
is trivial.
Proof. Put n = p+ q. It is enough to show that the Lie algebra homomorphism
dρ : su(p, q) −→ gl(k,C)
is trivial. Consider its complex linear extension
dρC : su(p, q)⊗R C −→ gl(k,C).
Since su(p, q) ⊗R C = sl(n,C) and sl(n,C) is a simple Lie algebra, dρC is injective or
trivial. On the other hand, dimC su(p, q)⊗R C = n2 − 1 > k2 = dimC gl(k,C). Thus dρC
must be trivial, and so is dρ.

Similarly we have
Lemma 2.5. Let p, q, k be non-negative integers and p, q > 0. For p+ q > k+1, any Lie
group homomorphism
ρ : SU(p, q) −→ PU(k, 1)
is trivial.
Lemma 2.6 ([6] Proposition 2.3). Let G be a real Lie group acting by holomorphic trans-
formations on Cn. Then the action extends to a holomorphic action of the universal
complexification GC on Cn.
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We recall the notion of categorical quotient for an action G ×X → X of a Lie group
G on a complex space X , following Kutzschebauch [6].
Definition 2.1 ([6] P. 86). A complex space X//G together with a G-invariant holomor-
phic map πX : X → X//G is called categorical quotient for the action G × X → X if it
satisfies the following universality property:
For every holomorphic G-invariant map ψ : X → Y from X to some complex G-space
Y , there exists a unique holomorphic G-invariant map ψ˜ : X//G → Y such that the
diagram
X
ψ−→ Y
piX ց ր ψ˜
X//G
commutes.
As a topological space, when exists, X//G is just the topological quotient of X with
respect to the equivalence relation R associated to the algebra OG(X) of G-invariant
holomorphic functions on X :
R = {(x, y) ∈ X ×X : f(x) = f(y) ∀f ∈ OG(x)}
It is known that, if X = Cn and G is a complex reductive group or a compact group,
there exists the categorical quotients. In the proof of Theorems 3.1, 4.1 and 5.1, we use
the following lemma with X = Cn and G = GL(n,C), SL(n,C) or U(n). In these cases,
X//G are a one-point set.
Lemma 2.7 ([6] P. 87). Any holomorphic action of a complex reductive group G on Cn
through ρ with the zero dimensional categorical quotient is linearizable, i.e. there exists
γ ∈ Aut(Cn) such that γ−1ρ(G)γ ⊂ GL(n,C).
In the proof of Theorems 5.1 and 6.3, we need the following.
Lemma 2.8. Let p, q > 0. If f ∈ GL(p+q,C) preserves Dp,q, then we have f ∈ GU(p, q).
Proof. Since f ∈ GL(p + q,C) preserves Dp,q, f preserves Cp,q and the null cone
∂Dp,q = {(z1, . . . , zp+q) ∈ Cp+q : −|z1|2 − · · · − |zq|2 + |z1+q|2 + · · ·+ |zp+q|2 = 0},
Put
f =
(
A B
C D
)
∈ GL(p+ q,C),
where A = (aij) ∈ M(q,C), B = (bij) ∈ M(q, p,C), C = (cij) ∈ M(p, q,C) and D =
(dij) ∈M(p,C). We will show that(
tA tC
tB tD
)(−Eq 0
0 Ep
)(
A B
C D
)
=
(
q∑
i=1
|ai1|2 −
p∑
i=1
|ci1|2
)(−Eq 0
0 Ep
)
.(2.2)
Since f ∈ GL(p + q,C) preserves Cp,q and f(1, 0. . . . , 0) = (a11, . . . , aq1, c11, . . . , cp1), it
follows that
∑q
i=1 |ai1|2 −
∑p
i=1 |ci1|2 is positive, and therefore we will find f ∈ GU(p, q).
The left-hand side of (2.2) equals(−tAA + tCC −tAB + tCD
−tBA+ tDC −tBB + tDD
)
.
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Put coordinates z = (z1, . . . , zq) ∈ Cq and z′ = (z1, . . . , zp) ∈ Cp. For (z, z′) ∈ ∂Dp,q, we
have
−||Az +Bz′||2 + ||Cz +Dz′||2 = 0,
where || · || is a usual euclidean norm. If z = (0, . . . , 0, zj, 0, . . . , 0), z′ =
(0, . . . , 0, zk, 0, . . . , 0) and −|zj |2 + |zk|2 = 0, then we have
−
q∑
i=1
|aijzj + bikzk|2 +
p∑
i=1
|cijzj + dikzk|2 = 0.
Putting zk = e
√−1θzj , θ ∈ R, we can easily derive from this equation that
−
q∑
i=1
(|aij|2 + |bik|2)+ p∑
i=1
(|cij|2 + |dik|2) = 0,
−
q∑
i=1
aijbik +
p∑
i=1
cijdik = 0.
The second equation means −tAB + tCD = 0 and −tBA + tDC = 0. The first equation
means
−
q∑
i=1
|bik|2 +
p∑
i=1
|dik|2 =
q∑
i=1
|aij |2 −
p∑
i=1
|cij|2.
Therefore all diagonal components of −tAA + tCC equal −∑qi=1 |ai1|2 +∑pi=1 |ci1|2, and
those of −tBB + tDD equal ∑qi=1 |ai1|2 −∑pi=1 |ci1|2.
If z = (0, . . . , 0, zj, 0, . . . , 0, zj′, 0, . . . , 0), z
′ = (0, . . . , 0, zk, 0, . . . , 0, zk′, 0, . . . , 0) and
−|zj |2 − |zj′|2 + |zk|2 + |zk′|2 = 0, then we have
−
q∑
i=1
|aijzj + aij′zj′ + bikzk + bik′zk′|2 +
p∑
i=1
|cijzj + cij′zj′ + dikzk + dik′zk′|2 = 0.
Replacing zj′ , zk and zk′ with e
√−1θj′zj′ , e
√−1θkzk and e
√−1θk′zk′, respectively, we can derive
from this equation that
−
q∑
i=1
aijaij′ +
p∑
i=1
cijcij′ = 0,
−
q∑
i=1
bikbik′ +
p∑
i=1
dikdik′ = 0.
Therefore all non diagonal components of −tAA+ tCC and −tBB+ tDD vanish. Thus we
obtain the assertion.

3. The actions of GU(n, 1)
Now we prove the following theorem.
Theorem 3.1. Let M be a connected complex manifold of dimension n + 1 > 2 that
is holomorphically separable and admits a smooth envelope of holomorphy. Assume that
there exists an injective homomorphism of topological groups ρ0 : GU(n, 1) −→ Aut(M).
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Then M is biholomorphic to one of the domains Cn+1, Cn+1 \ {0}, Dn,1, Cn,1 ≃ C∗ × Bn
or C× Bn.
Proof. By Lemma 2.3 and the comments after that, we can assume thatM is a Reinhardt
domain Ω in Cn+1, U(1) × U(n)-action on Ω ⊂ Cn+1 is linear and ρ(T n+1) = T n+1. We
will prove that Ω is biholomorphic to one of the five domains Cn+1, Cn+1 \ {0}, Dn,1,
Cn,1 ≃ C∗ × Bn or C× Bn.
Put a coordinate (z0, z1, . . . , zn) of C
n+1. Since ρ(C∗) is commutative with ρ(T n+1) =
T n+1 ⊂ Aut(Ω), Lemma 2.2 tells us that ρ(C∗) ⊂ Π(Ω), that is, ρ(C∗) is represented by
diagonal matrices. Furthermore, ρ(C∗) commutes with ρ(U(1) × U(n)) = U(1) × U(n),
so that we have
ρ
(
e2pii(s+it)
)
= diag
[
e2pii{a1s+(b1+ic1)t}, e2pii{a2s+(b2+ic2)t}En
] ∈ ρ(C∗),(3.1)
where s, t ∈ R, a1, a2 ∈ Z, b1, b2, c1, c2 ∈ R. Since ρ is injective, a1, a2 are relatively prime
and (c1, c2) 6= (0, 0). Since T1,n is the center of the group U(1)×U(n) (see (2.1)), we have
ρ(T1,n) = T1,n ⊂ Aut(Ω). Hence ρ(T1,n) is described as
ρ
(
diag
[
e2piis1, e2piis2En
])
= diag
[
e2pii(as1+bs2), e2pii(cs1+ds2)En
] ∈ ρ (T1,n) ,(3.2)
where (
a b
c d
)
∈ GL(2,Z),
and s1, s2 ∈ R, and we have a+ b = a1 and c+ d = a2. To consider the actions of C∗ and
U(1)× U(n) on Ω together, we put
G(U(1)× U(n)) = {e−2pit · diag [u0, U ] ∈ GU(n, 1) : t ∈ R, u0 ∈ U(1), U ∈ U(n)} .
Then we have
G := ρ(G(U(1)× U(n)))
=
{
diag
[
e−2pic1tu0, e−2pic2tU
] ∈ GL(n+ 1,C) : t ∈ R, u0 ∈ U(1), U ∈ U(n)} .
Note that G is the centralizer of T1,n = ρ(T1,n) in ρ(GU(n, 1)).
Let f = (f0, f1, . . . , fn) ∈ ρ(GU(n, 1)) and consider the Laurent series of the compo-
nents:
fi(z0, . . . , zn) =
∑
ν∈Zn+1
a(i)ν z
ν ,(3.3)
for 0 ≤ i ≤ n. By Lemma 2.1, there are no negative degree terms of z1, . . . , zn in (3.3).
Write ν = (ν0, ν
′) = (ν0, ν1, . . . , νn) ∈ Zn+1 and |ν ′| = ν1 + · · · + νn. Let us consider
ν ′ ∈ Zn≥0 and put ∑
ν
′
=
∑
ν0∈Z,ν′∈Zn≥0
and (z′)ν
′
= zν11 · · · zνnn ,
from now on. When we need to distinguish ν for fi, 0 ≤ i ≤ n, we write ν = ν(i) =
(ν
(i)
0 , ν
(i)
1 , . . . , ν
(i)
n ).
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If f ∈ ρ(GU(n, 1)) \G is a linear map of the form

a
(0)
(1,0,...,0) 0 · · · 0
0 a
(1)
(0,1,0,...,0) · · · a(1)(0,...,0,1)
...
...
. . .
...
0 a
(n)
(0,1,0,...,0) · · · a(n)(0,...,0,1)

 ∈ GL(n+ 1,C),
then f commutes with ρ(T1,n), which contradicts f /∈ G. Thus we have:
Lemma 3.1. For any f ∈ ρ(GU(n, 1))\G, there exists ν ∈ Zn+1, 6= e1, such that a(0)ν 6= 0
in (3.3), or there exists ν ∈ Zn+1, 6= e2, . . . , en+1, such that a(i)ν 6= 0 in (3.3) for some
1 ≤ i ≤ n, where e1 = (1, 0, . . . , 0), e2 = (0, 1, 0 . . . , 0), . . . , en+1 = (0, . . . , 0, 1) are the
natural basis of Zn+1.
Since C∗ is the center of GU(n, 1), it follows that, for f ∈ ρ(GU(n, 1)), s, t ∈ R,
ρ
(
e2pii(s+it)
) ◦ f = f ◦ ρ (e2pii(s+it)) .
By (3.3), this equation means, for i = 0,
e2pii{a1s+(b1+ic1)t}
∑
ν
′
a(0)ν z
ν =
∑
ν
′
a(0)ν
(
e2pii{a1s+(b1+ic1)t}z0
)ν(0)0 (e2pii{a2s+(b2+ic2)t}z′)ν′
=
∑
ν
′
a(0)ν e
2pii{a1s+(b1+ic1)t}ν(0)0 e2pii{a2s+(b2+ic2)t}|ν
′|zν ,
and, for 1 ≤ i ≤ n,
e2pii{a2s+(b2+ic2)t}
∑
ν
′
a(i)ν z
ν =
∑
ν
′
a(i)ν
(
e2pii{a1s+(b1+ic1)t}z0
)ν(i)0 (e2pii{a2s+(b2+ic2)t}z′)ν′
=
∑
ν
′
a(i)ν e
2pii{a1s+(b1+ic1)t}ν(i)0 e2pii{a2s+(b2+ic2)t}|ν
′|zν .
Thus for each ν ∈ Zn+1, we have
e2pii{a1s+(b1+ic1)t}a(0)ν = e
2pii{a1s+(b1+ic1)t}ν(0)0 e2pii{a2s+(b2+ic2)t}|ν
′|a(0)ν ,
and, for 1 ≤ i ≤ n,
e2pii{a2s+(b2+ic2)t}a(i)ν = e
2pii{a1s+(b1+ic1)t}ν(i)0 e2pii{a2s+(b2+ic2)t}|ν
′|a(i)ν .
Therefore, if a
(0)
ν 6= 0 for ν = (ν(0)0 , ν ′) = (ν(0)0 , ν(0)1 , . . . , ν(0)n ) ∈ Z× Zn≥0, we have{
a1(ν
(0)
0 − 1) + a2(ν(0)1 + · · ·+ ν(0)n ) = 0,
c1(ν
(0)
0 − 1) + c2(ν(0)1 + · · ·+ ν(0)n ) = 0,
(3.4)
and if a
(i)
ν 6= 0 for ν = (ν(i)0 , ν ′) = (ν(i)0 , ν(i)1 , . . . , ν(i)n ) ∈ Z× Zn≥0, we have{
a1ν
(i)
0 + a2(ν
(i)
1 + · · ·+ ν(i)n − 1) = 0,
c1ν
(i)
0 + c2(ν
(i)
1 + · · ·+ ν(i)n − 1) = 0,
(3.5)
for 1 ≤ i ≤ n.
First, we consider the case c1c2 = 0.
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Lemma 3.2. If c1 6= 0, c2 = 0, then Ω is biholomorphic to C∗ × Bn or C× Bn.
Proof. In this case, Ω ⊂ Cn+1 can be written of the form (C × D) ∪ (C∗ × D′), where
D and D′ are open sets in Cn. Indeed, Ω = (Ω ∩ {z0 = 0}) ∪ (Ω ∩ {z0 6= 0}). Then
{0} × D := Ω ∩ {z0 = 0} ⊂ Ω implies C × D ⊂ Ω by G-action on Ω. On the other
hand, Ω ∩ {z0 6= 0} = C∗ × D′ for some open set D′ ⊂ Cn by the G-action. Thus,
Ω = (C × D) ∪ (C∗ × D′). Furthermore D ⊂ D′, and since Ω is connected, D′ is a
connected open set in ⊂ Cn.
We shall prove now that D′ is biholomorphic to Bn and D coincides with D′ or ∅. For
f = (f0, . . . , fn) ∈ ρ(GU(n, 1)), the functions fi, for 1 ≤ i < n, do not depend on z0 by
(3.5), therefore GU(n, 1) acts on D and D′. Since U(n) acts linearly on D′, the domain
D′ must be one of the open sets Cn, Cn \ {0}, Cn \ Bnr , Bnr , Bnr \ {0} and Bnr \ Bnr′ , where
Bnr = {z ∈ Cn : |z| < r} and r > r′ > 0. Thus we have a topological group homomorphism
from GU(n, 1) to one of the topological groups Aut(Cn), Aut(Cn \ {0}), Aut(Cn \ Bnr ),
Aut(Bnr ), Aut(B
n
r \ {0}) and Aut(Bnr \ Bnr′).
We now prove D′ 6= Cn. Suppose the contrary were the case. Then, by Lemma 2.6, the
U(n, 1)-action extends to a holomorphic action of GL(n+1,C). The categorical quotient
Cn//GL(n+1,C) is then one point (see the sentence before Lemma 2.7). By Lemma 2.7,
the GL(n+1,C)-action is linearizable. However, the restriction of this action to SU(n, 1)
is non-trivial since SU(n) ⊂ ρ(SU(n, 1)), n > 1, acts non-trivially on Cn. This contradicts
Lemma 2.4. Furthermore, D′ 6= Cn \ {0}, Cn \Bn, since the U(n, 1)-action extends to the
action on Cn by the Hartogs extension theorem. These cases come down to the Cn-case.
SU(n, 1) can neither act non-trivially on Bnr \ {0} nor Bnr \ Bnr′. Indeed, if SU(n, 1)
acts, then ρ(SU(n, 1)) ⊂ U(n). Here we used Aut(Bnr \ {0}) = Aut(Bnr \ Bnr′) = U(n). By
Lemma 2.4, this action is trivial. Thus D′ 6= Bnr \{0}, Bnr \Bnr′ , since SU(n) ⊂ ρ(SU(n, 1))
acts non-trivially on D′.
Clearly, Bnr is biholomorphic to the unit ball B
n, and therefore, GU(n, 1) acts on C×Bnr
as fractional linear transformations (see Introduction). Consequently, we see thatD′ = Bnr
for some r > 0.
If D = ∅, then Ω = C∗ × Bnr . If D 6= ∅, then D = D′ = Bnr . Indeed, by U(n)-action, D
is an union of certain sets of the forms Bnr′ , B
n
s \Bns′ and Bns \{0}, where r′ ≤ r, s′ < s ≤ r.
If D ( D′, the GU(n, 1)-action does not preserve D, since U(n) ( ρ(GU(n, 1))|D ⊂
PU(n, 1) as above. Here ρ(GU(n, 1))|D is the induced action on D′ of ρ(GU(n, 1)). Thus
D = D′ = Bnr , and therefore Ω = C× Bnr . This proves the lemma. 
Remark 3.1. We remark here that this Lemma 3.2 is also valid when n = 1. It should be
checked that D′ 6= C, C∗, C \Dr, Dr \ {0} and Dr \D′r, where Dr = {z ∈ C : |z| < r} and
r > r′ > 0. This can be proven as the proof of the following lemma.
Lemma 3.3. The case c1 = 0 and c2 6= 0 does not occur.
Proof. If a1 6= 0, then by (3.4) and (3.5), ν(0)0 = 1, ν(0)1 + · · · + ν(0)n = 0, ν(i)0 = 0 and
ν
(i)
1 + · · ·+ ν(i)n = 1 for 1 ≤ i ≤ n. However this is a contradiction to Lemma 3.1.
We consider the case a1 = 0. As the proof of Lemma 3.2, Ω ⊂ Cn+1 can be written of
the form (D′′ × Cn) ∪ (D′′′ × (Cn \ {0})) by the G-action on Ω, where D′′ and D′′′ are
open sets in C, D′′ ⊂ D′′′, and since Ω is connected, D′′′ is a connected open set in C.
On the other hand, the function f0 of f = (f0, . . . , fn) ∈ ρ(GU(n, 1)) does not depend on
the variables (z1, . . . , zn) by the second equation of (3.4). Hence f0 is an automorphism
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of D′′′. Since U(1) acts linearly on D′′′, the domain D′′′ must be one of the open sets C,
C∗, C \ Dr, Dr, Dr \ {0} and Dr \ D′r, where Dr = {z ∈ C : |z| < r} and r > r′ > 0.
By a1 = 0, we have b = −a in (3.2), and therefore, if s2 = −s1/n, we have as1 + bs2 6≡
k ∈ Z for s1 ∈ R. Note that
diag
[
e2piis1 , e−2piis1/nEn
] ∈ S(U(1)× U(n)).(3.6)
Thus, by (3.2), we have a nontrivial SU(n, 1)-action on the domain D′′′ in C.
We now prove D′′′ 6= C. By Lemma 2.6, the SU(n, 1)-action extends to a holomorphic
action of SL(n+ 1,C). The categorical quotient Cn//SL(n+ 1,C) is then one point (see
the sentence before Lemma 2.7). By Lemma 2.7, the SL(n + 1,C)-action is lineariz-
able. However, the restriction of this action to SU(n, 1) is non-trivial. This contradicts
Lemma 2.4.
Next we prove D′′′ 6= C∗. Assume the contrary. Since Aut(C∗) = {az±1 : a ∈ C∗} ≃
C∗ ⋊ {±1} and SU(n, 1) is connected Lie group, we have a non-trivial Lie group homo-
morphism from SU(n, 1) to C∗. However this contradicts Lemma 2.4.
SU(n, 1) can not act non-trivially on C \ Dr, Dr, Dr \ {0} and Dr \ D′r. Indeed, the
automorphism groups of these domains are isomorphic to U(1). If SU(n, 1) acts, then
ρ(SU(n, 1)) ⊂ U(1). By Lemma 2.4, this action is trivial. Since SU(n, 1) acts nontrivially
on D′′′, we see that D′′′ 6= C \ Dr, Dr, Dr \ {0} and Dr \ D′r.
Finally, we prove D′′′ 6= Dr. Assume the contrary. Then we have a non-trivial Lie
group homomorphism from SU(n, 1) to Aut(Dr) = PU(1, 1). However this contradicts
Lemma 2.5, sincen > 1. We have proven Lemma 3.3. 
We consider, henceforce, the case c1c2 6= 0.
Lemma 3.4. If c1c2 6= 0, then λ := c2/c1 = a2/a1 ∈ Z \ {0}.
Proof. Take f ∈ ρ(GU(n, 1)) \ G with the Laurent expansions (3.3). Recall Lemma 3.1.
If a
(0)
ν 6= 0 for some ν = (ν(0)0 , ν(0)1 , . . . , ν(0)n ) ∈ Z × Zn≥0, 6= (1, 0, . . . , 0), then it follows
form (3.4) and the assumption c1c2 6= 0 that ν(0)0 − 1 6= 0 and ν(0)1 + · · · + ν(0)n 6= 0.
Hence c2/c1 = a2/a1 ∈ Q and (a1, a2) 6= (±1, 0), (0,±1) by (3.4). On the other hand,
if a
(i)
ν 6= 0 for some 1 ≤ i ≤ n and ν = (ν(i)0 , ν(i)1 , . . . , ν(i)n ) ∈ Z × Zn≥0, 6= (0, 1, 0 . . . , 0),
. . . , (0, 0 . . . , 0, 1), then it follows from (3.5) and the assumption c1c2 6= 0 that ν(i)0 6= 0
and ν
(i)
1 + · · · + ν(i)n − 1 6= 0. In this case, we also obtain c2/c1 = a2/a1 ∈ Q and
(a1, a2) 6= (±1, 0), (0,±1) by (3.5). Consequently, we have
λ = a2/a1 = c2/c1 ∈ Q \ {0}.
We now prove that λ is a nonzero integer. For the purpose, we assume λ /∈ Z, that is,
a1 6= ±1. First we consider the case λ < 0. Since ν(i)1 + · · ·+ ν(i)n ≥ 0 for 0 ≤ i ≤ n and
a1, a2 are relatively prime (see (3.1)), we have, by (3.4),
ν
(0)
0 = 1 + k|a2| ≥ 1 and ν(0)1 + · · ·+ ν(0)n = k|a1| ≥ 0,
where k ∈ Z≥0, and, by (3.5), for 1 ≤ i ≤ n,
ν
(i)
0 = l|a2| ≥ 0 and ν(i)1 + · · ·+ ν(i)n = 1 + l|a1| ≥ 1,
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where l ∈ Z≥0. Hence, the Laurent series of the components of f ∈ ρ(GU(n, 1)) are
f0(z0, . . . , zn) =
∞∑
k=0
∑
|ν′|=k|a1|
′
a
(0)
ν′ z
1+k|a2|
0 (z
′)ν
′
(3.7)
and
fi(z0, . . . , zn) =
∞∑
k=0
∑
|ν′|=1+k|a1|
′
a
(i)
ν′ z
k|a2|
0 (z
′)ν
′
(3.8)
for 1 ≤ i ≤ n. Here we have written a(0)ν′ = a(0)(1+k|a2|,ν′) and a
(i)
ν′ = a
(i)
(k|a2|,ν′), for 1 ≤ i ≤ n,
and we will use this notation if it is clear from the context what it means. We focus on
the first degree terms of the Laurent expansions. We put
Pf(z) :=

a(0)(1,0,...,0)z0, ∑
|ν′|=1
′
a
(1)
ν′ (z
′)ν
′
, . . . ,
∑
|ν′|=1
′
a
(n)
ν′ (z
′)ν
′

 .(3.9)
As a matrix we can write
Pf =


a
(0)
(1,0,...,0) 0 · · · 0
0 a
(1)
(0,1,0,...,0) · · · a(1)(0,...,0,1)
...
...
. . .
...
0 a
(n)
(0,1,0,...,0) · · · a(n)(0,...,0,1)

 .
Then it follows from (3.7) and (3.8) that
P (f ◦ h) = Pf ◦ Ph, and P id = id,
where h ∈ ρ(GU(n, 1)), and therefore
Pf ∈ GL(n + 1,C)
since f is an automorphism. Hence we have a representation of GU(n, 1) given by
GU(n, 1) ∋ g 7−→ Pf ∈ GL(n+ 1,C),
where f = ρ(g). The restriction of this representation to the simple Lie group SU(n, 1)
is nontrivial since ρ(U(1)× U(n)) = U(1)× U(n). However this contradicts Lemma 2.4.
Thus it does not occur that λ is a negative non-integer.
Next we consider the case λ > 0 and λ 6∈ Z. Since ν(i)1 + · · · + ν(i)n ≥ 0 for 0 ≤ i ≤ n
and a1, a2 are relatively prime, we have, by (3.4),
ν
(0)
0 = 1− k|a2| ≤ 1 and ν(0)1 + · · ·+ ν(0)n = k|a1| ≥ 0,
where k ∈ Z≥0, and, by (3.5), for 1 ≤ i ≤ n,
ν
(i)
0 = −l|a2| ≤ 0 and ν(i)1 + · · ·+ ν(i)n = 1 + l|a1| ≥ 1,
where l ∈ Z≥0. Hence, the Laurent series of components of f ∈ ρ(GU(n, 1)) are
f0(z0, . . . , zn) =
∞∑
k=0
∑
|ν′|=k|a1|
′
a
(0)
ν′ z
1−k|a2|
0 (z
′)ν
′
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and
fi(z0, . . . , zn) =
∞∑
k=0
∑
|ν′|=1+k|a1|
′
a
(i)
ν′ z
−k|a2|
0 (z
′)ν
′
for 1 ≤ i ≤ n. We claim that a(0)(1,0,...,0) 6= 0. Suppose the contrary. f and f−1 are defined
near the points (z0, 0, . . . , 0) for fixed z0, and therefore 1-to-1 near that point. However,
since a
(0)
(1,0,...,0) = 0, f(z0, 0, . . . , 0) = (0, . . . , 0) ∈ Cn+1 for each z0, a contradiction. Take
another h ∈ ρ(GU(n, 1)) and put the Laurent series of its components:
h0(z0, . . . , zn) =
∞∑
k=0
∑
|ν′|=k|a1|
′
b
(0)
ν′ z
1−k|a2|
0 (z
′)ν
′
and
hi(z0, . . . , zn) =
∞∑
k=0
∑
|ν′|=1+k|a1|
′
b
(i)
ν′ z
−k|a2|
0 (z
′)ν
′
for 1 ≤ i ≤ n. We have b(0)(1,0,...,0) 6= 0 as above. We consider the first degree terms of f ◦h.
For the first component
f0(h0, . . . , hn) = a
(0)
(1,0,...,0)h0 +
∞∑
k=1
∑
|ν′|=k|a1|
′
a
(0)
ν′ h
1−k|a2|
0 (h
′)ν
′
,
where h = (h1, . . . , hn). Then, for k > 0,
h0(z)
1−k|a2| =

 ∞∑
l=0
∑
|ν′|=l|a1|
′
b
(0)
ν′ z
1−l|a2|
0 (z
′)ν
′


1−k|a2|
= z
1−k|a2|
0

 ∞∑
l=0
∑
|ν′|=l|a1|
′
b
(0)
ν′ z
−l|a2|
0 (z
′)ν
′


1−k|a2|
=
(
b
(0)
(1,0,...,0)z0
)1−k|a2|1 + 1− k|a2|
b
(0)
(1,0,...,0)
z
−|a2|
0
∑
|ν′|=|a1|
′
b
(0)
ν′ (z
′)ν
′
+ · · ·


Thus h0(z)
1−k|a2| has the maximum degree of z0 at most 1−k|a2| < 1 and has the minimum
degree of z′ at least |a1| > 1 in its Laurent expansion. For |ν ′| = k|a1| and k > 0, (h′)ν′
has the maximum degree of z0 at most −|a2| < 0 and the first degree terms of z′ are with
coefficients of a negative degree z0 term in its Laurent expansion. Hence the first degree
term of Laurent expansion of f0(h0, . . . , hn) is a
(0)
(1,0,...,0)b
(0)
(1,0,...,0)z0.
Similarly, consider
fi(h0, . . . , hn) =
∑
|ν′|=1
′
a
(i)
ν′ (h
′)ν
′
+
∞∑
k=1
∑
|ν′|=1+k|a1|
′
a
(i)
ν′ h
−k|a2|
0 (h
′)ν
′
for 1 ≤ i ≤ n. Then, for k > 0,
h
−k|a2|
0 =
(
b
(0)
(1,0,...,0)z0
)−k|a2|1 + −k|a2|
b
(0)
(1,0,...,0)
z
−|a2|
0
∑
|ν′|=|a1|
′
b
(0)
ν′ (z
′)ν
′
+ · · ·

 .
Thus h
−k|a2|
0 has the maximum degree of z0 at most −k|a2| < 0 and has the minimum
degree of z′ at least |a1| > 1 in its Laurent expansion. For |ν ′| = 1 + k|a1| and k > 0,
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(h′)ν
′
has the maximum degree of z0 at most −|a2| < 0 and the first degree terms of z′
are with coefficients of negative degree z0 term in its Laurent expansion. Hence the first
degree terms of the Laurent expansions of fi(h0, . . . , hn) is
n∑
j=1
∑
|ν′|=1
′
a
(i)
e′j
b
(j)
ν′ (z
′)ν
′
,
where e′1 = (1, 0, . . . , 0), . . ., e
′
n = (0, . . . , 0, 1) ∈ Zn. We put Pf as (3.9). Consequently,
P (f ◦ h) = Pf ◦ Ph, and P id = id,
and therefore
Pf ∈ GL(n + 1,C)
since f is an automorphism. Then the same argument as that in previous case, λ < 0,
shows that this is a contradiction. Thus it does not occur that λ is positive non-integer.
We have shown that λ ∈ Z \ {0}.

Remark 3.2. We remark for the Laurent series of the components of f ∈ ρ(GU(n, 1)). We
have λ = a2/a1 = c2/c1 ∈ Z and a1 = ±1 by Lemma 3.4. By Lemma 2.1, ν(i)1 + · · ·+ν(i)n ≥
0 for 0 ≤ i ≤ n. For the Laurent series of f0 in (3.3), we have ν(0)0 = 1 − kλ and
ν
(0)
1 + · · · + ν(0)n = k ≥ 0 by (3.4), where k ∈ Z≥0. For the Laurent series of fi in (3.3),
ν
(i)
0 = −lλ and ν(i)1 + · · ·+ ν(i)n = 1 + l, for 1 ≤ i ≤ n, where l ∈ Z and l ≥ −1 by (3.5).
This is the difference between the case λ 6∈ Z and λ ∈ Z. Hence, the Laurent series of
components of f ∈ ρ(GU(n, 1)) are
f0(z0, . . . , zn) =
∞∑
k=0
∑
|ν′|=k
′
a
(0)
ν′ z
1−kλ
0 (z
′)ν
′
,(3.10)
and
fi(z0, . . . , zn) = a
(i)
(λ,0,...,0)z
λ
0 +
∞∑
k=0
∑
|ν′|=1+k
′
a
(i)
ν′ z
−kλ
0 (z
′)ν
′
(3.11)
for 1 ≤ i ≤ n.
We record a lemma which can be proven in a similar way of the proof of Lemma 3.4.
Lemma 3.5. There exists an automorphism f ∈ ρ(GU(n, 1))\G such that, in the Laurent
expansions (3.11) above, at least one of a
(i)
(λ,0,...,0), for 1 ≤ i ≤ n, does not vanish.
Proof. If, for any f , all a
(i)
(λ,0,...,0) vanish, then
Pf =


a
(0)
(1,0,...,0) a
(0)
(0,1,0,...,0) · · · a(0)(0,...,0,1)
0 a
(1)
(0,1,0,...,0) · · · a(1)(0,...,0,1)
...
...
. . .
...
0 a
(n)
(0,1,0,...,0) · · · a(n)(0,...,0,1)


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gives a homomorphism from SU(n, 1) to GL(n+1,C) (when λ = 1, a
(0)
(0,1,0,...,0), . . . , a
(0)
(0,...,0,1)
may not be zero), as the proof of Lemma 3.4. Moreover it is nontrivial on {1} × SU(n).
However, this contradicts Lemma 2.4.

Since G = ρ(G(U(1)×U(n))) acts as linear transformations on Ω ⊂ Cn+1, it preserves
the boundary ∂Ω of Ω. We now study the action of G on ∂Ω. The G-orbits of points in
Cn+1 consist of four types as follows:
(i) If p = (p0, p1, . . . , pn) ∈ C∗ × (Cn \ {0}), then
(3.12) G · p = {(z0, . . . , zn) ∈ Cn+1 \ {0} : −a|z0|2λ + |z1|2 + · · ·+ |zn|2 = 0},
where a := (|p1|2 + · · ·+ |pn|2)/|p0|2λ > 0 and λ ∈ Z \ {0} by Lemma 3.4.
(ii) If p′ = (0, p′1, . . . , p
′
n) ∈ Cn+1 \ {0}, then
(3.13) G · p′ = {0} × (Cn \ {0}).
(iii) If p′′ = (p′′0, 0, . . . , 0) ∈ Cn+1 \ {0}, then
(3.14) G · p′′ = C∗ × {(0, . . . , 0) ∈ Cn}.
(iv) If p′′′ = (0, . . . , 0) ∈ Cn+1, then
(3.15) G · p′′′ = {0} ⊂ Cn+1.
Lemma 3.6. Assume c1c2 6= 0. If
Ω ∩ (C∗ × (Cn \ {0})) = C∗ × (Cn \ {0}),
then Ω is equal to Cn+1 or Cn+1 \ {0}.
Proof. If Ω ∩ (C∗ × (Cn \ {0})) = C∗ × (Cn \ {0}), then Ω equals one of the following
domains by the G-actions of the type (3.13), (3.14) and (3.15) above:
Cn+1,Cn+1 \ {0},C× (Cn \ {0}),C∗ × Cn or C∗ × (Cn \ {0}).
Clearly GU(n, 1) acts on Cn+1 and Cn+1 \ {0} by matrix multiplications. We will prove
that, for the latter three domains, GU(n, 1) does not act effectively. By (3.10) and (3.11),
Laurent expansions of f ∈ ρ(GU(n, 1)) ⊂ Aut(Ω) are
f0(z0, . . . , zn) =
∞∑
k=0
∑
|ν′|=k
′
a
(0)
ν′ z
1−kλ
0 (z
′)ν
′
,
and
fi(z0, . . . , zn) = a
(i)
(λ,0,...,0)z
λ
0 +
∞∑
k=0
∑
|ν′|=1+k
′
a
(i)
ν′ z
−kλ
0 (z
′)ν
′
for 1 ≤ i ≤ n, where λ ∈ Z \ {0}.
Suppose Ω = C∗×(Cn\{0}). f and f−1 ∈ Aut(C∗×(Cn\{0})) extend holomorphically
on C∗ × Cn, therefore f ∈ Aut(C∗ × Cn). There exists f ∈ ρ(GU(n, 1)) such that some
a
(i)
(λ,0,...,0) does not vanish, by Lemma 3.5. However such f does not preserve C
∗×{0}, this
contradicts that f ∈ Aut(C∗ × (Cn \ {0})) and f ∈ Aut(C∗ × Cn).
We can also prove Ω 6= C× (Cn \ {0}) in the same way.
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Finally we suppose Ω = C∗ × Cn. Put an automorphism ̟λ ∈ Aut(Ω) by ̟λ(z) =
(z0, z
λ
0 z1, . . . , z
λ
0 zn). Then ̟
−1
λ ρ(GU(n, 1))̟λ is a subgroup of Aut(Ω). For h = ̟
−1
λ ◦ f ◦
̟λ =: (h0, . . . , hn), f ∈ ρ(GU(n, 1)), we have
h0(z0, z1, . . . , zn) = z0
∞∑
k=0
∑
|ν′|=k
′
a
(0)
ν′ (z
′)ν
′
,(3.16)
and
hi(z0, z1, . . . , zn) =
a
(i)
(λ,0,...,0) +
∑∞
k=0
∑′
|ν′|=1+k a
(i)
ν′ (z
′)ν
′
(∑∞
k=0
∑′
|ν′|=k a
(0)
ν′ (z
′)ν′
)λ(3.17)
for 1 ≤ i ≤ n. Thus we have an action of GU(n, 1) on Cn by (h1, . . . , hn), since hi for
1 ≤ i ≤ n do not depend on z0. Note that U(n)-action on Cn is still linear. Then, by
Lemma 2.6 and Lemma 2.7, GU(n, 1)-action on Cn is linearizable, since the categorical
quotient Cn//U(n) is just one point and GU(n, 1) is a reductive group. However this
contradicts Lemma 2.4 since {1} × SU(n) ⊂ SU(n, 1), n > 1, acts non-trivially.

Let us consider the case Ω ∩ (C∗ × (Cn \ {0})) 6= C∗ × (Cn \ {0}). Then we have
∂Ω ∩ (C∗ × (Cn \ {0})) 6= ∅. Thus we can take a point
p = (p0, . . . , pn) ∈ ∂Ω ∩ (C∗ × (Cn \ {0})).
Let
a := (|p1|2 + · · ·+ |pn|2)/|p0|2λ > 0,
Aa,λ := {(z0, . . . , zn) ∈ Cn+1 : −a|z0|2λ + |z1|2 + · · ·+ |zn|2 = 0}.
Note that
∂Ω ⊃ Aa,λ,
by the G-action of the type (3.12). If λ > 0, then Ω is contained in
D+a,λ = {|z1|2 + · · ·+ |zn|2 > a|z0|2λ}
or
C+a,λ = {|z1|2 + · · ·+ |zn|2 < a|z0|2λ}.
If λ < 0, then Ω is contained in
D−a,λ = {(|z1|2 + · · ·+ |zn|2)|z0|−2λ > a}
or
C−a,λ = {(|z1|2 + · · ·+ |zn|2)|z0|−2λ < a}.
Let us first consider the case ∂Ω = Aa,λ, that is, Ω = D
+
a,λ, C
+
a,λ, D
−
a,λ or C
−
a,λ.
Lemma 3.7. If Ω = D+a,λ, then λ = 1 and Ω is biholomorphic to D
n,1.
Proof. If λ = 1, there exists a biholomorphic map from Ω to Dn,1 by
Φ : Cn+1 ∋ (z0, z1, . . . , zn) 7−→ (a1/2z0, z1, . . . , zn) ∈ Cn+1.
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If λ 6= 1, then by Remark 3.2, for f ∈ ρ(GU(n, 1)), the Laurent expansions of its compo-
nents are
f0(z0, . . . , zn) =
∞∑
k=0
∑
|ν′|=k
′
a
(0)
ν′ z
1−kλ
0 (z
′)ν
′
,
and
fi(z0, . . . , zn) = a
(i)
(λ,0,...,0)z
λ
0 +
∞∑
k=0
∑
|ν′|=1+k
′
a
(i)
ν′ z
−kλ
0 (z
′)ν
′
,
for 1 ≤ i ≤ n. Since D+a,λ ∩ {z0 = 0} 6= ∅, it follows that the negative degree terms of z0
do not appear in the Laurent expansions. Therefore
f0(z0, . . . , zn) = a
(0)
(1,0,...,0)z0,
and
fi(z0, . . . , zn) = a
(i)
(λ,0,...,0)z
λ
0 +
∑
|ν′|=1
′
a
(i)
ν′ (z
′)ν
′
,
for 1 ≤ i ≤ n. Consider
Pf(z) =

a(0)(1,0,...,0)z0, ∑
|ν′|=1
′
a
(1)
ν′ (z
′)ν
′
, . . . ,
∑
|ν′|=1
′
a
(n)
ν′ (z
′)ν
′

 .
Then Pf gives a representation of GU(n, 1) by
Pρ : GU(n, 1) ∋ g 7−→ P (ρ(g)) ∈ GL(n + 1,C),
as in the proof of Lemma 3.4, and we showed that this can not occur by Lemma 2.4. Thus
λ = 1 and Ω is biholomorphic to Dn,1.

Lemma 3.8. If Ω = C+a,λ, then Ω is biholomorphic to C
n,1.
Proof. Indeed, there exists a biholomorphic map from Ω to Cn,1 by
Φ′ : Cn+1 ∋ (z0, z1, . . . , zn) 7−→ (a1/2z0, z1−λ0 z1, . . . , z1−λ0 zn) ∈ Cn+1.

Lemma 3.9. Ω 6= D−a,λ.
Proof. Assume Ω = D−a,λ. Without loss of generality, we may assume a = 1. Then D
−
a,λ is
biholomorphic to C∗ × (Cn \ Bn) by a biholomorphism
(3.18) ̟−1λ : (z0, z1, . . . , zn) 7→ (z0, z−λ0 z1, . . . , z−λ0 zn).
The GU(n, 1)-action on C∗ × (Cn \ Bn) induced by this biholomorphism are given by
̟−1λ ◦ f ◦̟λ for f ∈ ρ(GU(n, 1)), and U(1)×U(n)-action on C∗× (Cn \Bn) is still linear.
Then, by n > 1, the GU(n, 1)-action extends holomorphically on C∗ × Cn. However we
have shown in the proof of Lemma 3.6 that GU(n, 1) does not act effectively on C∗ ×Cn
through ̟−1λ ρ̟λ. Thus this is a contradiction, and the lemma is proven.

Lemma 3.10. Ω 6= C−a,λ.
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Proof. Suppose Ω = C−a,λ. Then, for f ∈ ρ(GU(n, 1)), the Laurent series of the compo-
nents are
f0(z0, . . . , zn) =
∞∑
k=0
∑
|ν′|=k
′
a
(0)
ν′ z
1−kλ
0 (z
′)ν
′
,
and
fi(z0, . . . , zn) = a
(i)
(λ,0,...,0)z
λ
0 +
∞∑
k=0
∑
|ν′|=1+k
′
a
(i)
ν′ z
−kλ
0 (z
′)ν
′
for 1 ≤ i ≤ n. Since C−a,λ ∩ {z0 = 0} 6= ∅, a(i)(λ,0,...,0) must be vanish. However this
contradicts Lemma 3.5.

Let us consider the case ∂Ω 6= Aa,λ. We prove that, in this case, GU(n, 1) does not act
effectively on Ω, except Case (I-iii) below.
Case (I): (∂Ω \ Aa,λ) ∩ (C∗ × (Cn \ {0})) = ∅.
In this case, ∂Ω is the union of Aa,λ and some of the following sets
(3.19) {0} × (Cn \ {0}),C∗ × {0} or {0} ⊂ Cn+1,
by the G-actions on the boundary of the type (3.13), (3.14) and (3.15). If Ω ⊂ D−a,λ, then
the sets in (3.19) can not be contained in the boundary of Ω. Thus we consider only the
cases Ω ( D+a,λ, C
+
a,λ and C
−
a,λ.
Case (I-i): Ω ( D+a,λ.
In this case, C∗ × {0} can not be a subset of the boundary of Ω, and {0} ∈ Aa,λ. Thus
∂Ω = Aa,λ ∪ ({0} × Cn),
Ω = D+a,λ \ ({0} × Cn).
Then Ω is biholomorphic to C∗ × (Cn \ Bn) by a biholomorphism of the form in (3.18).
Thus, as the proof of Lemma 3.9, this case does not occur.
Case (I-ii): Ω ( C+a,λ.
In this case, {0} × (Cn \ {0}) can not be a subset of the boundary of Ω, and {0} ∈ Aa,λ.
Thus
∂Ω = Aa,λ ∪ (C× {0}),
Ω = C+a,λ \ (C× {0}).
Then a
(i)
(λ,0,...,0) in (3.11) must vanish since f ∈ ρ(GU(n, 1)) preserves C∗ × {0}, and this
contradicts Lemma 3.5. Thus this case does not occur.
Case (I-iii): Ω ( C−a,λ.
In this case, Ω coincides with one of the followings:
C1 = C
−
a,λ \ ({0} × Cn) ∪ (C× {0}),
C2 = C
−
a,λ \ ({0} × Cn),
C3 = C
−
a,λ \ (C× {0}),
C4 = C
−
a,λ \ {0 ∈ Cn+1}.
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Then Ω 6= C1, since f ∈ ρ(GU(n, 1)) preserves C∗×{0} only if all a(i)(λ,0,...,0) in (3.11) vanish,
and this does not occur by Lemma 3.5. C2 is biholomorphic to C
n,1 by a biholomorphism
(z0, z1, . . . , zn) 7→ (z0, a−1/2z1−λ0 z1, . . . , a−1/2z1−λ0 zn),
and therefore GU(n, 1) acts effectively. If Ω = C3 or C4, then Ω∩{z0 = 0} 6= ∅. Hence in
the Laurent expansions (3.11) of f ∈ ρ(GU(n, 1)), a(i)(λ,0,...,0), for 1 ≤ i ≤ n, must vanish,
and this contradicts Lemma 3.5. Thus these cases do not occur either.
Case (II): (∂Ω \ Aa,λ) ∩ (C∗ × (Cn \ {0})) 6= ∅.
In this case, we can take a point p′ = (p′0, . . . , p
′
n) ∈ (∂Ω \ Aa,λ) ∩ (C∗ × (Cn \ {0})). We
put
b := (|p′1|2 + · · ·+ |p′n|2)/|p′0|2λ > 0,
Bb,λ := {(z0, . . . , zn) ∈ Cn+1 : −b|z0|2λ + |z1|2 + · · ·+ |zn|2 = 0}.
We may assume a > b without loss of generality.
Case (II-i): ∂Ω = Aa,λ ∪ Bb,λ.
Since Ω is connected, it coincides with
C+a,λ ∩D+b,λ = {b|z0|2λ < |z1|2 + · · ·+ |zn|2 < a|z0|2λ},
or
C−a,λ ∩D−b,λ = {b < (|z1|2 + · · ·+ |zn|2)|z0|−2λ < a}.
By the biholomorphic map in (3.18), these domains are biholomorphic to C∗ × Bn(a, b),
where
Bn(a, b) = {(z1, . . . , zn) ∈ Cn : b < |z1|2 + · · ·+ |zn|2 < a}.
However this implies that a
(i)
(λ,0,...,0) = 0 in (3.11) (see also (3.17)) since the GU(n, 1)-action
extends to the domain C∗×Bna and preserves C∗×Bnb . Therefore this contradicts Lemma
3.5. Thus this case does not occur.
Case (II-ii): ∂Ω ) Aa,λ ∪ Bb,λ.
Suppose (∂Ω \ (Aa,λ ∪Bb,λ)) ∩ (C∗ × Cn \ {0}) 6= ∅. Then we can take
p′′ = (p′′0, . . . , p
′′
n) ∈ (∂Ω \ (Aa,λ ∪ Bb,λ)) ∩ (C∗ × Cn \ {0}).
We put
c = (|p′′1|2 + · · ·+ |p′′n|2)/|p′′0|2λ,
Cc,λ = {(z0, . . . , zn) ∈ Cn+1 : −c|z0|2λ + |z1|2 + · · ·+ |zn|2 = 0}.
Then we have Aa,λ ∪ Bb,λ ∪ Cc,λ ⊂ ∂Ω. However Ω is connected, this is impossible.
Therefore this case does not occur. Let us consider the remaining case:
(∂Ω \ (Aa,λ ∪Bb,λ)) ∩ (C∗ × Cn \ {0}) = ∅.
However, C∗ ×{0}, {0} × (Cn \ {0}) and {0} ∈ Cn+1 can not be subsets of the boundary
of Ω since Ω ⊂ C+a,λ ∩D+b,λ or Ω ⊂ C−a,λ ∩D−b,λ. Thus this case does not occur either.
We have shown that if c1c2 6= 0, then Ω is biholomorphic to one of the following domains:
Cn+1,Cn+1 \ {0}, Dn,1 or Cn,1 ≃ C∗ × Bn.
This completes the proof.

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4. The actions of GU(1, 1)
Now we prove the following theorem.
Theorem 4.1. Let M be a connected complex manifold of dimension 2 that is holomor-
phically separable and admits a smooth envelope of holomorphy. Assume that there exists
an injective homomorphism of topological groups ρ0 : GU(1, 1) −→ Aut(M). Then M is
biholomorphic to one of the four domains C2, C2 \ {0}, D1,1 ≃ C∗ × D or C× D.
Proof. By Lemma 2.3 and the comments after that, we can assume M is a Reinhardt
domain Ω in C2, and the U(1) × U(1)-action on Ω ⊂ C2 is linear. We will prove that Ω
is biholomorphic to one of the four domains C2, C2 \ {0}, D1,1 ≃ C∗ × D or C× D.
Put a coordinate (z1, z2) of C
2. Since ρ(C∗) is commutative with ρ(U(1) × U(1)) =
U(1)× U(1), Lemma 2.2 tells us that ρ(C∗) ⊂ Π(Ω), so that we have
ρ
(
e2pii(s+it)
)
= diag
[
e2pii{a1s+(b1+ic1)t}, e2pii{a2s+(b2+ic2)t}
] ∈ ρ(C∗),
where s, t ∈ R, a1, a2 ∈ Z, b1, b2, c1, c2 ∈ R. Since ρ is injective, a1, a2 are relatively prime
and (c1, c2) 6= (0, 0). For (e2piis1, e2piis2) ∈ U(1)× U(1), s1, s2 ∈ R, we have
ρ
(
diag
[
e2piis1 , e2piis2
])
= diag
[
e2pii(as1+bs2), e2pii(cs1+ds2)
] ∈ ρ (U(1)× U(1)) ,(4.1)
where (
a b
c d
)
∈ GL(2,Z),
since ρ is injective, and we have a+ b = a1 and c+ d = a2. To consider the actions of C
∗
and U(1)× U(1) on Ω together, we put
G(U(1)× U(1)) = {e−2pitdiag [u1, u2] ∈ GU(1, 1) : t ∈ R, u1, u2 ∈ U(1)} .
Then we have
G := ρ(G(U(1)× U(n)))
=
{
diag
[
e−2pic1tu1, e−2pic2tu2
] ∈ GL(2,C) : t ∈ R, u1, u2 ∈ U(1)} .
Note that G is the centralizer of U(1)× U(1) in ρ(GU(n, 1)).
Let f = (f1, f2) ∈ ρ(GU(1, 1)) and consider the Laurent series of its components:
fi(z1, z2) =
∑
ν∈Z2
a(i)ν z
ν ,(4.2)
for i = 1, 2. As Lemma 3.1 in the proof of Theorem 3.1, we have:
Lemma 4.1. For any f ∈ ρ(GU(1, 1))\G, there exists ν ∈ Z2, 6= (1, 0), such that a(1)ν 6= 0
in (4.2), or there exists ν ∈ Z2, 6= (0, 1), such that a(2)ν 6= 0 in (4.2).
By Remark 3.1 after Lemma 3.2 in the proof of Theorem 3.1, we have
Lemma 4.2. If c1c2 = 0, then Ω is biholomorphic to C
∗ × D or C× D.
We consider the case c1c2 6= 0. Since C∗ is the center of GU(1, 1), it follows that, for
f ∈ ρ(GU(1, 1)),
ρ
(
e2pii(s+it)
) ◦ f = f ◦ ρ (e2pii(s+it)) .
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By (4.2), this equation means
e2pii{a1s+(b1+ic1)t}
∑
ν
a(1)ν z
ν =
∑
ν
a(1)ν
(
e2pii{a1s+(b1+ic1)t}z1
)ν(1)1 (e2pii{a2s+(b2+ic2)t}z2)ν(1)2
=
∑
ν
a(1)ν e
2pii{a1s+(b1+ic1)t}ν(1)1 e2pii{a2s+(b2+ic2)t}ν
(1)
2 zν ,
and
e2pii{a2s+(b2+ic2)t}
∑
ν
a(2)ν z
ν =
∑
ν
a(2)ν
(
e2pii{a1s+(b1+ic1)t}z1
)ν(2)1 (e2pii{a2s+(b2+ic2)t}z2)ν(2)2
=
∑
ν
a(1)ν e
2pii{a1s+(b1+ic1)t}ν(2)1 e2pii{a2s+(b2+ic2)t}ν
(2)
2 zν .
Thus for each ν ∈ Z2, we have
e2pii{a1s+(b1+ic1)t}a(1)ν = e
2pii{a1s+(b1+ic1)t}ν(1)1 e2pii{a2s+(b2+ic2)t}ν
(1)
2 a(1)ν ,
and
e2pii{a2s+(b2+ic2)t}a(2)ν = e
2pii{a1s+(b1+ic1)t}ν(2)1 e2pii{a2s+(b2+ic2)t}ν
(2)
2 a(2)ν
Therefore, if a
(1)
ν 6= 0 for ν = (ν(1)1 , ν(1)2 ), we have{
a1(ν
(1)
1 − 1) + a2ν(1)2 = 0,
c1(ν
(1)
1 − 1) + c2ν(1)2 = 0,
(4.3)
and if a
(2)
ν 6= 0 for ν = (ν(2)1 , ν(2)2 ), we have{
a1ν
(2)
1 + a2(ν
(2)
2 − 1) = 0,
c1ν
(2)
1 + c2(ν
(2)
2 − 1) = 0.
(4.4)
Lemma 4.3. If c1c2 6= 0, then λ := c2/c1 = a2/a1 ∈ Q.
Proof. The proof appeared at the beginning of that of Lemma 3.4. The lemma follows
from Lemma 4.1 (4.3) and (4.4). We omit the proof. 
Since a1 and a2 are relatively prime, we have (ν
(1)
1 , ν
(1)
2 ) = (1 + ka2,−ka1) by (4.3),
and (ν
(2)
1 , ν
(2)
2 ) = (la2, 1 − la1) by (4.4), where k, l ∈ Z. Then the Laurent series of the
components of f ∈ ρ(GU(1, 1)) are
f1(z1, z2) =
∑
k∈Z
a(1)ν z
1+ka2
1 z
−ka1
2 ,(4.5)
and
f2(z1, z2) =
∑
k∈Z
a(2)ν z
ka2
1 z
1−ka1
2 .(4.6)
Since G = ρ(G(U(1) × U(1))) acts as linear transformations on Ω ⊂ C2, it preserves
the boundary ∂Ω of Ω. We now study the action of G on ∂Ω. The G-orbits of points in
C2 consist of four types as follows:
(i) If p = (p1, p2) ∈ C∗ × C∗, then
(4.7) G · p = {(z1, z2) ∈ C∗ × C∗ : −a|z1|2|a1|λ + |z2|2|a1| = 0},
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where a := (|p2|2/|p1|2λ)|a1| > 0 and λ = c2/c1 = a2/a1 ∈ Q by Lemma 4.3.
(ii) If p′ = (0, p′2) ∈ C2 \ {0}, then
(4.8) G · p′ = {0} × C∗.
(iii) If p′′ = (p′′1, 0) ∈ C2 \ {0}, then
(4.9) G · p′′ = C∗ × {0}.
(iv) If p′′′ = (0, 0) ∈ C2, then
(4.10) G · p′′′ = {0} ⊂ C2.
Lemma 4.4. If
Ω ∩ (C∗ × C∗) = C∗ × C∗,
then Ω is equal to C2 or C2 \ {0}.
Lemma 4.4 is similar to Lemma 3.6, but the proof is a bit different from that of
Lemma 3.6 and longer than it.
Proof. If Ω ∩ (C∗ × C∗) = C∗ × C∗, then Ω equals one of the following domains by the
G-actions of the type (4.8), (4.9) and (4.10) above:
C2,C2 \ {0},C× C∗,C∗ × C or C∗ × C∗.
Clearly GU(1, 1) acts on C2 and C2 \ {0} by matrix multiplications. For the latter three
domains, GU(1, 1) does not act effectively.
Case: C∗ × C
Suppose Ω = C∗ × C. Then, in (4.5) and (4.6), there is no negative degree term of z2
since Ω ∩ {z2 = 0} 6= ∅.
First we assume |a1| 6= 1. If λ < 0, then the Laurent series of the components of
f ∈ ρ(GU(1, 1)) are
f1(z1, z2) =
∑
k∈Z≥0
a(1)ν z
1+k|a2|
1 z
k|a1|
2 ,
and
f2(z1, z2) =
∑
k∈Z≥0
a(2)ν z
k|a2|
1 z
1+k|a1|
2 .
We put
Pf(z) :=
(
a
(1)
(1,0)z1, a
(2)
(0,1)z2
)
.
As a matrix we can write
Pf =
(
a
(1)
(1,0) 0
0 a
(2)
(0,1)
)
.
Then it follows that
P (f ◦ h) = Pf ◦ Ph, and P id = id,
where h ∈ ρ(GU(1, 1)), and therefore
Pf ∈ GL(2,C)
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since f is an automorphism. Hence we have a representation of GU(1, 1) given by
GU(1, 1) ∋ g 7−→ Pf ∈ GL(2,C),
where f = ρ(g). The restriction of this representation to the simple Lie group SU(1, 1)
is nontrivial since ρ(U(1) × U(1)) = U(1) × U(1). However this contradicts Lemma 2.4.
Thus the case λ < 0 does not occur.
If λ > 0, then the Laurent series of the components of f ∈ ρ(GU(1, 1)) are
f1(z1, z2) =
∑
k∈Z≥0
a(1)ν z
1−k|a2|
1 z
k|a1|
2(4.11)
and
f2(z1, z2) =
∑
k∈Z≥0
a(2)ν z
−k|a2|
1 z
1+k|a1|
2 .(4.12)
We claim that a
(1)
(1,0) 6= 0. Indeed, if a(1)(1,0) = 0, then f(z0, 0) = (0, 0). This is a contradiction
since f is an automorphism. Take another h ∈ ρ(GU(1, 1)) and put the Laurent series of
its components:
h1(z1, z2) =
∑
k∈Z≥0
b(1)ν z
1−k|a2|
1 z
k|a1|
2 ,
h2(z1, z2) =
∑
k∈Z≥0
b(2)ν z
−k|a2|
1 z
1+k|a1|
2 .
We have b
(1)
(1,0) 6= 0 as above. We mention the first degree terms of f ◦ h. For the first
component
f1(h1, h2) = a
(1)
(1,0)h1 +
∑
k∈Z≥1
a(1)ν h
1−k|a2|
1 h
k|a1|
2 .
Then, for k ≥ 1,
h1(z)
1−k|a2| =
( ∞∑
l=0
b(1)ν z
1−l|a2|
1 z
l|a1|
2
)1−k|a2|
= z
1−k|a2|
1
( ∞∑
l=0
b(1)ν z
−l|a2|
1 z
l|a1|
2
)1−k|a2|
=
(
b
(1)
(1,0)z1
)1−k|a2|(
1 +
1− k|a2|
b
(1)
(1,0)
b
(1)
(1−|a2|,|a1|)z
−|a2|
1 z
|a1|
2 + · · ·
)
Thus h1(z)
1−k|a2| has the maximum degree of z1 at most 1−k|a2| < 1 and has the minimum
degree of z2 at least |a1| > 1 in its Laurent expansion. For k > 0, hk|a1|2 has the maximum
degree of z1 at most −|a2| < 0 and has the minimum degree of z2 at least k|a1| > 1 in
its Laurent expansion. Hence the first degree term of Laurent expansion of f1(h1, h2) is
a
(1)
(1,0)b
(1)
(1,0)z1. Similarly, consider
f2(h1, h2) = a
(2)
(0,1)h2 +
∞∑
k=1
a(2)ν h
−k|a2|
1 h
1+k|a1|
2 .
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Then, for k > 0,
h
−k|a2|
1 =
(
b
(1)
(1,0)z1
)−k|a2|(
1− k|a2|
b
(1)
(1,0)
b
(1)
(1−|a2|,|a1|)z
−|a2|
1 z
|a1|
2 + · · ·
)
,
therefore, h
−k|a2|
1 has the maximum degree of z1 at most −k|a2| < 0 and has the minimum
degree of z2 at least |a1| > 1 in its Laurent expansion. For k > 0, h1+k|a1|2 has the maximum
degree of z1 at most −|a2| < 0 and has the minimum degree of z2 at least 1+ k|a1| > 1 in
its Laurent expansion. Hence the first degree term of the Laurent expansion of f2(h1, h2) is
a
(2)
(0,1)b
(2)
(0,1)z2. Consequently, the first degree terms of the Laurent series of the components
of the composite f ◦ h are the composites of the first degree terms of Laurent expansions
of f and h. We put
Pf(z) :=
(
a
(1)
(1,0)z1, a
(2)
(0,1)z2
)
.
As a matrix we can write
Pf =
(
a
(1)
(1,0) 0
0 a
(2)
(0,1)
)
.
Then it follows from above computation that
P (f ◦ h) = Pf ◦ Ph, and P id = id,
and therefore
Pf ∈ GL(2,C)
since f is an automorphism. Hence we have a representation of GU(1, 1) given by
GU(1, 1) ∋ g 7−→ Pf ∈ GL(2,C),
where f = ρ(g). The restriction of this representation to the simple Lie group SU(1, 1)
is nontrivial since ρ(U(1) × U(1)) = U(1) × U(1). However this contradicts Lemma 2.4.
Thus the case λ < 0 does not occur either.
Next we assume |a1| = 1, that is, λ ∈ Z. We put an automorphism ̟λ ∈ Aut(Ω) by
̟λ(z) = (z1, z
λ
1 z2). Then ̟
−1
λ ρ(GU(1, 1))̟λ is a subgroup of Aut(Ω). Then,
̟−1λ ◦ ρ(e−2pit) ◦̟λ(z1, z2) = ̟−1λ (e2pii(b1+ic1)tz1, e2pii(b2+ic2)tzλ1 z2)
= (e2pii(b1+ic1)tz1, e
2pii{−λ(b1+ic1)+(b2+ic2)}tz2)
= (e2pii(b1+ic1)tz1, e
2piiλ(−b1+b2)tz2).
Here we used the equations −λc1 + c2 = 0 by Lemma 4.3. Hence this case turns out to
the case c2 = 0 of the C
∗-action. However, by Lemma 4.2, this is a contradiction. Thus
this case does not occur.
Consequently, the case Ω = C∗ × C does not occur. Either, the case Ω = C× C∗ does
not occur.
Case: C∗ × C∗
Suppose Ω = C∗ × C∗. Since a1 and a2 are relatively prime, there exists
A =
(
a11 a12
a21 a22
)
∈ SL(2,Z),
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such that (
a11 a12
a21 a22
)(
a2
−a1
)
=
(
1
0
)
.
We put an automorphism γA ∈ Aut(Ω) given by γA(z) = (za111 za212 , za121 za222 ). The inverse
of γA is γ
−1
A (z) = (z
a22
1 z
−a21
2 , z
−a12
1 z
a11
2 ) = γA−1(z). Then the group γ
−1
A ρ(GU(1, 1))γA is a
subgroup of Aut(Ω), and
γ−1A ◦ ρ(e−2pit) ◦ γA(z1, z2) = γ−1A (e2pii{(b1+ic1)t}za111 za212 , e2pii{(b2+ic2)t}za121 za222 )
= (e2pii{a22(b1+ic1)−a21(b2+ic2)}tz1, e
2pii{−a12(b1+ic1)+a11(b2+ic2)}tz2)
= (e2pii(a22b1−a21b2)tz1, e2pii{(−a12b1+a11b2)+ic1/a1}tz2).
Here we used the equations a22c1 − a21c2 = c1(a22 − a21c2/c1) = c1(a22 − a21a2/a1) =
c1/a1(a22a1−a21a2) = 0 and −a12c1+a11c2 = c1(−a12+a11c2/c1) = c1(−a12+a11a2/a1) =
c1/a1 which follows from Lemma 4.3. Hence this case turns out to the case c1 = 0 of the
C∗-action. However, by Lemma 4.2, this is a contradiction. Thus this case does not occur.

Let us consider the case Ω ∩ (C∗ × C∗) 6= C∗ × C∗. Then we have ∂Ω ∩ (C∗ × C∗) 6= ∅.
Thus we can take a point
p = (p1, p2) ∈ ∂Ω ∩ (C∗ × C∗).
Let
a :=
(|p2|2/|p1|2λ)|a1| > 0,
Aa,λ := {(z1, z2) ∈ C2 : −a|z1|2|a1|λ + |z2|2|a1| = 0}.
Note that
∂Ω ⊃ Aa,λ,
by the G-action of type (4.7). If λ > 0, then Ω is contained in
D+a,a1,a2 = {|z2|2|a1| > a|z1|2|a2|}
or
C+a,a1,a2 = {|z2|2|a1| < a|z1|2|a2|}.
If λ < 0, then Ω is contained in
D−a,a1,a2 = {|z2|2|a1||z1|2|a2| > a}
or
C−a,a1,a2 = {|z2|2|a1||z1|2|a2| < a}.
Clearly, D+a,a1,a2 and C
+
a−1,a2,a1
are biholomorphically equivalent, so we analyze D+a,a1,a2.
Let us first consider the case ∂Ω = Aa,λ, that is, Ω = D
+
a,a1,a2
, D−a,a1,a2 or C
−
a,a1,a2
.
Lemma 4.5. If Ω = D+a,a1,a2, then |a2| = 1 and Ω is biholomorphic to D1,1.
Proof. Since Ω ∩ {z1 = 0} 6= ∅, by (4.5) and (4.6), the Laurent series of the components
of f ∈ ρ(GU(1, 1)) are
f1(z1, z2) =
∑
k∈Z≥−1
a(1)ν z
1+k|a2|
1 z
−k|a1|
2
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and
f2(z1, z2) =
∑
k∈Z≥0
a(2)ν z
k|a2|
1 z
1−k|a1|
2
where, a
(1)
(1−|a2|,|a1|) = 0 if |a2| 6= 1. However if |a2| 6= 1, this contradicts Lemma 2.4 as the
proof of Lemma 4.4, for Case: C∗ × C, λ > 0. Therefore Ω = {|z2|2|a1| > a|z1|2}, and Ω
is biholomorphic to D1,1 by
Φ : Ω ∋ (z1, z2) 7−→ (a1/2z1z1−|a1|2 , z2) ∈ D1,1.

Lemma 4.6. Ω 6= D−a,a1,a2.
Proof. Assume Ω = D−a,a1,a2 . Then we see that, using the biholomorphism γ
−1
A (z) =
(za221 z
−a21
2 , z
−a12
1 z
a11
2 )(see Case: C
∗×C∗ in the proof of Lemma 4.4), D−a,λ is biholomorphic
to (C \ Da)× C∗. Then the group γ−1A ρ(GU(1, 1))γA is a subgroup of Aut(γ−1A (Ω)), and
γ−1A ◦ ρ(e−2pit) ◦ γA(z1, z2) = (e2pii(a22b1−a21b2)tz1, e2pii{(−a12b1+a11b2)+ic1/a1}tz2),
by Lemma 4.3. Hence this case turns out to the case c1 = 0 of the C
∗-action. However,
by Lemma 4.2, this is a contradiction. Thus this case does not occur.

Lemma 4.7. Ω 6= C−a,a1,a2.
Proof. Suppose Ω = C−a,a1,a2. By (4.5) and (4.6), the Laurent series of the components of
f ∈ ρ(GU(1, 1)) are
f1(z1, z2) =
∞∑
k=0
a(1)ν z
1+k|a2|
1 z
k|a1|
2 ,
and
f2(z1, z2) =
∞∑
k=0
a(2)ν z
k|a2|
1 z
1+k|a1|
2 ,
since C−a,a1,a2 ∩ {zi = 0} 6= ∅, for i = 1, 2. Consider
Pf(z) =
(
a
(1)
(1,0)z1, a
(2)
(0,1)z2
)
.
As in the proof of Lemma 4.4, it follows that
P (f ◦ h) = Pf ◦ Ph, and P id = id,
and therefore
Pf ∈ GL(2,C)
since f is an automorphism. Hence we have a representation of GU(1, 1) given by
GU(1, 1) ∋ g 7−→ Pf ∈ GL(2,C),
where f = ρ(g). The restriction of this representation to the simple Lie group SU(1, 1)
is nontrivial since ρ(U(1) × U(1)) = U(1) × U(1). However this contradicts Lemma 2.4.
Thus the lemma is proved.

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Let us consider the case ∂Ω 6= Aa,λ. We prove that in this case GU(1, 1) does not act
effectively on Ω, except Case (I’-ii) below.
Case (I’): (∂Ω \ Aa,λ) ∩ (C∗ × C∗) = ∅.
In this case, ∂Ω is the union of Aa,λ and some of the following sets
(4.13) {0} × C∗,C∗ × {0} or {0} ⊂ C2,
by the G-actions on the boundary of type (4.8), (4.9) and (4.10). If Ω ⊂ D−a,a1,a2 , then
the sets in (4.13) can not be contained in the boundary of Ω. Thus we must consider only
the case Ω ( D+a,a1,a2 or C
−
a,a1,a2
.
Case (I’-i) : Ω ( D+a,a1,a2 .
In this case, C∗ × {0} can not be a subset of the boundary of Ω, and {0} ∈ Aa,λ. Thus
∂Ω = Aa,λ ∪ ({0} × C),
Ω = D+a,a1,a2 \ ({0} × C).
Then Ω is biholomorphic to D−a,a1,a2 , and this contradicts Lemma 4.6. Thus this case does
not occur.
Case (I’-ii): Ω ( C−a,a1,a2 .
In this case, Ω coincides with one of the followings:
C1 = C
−
a,a1,a2 \ (C× {0}) ∪ ({0} × C),
C2 = C
−
a,a1,a2 \ (C× {0}),
C3 = C
−
a,a1,a2
\ ({0} × C),
C4 = C
−
a,a1,a2
\ {0}.
Then we see that C1 ⊂ C∗ × C∗, and using biholomorphism γ−1A (see Case: C∗ × C∗ in
the proof of Lemma 4.4), C1 is biholomorphic to Da \ {0} × C∗. Then, as the proof of
Lemma 4.6, this contradicts Lemma 4.2. Thus this case does not occur.
Suppose Ω = C2. In this case, we have Ω ≃ D+a,a1,a2 , and therefore Ω ≃ D1,1 by
Lemma 4.5.
If Ω = C3, then as the case C2 above, we see that Ω ≃ C+a,a1,a2 ≃ D+a−1,a2,a1, and
Ω ≃ D1,1 by Lemma 4.5.
Suppose Ω = C4. Then Ω ∩ {zi = 0} 6= ∅ for i = 1, 2. Hence as the proof of Lemma
4.7, we derive a contradiction. Thus this case does not occur.
Case (II’): (∂Ω \ Aa,λ) ∩ (C∗ × C∗) 6= ∅.
In this case, we can take a point p′ = (p′1, p
′
2) ∈ (∂Ω \ Aa,λ) ∩ (C∗ × C∗). We put
b := (|p′2|2/|p′1|2λ)|a1| > 0,
Bb,λ := {(z1, z2) ∈ C2 : −b|z1|2|a1|λ + |z2|2|a1| = 0}.
We may assume a > b without loss of generality.
Case (II’-i): ∂Ω = Aa,λ ∪Bb,λ.
Since Ω is connected, it coincides with
C+a,a1,a2 ∩D+b,a1,a2 = {b|z1|2|a2| < |z2|2|a1| < a|z1|2|a2|},
or
C−a,a1,a2 ∩D−b,a1,a2 = {b < |z1|2|a2||z2|2|a1| < a}.
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These domains are subdomains of C∗×C∗. We see that using the biholomorphism γ−1A (see
Case C∗×C∗ in the proof of Lemma 4.4), these domains are biholomorphic to D(a,b)×C∗,
where D(a,b) = {b < |z1|2 < a}. Indeed,
γ−1A (C
+
a,a1,a2∩D+b,a1,a2) = {b|za111 za212 |2|a2| < |za121 za222 |2|a1| < a|za111 za212 |2|a2|} = {b < |z1|±2 < a},
and similarly
γ−1A (C
−
a,a1,a2
∩D−b,a1,a2) = {b < |za111 za212 |2|a2||za121 za222 |2|a1| < a} = {b < |z1|±2 < a}.
Then, as the proof of Lemma 4.6, this contradicts Lemma 4.2. Thus this case does not
occur.
Case (II’-ii): ∂Ω 6= Aa,λ ∪Bb,λ.
Suppose (∂Ω \ Aa,λ ∪Bb,λ) ∩ (C∗ × C∗) 6= ∅, then we can take
p′′ = (p′′1, p
′′
2) ∈ (∂Ω \ Aa,λ ∪Bb,λ) ∩ (C∗ × C∗).
Then put
c = (|p′′2|2/|p′′1|2λ)|a1|,
Cc,λ = {(z1, z2) ∈ C2 : −c|z1|2|a1|λ + |z2|2|a1| = 0}.
We have Aa,λ ∪ Bb,λ ∪ Cc,λ ⊂ ∂Ω. However Ω is connected, this is impossible. Therefore
this case does not occur. Let us consider the remaining case:
(∂Ω \ Aa,λ ∪Bb,λ) ∩ (C∗ × C∗) = ∅.
However, C∗×{0}, {0}×C∗ and {0} ∈ C2 can not be subsets of the boundary of Ω since
Ω ⊂ C+a,λ ∩D+b,λ or Ω ⊂ C−a,λ ∩D−b,λ. Thus this case does not occur either.
We have shown that if c1c2 6= 0, then Ω is biholomorphic to one of the following:
C2,C2 \ {0} or D1,1.

5. The actions of GU(p, q) for p, q > 1
Now we prove the following theorem.
Theorem 5.1. Let p, q > 1 and n = p + q. Let M be a connected complex mani-
fold of dimension n that is holomorphically separable and admits a smooth envelope of
holomorphy. Assume that there exists an injective homomorphism of topological groups
ρ0 : GU(p, q) −→ Aut(M). Then M is biholomorphic to one of Cn, Cn \ {0}, Dp,q or
Cp,q.
Proof. The proof is similar to that of Theorem 3.1 and in this case simpler. By Lemma 2.3
and the comments after that, we can assume that M is a Reinhardt domain Ω in Cp+q,
U(q) × U(p)-action on Ω ⊂ Cp+q is linear and ρ(T p+q) = T p+q. We will prove that Ω is
biholomorphic to one of the four domains Cp+q, Cp+q \ {0}, Dp,q or Cp,q.
Put a coordinate (z1, . . . , zq, z1+q, . . . , zp+q) of C
p+q. Since ρ(C∗) is commutative with
ρ(T p+q) = T p+q ⊂ Aut(Ω), Lemma 2.2 tells us that ρ(C∗) ⊂ Π(Ω), that is, ρ(C∗) is
represented by diagonal matrices. Furthermore, ρ(C∗) commutes with ρ(U(q) × U(p)) =
U(q)× U(p), so that we have
ρ
(
e2pii(s+it)
)
= diag
[
e2pii{a1s+(b1+ic1)t}Eq, e2pii{a2s+(b2+ic2)t}Ep
] ∈ ρ(C∗),
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where s, t ∈ R, a1, a2 ∈ Z, b1, b2, c1, c2 ∈ R. Since ρ is injective, a1, a2 are relatively
prime and (c1, c2) 6= (0, 0). Since Tq,p is the center of the group U(q) × U(p), we have
ρ(Tq,p) = Tq,p ⊂ Aut(Ω). To consider the actions of C∗ and U(q) × U(p) on Ω together,
we put
G(U(q)× U(p)) = {e−2pit · diag [U1, U2] ∈ GU(p, q) : t ∈ R, U1 ∈ U(q), U2 ∈ U(p)} .
Then we have
G := ρ(G(U(q)× U(p)))
=
{
diag
[
e−2pic1tU1, e−2pic2tU2
] ∈ GL(p+ q,C) : t ∈ R, U1 ∈ U(q), U2 ∈ U(p)} .
Note that G is the centralizer of Tq,p = ρ(Tq,p) in ρ(GU(p, q)).
Let f = (f1, . . . , fq, f1+q, . . . , fp+q) ∈ ρ(GU(p, q)) and consider the Laurent series of its
components:
fi(z1, . . . , zq, z1+q . . . , zp+q) =
∑
ν∈Zp+q
a(i)ν z
ν ,(5.1)
As Lemma 3.1 in the proof of Theorem 3.1, we have:
Lemma 5.1. For any f ∈ ρ(GU(p, q))\G, there exists ν ∈ Zp+q, ν 6= e1, . . . , eq, such that
a
(i)
ν 6= 0 in (5.1) for some 1 ≤ i ≤ q, or there exists ν ∈ Zp+q, ν 6= e1+q, . . . , ep+q such that
a
(i)
ν 6= 0 in (5.1) for some 1 + q ≤ i ≤ p + q, where e1 = (1, 0, . . . , 0), e2 = (0, 1, 0 . . . , 0),
. . . , ep+q = (0, . . . , 0, 1) are the natural basis of Z
p+q.
By Lemma 2.1, there are no negative degree terms of z1, . . . , zp+q in (5.1). Write
ν = (ν ′, ν ′′), where ν ′ = (ν1, . . . , νq) and ν ′′ = (ν1+q, . . . , νp+q), and |ν ′| = ν1 + · · · + νq,
|ν ′′| = ν1+q + · · ·+ νp+q. Let us consider ν ′ ∈ (Z≥0)q and ν ′′ ∈ (Z≥0)p, and put∑
ν
′
=
∑
ν′∈(Z≥0)q ,ν′′∈(Z≥0)p
,
(z′)ν
′
= zν11 · · · zνqn and (z′′)ν′′ = zν1+q1+q · · · zνp+qp+q from now on. When we need to distinguish
ν for fi, 1 ≤ i ≤ p+ q, we write ν = ν(i) = (ν(i)1 , . . . , ν(i)p+q).
Since C∗ is the center of GU(p, q), it follows that, for f ∈ ρ(GU(n, 1)),
ρ(e2pii(s+it)) ◦ f = f ◦ ρ(e2pii(s+it)).
By (5.1), this equation means
e2pii{a1s+(b1+ic1)t}
∑
ν
′
a(i)ν z
ν =
∑
ν
′
a(i)ν (e
2pii{a1s+(b1+ic1)t}z′)ν
′
(e2pii{a2s+(b2+ic2)t}z′′)ν
′′
=
∑
ν
′
a(i)ν e
2pii{a1s+(b1+ic1)t}|ν′|e2pii{a2s+(b2+ic2)t}|ν
′′|zν
for 1 ≤ i ≤ q, and
e2pii{a2s+(b2+ic2)t}
∑
ν
′
a(i)ν z
ν =
∑
ν
′
a(i)ν (e
2pii{a1s+(b1+ic1)t}z′)ν
′
(e2pii{a2s+(b2+ic2)t}z′′)ν
′′
=
∑
ν
′
a(i)ν e
2pii{a1s+(b1+ic1)t}|ν′|e2pii{a2s+(b2+ic2)t}|ν
′′|zν ,
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for 1 + q ≤ i ≤ p+ q. Thus for each ν ∈ Zp+q, we have
e2pii{a1s+(b1+ic1)t}a(i)ν = e
2pii{a1s+(b1+ic1)t}|ν′|e2pii{a2s+(b2+ic2)t}|ν
′′|a(i)ν ,
for 1 ≤ i ≤ q, and
e2pii{a2s+(b2+ic2)t}a(i)ν = e
2pii{a1s+(b1+ic1)t}|ν′|e2pii{a2s+(b2+ic2)t}|ν
′′|a(i)ν ,
for 1 + q ≤ i ≤ p+ q. Therefore, if a(i)ν 6= 0 for 1 ≤ i ≤ q, we have{
a1(ν
(i)
1 + · · ·+ ν(i)q − 1) + a2(ν(i)1+q + · · ·+ ν(i)p+q) = 0,
c1(ν
(i)
1 + · · ·+ ν(i)q − 1) + c2(ν(i)1+q + · · ·+ ν(i)p+q) = 0.
(5.2)
and if a
(i)
ν 6= 0 for 1 + q ≤ i ≤ p+ q, we have{
a1(ν
(i)
1 + · · ·+ ν(i)q ) + a2(ν(i)1+q + · · ·+ ν(i)p+q − 1) = 0,
c1(ν
(i)
1 + · · ·+ ν(i)q ) + c2(ν(i)1+q + · · ·+ ν(i)p+q − 1) = 0.
(5.3)
Lemma 5.2. c1c2 6= 0.
Proof. We assume c1 = 0, c2 6= 0. If a1 6= 0, then by (5.2), ν(i)1 + · · · + ν(i)q = 1,
ν
(i)
1+q+· · ·+ν(i)p+q = 0, for 1 ≤ i ≤ q, and by (5.3) ν(i)1 +· · ·+ν(i)q = 0 and ν(i)1+q+· · ·+ν(i)p+q = 1
for 1+q ≤ i ≤ p+q. However this contradicts Lemma 5.1. Therefore we assume a1 = 0. As
the proof of Lemma 3.2, Ω ⊂ Cp+q can be written of the form (D×Cp)∪(D′ × (Cp \ {0}))
by G-action on Ω, where D and D′ are open sets in Cq, D ⊂ D′ and D′ is connected. On
the other hand, the functions fi, 1 ≤ i ≤ q, of f = (f1, . . . , fp+q) ∈ ρ(GU(p, q)) do not
depend on the variables (z1+q, . . . , zp+q) by (5.2). Hence (f1, . . . , fq) is an automorphism
of D and D′, i.e. GU(p, q) acts on D and D′. Since U(q) acts linearly on D′, the domain
D′ must coincide with one of the following open sets: Cq, Cq\{0}, Cq\Bqr, Bqr, Bqr\{0} and
Bqr \ Bqr′ , where Bqr = {z ∈ C : |z| < r} and r > r′ > 0. Thus we have a topological group
homomorphism from GU(p, q) to one of the topological groups Aut(Cq), Aut(Cq \ {0}),
Aut(Cq \ Bqr), Aut(Bqr), Aut(Bqr \ {0}) and Aut(Bqr \ Bqr′).
We now prove D′ 6= Cq. By Lemma 2.6, the U(p, q)-action extends to a holomor-
phic action of GL(p + q,C). The categorical quotient Cp+q//GL(p + q,C) is then one
point (see the sentence before Lemma 2.7). By Lemma 2.7, the GL(p + q,C)-action
is linearizable. However, the restriction of this action to SU(p, q) is non-trivial since
S(U(q) × SU(p)) ⊂ ρ(SU(p, q)) acts non-trivially on Cq. This contradicts Lemma 2.4.
Thus D′ 6= Cq. Furthermore, D′ 6= Cq \ {0}, Cq \ Bq, since the U(p, q)-action extends to
the action on Cq by the Hartogs extension theorem. Thus these cases come down to the
Cq-case.
SU(p, q) can not act non-trivially on Bqr, B
q
r \{0} and Bqr \Bqr′ either. Indeed, if SU(p, q)
acts, then ρ(SU(p, q)) ⊂ PU(q, 1) for the first case, and ρ(SU(p, q)) ⊂ U(q) for the latter
two cases. Here we used Aut(Bqr) = PU(q, 1) and Aut(B
q
r \ {0}) = Aut(Bqr \ Bqr′) = U(q).
By Lemma 2.5 and Lemma 2.4, these actions are trivial. Thus, these cases do not occur.
Consequently, we see that the case c1 = 0, c2 6= 0 does not occur. In the same manner,
we can see that the case c1 6= 0, c2 = 0 does not occur. 
Then we have
Lemma 5.3. a1 = a2 and |a1| = |a2| = 1.
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Proof. Take f ∈ ρ(GU(p, q)) \G with the Laurent expansions (5.1). By Lemma 5.1, (5.2)
and (5.3), we have
λ := a2/a1 = c2/c1 ∈ Q \ {0}
We first prove that λ is positive. For this, we suppose that λ is negative. Since |ν ′|, |ν ′′| ≥ 0
and a1, a2 are relatively prime, we have, by (5.2), for 1 ≤ i ≤ q,
ν
(i)
1 + · · ·+ ν(i)q = 1 + k|a2| and ν(i)1+q + · · ·+ ν(i)p+q = k|a1|,
where k ∈ Z≥0, and, by (5.3), for 1 + q ≤ i ≤ p+ q,
ν
(i)
1 + · · ·+ ν(i)q = l|a2| and ν(i)1+q + · · ·+ ν(i)p+q = 1 + l|a1|,
where l ∈ Z≥0. Hence, the Laurent series of the components of f ∈ ρ(GU(n, 1)) are
fi(z
′, z′′) =
∞∑
k=0
∑
|ν′|=1+k|a2|,
|ν′′|=k|a1|
′
a(i)ν (z
′)ν
′
(z′′)ν
′′
,(5.4)
for 1 ≤ i ≤ q, and
fi(z
′, z′′) =
∞∑
k=0
∑
|ν′|=k|a2|,
|ν′′|=1+k|a1|
′
a(i)ν (z
′)ν
′
(z′′)ν
′′
,(5.5)
for 1 + q ≤ i ≤ p + q. We focus on the first degree terms of the Laurent expansions. We
put
Pf(z) :=

∑
|ν′|=1,
|ν′′|=0
′
a
(1)
ν′ z
′, . . . ,
∑
|ν′|=1,
|ν′′|=0
′
a
(q)
ν′ z
′,
∑
|ν′|=0,
|ν′′|=1
′
a
(1+q)
ν′′ (z
′′)ν
′′
, . . . ,
∑
|ν′|=0,
|ν′′|=1
′
a
(p+q)
ν′′ (z
′′)ν
′

 .(5.6)
As a matrix we can write
Pf =


a
(1)
e1 · · · a(1)eq 0 · · · 0
...
. . .
...
...
. . .
...
a
(q)
e1 · · · a(q)eq 0 · · · 0
0 · · · 0 a(1+q)e1+q · · · a(1+q)ep+q
...
. . .
...
...
. . .
...
0 · · · 0 a(p+q)e1+q · · · a(p+q)ep+q


.
Then it follows from (5.4) and (5.5) that
P (f ◦ h) = Pf ◦ Ph, and P id = id,
where h ∈ ρ(GU(p, q)), and therefore
Pf ∈ GL(p+ q,C)
since f is an automorphism. Hence we have a representation of GU(p, q) given by
GU(p, q) ∋ g 7−→ Pf ∈ GL(p+ q,C),
where f = ρ(g). The restriction of this representation to the simple Lie group SU(p, q)
is nontrivial since ρ(U(q) × U(p)) = U(q) × U(p). However this contradicts Lemma 2.4.
Thus λ is positive.
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Next we prove that |a1| = |a2| = 1. For this, we suppose |a1| 6= 1. Since |ν ′|, |ν ′′| ≥ 0
and a1, a2 are relatively prime, we have, by (5.2),
ν
(i)
1 + · · ·+ ν(i)q = 1− k|a2| and ν(i)1+q + · · ·+ ν(i)p+q = k|a1|,
for 1 ≤ i ≤ q, where k = 0, and, in addition, k = 1 is valid if |a2| = 1. By (5.3),
ν
(i)
1 + · · ·+ ν(i)q = 0 and ν(i)1+q + · · ·+ ν(i)p+q = 1,
for 1+ q ≤ i ≤ p+ q. Hence, the Laurent series of the components of f ∈ ρ(GU(p, q)) are
fi(z
′, z′′) =
1∑
k=0
∑
|ν′|=1+k|a2|,
|ν′′|=k|a1|
′
a(i)ν (z
′)ν
′
(z′′)ν
′′
,
for 1 ≤ i ≤ q, and
fi(z
′, z′′) =
∑
|ν′′|=1
′
a(i)ν (z
′′)ν
′′
,(5.7)
for 1+q ≤ i ≤ p+q. Thus, by (5.7), we have a nontrivial linear representation of GU(p, q)
by
GU(p, q) ∋ g 7−→ (f1+q, . . . , fp+q) ∈ GL(p,C),
where (f1, . . . , fp+q) = ρ(g). However this contradicts Lemma 2.4. Thus we have shown
that |a1| = 1. In the same manner, we have |a2| = 1, and therefore Lemma 5.3 is proven.

Remark 5.1. By Lemma 5.3, (5.2) and (5.3), the action of GU(p, q) on Ω is linear matrix
multiplication, since ν
(i)
ν ≥ 0 for 1 ≤ i ≤ p + q. Therefore
ρ : GU(p, q) −→ GL(p+ q,C),
and this representation is irreducible by Lemma 2.4.
Since G = ρ(G(U(q)× U(p))) acts as linear transformations on Ω ⊂ Cp+q, it preserves
the boundary ∂Ω of Ω. We now study the action of G on ∂Ω. The G-orbits of points in
Cp+q consist of four types as follows:
(i) If p = (p1, . . . , pp+q) ∈ (Cq \ {0})× (Cp \ {0}), then
(5.8) G·p = {(z1, . . . , zp+q) ∈ Cp+q\{0} : −a(|z1|2+· · ·+|zq|2)+|z1+q|2+· · ·+|zp+q|2 = 0},
where a := (|p1+q|2 + · · ·+ |pp+q|2)/(|p1|2 + · · ·+ |zq|2) > 0.
(ii) If p′ = (0, . . . , 0, p′1+q, . . . , p
′
p+q) ∈ Cp+q \ {0}, then
(5.9) G · p′ = {(0, . . . , 0)} × (Cp \ {0}).
(iii) If p′′ = (p′′1, . . . , p
′′
q , 0, . . . , 0) ∈ Cp+q \ {0}, then
(5.10) G · p′′ = (Cq \ {0})× {0}.
(iv) If p′′′ = (0, . . . , 0) ∈ Cp+q, then
(5.11) G · p′′′ = {0} ⊂ Cp+q.
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Lemma 5.4. If
Ω ∩ ((Cq \ {0})× (Cp \ {0})) = (Cq \ {0})× (Cp \ {0}),
then Ω is equal to Cp+q or Cp+q \ {0}.
Proof. If Ω ∩ ((Cq \ {0})× (Cp \ {0})) = ((Cq \ {0})× (Cp \ {0})), then Ω equals one of
the following domains by the G-actions of the type (5.9), (5.10) and (5.11) above:
Cp+q,Cp+q \ {0},Cq × (Cp \ {0}), (Cp \ {0})× Cp or (Cq \ {0})× (Cp \ {0}).
Clearly GU(p, q) acts on Cp+q and Cp+q \ {0} by matrices multiplications. However,
GU(p, q)-action on Cp+q does not preserve Cq× (Cp \{0}), (Cp \{0})×Cp or (Cq \{0})×
(Cp \ {0}), by Remark 5.1. Thus Lemma 5.4 is proved.

Let us consider the case Ω ∩ ((Cq \ {0})× (Cp \ {0})) 6= (Cq \ {0})× (Cp \ {0}). Then
we have ∂Ω ∩ ((Cq \ {0})× (Cp \ {0})) 6= ∅. Thus we can take a point
p = (p1, . . . , pp+q) ∈ ∂Ω ∩ ((Cq \ {0})× (Cp \ {0})).
Let
a := (|p1+q|2 + · · ·+ |pp+q|2)/(|p1|2 + · · ·+ |pq|2) > 0,
Aa := {(z1, . . . , zp+q) ∈ Cp+q : −a(|z1|2 + · · ·+ |zq|2) + |z1+q|2 + · · ·+ |zp+q|2 = 0}.
Note that
∂Ω ⊃ Aa,
by the G-action of the type (5.8). Then Ω is contained in
Da = {−a(|z1|2 + · · ·+ |zq|2) + |z1+q|2 + · · ·+ |zp+q|2 > 0}
or
Ca = {−a(|z1|2 + · · ·+ |zq|2) + |z1+q|2 + · · ·+ |zp+q|2 < 0}.
Let us first consider the case ∂Ω = Aa, that is, Ω = Da or Ca.
Lemma 5.5. If Ω = Da, then Ω is biholomorphic to D
p,q.
Proof. There exists a biholomorphic map from Ω to Dp,q by
Φ : Cp+q ∋ (z1, . . . , zp+q) 7→ (a−1/2z1, . . . , a−1/2zq, z1+q, . . . , zp+q) ∈ Cp+q.

Lemma 5.6. If Ω = Ca, then Ω is biholomorphic to C
p,q.
Proof. Indeed, there exists a biholomorphic map from Ω to Cp,q by
Φ′ : Cp+q ∋ (z1, . . . , zp+q) 7→ (a−1/2z1, . . . , a−1/2zq, z1+q, . . . , zp+q) ∈ Cp+q.

Let us consider the case ∂Ω 6= Aa. We will prove that in this case GU(p, q) does not
act effectively on Ω.
Case (I”): (∂Ω \ Aa) ∩ ((Cq \ {0})× (Cp \ {0})) = ∅.
In this case, ∂Ω is the union of Aa and some of the following sets
(5.12) {0} × Cp or Cq × {0},
by the G-actions on the boundary of the type (5.9) and (5.10).
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Case (I”-i): Ω ( Da.
In this case, Cq × {0} can not be a subset of the boundary of Ω. Thus
∂Ω = Aa ∪ ({0} × Cp),
Ω = Da \ ({0} × Cp).
However, the GU(p, q)-action on Cp+q does not preserve Da \ ({0} ×Cp), by Remark 5.1.
Thus this case does not occur.
Case (I”-ii): Ω ( Ca.
In this case, {0} × (Cp \ {0}) can not be a subset of the boundary of Ω. Thus
∂Ω = Aa ∪ (Cq × {0}),
Ω = Ca \ (Cq × {0}).
However, the GU(p, q)-action on Cp+q does not preserve Ca \ (Cq × {0}), by Remark 5.1
Thus this case does not occur either.
Case (II”): (∂Ω \ Aa) ∩ ((Cq \ {0})× (Cp \ {0})) 6= ∅.
In this case, we can take a point p′ = (p′1, . . . , p
′
p+q) ∈ (∂Ω\Aa)∩ ((Cq \{0})× (Cp \{0})).
We put
b := (|p′1+q|2 + · · ·+ |p′p+q|2)/(|p′1|2 + · · ·+ |p′q|2) > 0,
Bb := {(z1, . . . , zp+q) ∈ Cp+q : −b(|z1|2 + · · ·+ |zq|2) + |z1+q|2 + · · ·+ |zp+q|2 = 0}.
We may assume a > b without loss of generality.
Case (II”-i): ∂Ω = Aa ∪Bb.
Since Ω is connected, it coincides with
Ca ∩Db = {b(|z1|2 + · · ·+ |zq|2) < |z1+q|2 + · · ·+ |zp+q|2 < a(|z1|2 + · · ·+ |zq|2)}
≃ { b
a
(|z1|2 + · · ·+ |zq|2) < |z1+q|2 + · · ·+ |zp+q|2 < |z1|2 + · · ·+ |zq|2}.
Since GU(p, q) is connected, the GU(p, q)-action through ρ preserves subsets of boundary
∂Ω, {|z1+q|2 + · · · + |zp+q|2 = |z1|2 + · · · + |zq|2} \ {0} and { ba(|z1|2 + · · · + |zq|2) =
|z1+q|2 + · · ·+ |zp+q|2} \ {0}, which are disjoint. Then the GU(p, q)-action also preserves
the domain {|z1+q|2 + · · ·+ |zp+q|2 > |z1|2 + · · ·+ |zq|2} ≃ Dp,q. However, by Lemma 2.8,
ρ(GU(p, q)) ⊂ GU(p, q), and therefore, noticing Remark 5.1, we see that the GU(p, q)-
action does not preserve { b
a
(|z1|2 + · · ·+ |zq|2) = |z1+q|2 + · · ·+ |zp+q|2}, a contradiction.
Thus this case does not occur.
Case (II”-ii): ∂Ω ) Aa ∪ Bb.
By the same argument of Case (II-ii) in the proof of Theorem 3.1, we see that this case
does not occur.
We have shown that Ω is biholomorphic to one of the following domains:
Cp+q,Cp+q \ {0}, Dp,q or Cp,q.

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6. The automorphism groups of the domains
6.1. The automorphism groups of C× Bn and C∗ × Bn.
Theorem 6.1 ([1]). For f = (f0, f1, . . . , fn) ∈ Aut(C× Bn), we have
f0(z0, z1, . . . , zn) = a(z1, . . . , zn)z0 + b(z1, . . . , zn),
and
fi(z0, z1, . . . , zn) =
ai0 +
∑n
j=1 aijzj
a00 +
∑n
j=1 a0jzj
for i = 1, . . . , n, where a is a nowhere vanishing holomorphic function on Bn, b is a
holomorphic function on Bn, and the matrix (aij)0≤i,j≤n is an element of SU(n, 1).
Proof. First we consider fi for i = 1, . . . , n. Fix (z1, . . . zn) ∈ Bn. Then, by the assumption,
fi(·, z1, . . . , zn), for i = 1, . . . , n, are bounded holomorphic functions on C, and therefore
constant functions by the Liouville theorem. Hence fi, for i = 1, . . . , n, do not depend on
z0. In the same manner, we see that, for the inverse of f
g = (g0, g1, . . . , gn) = f
−1 ∈ Aut(C× Bn),
gi for i = 1, . . . n are independent of z0. It follows that
f := (f1, . . . , fn) ∈ Aut(Bn).
It is well-known (see [8]) that f ∈ Aut(Bn) is a linear fractional transformation, whose
components are of the form
fi(z1, . . . , zn) =
ai0 +
∑n
j=1 aijzj
a00 +
∑n
j=1 a0jzj
,
for i = 1, 2, . . . , n, where the matrix (aij)0≤i,j≤n is an element of SU(n, 1).
Next we consider f0 of f . For fixed (z1, z2, . . . , zn) ∈ Bn, f0(·, z1, . . . , zn) is injective
on C with respect to z0, since fi, for i = 1, . . . , n, do not depend on z0. Therefore f0 is
an affine transformation with respect to z0, namely, f0(z1, z1, . . . , zn) = a(z1, . . . , zn)z0 +
b(z1, . . . , zn), where a is a nowhere vanishing holomorphic function on B
n and b is a
holomorphic function on Bn. This completes the proof.

For the domain D1,n ≃ Cn,1 ≃ C∗×Bn, we can show the following theorem in a similar
way of the proof of Theorem 6.1 (See [7]).
Theorem 6.2 ([7]). For f = (f0, f1, . . . , fn) ∈ Aut(Cn,1),
f0(z0, z1, . . . , zn) = c
(
z1
z0
, . . . ,
zn
z0
)
z0 or c
(
z1
z0
, . . . ,
zn
z0
)
z−10 ,
and
fi(z0, z1, . . . , zn) = f0(z0, z1, . . . , zn)
ai0 +
∑n
j=1 aijzj
a00 +
∑n
j=1 a0jzj
,
for i = 1, . . . , n, where c is a nowhere vanishing holomorphic function on Bn, and the
matrix (aij)0≤i,j≤n is an element of SU(n, 1).
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6.2. The automorphism groups of Dp,q for p > 1.
Theorem 6.3. Aut(Dp,q) ≃ GU(p, q) for p > 1, q > 0.
Proof. For fixed (w1, . . . , wq) ∈ Cq,
Dp,q ∩ {z1 = w1, . . . , zq = wq} ≃
{(z1+q, . . . , zp+q) ∈ Cp : |z1+q|2 + · · ·+ |zp+q|2 > |w1|2 + · · ·+ |wq|2},
and the compliment of the right-hand side in Cp is a compact set, Bpr , where r2 = |w1|2+
· · ·+ |wq|2. Thus any holomorphic function on Dp,q extends holomorphically on Cp+q by
Hartogs’ extension theorem. Therefore f ∈ Aut(Dp,q) extends to a holomorphic map from
Cp+q to itself, and since f−1 ∈ Aut(Dp,q) also extends, we have f ∈ Aut(Cp+q) by the
uniqueness of analytic continuation. The theorem follows from the next lemma.

Lemma 6.1. Let p, q > 0. If f ∈ Aut(Cp+q) preserves Dp,q and the null cone
∂Dp,q = {(z1, . . . , zp+q) ∈ Cp+q : −|z1|2 − · · · − |zq|2 + |z1+q|2 + · · ·+ |zp+q|2 = 0},
then we have f ∈ GU(p, q).
Proof. Since the origin 0 is the unique singular point in ∂Dp,q, we have f(0) = 0 by the
hypothesis of Lemma 6.1. Put f = (f1, . . . , fp+q) and the Taylor series of fj by
fj(z) =
∑
ν∈Zp+q≥0
a(j)ν z
ν .
For t ∈ C∗, f(tz)/t preserves ∂Dp,q:
−|f1(tz)/t|2 − · · · − |fq(tz)/t|2 + |f1+q(tz)/t|2 + · · ·+ |fp+q(tz)/t|2 = 0.
If t tends to 0, then we have
−
∣∣∣∣∣∣
∑
|ν|=1
a(1)ν z
ν
∣∣∣∣∣∣
2
− · · · −
∣∣∣∣∣∣
∑
|ν|=1
a(q)ν z
ν
∣∣∣∣∣∣
2
+
∣∣∣∣∣∣
∑
|ν|=1
a(1+q)ν z
ν
∣∣∣∣∣∣
2
+ · · ·+
∣∣∣∣∣∣
∑
|ν|=1
a(p+q)ν z
ν
∣∣∣∣∣∣
2
= 0.
This equation means
JacCf(0) =

 a
(1)
e1 · · · a(1)ep+q
...
. . .
...
a
(p+q)
e1 · · · a(p+q)ep+q

 ∈ GL(p + q,C),
preserves ∂Dp,q, where e1 = (1, 0, . . . , 0), e2 = (0, 1, 0 . . . , 0), . . . , ep+q = (0 . . . , 0, 1) are
the natural basis of Zp+q. Since JacCf(0) is non degenerate matrix, JacCf(0) also preserves
Dp,q. It follows from Lemma 2.8 that JacCf(0) ∈ GU(p, q). Considering f ◦ (JacCf(0))−1,
we may assume that JacCf(0) = Ep+q, and will prove that f = Ep+q. To prove Lemma 6.1,
we show the following:
Lemma 6.2. Let f = (f1, . . . , fp+q) : C
p+q → Cp+q be a holomorphic map, and put the
Taylor series of fj as :
fj(z) =
∑
ν∈Zp+q≥0
a(j)ν z
ν .
38 YOSHIKAZU NAGATA
If the holomorphic map f preserves the null cone ∂Dp,q and the origin 0, respectively, and
if JacCf(0) = Ep+q, then we have a
(j)
ν = 0 if ν − ej /∈ Zp+q≥0 , and a(j)ν+ej = a(1)ν+e1.
Proof. By the assumption we have, on the null cone ∂Dp,q,
0 = −|f1(z)|2 − · · · − |fq(z)|2 + |fq+1(z)|2 + · · ·+ |fp+q(z)|2
= −
q∑
j=1
zj

∑
|ν|>1
a
(j)
ν zν

− q∑
j=1

∑
|ν|>1
a(j)ν z
ν

 zj − q∑
j=1
∣∣∣∣∣∣
∑
|ν|>1
a(j)ν z
ν
∣∣∣∣∣∣
2
(6.1)
+
p+q∑
j=1+q
zj

∑
|ν|>1
a
(j)
ν zν

+ p+q∑
j=1+q

∑
|ν|>1
a(j)ν z
ν

 zj + p+q∑
j=1+q
∣∣∣∣∣∣
∑
|ν|>1
a(j)ν z
ν
∣∣∣∣∣∣
2
.
First we prove a
(j)
ν = 0 for ν − ej /∈ Zp+q≥0 . We restrict the equation (6.1) on{(√
pe
√−1θ1z1, . . . ,
√
pe
√−1θqz1,
√
qe
√−1θ1+qz1, . . . ,
√
qe
√−1θp+qz1
)
: z1 ∈ C, (θ1, . . . , θp+q) ∈ Rp+q
}
.
Then, considering the right-hand side above as a function of z1 and z¯1, each coefficient of
zk1 z¯
l
1 vanishes. In particular, for the z1z¯
k
1 term, we have
0 = −
q∑
j=1
e
√−1θj√pz1

∑
|ν|=k
a
(j)
ν zν

 + p+q∑
j=1+q
e
√−1θj√qz1

∑
|ν|=k
a
(j)
ν zν

,
where zν should be read (e
√−1θ1√pz1)ν1 · · · (e
√−1θq√pz1)νq(e
√−1θ1+q√qz1)ν1+q · · · (e
√−1θp+q√qz1)νp+q .
Then, for ν /∈ ej + Zp+q≥0 , the coefficient of e
√−1θje−
√−1〈ν,θ〉z1z¯
|ν|
1 must vanishes, that is,
a
(j)
ν = 0 for ν /∈ ej + Zp+q≥0 .
Next we prove a
(j)
ν+ej = a
(1)
ν+e1 for j = 2, . . . , p + q. Put z1 = e
√−1θr for θ ∈ R and
r =
√−|z2|2 − · · · − |zq|2 + |z1+q|2 + · · ·+ |zp+q|2 > 0, and substitute it into (6.1). Then,
considering the right-hand side of (6.1) as a function of e
√−1θ, each coefficient of ek
√−1θ,
k ∈ Z, vanishes. For k = 0, we have
0 = −r

∑
|ν|>1
a
(1)
ν zν
′r

− q∑
j=2
zj

∑
|ν′|>1
a
(j)
ν′ z
ν′

−

∑
|ν|>1
a(1)ν z
ν′r

 r
−
q∑
j=2

∑
|ν′|>1
a
(j)
ν′ z
ν′

 zj − q∑
j=1
∑
l,m>1

∑
|µ|=l
a(j)µ z
µ′rν1



∑
|ν|=m
a
(j)
ν zν
′rν1


+
p+q∑
j=1+q
zj

∑
|ν′|>1
a
(j)
ν′ z
ν′

+ p+q∑
j=1+q

∑
|ν′|>1
a
(j)
ν′ z
ν′

 zj
+
p+q∑
j=1+q
∑
l,m>1

∑
|µ|=l
a(j)µ z
µ′rν1



∑
|ν|=m
a
(j)
ν zν
′rν1

,
where ν ′ = (0, ν2, . . . , νp+q), µ′ = (0, µ2, . . . , µp+q) and ν = ν ′ + ν1e1, µ = µ′ + ν1e1. Then
the right hand side above is a power series of z2, . . . , zp+q, z¯2, . . . , z¯p+q, and therefore each
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coefficient of zµ
′
z¯ν
′
vanishes. In particular, the coefficient of zν
′ |zj |2 for j = 2, . . . , p+ q is
0 = ±(a(1)ν′+e1 − a
(j)
ν′+ej
). Thus we have proven that a
(j)
ν+ej = a
(1)
ν+e1 when ν1 = 0.
Similarly, the coefficient of ek
√−1θ for k = 1 is
0 = −r

∑
|ν′|>1
a
(1)
ν′ z
ν′

−

∑
|ν|>1
a(1)ν z
ν′r2

 r − q∑
j=2

∑
|ν|>1
a(j)ν z
ν′r

 zj
−
q∑
j=1
∑
l,m>1

∑
|µ|=l
a(j)µ z
µ′rν1+1



∑
|ν|=m
a
(j)
ν zν
′rν1

 + p+q∑
j=1+q

∑
|ν|>1
a(j)ν z
ν′r

 zj
+
p+q∑
j=1+q
∑
l,m>1

∑
|µ|=l
a(j)µ z
µ′rν1+1



∑
|ν|=m
a
(j)
ν zν
′rν1

,
where ν ′, µ′ and ν are as before, and µ = µ′ + (ν1 + 1)e1. Dividing this equation by r,
the right-hand side becomes a power series of z2, . . . , zp+q, z¯2, . . . , z¯p+q, and therefore the
coefficient of zν
′ |zj|2 for j = 2, . . . , p+ q vanishes, that is, 0 = ±(a(1)ν′+2e1−a
(j)
ν′+e1+ej
). Thus
we have proven that a
(j)
ν+ej = a
(1)
ν+e1 when ν1 = 1.
For k > 1, the coefficient of ek
√−1θ is
0 = −

∑
|ν|>1
a(1)ν z
ν′rk+1

 r − q∑
j=2

∑
|ν|>1
a(j)ν z
ν′rk

 zj
−
q∑
j=1
∑
l,m>1

∑
|µ|=l
a(j)µ z
µ′rν1+k



∑
|ν|=m
a
(j)
ν zν
′rν1

+ p+q∑
j=1+q

∑
|ν|>1
a(j)ν z
ν′rk

 zj
+
p+q∑
j=1+q
∑
l,m>1

∑
|µ|=l
a(j)µ z
µ′rν1+k



∑
|ν|=m
a
(j)
ν zν
′rν1

,
where ν ′, µ′ and ν are as before, and µ = µ′ + (ν1 + k)e1. Dividing this equation by rk,
the right-hand side becomes a power series of z2, . . . , zp+q, z¯2, . . . , z¯p+q, and therefore the
coefficient of zν
′ |zj |2 for j = 2, . . . , p+ q vanishes, that is, 0 = ±(a(1)ν′+(k+1)e1 − a
(j)
ν′+ke1+ej
).
Thus we have proven a
(j)
ν+ej = a
(1)
ν+e1 when ν1 = k > 1, and this completes the proof. 
We continue the proof of Lemma 6.1. We consider f ∈ Aut(Dp,q), JacCf(0) = Ep+q, on{(√
pe
√−1θ1z1, . . . ,
√
pe
√−1θqz1,
√
qe
√−1θ1+qz1, . . . ,
√
qe
√−1θp+qz1
)
: z1 ∈ C, (θ1, . . . , θp+q) ∈ Rp+q
}
⊂ ∂Dp,q.
By Lemma 6.2, for each 1 ≤ j ≤ q, we have
fj
(√
pe
√−1θ1z1, . . . ,
√
pe
√−1θqz1,
√
qe
√−1θ1+qz1, . . . ,
√
qe
√−1θp+qz1
)
(6.2)
= e
√−1(θj−θ1)f1
(√
pe
√−1θ1z1, . . . ,
√
pe
√−1θqz1,
√
qe
√−1θ1+qz1, . . . ,
√
qe
√−1θp+qz1
)
,
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and for each 1 + q ≤ j ≤ p+ q, we have
fj
(√
pe
√−1θ1z1, . . . ,
√
pe
√−1θqz1,
√
qe
√−1θ1+qz1, . . . ,
√
qe
√−1θp+qz1
)
(6.3)
= e
√−1(θj−θ1)
√
q√
p
f1
(√
pe
√−1θ1z1, . . . ,
√
pe
√−1θqz1,
√
qe
√−1θ1+qz1, . . . ,
√
qe
√−1θp+qz1
)
.
Since the holomorphic map
C ∋ z1 →
(
f1
(√
pe
√−1θ1z1, . . . ,
√
pe
√−1θqz1,
√
qe
√−1θ1+qz1, . . . ,
√
qe
√−1θp+qz1
)
, . . . ,
fp+q
(√
pe
√−1θ1z1, . . . ,
√
pe
√−1θqz1,
√
qe
√−1θ1+qz1, . . . ,
√
qe
√−1θp+qz1
))
∈ Cp+q
is injective on C, the holomorphic map
C ∋ z1 → f1
(√
pe
√−1θ1z1, . . . ,
√
pe
√−1θqz1,
√
qe
√−1θ1+qz1, . . . ,
√
qe
√−1θp+qz1
)
∈ C
must be injective by (6.2) and (6.3). Any holomorphic injective map from C to itself is
an affine transformation. Thus we have
f1
(√
pe
√−1θ1z1, . . . ,
√
pe
√−1θqz1,
√
qe
√−1θ1+qz1, . . . ,
√
qe
√−1θp+qz1
)
= cz1,
with some non-zero constant c ∈ C, since f(0) = 0. Therefore we have∑
|ν|=k
e
√−1〈ν,θ〉a(1)ν (
√
p)|ν
′|(
√
q)|ν
′′| = 0,
for each k > 1, θ = (θ1, . . . , θp+q) ∈ Rp+q, where ν = (ν ′, ν ′′) ∈ Zq≥0 × Zp≥0. Since these
equations hold for any θ ∈ Rp+q, we have a(1)ν = 0 for |ν| > 1. This implies that, for any
1 ≤ j ≤ p + q, a(j)ν = 0 for |ν| > 1 by Lemma 6.2. Thus we have proven that f = Ep+q,
and this completes the proof.

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