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1. APLICACIONES DISTRIBUIDAS 
1.1 Introducción 
Las aplicaciones distribuidas (AD de aquí en 
adelante) constituyen actualmente un campo de actua-
ción muy interesante. Se componen de varios progra-
mas ejecutándose en diferentes computadoras y comu-
nicándose entre ellos. Hasta ahora la mayoría de las 
AD eran bases de datos distribuidas, en las que un 
cliente accede a un servidor virtual (compuesto en 
realidad de varios servidores reales) y realiza una 
petición, obteniendo una respuesta del servidor real 
correspondiente, sin importarle de cual de ellos se 
trata. El cliente simplemente conoce el nombre del 
servidor virtual. Esta comunicación se realiza a través 
de los sockets o los RPC's ( ). Las AD vienen a 
solucionar los problemas de las centralizadas, como la 
total dependencia del servidor central, el elevado coste 
de éste frente al de unos cuantos pequeños ordenadores 
o el hecho de que la información ha de pasar siempre 
por el servidor aunque sea local. Hace unos años ha 
surgido, de la fusión de las AD con la programación 
orientada a objetos (POO) el concepto de Objetos 
Distribuidos, en los que cambia el concepto tradicio-
nal de cliente/servidor. 
1.2 Problemas 
Los principales problemas que encontramos en 
las aplicaciones distribuidas tienen su origen en la 
variedad de plataformas utilizadas tanto por el cliente 
como por el servidor o servidores. Las distintas plata-
formas pueden diferir en el lenguaje de implementación, 
el Sistema Operativo, la red utilizada para la interco-
nexión y en el Hardware de la máquina. Esta falta de 
homogeneidad hace difícil el entendimiento entre las 
distintas partes de la aplicación, y éstas deben tener en 
cuenta todas y cada una de las particularidades de las 
otras partes. 
Estos problemas han de ser resueltos satisfacto-
riamente para la implantación de aplicaciones distri-
buidas, y para ello surgen diversas plataformas las 
cuales trataremos más adelante, en especial la que 
mejores prestaciones ofrece, CORBA. 
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1.3 Objetos distribuidos 
El concepto de objetos distribuidos (de ahora en 
adelante OD) surgen, como ya hemos dicho, de la 
unión de las AD y la POO. Esto viene a romper con el 
tradicional concepto cliente/servidor, yaque la fronte-
ra entre los mismos queda ahora mucho más confusa. 
Si trabajamos con objetos, puede que uno de ellos 
(cliente) realice una llamada a otro (servidor). A su 
vez, este último objeto puede utilizar los servicios de 
otro, con lo que se convierte en cliente. Con esto ya no 
tenemos un conjunto de clientes y servidores sino un 
completo sistema de información, como si tuviéramos 
todos los objetos en una misma máquina (ahora es la 
red) funcionando con el mismo programa ( aplicación 
distribuida). 
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Figura 1 
Si a las ventajas de la POO le unimos la posibi-
lidad de tener cada uno de los objetos en una localiza-
ción geográfica diferente, y además que estén 
implementados con el lenguaje, sistema operativo, 
hardware y red de interconexión más adecuado a la 
naturaleza del objeto y a su localización, tenemos las 
ventajas de las aplicaciones globales y locales al mis-
mo tiempo. Para ello surgen las plataformas distribui-
das, un middleware que intentan hacer transparente a 
cada uno de los objetos las características de 
implementación de los demás, así como su localiza-
ción geográfica. 
1.4 Diferentes plataformas para objetos distribui-
dos. Comparativa 
Aquí comentamos brevemente diversas opciones a 
ahora de implementar nuestro sistema, a parte de CORBA 
que desarrollaremos más tarde: 
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· Java Sockets 
Es la tecnología para la programación en red con Java. 
Hasta hace poco, era la única manera de escribir 
aplicaciones cliente/servidor en Java. 
·HITP/CGI 
Es el modelo predominante para la creación de solucio-
nes cliente/servidor para Internet hoy en día. HTIP 
proporciona semántica simple como RPC por encima de 
los Sockets. CGI proporciona un protocolo para entregar 
un comando HTTP a una aplicación de servidor. 
· Servlets 
Son los plug-ins de la parte servidor de Java. 
·RMI 
Es un ORB (Object Request Broker) nativo de Java, 
creado por JavaSoft. Introduce nueva semántica para 
objetos distribuidos en Java. Esta semántica forma la 
base del planteamiento CORBAJava-to-IDL. 
· Caffeine 
Creado por NetscapeNisigenic proporciona un medio 
natural de programación parecido a RMI por encima 
de VisiBroker para Java. Permite escribir objetos 
distribuidos CORBA sin IDL. 
. DCOM 
Es el otro destacado ORB. Es un gran competidor para 
CORBA porque el todopoderoso Microsoft lo está 
incluyendo con todos sus sistemas operativos. Es 
también la tecnología fundamental para ActiveX y 
Microsoft Internet. Microsoft' s Visual J++ introduce 
DCOM para Java, y permite la invocación remota de 
un objeto Java por otro usando DCOM ORB. 
2. CORBA (COMMON OBJECT REQUEST 
BROKER ARCHITECTURE) 
2.1 Introducción 
CORBA es un estándar desarrollado por el OMG 
(Object Management Group) para conseguir la interacción 
entre aplicaciones distribuidas independientemente de la 
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plataforma de ejecución y el lenguaje utilizados en cada 
una de ellas. Esta transparencia se consigue gracias a dos 
piezas fundamentales: elORB (Object Request Broker), 
encargado de la traducción y el transporte, y el IDL 
(Interface Definition Languaje), interfaz universal a tra-
vés del cual los objetos especifican qué servicios pueden 
ofrecer, de forma independiente a su propio lenguaje de 
programación. 
2.1.10MG 
El Object Management Group es un consorcio 
industrial internacional que promueve la teoría y la prác-
tica del desarrollo de software orientado a objetos. Surge 
porque las grandes compañías toman conciencia de la 
gran aceptación, cada día mayor, que tiene la POO. El 
OMG fue fundado en 1989 por ocho compañías: 3Com 
Corporation, American Airlines, Canon Inc. Data Gene-
ral, Hewlett-Packard, Philips Telecornmunications N.V., 
Sun Microsystems y Unisys Corporation. Actualmente 
aglutina a más de 500 compañías. 
Este organismo ha publicado las especificaciones 
de CORBA en el ObjectManagementArchitecture (OMA) 
para lograr una compatibilidad entre los distintos fabri-
cantes. Aquí la OMG no define la implementación de los 
elementos de la arquitectura CORBA, sino solamente sus 
interfaces y funciones. Esto evita la exclusión de cualquier 
tecnología o lenguaje. 
Figura 2 
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2.1.2 Soluciones aportadas por CORBA 
CORB A nos ofrece una serie de prestaciones que no 
nos ofrecen otras posibles soluciones, enfocadas en dife-
rentes aspectos: 
Integración: cada objeto de la aplicación estará 
representado por una interfaz IDL (Interface Description 
Languaje). Existe un compilador de IDL para cada len-
guaje de programación diferente, pero el interfaz que 
creará será independiente del lenguaje utilizado. A partir 
de ahí el objeto y sus métodos serán invocados a través de 
su IDL, .por aplicaciones escritas en cualquier lenguaje. 
Comunicación: se realiza a través del ORB (Object 
Request Broker), un agente que se encarga de controlar las 
peticiones a los objetos. Para el diseñador es transparente el 
mecanismo de comunicación y la localización de los servi-
dores de los objetos que precisa. Dichos servidores pueden 
ser de distinta clase y CORBA se encarga de repartir el 
trabajo entre ellos. Si uno cae, los clientes que lo utilizaban 
pasarán a ser servidos por otros servidores. En caso de no 
haber ninguno listo, la aplicación no se colgará. 
Además de esto CORBA es un estándar aceptado y 
reconocido por OSI del que existen productos comerciales 
2.1.30MA 
Como ya hemos dicho la arquitectura CORBA está 
definida en la Object Management Architecture (OMA) 
en cuatro partes fundamentales: 
Application Objects: se refiere ala implementación, 
mediante IDL, de un interfaz propio de cada objeto e 
independiente del lenguaje. Se utiliza para comunicarse, 
a través del ORB, con los demás elementos de la arquitec-
tura o con otros objetos. 
CORBA services: son los elementos que permiten 
la comunicación entre distintos objetos de forma transpa-
rente. Esto permiten que no se incluyan en la 
implementación de un objeto detalles sobre los demás, 
sino que estos datos residan en la propia arquitectura 
CORBA. En principio se definieron en las llamadas 
Common Object Services Specification (COSS) a partir 
de los Request for Proposals (RFP) Los servicios básicos 
ofrecidos son los siguientes: 
· Naming Service: es el típico servicio de nombres de 
una red, que permite asociar un conjunto de caracteres 
con un objeto en particular. 
· Object Event Notification Service: permite el paso de 
mensajes entre objetos. El generador del mensaje se 
define como suppliery el destinatario como consumero 
· Object Lifecycle Service: define unos mecanismos 
para crear, borrar, mover y copiar objetos. 
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· Persistent ObjectService: proporciona interfaces 
comunes a los mecanismos usados para la retener y 
gestionar el estado persistente de objetos en datos 
almacenados de manera independiente 
· Concurrency Control Service: este servicio define 
como un objeto simultáneamente accedido por uno o 
más clientes actúa para que sus accesos permanezcan 
consistentes y coherentes. 
· Extemalisation Service: define estándares para el 
almacenamiento y al recuperación del estado de obje-
tos en un stream de datos. 
· Object Relationship Service: permite crear, borrar y 
manejar relaciones entre objetos. 
· Object Transaction Service: proporciona soporte para 
asegurar que la computación que se compone de una o 
más operaciones o sobre uno o más objetos presenta 
propiedades de atomicidad, consistencia, aislamiento 
y durabilidad (ACID propierties). 
· Object Security Services: proporciona para los obje-
tos las propiedades de confidencialidad, integridad, 
responsabilidad y disponibilidad. 
· Object Time Service: proporciona un mecanismo para 
sincronizar relojes en sistemas distribuidos. 
· Object Licensing Service: proporciona un marco para 
la especificación y la gestión de licencias policía y 
para la tarificación. 
· Object Properties Service: asocia dinámicamente un 
objeto con sus propiedades. 
· Collection Object Service: proporciona una norma 
uniforme para la creación y manipulación de grupos de 
objetos tales como listas, pilas, etc. 
· Trading Service: permite a un cliente encontrar un 
objeto a partir de sus propiedades. 
· Startup Service: proporciona una inicialización co-
rrecta del ORB a través de los mensajes adecuados 
Todos estos servicios están accesibles a través de 
interfaces IDL estandarizados por la OMG. 
Figura 3. Arquitectura COREA 
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CORBA facilities: definen los interfaces de aplica-
ción que utilizan directamente los desarrolladores. Cu-
bren servicios de más alto nivel como puede ser la interfaz 
de usuario, y es el área en la que la OMG está centrando 
sus esfuerzos actualmente. Son de carácter horizontal, e 
incluyen funciones de cobertura a varios sistemas, inde-
pendientes de su contenido. Se dividen en cuatro grupos: 
· User Interface: este grupo cubre todos los aspectos 
del interfaz de usuario que hace a un sistema de 
información accesible a sus usuarios y sensible a sus 
necesidades. 
· Information Management: este es un grupo completo 
que incluye el modelado, almacenamiento, recupera-
ción e intercambio de información. 
· System Management: las facilidades de este grupo 
hacen a los sistemas de computadores responsables y 
gestionables para cumplir su función. Esto es conse-
guido mediante un conjunto común de interfaces de 
sistema operativo para herramientas, aplicaciones y 
recursos para la gestión. 
· Task Management: este grupo proporciona infraes-
tructura para la automatización del trabajo, incluida la 
automatización de los procesos de dos usuarios y los 
procesos del sistema. 
Domain Interfaces: similares a las anteriores, pero 
con carácter vertical, pretenden dar servicio a un grupo 
concreto de usuarios de un determinado ámbito profesio-
nal. Esta área no será objeto de estandarización por el 
OMG, ya que sería una aplicación específica. 
2.2 Conceptos Fundamentales 
Aquí estudiaremos dos de los conceptos necesarios 
para comprender la arquitectura CORBA del OMG. 
2.2.1 IDL 
El Interface Definition Languaje (IDL) en un len-
guaje diseñado por la OMG para definir el tipo de objetos 
mediante la especificación de sus funciones, independien-
temente del lenguaje en que estén implementados. El 
cliente por tanto sólo necesita la definición de funciones 
de los objetos servidores para invocarlas, sin necesidad de 
conocer detalles como el lenguaje de programación, la 
localización del objeto en la red o el sistema operativo 
sobre el que corre. Esta separación entre interfaz e 
implementación es similar a la utilizada en la POO. 
El IDL es un lenguaje estándar cuya sintaxis está 
derivada de C++, pero con nuevas sentencias específicas 
para la programación de objetos distribuidos. Con dicha 
sintaxis se pueden especificar los atributos de los compo-
nentes, las excepciones que se lanzan, los componentes de 
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los que se hereda, etc. Mediante un traductor se puede 
transformar en un lenguaje de programación de alto nivel, 
haciendo la correspondencia entre los tipos de datos CORBA 
y los dellenguajeen cuestión. ActuaImentehay compiladores 
para Java, C, C++, COBOL Y prácticamente para el resto de 
lenguajes. Por ejemplo, el JDK 1.2 de Sun incluye el 
compilador para IDL y ORB de forma gratuita. 
Este lenguaje permite definir para un interfaz los tipos 
y constantes exportadas por el objetos (1), las excepciones 
activadas en caso de error (2), los atributos definidos para 
ese objeto (3) y las operaciones que ofrece con sus parámetros 
y tipo de resultado (4). Así mismo permite agrupar interfaces 
de objetos y definiciones de tipos de datos IDL en módulos 
(5). 
Veamos un ejemplo: 
II ejemplo de especificación OMG IDL: 
II CuentaBanco.idl 
module BANCO ( II módulo 5) 
interface CuentaBanco { 
II types (1) 
enum clase_cuenta {corriente, ahorro}; 
II exceptions (2) 
exception cuenta_no_disponible {string razon;}; 
exception pin_incorrecto {}; 
II attributes (3) 
readonly attribute float saldo; 
attribute clase_cuenta mi_clase_cuenta; 
II operations (4) 
void acceso (in string cuenta, in string pin) 
raises(cuenta_no_disponible, pin_incorrecto); 
void deposi to (in float f, out float nuevo_saldo) 
raises (cuenta_no_disponible); 
void reintegro (in float f, out float 
nuevo_saldo) 
raises (cuenta_no_disponible); 
}; II fin de inteface CuentaBanco 
}; II fin de módulo BANCO (5) 
A continuación, para transformar el anterior código 
IDL en código Java hay que ejecutar: 
idltojava -fno-cpp CuentaBanco.idl 
Esto creará cinco ficheros en el directorio Calcula-o 
dora: 
CuentaBancolmpIBase.java: implementa el 
interfaz de la cuenta. Es el skeleton CORBA en la 
parte del servidor. 
. _ CuentaBancoStub.java: implementa el interfaz 
de la cuenta. Es el stub CORBA en la parte del 
cliente. 
. CuentaBanco.java: es la versión Java del interfaz 
que habíamos definido mediante IDL. 
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·CuentaBancoHelper.java: permite convertir los 
tipos de datos CORBA a tipos Java (función 
narrow). Se utiliza en el cliente. 
·CuentaBancoHolder.java: mantiene una clase 
pública CuentaBanco de tipo final. Se utiliza por 
clientes y servidores para pasar objetos de tipo 
CuentaBanco como parámetros. 
Una vez que disponemos de estos ficheros, hay que 
crear el cliente, que guardaremos en un fichero llamado 
Cliente CuentaBanco.java: 
2.2.20RB 
El Object Request Broker (ORB) es la parte funda-
mental y la que da nombre a la arquitectura CORBA. Éste 
es un componente software que proporciona soporte al 
envío y recepción de mensajes por parte de los objetos 
distribuidos, ocultando al programador la compleja co-
municación en la red y la ubicación de los objetos. E10RB 
de CORBA es muy superior en prestaciones a los de sus 
competidores. Entre sus carácterísticas podemos resaltar 
las siguientes: 
· Llamadas estáticas o dinámicas: las llamadas a méto-
dos pueden ser definidas en compilación o en ejecu-
ción. 
· Independencia del lenguaje de implementación: se-
paración total entre interfaz e implementación a tra-
vés deIDL 
· Localización transparente: una vez localizado un 
objeto remoto, se comporta igual que si fuese local. 
· Autodescripción del sistema: en el Interface 
Repository el ORB contiene información sobre los 
servidores (funciones y parámetros) para que un cliente 
los pueda invocar en tiempo real. 
· Seguridad y transacciones integradas. 
· Coexistencia con sistemas existentes: es posible 
encapsular código para que parezca un objeto en el 
ORR 
ClientHost Server Host 
Figura 4. ORE 
El ORB no puede recibir llamadas directas de los 
clientes, sino que éstas deben ser traducidas a través del 
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interfaz IDL para que el ORB las comunique al servidor, 
nuevamente a través de IDL. Por tanto el ORB desconoce 
los objetos. La implementación de un ORB concreto es 
asunto de fabricantes de software, lona (Orbix) , Visigenic 
(VisiBroker), Digital (Objectbroker), HP (ORB Plus) y 
Sun con Neo son solo algunos ejemplos concretos . 
Desafortunadamente, los más potentes son comerciales. 
2.2.3 Estructura de una aplicación CORBA 
Vamos a ver como se implementa una aplicación y 
los componentes necesarios para ello. Comenzaremos por 
el lado del cliente: 
IDL Stub: implementa el enlace entre el cliente y 
el ORB para el método de invocación estática. De esta 
manera el cliente sólo puede llamar a los objetos cuyos 
interfaces son conocidos en tiempo de compilación. La 
llamada efectuada sobre un objeto es transferida a través 
del Stub al ORB, y si es la primera vez que accede al 
mismo deberá obtener una referencia del mismo. Para 
ello se utiliza el anteriormente comentado Inteiface 
Repository, que contiene la información sobre el objeto. 
Un ejemplo de Stub es el que aparece en el apartado 
referente a IDL. 
Client Host Server Host 
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'Code Code 
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Cal! ......... ... .. 
... ·1··· ...... ~ 
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Figura 5. Método de invocación estática. 
Dynamic Invocation Interface CDII): implementa 
el enlace entre el cliente y el ORB para el método de 
invocación dinámica. De esta manera el cliente puede 
llamar a objetos de servidores que no nos pertenecen, 
es decir, de los que no poseemos Stub. Lo que hace este 
método es crear dicho Stub en tiempo de ejecución, 
con ayuda del Interface Repository. Además permite 
aislar al cliente de los cambios en la implementación 
del objeto (programa o localización). La especifica-
ción dinámica describe dos modos de invocación, 
síncrono en el que el cliente se bloquea en espera de la 
respuesta del servidor, y un modo asíncrono, en el que 
el cliente no espera la respuesta del servidor y puede 
pedirla mas tarde. El servidor no establece diferencias 
entre las invocaciones estáticas que utilizan el stub 
en el lado del cliente y las dinámicas que no lo utilizan. 
Una invocación dinámica se construye en cuatro etapas: 
identificar el objeto destinatario de la petición, generarnos 
nosotros la invocación al método, generarnos las variables 
que le pasamos a la llamada, así como el valor que nos 
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devolvería la función, ejecutamos la invocación, y recupe-
rar los datos o las excepciones. 
Client Ho.t Server Host 
~ I Client I \1 ~i Objec:t ' Skele.ton ,'~ 011 Code 
Function I ObJett Reqüest Broker 
Cal! 
Figura 6: Invocación dinámica-estática. 
ORB Interface: permite que las funciones del ORB 
sean accedidas directamente por el código de la aplica-
ción. En su especificación normal esta interfaz propor-
ciona sólo una pocas funciones, y se implementa tanto por 
parte del cliente como por parte de la implementación. 
Ahora procedemos igual con la parte del servidor, es 
decir, en la que se encuentra la implementación del objeto: 
IDL Skeleton: es la parte equivalente del Stub pero a 
este lado de la aplicación, es decir, la interfaz del objeto es 
conocida en el tiempo de compilación por parte del servidor. 
Dinamic Skeleton Interface (OSI): equivale alDII del 
cliente,esdecir,permitelaprogramacióndinámica.CORBA 
puede recibir llamadas a funciones de objetos que no exis-
ten. El servidor puede examihar la estructura de esas llama-
das e implementar un interfaz en tiempo de ejecución. Para 
utilizar el DSI, el programador debe implementar un proce-
dimiento que reciba todas las peticiones, sean cuales sean los 
objetos destinatarios. Este procedimiento, la Dinamic 
Implementation Routine, recibe el nombre del objeto, de la 
operación y de sus parámetros para cada uno de los mensa-
jes, y es luego responsable de la ejecución de estas operacio-
nes en los objetos correspondientes. 
Esta función es imprescindible para la 
interoperabilidad entre ORB' s. Cuando un cliente invoca un 
objeto presente en un servidor de otro ORB, el DSI transmite 
la petición al ORB destino, y entonces el puente usa la DII 
para invocar el objeto destino en el segundo ORB. El DSI 
puede funcionar con invocaciones del cliente estáticas y 
dinámicas. 
Object Adapter: este interfaz definido por la OMG 
es sustituido por la mayoría de los ORB, cumple funcio-
nes de generar referencias a objetos, registrar 
implementaciones, autentificación, etc. para el servidor. 
CORBA define un adaptador estándar llamado Basic 
Object Adapter (BOA). 
ORB Interface: este interfaz es compartido con la 
parte del cliente. 
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Figura 7. Invocación dinámica-dinámica. 
Por tanto disponemos de métodos estáticos y diná-
micos tanto por parte del cliente como del servidor, lo que 
nos da cuatro posibles modos de funcionamiento: estáti-
co-estático, estático-dinámico, dinámico-estático y diná-
mico-dinámico. 
2.3 CORBA sobre TCP/IP 
En este apartado veremos la implantación de 
CORBA sobre el protocolo de transporte más utilizado 
hoy en dia, el TCP/lP. 
2.3.1 GIOP (General Inter-ORB Protocol) 
El protocolo GIOP especifica un estándar de trans-
ferencia de datos y un formato de mensaje para la comu-
nicación entre ORB. GIOP es independiente del protocolo 
de red elegido para la comunicación. Los objetivos de 
GIOP son los soguientes: 
. Simplicidad: esto le asegura su implantación ya 
que ahorra trabajo a los vendedores de ORB, 
mateniendo sus costes bajos. 
. Escalabilidad: supone soportar todos los ORB y 
redes de ORB, hasta llegar a toda la Internet. 
·Gereralidad: el hecho de definir GIOP para cual-
quierprotocolo de transporte orientado a conexión 
le hace implementable en casi todas las redes. Es 
particular, su utilización sobre Internet le otorga la 
mayor disponibilidad posible. 
El método que define GIOP codifica los tipos de datos 
de IDL en una representación de bajo nivel que pueden 
entender todas las partes. Este método recibe el nombre de 
Common Data Representation (CDR) y define representa-
ciones para los tipos primitivos (por ejemplo, int, long, 
double) y los construidos (struct, union, array y string). 
También permite codificar pseudo-objetos como la infor-
mación de contexto de una invocación y las excepciones. 
Las referencias a objetos son un pseudo-objeto muy impor-
tante ya que representan a un objeto una vez que sus métodos 
han sido invocados. Con un solo ORB, estas referencias 
pueden ser un simple puntero, pero cuando han de ser 
mandadas a otro ORB se deben codificar como un 
Interoperable Object Reference (lOR). Esta estructura con-
tiene la referencia a dicho objeto y la información de su 
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localización, que depende del protocolo de transporte que 
soporta la conexión. 
Para cumplir con su primer objetivo, la silpplicidad, 
GIOP define solamente ocho tipos de mensajes. Tres se 
originan desde los clientes (sistemas iniciando la conexión), 
tres desde los servidores (sistemas aceptando la conexión) y 
otros dos bidireccionales. Todos los mensajes se componen 
de tres partes: cabecera general, cabecera específica del 
mensaje y cuerpo del mensaje. A continuación describimos 
los ocho tipos: 
· Request (cliente a servidor): es el método básico de 
invocación. Incluye información sobre el objeto destino, 
el método a invocar con sus parámetros, si el cliente espera 
un Reply, y un identificador Request ID. Éste es generado 
por el cliente y posibilita a las dos partes a identificar 
unívocamente un Request. 
· Reply (servidor a cliente): es la respuesta al ante-
rior mensaje. Contiene el Request ID, el status y el cuerpo 
del Reply. Este último incluye los valores de retomo del 
método invocado si el status no indica que se han produ-
cido interrupciones. Si ha ocurrido alguna, el cuerpo del 
mensaje indica cual es. Finalmente, si el status es Location 
Fordward indica que el objeto requerido ha sido transfe-
rido a otro ORB, cuya localización se indica en el cuerpo 
el mensaje. Entonces el cliente emitirá un nuevo Request 
hacia la nueva localización. 
· LocateRequest( cliente a servidor): permite al clien-
te conocer si una referencia a un objeto es conocida, si el 
servidor en cuestión puede procesar un Request hacia ese 
objeto, o en caso contrario el servidor al que debe dirigir-
lo. Esta información se puede obtener con un simple 
Request, pero así se evita en caso de Location Fordward 
tener que enviar todos los parámetros de una función 
innecesariamente. 
· LocateReply (servidor a cliente): es la respuesta al 
anterior. Contiene el ID correspondiente y un status 
indicando si el objeto es conocido, localizado en el servi-
dor, o localizado en cualquier otra parte, en cuyo caso se 
incluye su nueva localización. 
· CancelRequest (cliente a servidor): su único 
parámetro es un Request ID. Indica al servidor que ya no 
espera más tiempo a un Reply de un Request o 
LocateRequest pendiente. 
· CloseConnection (servidor a cliente): notifica al 
cliente el cierre de una conexión. Todos los Request 
pendientes se pierden y por tanto deben ser reenviados en 
otra conexión. 
· MessageError (bidireccional): es enviado en res-
puesta a un mensaje desconocido o de formato incorrecto. 
· Fragment (bidireccional): permite a los ORB a 
fragmentar mensajes y enviarlos en varios separados de 
tipo GIOP. Si la cabecera de un Request o de un Reply 
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indica que le siguen más fragmentos de mensaje, estos 
serán del tipo Fragment. 
2.3.2 I10P (Internet Inter-ORB Protocol) 
Este es el GIOP propio para la conexión mediante 
TCPIIP. Lo que esto significa es bien claro: la posibilidad de 
tener acceso a objetos presentes en cualquier parte de 
Internet. Las condiciones que el OMGimpone para las capas 
de transporte que soportan a GIOP parecen estar hechas a 
medida para TCPIIP: protocolo orientado a conexión, fia-. 
ble, que pueda enviar paquetes y protección robusta contra 
errores en caso de fallo en la conexión. Mientras que GIOP 
define la forma y el contenido de los mensajes, 1I0P codifica 
la información necesaria para la invocación de métodos 
sobre objetos en sus propios perfiles IOR (Interoperable 
Object Reference). Éstos están compuestos de un número de 
versión, el host y el puerto al que dichos mensajes deben ser 
enviados, una referencia al objeto (object key) y una serie de 
componentes conteniendo información usada cuando invo-
camos métodos en el objeto, como el tipo de ORB originario 
o parámetros de seguridad. 
La distinción entre cliente y servidor es muy grande en 
1I0P, y ninguno debe mandar mensajes propios del otro. En 
la figura Flujos de mensajes 1I0P podemos ver la forma en 
que se comunican clientes y servidores. Cada una de las 
flechas representa un socket. En la primera un Request de un 
cliente es respondido por un Reply, pero dividido en dos 
fragmentos. En la segunda vemos que los diferentes Requests 
o Replies pueden incluso solaparse. Esto implica un mayor 
aprovechamiento de los recursos. Algunos ORB permiten 
elegir entre una conexión multiplexada o una dedicada, para 
ganar en rapidez. En la tercera secuencia vemos que un 
cliente puede mandar una serie de Request sin esperar 
respuesta, simplemente para recordarle su presencia a un 
servidor (ping). 
Figura 8. Flujo de mensajes ¡JOP. 
El protocolo 1I0P puede ser utilizado tambien fuera 
de la arquitectura CORBA. En junio de 1997 JavaSoft 
anunció que desarrollaría una implementación de RMI para 
Java, recordemos que es uno de los competidores de CORBA, 
sobre 1I0P. Esto permite usar Java con los métodos de los 
ORB a través de RMI. Algunos incluso pronostican que 
puede sustituir al HTTP en algunas funciones. 
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