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Abstract
During the last years, we have witnessed a growth of speech processing systems based
on statistical techniques, which combine acoustic modelling and vocoding. The main
advantage of these systems is the flexibility they provide in modifying speech and
model characteristics by applying transformation or adaptation techniques. In the
specific case of speech synthesis, a broad range of transformation techniques have been
explored and applied to both text-to-speech (TTS) and voice conversion (VC) systems.
However, despite the great strides that have been made, we have come to the conclusion
that transformation possibilities have not been fully exploited. In particular, we have
found a couple of applications that have not been sufficiently developed. On the one
hand, even though TTS systems have reached a high level of maturity and significant
advances have been made in terms of speaker adaptation, adaptation across languages
is still a challenge. On the other hand, although VC techniques have been widely
studied and used in a variety of applications, speaker de-identification is emerging as a
new research line where VC applies directly. These two problems, cross-lingual speaker
adaptation and speaker de-identification, are addressed in this thesis.
The cross-lingual challenge is faced in this thesis in the statistical parametric
speech synthesis (SPSS) framework. More specifically, we propose a novel technique
for cross-lingual speaker adaptation in hidden Markov model (HMM)-based speech
synthesis. The proposed method, which operates at segmental level, allows rapidly
cloning a given speaker in a different language without requiring any phonetic or
linguistic information. Subjective and objective experiments, using different languages
and a substantial number of speakers, prove the validity of our proposal, which we
refer to as “language-independent acoustic cloning”. Experimental results show that
our method is able to capture target speakers’ identity nearly as well as standard
intra-lingual adaptation methods, while revealing a clear improvement compared to a
state-of-the-art cross-lingual adaptation method used as baseline.
As for the speaker de-identification problem, in this thesis it is approached as
a special application of VC techniques, where some specific requirements must be
considered. Two speaker de-identification strategies are presented, both relying on
vi
frequency warping (FW) functions combined with spectral amplitude scaling (AS),
which tackle some shortcomings of the speaker de-identification methods found in the
literature. One of the proposed approaches employs a pool of pre-trained transformation
functions and similarity/dissimilarity criteria, in order to select the most appropriate
transform given an input speaker for de-identification. The other strategy, on the
contrary, is based on an adjustable parametric definition of the transformation functions
and does not require any training. Perceptual listening tests and objective experiments
confirm the success of the proposed strategies in hiding the identity of the given
speakers, while preserving most of the naturalness of the original speech for the vast
majority of the applied transformations.
To conclude, we perform a study on the influence of speaker de-identification in
depression detection using automatic tools. This study aims at analysing the impact
of speaker de-identification procedures on speech features beyond speaker identity,
and it also provides a more realistic scenario for assessing the performance of the
proposed de-identification strategies. Experimental results show that the two strategies
achieve satisfactory de-identification accuracies even when applied under uncontrolled
conditions, whereas only a slight degradation is perceived in depression detection when
using de-identified speech.
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Chapter 1
Introduction
Since speech is the instrument for human communication par excellence, it has been the
subject of study from the very beginning of our civilization. Today, speech processing
[15] is the discipline responsible for the study and analysis of human speech by applying
digital signal processing techniques. Speech processing is a very vast and rich field
which encompasses different research areas depending on the focus of analysis: from
the acquisition, manipulation and storage of speech signals, to the transmission and
production of the same. While we have come a long way throughout history, research
in speech processing is still very active, and there remain many challenging issues that
need to be tackled.
In recent years, there has been a proliferation of speech processing systems based
on statistical parametric methods, which combine vocoding and acoustic modelling.
The purpose of vocoders is to provide an accurate parametric representation of speech,
while acoustic models are in charge of modelling those parameters using statistics
(such as means and variances of Gaussian distributions). The main advantage of
these methods over possible alternatives is their enormous flexibility in modifying
model parameters by applying transformation or adaptation techniques. Many speech
technologies have taken advantage of this flexibility: from automatic speech recognition
(ASR) [7] and speaker identification (SID) [159] to text-to-speech (TTS) synthesis
[187] and voice conversion (VC) systems [128, 53]. Demand for these technologies has
grown rapidly, mainly with the goal of improving human-machine communication and,
ideally, achieving a complete oral interaction between humans and machines. Other
applications include improvements in human-to-human communication (e.g. speech-to-
speech translation, speech enhancement); and aids for people with disabilities, such as
personalized synthetic voices for the speaking impaired [52], real-time speech-to-text
conversion for the hearing disabled [168, 211], or reading aid for the blind [138].
2 Introduction
The work carried out in this thesis is framed within the speech production (or
speech synthesis) field and, more specifically, the contributions made are directly related
to two of the previously mentioned technologies: statistical TTS synthesis [244, 247]
and VC [180, 128]. Many similarities can be found between these systems, since both
aim at generating acoustic features and synthesising speech waveforms [247, 128, 108].
The former technology aims at synthesising speech from text, while the latter is a
technique that, given a speech waveform, generates another with some transformed
characteristics while preserving linguistic information of original speech. Because the
analysis/synthesis process may become an important source of degradation of speech
quality, both systems require vocoders that allow not only an accurate analysis of
speech, but also a high-quality reconstruction of the speech signals from the extracted
parameters. Another common aspect is the transformation capability given by cepstral
domain [129] transformations, which can be applied either to the features used for
synthesis [12, 183, 164] or to the statistics of the acoustic models [230].
Speech technology has made great strides over the past decades. Both TTS and
VC systems have reached certain maturity during this interval. High-quality vocoders
as STRAIGHT [90] (and, more recently, Ahocoder [50] and Vocaine [3]) have improved
the quality of synthetic speech; and a wide range of transformation techniques has
been explored. Recently, deep neural networks (DNNs) have been used as acoustic
models for both TTS synthesis [250, 202, 222] and VC [127, 30] with very promising
results. Even initial steps have been taken in the direct modelling of speech waveforms
using DNNs [206, 97], which avoid vocoding issues. However, in spite of all these
advances, we have come to the conclusion that possibilities in terms of feature and
model transformation have not been fully exploited. On the one hand, although TTS
systems have reached a high level of development and a lot of progress has been made
in terms of adaptation, there are still some difficulties in adapting across languages
(cross-lingual adaptation). On the other hand, flexibility offered by VC systems —voice
transformation (VT) [181] in a broader sense— is generally used to adapt systems
to users (voice personalization, speaker-dependent ASR, etc.) or to adapt users to
systems (e.g. preprocessing for speech recognition). However, a novel research line
aimed at protecting users’ privacy in multimedia content (fostered by the COST Action
IC1206 1), is emerging strongly. In this sense, VC techniques have a direct application
in the de-identification of speakers, a topic little explored so far. These two problems,
cross-lingual adaptation and speaker de-identification, will be addressed in this
dissertation.
1http://costic1206.uvigo.es/
1.1 Cross-lingual speaker adaptation 3
Since the aforementioned issues belong to two clearly differentiated research lines,
each of them appears in a separate part of this thesis: Part I is dedicated to the
cross-lingual adaptation issue; while Part II deals with the speaker de-identification
problem. In the following sections we briefly introduce each of the problems, present
the contributions made to each one of them, and give an outline of the corresponding
part.
1.1 Cross-lingual speaker adaptation
Concerning TTS technologies, the emergence of statistical parametric speech synthesis
(SPSS) has allowed a variety of new applications that were not possible with previous
techniques. Specifically, in a TTS system, a statistical representation enables easily
changing speech characteristics, and thus obtaining additional voices with new speaker
identities, speaking styles, emotions, etc. This flexibility avoids the process of recording
long specific corpora (corresponding to different identities, styles or emotions) usually
required by more traditional unit selection approaches.
One of the instances of SPSS, HMM-based speech synthesis, has become very
popular during the last decade. Relying on this approach, a series of speaker adaptation
techniques have been explored, which have proved to require just a small amount of
adaptation data to efficiently adapt the model characteristics to a target speaker. These
adaptation techniques have allowed voice personalization in TTS systems in a way
that was not possible with previous concatenative approaches. However, most of the
techniques described in the literature have focused on the intra-lingual problem (the
same language is used for both the source model and the target speaker), while very
few works have faced the case in which the source model and the target speaker do not
share the same language (the so-called cross-lingual adaptation).
In this thesis we address the cross-lingual paradigm in the HMM-based speech
synthesis framework, and propose a cepstral-domain adaptation technique which allows
cloning a given speaker in a different language in few seconds. Taking two speech
synthesis models as input, one for the desired language and another for the intended
speaker identity, the proposed technique builds a third model able to synthesise speech
in the target language while sounding like the target speaker. The proposed method,
that we refer to as “language-independent acoustic cloning”, operates at segmental level
(spectral information and average fundamental frequency) and does not require any
phonetic or linguistic information. An initial and a extended versions of the method
are presented, which are properly evaluated and compared by means of objective and
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subjective tests. A large number of speakers are cloned in different languages and,
using a state-of-the-art SID system to asses the performance, we show that our method
captures the identity of the target speakers almost as well as standard intra-lingual
adaptation techniques. Moreover, subjective and objective evaluations prove that
the proposed method clearly outperforms a state-of-the-art cross-lingual adaptation
technique used as baseline, both in terms of quality and similarity to the target speaker.
The first part of this thesis (Part I) covers the cross-lingual paradigm and is
organised in three chapters: Chapter 2 gives an overview of speech synthesis techniques
and reviews the cross-lingual adaptation methods found in the literature; the first
contribution of this thesis is included in Chapter 3, where the proposed “language-
independent acoustic cloning” technique is presented, along with the experimental
framework used for evaluation and the obtained results; finally, Chapter 4 summarises
the work and main findings presented in this first part of the thesis, and depicts some
future research lines.
1.2 Speaker de-identification
From personalising TTS systems to voice restoration and entertainment applications,
VC techniques have been widely explored and applied to a variety of fields. Nevertheless,
de-identification has recently arisen as a new research line derived from the growing
concerns about exposing the identity of users in multimedia content. In the case of
speech, de-identification is in charge of hiding the speaker identity –by altering or
removing identifying information– while keeping other important information conveyed
by speech. In principle, VC techniques could be directly applied to speaker de-
identification, since they aim at modifying the speaker-specific features of a speech
signal while keeping the linguistic content unvarying. However, de-identification
applications have some specific requirements that are not found in conventional VC
applications, which require special attention. This particular application case of VC
techniques remains largely unstudied, and very few attempts have been made to solve
the problem of speaker de-identification.
In this thesis, we analyse the speaker de-identification problem and study different
VC-based strategies for addressing it. The proposed strategies were defined so that
they could overcome some of the limitations of the speaker de-identification methods
described in the literature. Hence, two speaker de-identification approaches are pre-
sented, both relying on frequency warping (FW) functions combined with spectral
amplitude scaling (AS). One of the proposed approaches is based on a pool of pre-
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trained transformation functions and similarity/dissimilarity criteria; the other one
uses a parametric definition of a piecewise linear function to approximate FW functions.
The validity of the methods is proved through perceptual listening tests and objective
experiments using a large number of speakers for de-identification.
Finally, we also perform a study on how speaker de-identification techniques affect
speech features beyond speaker identity. This may be of paramount importance in
certain applications such as the detection of diseases that influence speech production
as, for example, depression and Alzheimer’s or Parkinson’s diseases. In such cases,
it would be desirable to apply speaker de-identification techniques to ensure patient
privacy (in recorded files, for instance), while keeping intact speech features that
allows perceiving the disease. In this thesis, we analyse the influence of speaker de-
identification in depression detection by using the proposed de-identification strategies
and an automatic depression detection system.
The second part of this thesis (Part II) encompasses the speaker de-identification
issue, and its structure is as follows: we begin, in Chapter 5, with a discussion of
the speaker de-identification problem and a survey of the techniques described in
the literature for addressing it; Chapter 6 presents the first method proposed in this
thesis for speaker de-identification, the evaluation framework and the results obtained;
the second speaker de-identification strategy provided in this thesis is described in
Chapter 7, as well as the experiments conducted and the results achieved; Chapter
8 comprises the study carried out on the influence of speaker de-identification in
depression detection; and, lastly, Chapter 9 synthesises the work presented in the
previous chapters, reflects on the main findings of this part and presents some future
research lines.

Part I
Cross-Lingual Speaker Adaptation

Chapter 2
State of the Art
Having a good command of several languages and coping with an increasingly multicul-
tural environment have become essential skills in today’s global world. This increasing
cross-cultural contact, makes clear the need for entrepreneurs in all sectors to learn
some of the most widely used languages in the business world. Any field (construction,
finance, management, marketing, education, tourism...) requires a good knowledge
of a foreign language. Although English remains the “lingua franca” of international
business, other languages such as French (with big influence on the European and
African continents) or German (heart of Europe’s automobile industry) have their
relevance in business. Besides, an increasingly important role is played by Mandarin,
Arabic, or Spanish among others [69]. Moreover, contrary to what is often believed, the
majority of the world’s population grows up speaking two or more languages. Therefore,
many of these speakers will spontaneously use elements from different languages in
the same sentence, resulting in what is known as “code-mixing“ or “code-switching“.
Immigration, colonialism, military conquests, as well as the liberalisation of trade and
tourism, bring about this linguistic diversity, which reveals a clear worlwide movement
towards multilingual practices [134].
In this scenario, multilingualism becomes an essential feature of speech technologies.
Since users are able to speak and understand several languages, they will expect
computers and devices to do the same. What is more, they will expect new technologies
to assist them with those languages in which they are not skilled enough. Within the
framework of speech synthesis, this multilingual capability translates into synthesising
speech in different languages. A straightforward approach to multilingual synthesis is
to use a specific synthesiser for each language, which usually involves using a different
speaker identity for each language. This voice or speaker switching is not desirable
in some applications such as speech-to-speech (S2S) translation or code-mixed text
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synthesis (common in navigation systems, e-mail readers or audio web browsers, for
instance). In the former case, it is desirable to have a personalized system where the
original speaker and the translator are perceived as the same voice (personalised S2S
translation [41]), so that the conversation will be easier to follow. As for the latter, the
TTS system should ideally be able to produce code-mixed speech without changing
the voice characteristics (i.e, using the same voice or speaker identity), what is known
as a polyglot synthesiser [198].
Cross-lingual speaker adaptation techniques arise as a possible solution to this
problem in SPSS. As mentioned in the introduction chapter, one of the major advantages
of statistical TTS systems is their ability to generate voices with different characteristics
by adapting/controlling the model parameters. This adaptation flexibility allows
obtaining TTS systems with new speaker identities (and also speaking styles or
emotional expressions) without training the system from scratch. Thereby, speaker
adaptation techniques that may be applied across different languages (cross-lingual
adaptation) have a direct application in polyglot TTS synthesis and personalised S2S
translation.
Within the framework of SPSS, speaker adaptation can be defined as the trans-
formation of acoustic models associated with one speaker (the source speaker) using
adaptation data from another speaker (the target speaker), with the goal of obtaining
a new model (adapted model) able to produce synthetic speech that is perceived as
the target speaker’s voice. An overview of the adaptation process is given in Fig. 2.1.
The transformation is made by applying adaptation techniques that can be classified
as intra-lingual or cross-lingual depending on whether or not the source model and the
target speaker employ the same language. Many speaker adaptation techniques have
been explored in the intra-lingual scenario in order to improve the naturalness and the
degree of similarity of the adapted model, as well as reduce the amount of required
adaptation data. On the contrary, there still exist substantial difficulties in performing
cross-lingual adaptation, although some proposals have been made to address this
problem. Some of these solutions were studied within the framework of the EMIME
project 1 (Effective Multilingual Interaction in Mobile Environments), whose objective
was to build a personalizing S2S translation system. But, before getting to the details
and reviewing state-of-the art solutions in the literature, a brief introduction to speech
synthesis is presented in the next section, with special emphasis on the advantages of
SPSS methods over previous approaches.
1http://http://www.emime.org/
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Fig. 2.1 Speaker adaptation in SPSS.
2.1 Speech synthesis: from concatenative to statis-
tical parametric approaches
Speech synthesis is the artificial production of human voice, i.e., the process of automatic
generation of speech by machines or computers. More specifically, the process of
automatically converting written into spoken language is commonly known as “text-to-
speech” (or simply “TTS”) synthesis. Thus, a TTS system takes an arbitrary input text
and outputs a speech waveform that must accomplish two fundamental requirements:
intelligibility and naturalness. Therefore, the output speech must be not only easy to
understand but also similar to that produced by a human being. Typically, the TTS
synthesis procedure is divided into two main stages: the front-end and the back-end.
In the first stage, the input text is transformed into linguistic features which usually
includes phone, syllable, word and utterance information. In the second stage, the
input linguistic features provided by the front-end are converted into the corresponding
speech waveform. In this state of the art review, we will focus on the technologies
proposed for the back-end stage.
Over the last decades, TTS technologies [184, 187] have evolved from concatenative
unit-selection techniques [163, 19, 77] to statistical parametric ones [21, 247]. Generally
speaking, the former approach consists in selecting and concatenating actual instances of
speech from a database. Thus, multiple instances with different prosodic characteristics
are collected and stored. Then, an appropriate unit is selected from the database based
on the minimization of a cost function, which typically encompasses both the so-called
“target cost” (how similar a candidate unit in the speech database is to the desired
speech unit) and the “concatenation cost” (how good is the joint between two speech
units when they are concatenated).
In contrast to this concatenation of actual speech units, the statistical parametric
approach involves learning a model from data. In this approach, speech is represented by
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a set of acoustic features (instead of stored instances), and the relationship between the
input linguistic features and the speech characteristics is modelled by a set of stochastic
generative acoustic models. These models represent individual speech units (typically
context-dependent phonemes), and generate acoustic features including spectral and
excitation parameters. An estimation method, such as maximum likelihood (ML), is
used both as criterion for model training (estimation of model statistics) and parameter
generation [195, 190]. Finally, a vocoder [75] uses the generated acoustic features to
render a speech waveform.
Each method has pros and cons, and even though the overall quality may be higher
in a careful-designed unit-selection system, the use of parametric models offers many
other advantages. The main drawback of SPSS is the over-smoothing of the generated
spectra and prosody, which causes the so-called “muffled“ quality effect [247]. Since
averaging procedures are used to estimate the statistical parameters, the generated
speech lacks the wealth of detail present in natural spectral and prosodic patterns.
Unit-selection synthesis, where natural speech units are employed, is in clear advantage
to this respect. Indeed, in SPSS the quality of the generated speech is also limited
by the vocoding process, which may lead to “buzzy“ speech quality [247]. Even so,
over-smoothing can be alleviated by applying, for instance, the global variance method
[190], and high-quality vocoders [90, 50, 245, 156, 131, 36] have been proposed to
reduce the buzziness of synthetic speech. Besides, SPSS has important benefits over
unit-selection, which we summarize below.
Unlike unit-selection synthesis, where all the units in the speech database need to be
stored, in SPSS speech is generated from acoustic models trained from speech databases.
Therefore, the costly unit-selection search is avoided and, once the training stage is
accomplished, only the trained models need to be stored. This allows synthesising
speech with low memory footprint and reduced computational load, which facilitate
the integration of TTS systems in embedded devices.
Although the global quality of the generated speech may be higher in unit-selection
approaches, it is well-known that the quality of statistical synthesis is more stable
[247]. While a single bad unit or joint (due to annotation errors for instance) may
seriously affect the naturalness of the generated speech in unit-selection, in SPSS a few
misannotated units usually have minimal impact on the estimated models. Moreover,
unseen or under-represented contexts in the database may deteriorate the generated
speech in unit-selection synthesis. In contrast, in SPSS, this problem is effectively
addressed by clustering acoustically similar models [140].
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Finally, another important advantage of the statistical synthesis is the adaptability
of the models given by the possibility of modifying or transforming their parameters.
As a result of this ability, some aspects of the generated speech, such as speaker identity
[229], speaking style [228] or emotion [114], can be modified without the need for long
additional recordings of the intended identity, style or emotion. Different techniques
have been applied to transform models’ parameters, namely, adaptation [231, 230, 229],
interpolation [235, 185], eigenvoices [169] or multiple regression [125, 139], which only
require a small amount of additional data [247]. On the contrary, unit-selection
synthesis does not offer this flexibility, and the style, identity or emotion are generally
limited to that of the original speech. If greater variability is desired, larger databases
containing instances of the different styles, identities or emotions are required. The
application of voice conversion techniques can mitigate this problem, but high-quality
voice conversion is still a challenge [181] and even state-of-the-art methods present
certain limitations.
The Blizzard Challenge2 evaluations have allowed the direct comparison, through
perceptual listening tests, of systems based on both approaches. In these evaluations,
speech generated by unit-selection systems has consistently been rated as more natural
than that provided by statistical parametric methods, whereas SPSS have achieved
better results in terms of intelligibility [95]. In this context, hybrid models arose as
a solution in order to keep the best of both worlds [247]. These models generate
waveforms by concatenating recorded speech samples (so that ensuring the naturalness
of unit-selection systems) but use a statistical parametric model to drive the selection
of units (so as to leverage its capability to predict context-dependent units absent in
the database). Generally, the statistical parametric model is used in hybrid systems
to replace the target cost function of conventional unit-selection systems [105, 232,
153, 124]. A statistical parametric model must be previously trained, and its decision
trees are employed to predict context-dependent acoustic features from input linguistic
features. Then, acoustically similar waveform segments are selected from the speech
unit database. Compared to the manually tuned function of the standard unit-selection
synthesis –vulnerable to labelling errors and hard to optimise– the learned-from-data
target prediction used in hybrid synthesis is more robust and usually specific to the
current domain. Another type of hybrid approach is “multiform” synthesis [148, 175–
177, 59], which alternates vocoding units generated from the statistical model and
waveform units retrieved from the speech database.
2https://www.synsig.org/index.php/Blizzard_Challenge
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Hybrid systems have obtained very good results in Blizzard Challenges [91–93, 95].
In particular, the recurring success of the USTC/iFlytek systems in this challenge
[106, 107, 116, 81] is clear evidence that this approach is capable of surpassing the
naturalness of unit-selection systems, while achieving a performance close to that of
SPSS in terms of intelligibility [95]. On the negative side, hybrid synthesis sacrifices
the flexibility of statistical parametric models in pursuit of quality.
The most extensively investigated statistical technique for speech synthesis has
been the hidden Markov model (HMM)-based one, partly thanks to the release of an
open source tool, the HMM-based speech synthesis system, widely known as HTS3 (H
Triple S)[244]. This synthesis system, which uses HMMs as generative models, has
boosted the development of a series of “speaker adaptation” techniques that have been
widely applied to synthesise speech with arbitrary speaker identities. These techniques
have proven to be effective in adapting models to the voice of a target speaker by using
few adaptation data (speech data uttered by the target speaker) [229, 230]. However,
as mentioned earlier, most existing speaker adaptation techniques in SPSS focus on
the “intra-lingual” problem, where source model and adaptation data share the same
language, whereas adaptation across languages, commonly known as “cross-lingual”
adaptation, has been less explored.
The work presented in this first part of the dissertation focuses precisely on the
problem of cross-lingual speaker adaptation in the HTS framework. Nevertheless, before
delving into the HMMs that have underpinned this work, it is inevitable to point out
the boom that DNN-based TTS approaches have experienced in recent years. Following
their success in ASR [72], DNNs have recently arisen as a powerful alternative for SPSS
[250, 202, 243, 54, 242, 193, 222], boosted by the continuing advances in computing
power. The use of DNNs not only improves the quality of conventional SPSS approaches,
but has also triggered the study of different methods for speech modelling. Based on the
same acoustic modelling + vocoding approach of conventional SPSS, the first studies
on DNN-based speech synthesis focused on improving the accuracy of the acoustic
models, which is one of the limiting factors of speech quality in HMM-based synthesis
(together with vocoding and over-smoothing) [247]. In these works, the decision trees
(used in HMM-based systems to predict acoustic features from contextual linguistic
information) are replaced by a DNN [250, 117, 154], which is trained to learn a mapping
function between linguistic and acoustic features. DNN-based acoustic models have
proved very efficient at learning the complex non-linear relationship between inputs
and outputs [108], and they have shown to be able of generating natural-sounding
3http://hts.sp.nitech.ac.jp/
2.1 Speech synthesis: from concatenative to statistical parametric approaches 15
speech, outperforming HMM-based speech synthesis [250, 117, 154, 213]. In [250], a
DNN was trained in a rather large corpus in order to map context-dependent phone
labels (represented as a set of numerical values) into target acoustic features, which are
predicted frame-wise. A ML algorithm [195] –initially proposed for HMM-based speech
synthesis– is then used to generate speech parameters, which are finally employed to
drive a vocoder. In [154] a DNN was also used to map linguistic into acoustic features,
using a training corpus of moderate size to test different pre-training methods and
activation functions [67]. Other studies on DNN-based speech synthesis can be found in
[117] and [202]. A vector-space model was used in [117] to represent linguistic contexts,
while a perceptually-oriented cost function was introduced in [202].
The previous approaches in which a DNN is used for acoustic modelling present
some limitations [243], such as the complexity of the output distributions (which is
restricted to unimodal Gaussian distributions), and the absence of variances (since only
the mean vectors of the distributions are provided). These deficiencies are addressed
in [243] by using a mixture density network [18] as acoustic model, which has shown
to increase the accuracy of the generated acoustic features and the naturalness of
the synthesised speech. On the other hand, some techniques such as as multitask
learning [222], bottleneck feature stacking [222, 218] and minimum generation error
[217, 55, 218] have also been proposed in order to improve the performance of the regular
DNN-based approach. However, feedforward-DNN-based synthesis approaches do not
consider long-term contextual restrictions, since framewise independence is assumed.
Although stacked bottleneck features can alleviate this problem [222], longer units
which incorporate correlations between adjacent frames would be desirable. In order to
include such contextual constraints, a sequence-level mapping problem is addressed in
[54] by using a recurrent neural network (RNN) [161, 29] with bidirectional long short
term memory (LSTM) cells [73]. Improved naturalness was reported when using this
technique [54, 58], which maps a sequence of input linguistic features into a sequence of
output acoustic features. As pointed out in [242], the previous RNN-based approaches
would increase the response time of TTS systems considerably, due to the sequence-level
batch processing of the generation algorithm. To attain low-latency speech synthesis, a
new architecture using unidirectional LSTM-RNNs with a recurrent output layer was
proposed in [242]. This approach allows synthesising natural-sounding speech without
applying the parameter generation step of former approaches. Further improvements
to this LSTM-RNN-based architecture were introduced in [251].
The next milestone in DNN-based speech synthesis was reached with the release
of WaveNet [206], a generative model for raw audio generation based on PixelCNN
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[207]. Instead of generating acoustic features, this autoregressive model outputs an
individual sample of the audio sequence at a time, and each sample depends on all
the previous generated samples. This method allows generating raw speech signals
with higher naturalness than any previous system [206]. However, because of the
sequential generation of audio samples, this method presents a latency not suitable
for real-time applications, although a method to overcome this problem is presented
in [208]. SampleRNN [123] is another autoregressive model proposed for generating
raw audio. This model uses a hierarchy of multiple RNNs to model dependencies in
audio sequences, and is computationally less expensive than WaveNet. In addition,
perceptual experiments carried out in [123] showed a preference for this model over
WavNet. Both models, WaveNet and SampleRNN, are unconditional generators, which
means that for TTS applications they need to be conditioned on some information
about the speech to be synthesised (such as vocoder parameters). These additional
features must be generated by pre-existing TTS systems and are fed to the system as
an additional input.
The next step comes therefore with end-to-end systems [178, 212], which can
generate speech waveforms directly from input text, avoiding the need for a front-end
stage where the text is transformed into linguistic features. Char2Wav [178] combines
a “reader” with a conditional extension of SampleRNN. The reader is a sequence-
to-sequence model with attention [70] that converts input text (or phonemes) into
vocoder features, which are then use as an additional input to SampleRNN in order to
generate the corresponding audio samples. On the other hand, Tacotron [212] takes
characters as inputs and generates raw spectrogram. It is based on the sequence-
to-sequence with attention paradigm [11, 210] and, unlike Char2Wav where the two
constituent models needs to be pre-trained, the whole system can be trained from
scratch. In addition, Tacotron works at the frame level which makes it significantly
faster than sample-wise autoregressive models. This system was reported by its authors
to generate synthetic speech of higher naturalness than that of the LSTM-based
parametric approach proposed in [251].
Most of the studies on DNN-based speech synthesis that have been carried out so
far aim at building speaker-dependent systems, and only a few works investigate the
adaptability and controllability of this approach [149, 221, 56, 233, 57, 42]. Besides, the
aforementioned works focus on intra-lingual speaker adaptation while, to the best of
the authors’ knowledge, none study addresses the cross-lingual paradigm. In Chapter
4, we will discuss how the techniques presented in this first part of the dissertation
could be applied to DNN-based systems.
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Next section (2.2) provides a brief overview of HMM-based speech synthesis and
the most commonly used techniques for intra-lingual adaptation, while a review of the
state-of-the-art techniques for polyglot synthesis and cross-lingual adaptation is given
in Section 2.3.
2.2 Overview of HMM-based speech synthesis
Owing to its compact and flexible representation of speech characteristics, HMM-based
SPSS has aroused great interest in the speech synthesis community during the last
decade. Based on the source-filter theory, it is assumed that phonetic and prosodic
information of speech is essentially conveyed by the spectral envelope, the fundamental
frequency (also referred to as F0) and the duration of individual phones. The spectral
and F0 features can be extracted from a speech waveform using a vocoder, while
durations can be obtained by manual labelling or forced-alignment using pre-trained
HMMs. These parameters are then modelled simultaneously using a unified HMM
framework [236]. At synthesis time, the input text is converted to a phone sequence
using text analysis (front-end stage); and the corresponding sequence of HMMs is then
used to generate a set of parameters, which are finally converted to a speech waveform
using the vocoder of choice. The modelling framework, as well as the training, synthesis
and speaker adaptation processes of an HMM-based system are detailed in the next
sections, focusing on the implementation and standard configuration adopted by HTS.
2.2.1 Acoustic model
An HMM is a finite state machine that generates a sequence of discrete time observations
[231]. Thus, a λ model of N states can be represented in compact notation [237, 231]
as
λ = (A,B,Π) (2.1)
where A = {aij}Ni,j=1 is the state transition probability, B = {bi(o)}Ni=1 is the output
probability distribution, and Π = {πi}Ni=1 is the initial state probability.
While an HMM can follow different topologies, a simple “left-to-right” structure
(Fig. 2.2) is typically used to model phone units, since it can properly capture the
temporal evolution of speech features. In order to represent phones in context, standard
HTS configuration considers 5-state left-to-right models 4 (“quinphone” models) where
the context includes two neighbouring phones preceeding and following the current
4For simplicity, 3-state models are shown in most figures.
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Fig. 2.2 A 3-state left-to-right model.
Fig. 2.3 Structure of the observation vectors (adapted from [197]).
one. The observational data o of these phonetic models are composed of two main
parts: spectrum (Spectral Part) and F0 (F0 Part), as shown in Fig. 2.3.
The output probability distribution bi(o) corresponding to the spectral part of
the observational data is modelled by a continuous distribution (CD-HMM), more
specifically, by a mixture of multivariate Gaussian distributions (see Eq. 2.2), al-
though a single Gaussian distribution per model state is considered in HTS default
implementation.
bi(o) =
M∑
m=1
wiN (o;µim,Σim) (2.2)
The modelling of F0 is trickier because of the different nature of F0 observations
within voiced and unvoiced speech regions. Typically, F0 values are considered to
be continuous in voiced regions and undefined in unvoiced regions. A widely used
approach, implemented in the HTS framework, is to consider a multi-space probability
distribution (MSD-HMM) [196] with two spaces (see Fig. 2.4): a continuous one-
dimensional space for voiced regions (Gaussian distribution), and a zero-dimensional
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Fig. 2.4 MSD-HMM for F0 modelling (adapted from [197]).
space for unvoiced regions (discrete symbol). Other approaches considering continuous
F0 modelling have also been proposed [240].
From the above discussion, it is easily inferred that the output probabilities cor-
responding to the spectral envelope and the F0 are modelled independently, using
separate streams. Other information, as, for example, aperiodic components in mixed
excitation [90], may be modelled within the HMM framework as well using additional
streams. In general, the probability density function (p.d.f.) of the observational data
is considered divided into S stochastically independent data streams, resulting that
the output probability in each state bi(o) is given by the product of the p.d.f.’s of the
different streams, that is,
bi(o) =
S∏
s=1
[
Ms∑
m=1
wismN (os;µism,Σism)
]
(2.3)
where Ms is the number of components in stream s; µism, Σism and wism are the
L-dimensional mean vector, the L× L covariance matrix and the weight of mixture
component m of state i in stream s, respectively [231]. Models obtained with these
considerations regarding the different streams and F0 modelling are usually referred
to as multi-stream MSD-HMMs.
Typically, in an HMM, state duration is controlled by self-transition probability
(see Fig. 2.2). Hence, the state duration probability density becomes a geometric
distribution, as shown in Eq. 2.4, where pi(d) represents the probability of d consecutive
observations in state i, and aii is the self-transition probability associated with sate i.
pi(d) = ad−1ii (1− aii) (2.4)
20 State of the Art
Fig. 2.5 A 3-state HSMM with state duration densities modelled by single Gaussian
p.d.f.’s
This geometric state duration p.d.f. is unsuitable for modelling phoneme durations
since they are generally normally distributed [209]. In order to overcome this problem,
the underlying Markov model in an HMM is replaced by a semi-Markov model in
which state durations are explicitly modelled by using an appropriate distribution. The
resulting model is called HSMM (hidden semi-Markov model) 5 instead of HMM [246].
Fig. 2.5 shows a simple HSMM diagram with state duration densities modelled by
single Gaussian distributions (as implemented in HTS).
In addition to the aforementioned parameters (spectrum and F0), the so-called
dynamic features, i.e., delta and delta-delta parameters (∆ and ∆2 in Fig. 2.3), are
also taken into account in order to avoid discontinuities at state boundaries in the
generated parameter sequence.
2.2.2 HSMM-based synthesis
Fig. 2.6 shows a block diagram of a basic HSMM-based speech synthesis system, where
two main stages (training and synthesis) can be distinguished. These two stages are
briefly depicted below. It must be noted that both the training and the synthesis
procedures described here for an HSMM-based system are analogous to those of an
HMM-based system, the only difference being the state duration modelling.
Training stage
In this stage, full-context labels, acoustic features (spectral parameters and F0) and
durations are used to train context-dependent phone models. The full-context labels
are linguistic features obtained by a text analyser form the text files (transcriptions) of
the utterances in the training corpus. This labels include information not only about
the phoneme identities in the five states of the model, but also about the prosodic and
linguistic contexts of the current phoneme, syllable, word and phrase [252]. Since the
5Outside of Section 2.2, we refer to hidden semi-Markov models as HMMs, unless otherwise
indicated.
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Fig. 2.6 Block diagram of an HSMM-based speech synthesis system [197].
parameter sequence of a particular speech unit may change according to the context,
context-dependent phone models are used in order to deal with this variability. Thus,
each context-dependent model is associated with a full-context label.
The training of the context-dependent models (estimation of the state distributions)
involves a series of steps similar to those used for training an ASR system [239]. First,
context-independent models are calculated, which are then used as an initial and rough
estimation of the context-dependent models. Then, successive stages of embedded
training and context clustering are used in order to reestimate the parameters of these
models.
Clustering procedures are required because, due to the complexity of the contextual
information, it is impossible to obtain training data covering all possible context-
dependent units. To alleviate this problem, a decision-tree-based state tying algorithm
[238, 171] is applied in order to cluster states and share model parameters among the
states classified in each cluster. This technique is usually referred to as “decision-tree-
based context clustering” [231]. Clustering processes are performed separately for the
different parameters (spectral envelope, F0 and duration), since the relevant contextual
information is different in each case.
An example of decision tree is shown in Fig. 2.7. A decision tree is a binary tree
where each node has a context-related question, such as R-voiced (“is it voiced the
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Fig. 2.7 Decision-tree-based context clustering. Based on [231] (Fig. 3.4).
next phoneme?”) and two child nodes acting as the possible answers to the question
(“yes” and “no”). In this manner, a given state will traverse the tree according to
its contextual characteristics until it reaches a leaf node. Finally, each of these leaf
nodes is assigned a state distribution (a Gaussian p.d.f.) obtained by combining all the
Gaussian distributions classified in that node. This technique allows to obtain model
parameters for unseen contexts.
Synthesis stage
At the synthesis stage, the text we want to synthesise is first converted to a sequence
of full-context labels using text analysis. Based on this label sequence, a sequence of
HSMMs is constructed by concatenating the corresponding context-dependent models.
The duration of the phones is then determined using the state duration distributions,
and the observation vectors (spectrum and F0) are estimated from the models in the
ML sense. In order to make ML generation computationally tractable, this optimization
problem is generally solved in two steps: (1) first, the most likely state sequence is
estimated; and (2) given the state sequence, the most likely observation sequence,
i.e., the sequence of spectral and excitation parameters that maximizes the output
probability, is calculated.
If the HSMMs were trained using only static features, the most likely observation
sequence would be the sequence of mean vectors of the respective Gaussian distributions
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in the state sequence obtained at step 1. This would result in a piecewise constant
parameter trajectory (with discontinuities in the transition between states), which does
not fit the natural speech parameter trajectories. Hence, dynamic features are also
considered in order to capture dynamic speech information and avoid abrupt variations
at state transitions. In this case, the optimal sequence of acoustic parameters can
be calculated using the ML parameter generation algorithm (MLPG) proposed in
[194], which generates smooth trajectories satisfying the statistical properties of both
the static and dynamic features. However, the parameter trajectories generated by
this algorithm are often over-smoothed causing a muffled effect in the synthesised
speech. To alleviate the over-smoothing effect, a generation algorithm considering also
the likelihood of the global variance (GV) of the generated parameter trajectory was
proposed in [188]. The GV represents the total variance of parameters over a time
sequence, and its likelihood might be seen as a penalty term for over-smoothing. The
MLPG+GV algorithm tries to emulate the dynamic range of the natural trajectories,
and it was shown to dramatically improve the naturalness of the synthetic speech [188].
Finally, a vocoder [75] is used to convert the generated set of parameters into a
speech waveform.
2.2.3 HSMM-based speaker adaptation
As shown in Fig. 2.8 the basic structure of a HSMM-based speech synthesis system
with speaker adaptation is the same as that of the original system, with the difference
that, in this case, speech data from several speakers are used to obtain an initial model
which is speaker-independent. This primary model, called average voice model (AVM),
will be subsequently adapted to a target speaker using a small amount of speech data
from that speaker. Therefore, three stages (training, adaptation and synthesis) can be
distinguished in this system, which are briefly explained below.
Training stage
In this stage, first, context-dependent models are trained separately for each speaker.
Then, state clustering could be done by using the conventional clustering technique
described before, employing decision trees that are common to all the speakers. In
this way, we would obtain a speaker-independent decision tree as shown in Fig. 2.9.
However, using this technique, there will always be nodes in the tree that gather data
in which a speaker is absent or insufficiently represented, so that the resulting models
may present biases towards any of the the other speakers. These speaker-biased nodes
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Fig. 2.8 Block diagram of an HSMM-based speech synthesis system with speaker
adaptation [230].
degrade the quality of both the average voice and the speaker-adapted voice, especially
in prosody [225]. In order to reduce this effect of speaker bias, several techniques have
been proposed [225, 226, 231].
One of the proposed solutions, referred to as “shared-decision-tree-based context
clustering” (STC) [225] builds a “shared” decision tree in such a way that only the
context-related questions applicable to all the speaker-dependent models are taken
into account when splitting a node. In this way, all the nodes of the tree will always
have training data from all the speakers. After building the shared decision tree, each
Gaussian p.d.f of the AVM is obtained by combining the Gaussian p.d.f.’s of all the
speaker-dependent models at every leaf node of the tree.
Another solution, implemented in HTS, is the so-called “speaker adaptive training”
(SAT) [226], initially proposed for speech recognition [6]. This technique estimates a
canonical AVM based on the assumption that the speaker identity (or individuality) of
each voice in the training corpus can be represented as a simple linear transformation
of the mean vectors of the distributions of that model. During the training process,
the optimal parameters of the canonical model and the speaker transformations are
simultaneously estimated. Thus, the transformation obtained for each speaker maps
the canonical AVM to a speaker-dependent model that conveys the identity of that
speaker. The SAT procedure, in addition to reducing speaker biases, allows a more
efficient adaptation of the AVM to a given target speaker unseen during training [6],
thus facilitating the subsequent adaptation stage. A method combining both STC and
SAT was proposed in [231]. Although not included in HTS, the STC+SAT approach
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Fig. 2.9 Parameter clustering for AVM estimation using conventional decision-tree-based
context clustering.
followed by an adaptation stage has been reported to be a bit more efficient than the
other two methods in terms of similarity to the target speaker [231].
Adaptation stage
In this part, spectral and prosodic features of the initial synthetic voice are modified
by transforming the AVM parameters according to target speaker’s characteristics.
After speaker adaptation, the speech is synthesized in the same way as in the original
synthesis system.
Many adaptation algorithms, which were originally proposed for speech recognition,
have also been extensively explored in the context of HSMM-based synthesis [229].
These algorithms can be classified into two main groups: maximum likelihood linear
regression (MLLR) [101] and maximum a posteriori (MAP) [66] adaptation.
The fundamental technique used in HSMM-based speaker adaptation is based on
the most popular linear regression adaptation, the MLLR algorithm [101], and different
variants may be considered. Originally, speaker adaptation in HSMM-based systems
was carried out by applying the MLLR algorithm only to the mean vectors of the
output and duration distributions [227, 224]. Thus, HSMM-based MLLR adaptation
boils down to the estimation of a set of transformation matrices which maximize the
likelihood of the adaptation data. The state output and duration distributions of
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Fig. 2.10 HSMM-based MLLR adaptation for the state output distributions. W2 and
W4 stand for the transformation matrices, while ξi is the corresponding extended mean
vector.
the speaker-adapted model are obtained by linearly transforming the mean vectors
of the AVM distributions. An illustration of this transformation for the state output
distributions is shown in Fig. 2.10. As can be seen, the Gaussian distributions of the
AVM are adapted to those of the target speaker by applying a set of transformation
matrices (W2 and W4 in the figure). However, when performing speaker adaptation,
it is desirable to transform both the mean vectors and the covariance matrices of the
output and duration p.d.f.’s, since the covariance has also an important impact on
speech characteristics [61]. Different transformation matrices can be used in order
to transform both statistics (mean vectors and covariances matrices), as proposed in
[61]. However, a more efficient approach is to impose restrictions on the estimation
algorithm (constrained MLLR) so that the same matrix is used for both statistics
[39, 62].
The MLLR-based adaption algorithms work well when a large amount of training
data is available (when training an AVM using the aforementioned SAT approach, for
instance). On the contrary, in the adaptation stage the amount of adaptation data
available is limited, which makes necessary a more robust adaptation algorithm as those
in the MAP-based group. The one known as structural MAP (SMAP) [170] exploits tree
structures such as those used in the HSMM-based systems. In this technique, a global
transformation (a priori distribution) trained using all the available adaptation data is
associated with the root node. Then, this prior distribution is transferred to the child
nodes in the form of hyperparameters. Finally, the transformations associated with the
leaf nodes are estimated from the root node by recursive MAP-based estimation. An
extension of this approach, which applies the SMAP technique to MLLR, was proposed
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in [172] in order to improve the HSMM-based MLLR adaptation technique. This
adaptation method, called SMAP linear regression (SMAPLR), laid the foundation for
the adaptation technique par excellence used in HSMM-based synthesis: the constrained
SMAPLR (CSMAPLR) [229], which results from applying the SMAP technique to
CMLLR.
2.3 Polyglot synthesis and cross-lingual adaptation
As discussed in the introduction to this chapter, there is a growing interest in synthe-
sizing speech in multiple languages. The simplest way to achieve this is by means of
what in [198] is called a “simple multilingual speech synthesis system“, where different
algorithms and databases are used for each language. In such a system, switching the
language implies changing the synthesis sub-system, and usually switching the voice as
well. Other definitions [179] state that a multilingual system shares a set of algorithms
among all languages, while uses independent databases to store language-specific infor-
mation. Many works [155, 31] have adhered to this definition of multilingual system,
in which it is not relevant whether the same voice or different voices are used for each
language. Nevertheless, as previously mentioned, there are many applications in which
it is desirable to use the same voice for all languages, rather than sharing the same
underlying algorithms. For instance, when synthesising code-mixed text, switching
the voice each time the language changes might be very confusing. The same happens
in a S2S translation system, in which using the voice of the original speaker in the
translated speech can make understanding much easier, especially if there are several
interlocutors. This type of synthesis where a common voice is used for all languages is
termed “polyglot synthesis“ [198, 99]. Traditionally, there have been two approaches
for building a polyglot synthesiser [99, 100]: recording a polyglot corpus [198], or using
phone mapping [25, 26, 10].
The former technique is the naive approach and consists in recording a corpus using
a polyglot speaker, who is proficient in several languages. Even though this approach
allows obtaining synthetic speech with the quality of single-speaker systems [99, 100],
it is hardly extendible and presents some restrictions associated with the difficulty in
finding good polyglot speakers. Finding such a speaker might be very difficult for some
combinations of languages. In addition, this technique requires to record and annotate
an extensive corpus, which is a very time-consuming and expensive task.
On the other hand, phone mapping consists in replacing the phones of the language
to be synthesised (the target language) by similar phones in the target speaker’s
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language. This technique allows synthesising speech in any language with any speaker
identity, although the resulting speech may have a strong foreign accent. This is
not necessarily a bad thing —it has been shown that listeners are more tolerant to
errors in the accented speech [20]— but it may not always be acceptable. Moreover,
when the considered languages are very different at the phonetic level, the resulting
speech might become unintelligible. Another drawback of this technique, specially
when applied to concatenative synthesis, is that the generated speech tends to present
discontinuities and abrupt variations (choppy speech) [99, 100]. This happens because
phone sequences obtained after mapping are often unusual or non-existent in the source
language, what results in many bad joins. Despite the drawbacks mentioned, phone
mapping is an alternative when no or few resources are available in the target language.
Phone mapping can be obtained in two main ways, namely, manually designing a set
of mapping rules (knowledge-based mapping) [9, 109] or using data-driven approaches
[166, 120, 23]. When none speech data are avaliable in the target language, the only
alternative is to define by hand the mapping rules by searching for commonalities in
a universal phonetic alphabet (such as IPA [78], for instance) and in their acoustic
realisations. On the other hand, when speech resources are available, phones can be
assigned to each other based on a similarity measure, such as some distance in the
acoustic space [120, 23]. This last method usually requires bilingual voice data recorded
by the same speaker.
More recently, in the context of SPSS, several methods have been proposed to
address polyglot synthesis. Some of these methods are based on the traditional
approaches, namely, they use recordings from a polyglot speaker [151, 102, 103] and/or
derive a phone-level mapping between the involved languages [174]. Nevertheless, we
will rather focus on those strategies that attempt to alleviate the main limitations
of the aforementioned conventional approaches, while exploiting the advantages of
the statistical synthesis. Thus, the techniques reviewed below does not require either
polyglot corpora or mapping the whole set of phones of the target language. Instead,
we review those methods that aim at building easily adaptable systems, able to include
a new language or speaker identity without either retraining the system from scratch
or using large additional recordings. Cross-lingual speaker adaptation techniques,
where a source model is adapted to a target speaker in a different language, are also
reviewed. Taking into account the previous considerations, a summary of state-of-
the-art techniques for polyglot synthesis and cross-lingual speaker adaptation is given
below.
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2.3.1 Mixed-speaker and -language modelling
Based on the assumption that the average vocal tract features over an adequate number
of speakers is equivalent for any language, Latorre et al. [99] proposed a method to
build what they call an “HMM-based speaker adaptable polyglot synthesiser“. The
method consists in mixing speech data from several speakers in different languages in
order to obtain a speaker-independent (SI) acoustic model. This SI model (which is
also language-independent) can be adapted to a specific target speaker employing some
speech data from that speaker. Using the resulting adapted model, it is possible to
synthesise speech with the voice of the target speaker in any of the languages included
in the training set.
According to [99], in order to train an AVM with data from different languages,
transcriptions from all the considered languages must be first converted to a common
phonetic representation (common label format). A single decision tree per state is
used for all the languages (phones from different languages are clustered together),
and the decision questions refer only to the phonetic characteristics of the phones,
and their immediate right and left contexts (triphones). Once the SI model is trained,
the adaptation to the intended target speaker is made by means of the standard
(unconstrained) MLLR technique, applied only to the models’ means.
This approach showed better performance than that of methods based on simple
phone mapping for both adaptation and synthesis, and solve the major limitations
of the previously mentioned methods. It avoids the need for a polyglot corpus, and
allows expanding the synthesiser to any new language by including data from some
speakers of that language into the training process of the SI model. Moreover, since no
phone mapping is required for the languages included in the training data, the degree
of foreign accent of the generated speech is significantly attenuated.
It must be noted that speaker adaptation is mandatory in this approach, since the
speech generated by the SI model tends to switch the speaker identity in the middle of
the utterance (or even word) due to the heterogeneous phone coverage for the different
speakers. Another point to bear in mind is that the system proposed in [99] generates
only spectral parameters from HMMs, while F0 and phone duration are given by an
external prosody module. In addition, if we want to synthesize text in a language not
included in the training data (extrinsic language), or to adapt to a speaker who does
not speak any of those languages, it is necessary to approximate the phones of that
language to those available in the training corpora, using for instance phone mapping.
30 State of the Art
2.3.2 Speaker and language factorization
A new attempt to polyglot speech synthesis was made by Zen et al. [248]. They
proposed a technique for speaker and language factorization (SLF) which intends
to alleviate the limitations of the mixed modelling proposed by Latorre et al. [99].
Although mixed modelling showed a good performance, it does not handle well the
acoustic variability between languages and speakers [248]. Moreover, Latorre et al.
use a single decision tree per state to represent all the languages. This configuration
is acceptable in their case because they generate only spectral features from HMMs,
and they only consider phonetic contexts. However, Zen et al. aim at building a full
HMM-based polyglot synthesiser, in which case a single decision tree per state is not
enough for capturing language variability.
To address these problems, in [249] a canonical voice model was trained from
data containing both multiple speakers and multiple languages. While training the
canonical model, language-specific context-dependencies are captured using cluster
adaptive training (CAT) [63] with cluster-dependent decision trees [86, 241], and
acoustic variations caused by speaker characteristics are handled by CMLLR-based
SAT [62]. In this manner, the proposed technique factorizes speaker- and language-
specific characteristics in the speech data, and models them using separate transforms.
Since both transformations can be applied separately, this method allows to modify
speaker and language features independently.
In this case, CAT is used to represent languages (instead of speakers [63]). First, it
estimates a set of cluster mean vectors representing the underlying prototype languages
and, then, the mean vectors of language-dependent models are represented as linear
combinations of those basis vectors. Unlike standard CAT approaches where all clusters
share the same decision trees, Zen et al. [248] use a different configuration that allows
different decision trees for each cluster. Since the structure of the decision trees
associated with each language may be completely different, this particular application
presents a cluster-specific context-dependency which can be handled by using cluster-
dependent decision trees. Moreover, to reduce the computational cost, instead of
building all the trees at the same time, they use an iterative cluster-by-cluster approach.
To evaluate the method, Zen et al. used speech data from five different languages
(German, UK and US English, Spanish and French) and considered 10 speakers, five
males and five females, for each of them. In addition to the model obtained by the
proposed method (SLF model), six other models were trained using the standard SAT:
five language-dependent models (LS-SAT models) and a language-independent model
(LI-SAT model). The LI-SAT model was trained using all the data (all the speakers in
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all the languages), while each of the LD-SAT models was trained using the data in one
of the languages (all the speakers in the corresponding language). Experimental results
showed that the proposed technique outperforms both LD-SAT and LI-SAT models in
terms of naturalness. When evaluating speaker similarity for cross-lingual adaption,
LI-SAT and SLF achieved similar results, and both outperformed LD-SAT. However,
their performance was still significantly lower than that of intra-lingual adaptation.
2.3.3 Phone mapping plus intra-lingual adaptation
Wu et al. [219] used phone mapping followed by CMLLR adaptation to perform
cross-lingual speaker adaptation in the framework of HMM-based speech synthesis.
The proposed method starts from an AVM in a target language (the language we want
to synthesise) and transforms it into a speaker-specific model using adaptation data
from a target speaker in another language (source language). The adapted model is
capable of synthesising speech in the target language with the voice characteristics of
the target speaker. The key idea of this approach is to consider the adaptation data
as data in the target language, and then apply standard intra-lingual adaptation. To
achieve this, the transcriptions (labels) of the adaptation data must be mapped to
appropriate transcriptions in the target language. Although HMM-based synthesis uses
labels with both phonetic and prosodic contextual information (full-context labels),
designing a mapping rule for such prosodic features can be very difficult. In order to
avoid the mapping of prosodic information, Wu et al. used triphones to estimate the
regression classes and the transforms, which were then applied to full-context models
using the method introduced in [94].
To evaluate the method, the authors in [219] performed Mandarin to English
speaker adaptation, i.e., they adapted an English AVM to a target speaker identity
using Mandarin Chinese adaptation data from that speaker. Regarding the phone
mapping, two manually defined schemes were considered: one-to-one mapping (each
phone in Chinese was mapped just with one phone in English) and one-to-sequence
mapping (each phone in Chinese was mapped with a sequence of phones in English).
Experimental results showed a better performance of the one-to-one mapping over
the one-to-sequence mapping. The quality of the speech obtained by cross-lingual
adaptation was worse than that of the speech obtained by intra-lingual adaptation,
while a “reasonable“ similarity between the adapted English speech and the target
Chinese speaker was achieved.
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2.3.4 State mapping plus intra-lingual adaptation
In a subsequent work [220], Wu et al. proposed a cross-lingual adaptation method
based on a state-level mapping established between two AVMs in different languages.
The minimum Kullback-Leibler divergence (KLD) [110] criterion is used to learn the
mapping between the states of both models, which can be employed to transfer either
adaptation data or transforms from one model to the other (cross-lingual transfer).
Following the same terminology as in the previous method, we will refer to the language
we want to synthesize as the target language, and to the language of the adaptation
data as the source language. Moreover, since this technique will be used as the baseline
during our experiments, we will analyze it more in depth.
In the transform mapping approach, intra-lingual adaptation must be first conducted
in the source language (using the available adaptation data). The obtained transforms
are then applied to the states of the target language model using the state-mapping
previously estimated. On the other hand, in the data mapping approach, the mapping
information is used to transfer the adaptation data in the source language to the target
language, and then standard intra-lingual adaption is conducted by regarding the
adaptation data as data in the target language. This approach is similar to the phone
mapping-based method formerly proposed in [219], with the difference that in this
case the transfer of the adaptation data is made by replacing states instead of phones.
Using the calculated state mapping, states corresponding to the adaptation utterances,
which belong to the source language model, are mapped to states belonging to the
target language model.
The state mapping is estimated under minimum KLD criterion as follows [143]. Let
us denote the two considered AVMs as λ1 and λ2, with states j ∈ [1, Nj ] and i ∈ [1, Ni],
respectively. For each state j in λ1, the method finds the state iˆ in λ2 that minimises
the symmetric KLD to state j, i.e.,
iˆ = argmin
i ∈ 1,...,Ni
DKL(j, i) (2.5)
DKL(j, i) represents the symmetric KLD between state j in λ1 and state i in λ2,
and is estimated as described in [152]:
DKL(j, i) ≈ DKL(j∥i) +DKL(i∥j) (2.6)
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Fig. 2.11 Overview of the KLD-based state-level transform mapping technique proposed
in [220]. Based on [143] (Fig. 2).
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where µi and Σi represent the D-dimensional mean vector and D ×D covariance
matrix of the Gaussian distribution associated with state i.
In this way, we establish a state mapping from the model λ1 to the model λ2
which means that all the states in λ1 have a mapped state in λ2. Nevertheless, it
should be noted that not all the states in λ2 will necessarily have an associated state
in λ1. This mapping direction must be taken into account when applying the two
mentioned alternatives. If we denote now the source and target language AVMs as
λsource and λtarget, respectively, the state mapping should go from λsource to λtarget
when applying the data mapping approach, whereas the opposite direction should be
considered to apply the transform mapping approach. An overview of the transform
mapping approach is shown in Fig. 2.11. As can be observed, all the states in λtarget
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(green model in the figure) have a corresponding state in λsource (blue model), while
there is one state in λsource with no associated state in λtarget. In order to apply the
obtained state mapping, a set of transformations (W1, . . . ,Wn in the figure) must be
first estimated in the source language by means of intra-lingual adaptation. Then, the
transform applied to each state in the target language is the one associated with the
corresponding mapped state in the source language.
Japanese to English adaptation was performed in this case to evaluate the method
[220]. Results showed a better performance of the state mapping method over the
phone mapping technique described in [219]. Moreover, the data mapping approach
outperformed the transform mapping approach in terms of speaker similarity, although
a higher quality was achieved by the transform mapping approach. On the other hand,
the transform mapping approach significantly reduce the odds that the adapted voice
is “source language accented“ [214].
Two main reasons might explain the superiority of the state-level mapping [214]: it
is data-driven and finer grained than the phone-level mapping. Acoustically similar
units are more likely to be mapped onto one another when applying state mapping
than they are when using a knowledge-based phone mapping [214]. However, mapping
at the state level has the disadvantage of requiring an average voice model for the
source language as well.
Although the adaptation data was manually annotated at a phonetic level in the
previous experiments, Oura et al. [142, 143] extended the state-level transform mapping
to unsupervised adaptation by automatically transcribing the adaptation data using
ASR HMMs. Perceptual experiments showed that the adapted voice was a bit closer to
the target speaker, in terms of speaker similarity, compared to the initial AVM. When
comparing supervised and unsupervised adaptation, small differences were found both
in terms of quality and intelligibility.
Unsupervised cross-lingual adaptation was also studied by Liang et al. [104]. They
used a decision tree marginalization [40] technique by which speech recognition models
can be derived from speech synthesis models. This technique allows conducting unsuper-
vised intra-lingual speaker adaptation in a unified modelling framework. By combining
decision tree marginalization and state level mapping [220] it is possible to perform
unsupervised cross-lingual speaker adaptation. Liang et al. compared supervised
and unsupervised adaptation for both cross-lingual and intra-lingual paradigms. An
important observation from their results is that the performance difference in terms of
similarity between supervised and unsupervised adaptation is bigger when the reference
and the test utterances are in the same language. Supervised adaptation outperformed
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the unsupervised case under matched language conditions, whereas their performance
was comparable in the mismatched condition. This circumstance was attributed by
Liang et al. [104] to the influence of language mismatch on human perception. In
addition, in contradiction to [220], Liang et al. observed that data mapping achieved
higher naturalness scores than transform mapping.

Chapter 3
Language-Independent Acoustic
Cloning
This chapter is mostly a transcription of the article “Language-independent acous-
tic cloning of HTS voices” (https://doi.org/10.1016/ j.csl.2018.12.006 ), authored by
C. Magariños, D. Erro and E. Rodriguez-Banga, published in Computer Speech and
Language (ISSN: 0885-2308), vol. 55, pp. 168-186, May 2019.
In this chapter, we propose a novel method to address the cross-lingual problem
within the standard HMM-based synthesis framework [244]. The proposed method, that
we refer to as “language-independent acoustic cloning”, is able to combine the language-
dependent structure of a synthesis voice model with the acoustic characteristics of
another model trained for a different language. Unlike classical adaptation techniques,
where the source model is transformed to fit some input data from a target speaker, the
proposed technique transforms the source model to be acoustically closer to another
model that conveys the identity of the target speaker. As a result, a third model is
built, which is able to produce synthetic speech in the same language as the source
model using the target speaker’s voice. The method makes use of the INCA algorithm
[47, 4] to align the states of the two involved models; then, a transformation function
is trained to transform the acoustic emission distributions of the source model states
into those of the target speaker’s model. It is important to note that our method
differs from previous approaches in that it just requires two pre-trained HTS voices
and does not need any linguistic information or additional adaptation data. The main
advantage of the method is indeed its language independent condition: model-to-model
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adaptation is performed rapidly without any phonetic or linguistic information. In
exchange, it can deal only with the segmental characteristics of voice.
The remainder of this chapter is structured as follows: the proposed adaptation
method is described in Section 3.1; Section 3.2 defines the experimental framework; and,
finally, the objective and subjective experiments carried out to evaluate the method
are presented in Section 3.3.
3.1 Proposed method
Fig. 3.1 depicts the idea of the proposed voice cloning method, which relies on HTS
[244], the de facto standard in HMM-based synthesis. Starting from two HTS voice
models, one for the intended language (model 1 in Fig. 3.1) and the other one for the
aimed speaker identity (model 2), the method estimates a state-level mapping between
both models, and then projects the emission distributions (Gaussian p.d.f.’s) of model
1 onto those of model 2 without modifying its language-dependent structure. This
results in a new model (model 3) which is able to produce synthetic speech in the same
language as model 1 but with the characteristics of the voice in model 2. From here on
we will refer to model 1 indistinctly as “source speaker model” or “source model”, and
to model 2 as “target speaker model” or “target model”.
A Mel-cepstral vocoder, namely, Ahocoder 1 [50] is used as analysis and synthesis
method. Therefore, the speech is parameterized into three separate streams: logarithm
of the fundamental frequency (logF0), Mel-cepstral (MCEP) representation of the
spectral envelope, and excitation parameters. The resulting parameterization is quite
similar to that obtained with STRAIGHT [90], being the main difference the use
of a maximum voiced frequency (MVF), which delimits the harmonic and noise
contributions, instead of the aperiodicity measures used by STRAIGHT.
Two versions of the proposed method are considered: an initial and an extended
version. The initial version [119] is mainly focused on transforming the cepstral
information of the source model, and includes a simple mean normalization of the
F0 as well, whereas MVF, duration and GV statistics of the source model are not
modified. The extended version, on the other hand, includes some adaptation of these
parameters, and adopts a mean and variance adaptation for the F0 part. Nevertheless,
the main core of the method, the adaptation of the MCEP part (shown in Fig. 3.1),
remains the same for the two implementations. In the following sections we describe
the adaptation strategies used for the different parameters.
1http://aholab.ehu.es/ahocoder/
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Fig. 3.1 Cloning of HTS voices. ©[2016] IEEE. Reprinted, with permission, from [119].
Fig. 3.2 Block diagram of the MCEP adaptation. ©[2016] IEEE. Reprinted, with
permission, from [119].
3.1.1 MCEP adaptation
Fig. 3.2 shows the block diagram of the MCEP adaptation process, which final goal
is to project the cepstral information of the source model onto the cepstral space of
the target speaker model. The whole adaptation process consists of two main stages:
(1) calculation of a correspondence (or alignment) between the distributions of both
models, and (2) estimation of the final mapping between distributions. The different
steps involved in each stage are detailed below.
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Correspondence between distributions
In the standard HTS implementation, a five emitting state model is built for each
context-dependent phoneme and, consequently, five different decision trees are used to
cluster model parameters. Hence, the first step of this stage is to collect and arrange the
whole set of Mel-cepstral distributions of the five trees for both the source and the target
speaker model. In fact, only the static part of the mean vectors of the distributions
is considered during the next steps, since it was found convenient for the alignment.
Besides, in order to capture the relative importance of the distributions within the
model, each one of them is given a weight which is proportional to the occupancy
of that state during training. From this point forward, we will refer to the static
part of the source and target mean vectors as X = {xi}i=1...Nx and Y = {yj}j=1...Ny ,
respectively. Their respective normalized weights are represented by {wi} and {vj},
verifying that ∑Nxi=1wi = ∑Nyj=1 vj = 1.
Once the previous step is complete, we need to find an acoustic correspondence
between the states of both models and, thus, vectors {xi} and {yj} are paired using
a modified version of the INCA algorithm [47, 4]. This algorithm estimates a cor-
respondence between a source and a target acoustic space by iteratively improving
the nearest neighbour (NN) alignment. Its key idea is illustrated in Figure 3.3: the
intermediate converted acoustic vectors obtained after a previous NN alignment are
used as source vectors at the next iteration, so that the conversion function is refined
and new intermediate vectors, closer to the target ones, are generated. This procedure
is repeated until the new converted vectors are sufficiently close to the target vectors.
More in detail, our INCA implementation consists of the following steps:
1. Initialization of an auxiliary vector set X ′: X ′ = X
2. Bi-directional nearest neighbour search between the vectors in X ′ and those in
Y , allowing repetitions:
iˆ = argmin
j=1...Ny
∥x′i − yj∥ , jˆ = argmin
i=1...Nx
∥yj − x′i∥ (3.1)
3. Training of a linear projection function F (x) = Ax+ b between X and Y , given
the current index pairs {i↔ iˆ} and {jˆ ↔ j}:
{A, b} = argmin ∑Nxi=1 pi,ˆi∥F (xi)− yiˆ∥2+
+∑Nyj=1 pjˆ,j∥F (xjˆ)− yj∥2 (3.2)
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Unlike the original implementation of INCA, the weight of each pair is calculated
as
pi,j = wi
vj
Vi
+ vj
wi
Wj
(3.3)
where Vi is the sum of the individual weights of all the vectors paired with x′i
and Wj is the sum of the weights of the vectors paired with yj, with possible
repetitions.
4. Update of X ′ in accordance with the new F : X ′ = {x′i},x′i = F (xi)
5. If the maximum number of iterations has been reached or there are no changes
with respect to the last iteration, exit; otherwise, go back to step 2.
Let us consider that at a given INCA iteration we have N pairs of aligned D-
dimensional vectors, {xn,yn}, and their corresponding weights, {pn}Nn=1. In the
general case, the minimization in Eq. 3.2 can be expressed as an over-determined
system of linear equations
XˆW = Y (3.4)
where
Xˆ =

p1xˆ
⊤
1...
pN xˆ
⊤
N
 , xˆ⊤n = [x⊤n 1] , Y =

p1y
⊤
1...
pNy
⊤
N
 (3.5)
and the least-squares solution is given by
W = [A b]T = (Xˆ⊤Xˆ)−1Xˆ⊤Y = Xˆ+Y (3.6)
where the superscript + denotes the pseudoinverse.
In practice, however, since N is lower than the number of unknowns in W , the
system is underdetermined. This problem is overcome by forcing A to be a band-matrix
with upper and lower bandwidths equal to r (2r + 1 diagonals). Thus, for a given r,
the non-zero elements of the qth column of W are obtained as
W [qi, . . . , qe, D + 1; q] = (Xˆ[1, . . . , N ; qi, . . . , qe, D + 1])+Y [1, . . . , N ; q] (3.7)
with qi = max(1, q − r) and qe = min(D, q + r).
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Fig. 3.3 Conceptual representation of the INCA algorithm. The initial alignment
between source and target vectors is iteratively improved by training a voice conversion
function and recalculating the alignment considering the converted vectors in previous
iteration as source vectors.
Final mapping
In this second stage, a transformation function is trained using the definitive set of
paired vectors provided by the INCA algorithm. However, since the algorithm yields a
one-to-many source-target correspondence, we proceed as follows: first, for each source
vector coupled to more than one target vector, we keep only the target vector with the
highest weight and, then, duplicate pairs are eliminated. As a result, we end up with
a final set of Nx source-target vector pairs that will be denoted by {xn,yn}. Since
some initial target vectors may not remain in the final set, the weights {vn} must be
renormalized to add up to 1.
Prior to training the final transformation, a soft classification of the source vectors
{xn} is performed using a Gaussian mixture model (GMM), Θ, of G components.
Then, a probabilistic combination of linear transforms given by
FΘ(x) =
G∑
g=1
P (g/x,Θ)[Agx+ bg] (3.8)
is trained via error minimization:
{Ag, bg}g=1...G = argmin
N∑
n=1
pn∥yn − FΘ(xn)∥2 (3.9)
where pn = wn + vn.
Similar transforms are also trained for the dynamic parts of the mean vectors of
the source and target distributions, {∆xn,∆yn} and {∆2xn,∆2yn}, which had been
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kept aside until now. The training procedure is similar to that in [234], with some
modifications to control the bandwidths (number of diagonals) in the involved matrices.
Finally, the output voice model is obtained by replacing the mean Mel-cepstral
vectors of all the distributions in the source model by their transformed counterparts.
3.1.2 F0 adaptation
Similarly as in the MCEP adaptation, we first gather the entire set of distributions of
the five decision trees corresponding to logF0, and only the static part of the mean
vectors is used to estimate the adaptation transformations. Since these are now scalars,
we will refer to the source and target means as {xi} and {yj}, respectively.
In order to manage voiced/unvoiced regions properly, HTS uses multi-space prob-
ability distributions (MSD) [196] to model F0. For this reason, the weight assigned
to each distribution is now calculated as the product of its MSD weight (which can
be interpreted as the probability of voicing) and the corresponding normalized state
occupancy. The resulting source and target weights are denoted as {wˇi} and {vˇj},
respectively.
Given their strong linguistic dependencies, intonation patterns are beyond the scope
of this work. Hence, a simple normalization of the logF0 mean vectors is performed
for both the initial and the extended versions of the method, as explained below.
In the initial implementation, a simple mean adaptation is applied to the static
part of the logF0 source mean vectors. Therefore, in order to obtain the output voice
model, the static part of each source mean vector, {xi}, is replaced by its adapted
version {xˆi}, which is given by:
xˆi = xi −
∑Nx
i=1 wˇixi∑Nx
i=1 wˇi
+
∑Ny
j=1 vˇjyj∑Ny
j=1 vˇj
(3.10)
The extended version, on the other hand, applies a mean and variance adaptation
to the static part of the logF0 mean vectors. Accordingly, its adapted version is
calculated as
xˆi =
σy
σx
(xi − µx) + µy (3.11)
where
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µx =
∑Nx
i=1 wˇixi∑Nx
i=1 wˇi
, µy =
∑Ny
j=1 vˇjyj∑Ny
j=1 vˇj
(3.12)
σx =
Nx∑
i=1
wˇi(xi − µx)2, σy =
Ny∑
j=1
vˇj(yj − µy)2 (3.13)
In this case, due to the variance modification, the dynamic parts, {∆xi} and {∆2xi},
are also modified in order to be consistent with the static part:
∆xˆi =
σy
σx
∆xi, ∆2xˆi =
σy
σx
∆2xi (3.14)
Finally, the output voice model is obtained by replacing both the static and the
dynamic parts of the source mean vectors (xi, ∆xi and ∆2xi) by their respective
transformed versions (xˆi, ∆xˆi and ∆2xˆi).
3.1.3 MVF adaptation
A histogram-based mapping is applied to adapt the MVF distributions of the source
model to those of the target speaker model. Similarly as with F0, MVF is modelled
by a multi-dimensional Gaussian distribution of dimension N = 3 (static part and
derivatives). After collecting the whole set of MVF distributions of the five decision
trees for both models, a piece-wise linear transformation is estimated using the static
part of the mean vectors (which are scalar values). To do so, percentiles P0, P25,
P50, P75 and P100 are calculated for both source and target MVF means, and then a
4-segment linear transformation is estimated as depicted in Fig. 3.4.
3.1.4 GV adaptation
As implemented in HTS, GV is modelled by a single Gaussian, and models are managed
by one single decision tree. GV distributions are trained, independently of HMMs, from
the global variances of the static feature vectors in every utterance of the training speech
corpus [189]. As a first approach to GV adaptation, we considered transforming GV
statistics of Mel-cepstral coefficients as well as those of logF0 features. As explained
in section 3.1.2, F0 adaptation was carried out by applying a linear transformation to
the mean vectors of the distributions. The scaling factor of the linear transform affects
the GV of logF0, therefore GV statistics should be modified as follows:
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Fig. 3.4 Example of transformation function for MVF. P s0 . . . P s100 and P t0 . . . P t100
represent percentiles of the source and target means, respectively
µˆvi =
(
σy
σx
)2
µvi , σˆ
v
i =
(
σy
σx
)4
σvi (3.15)
being σy/σx the scaling factor of the linear transformation applied for F0 adaptation,
µvi and σvi the mean and the variance of the ith GV distribution, and σx and σy are
calculated as shown in Eq. 3.13. As for the adaptation of Mel-cesptral distributions, a
probabilistic combination of linear transformations was applied to the mean vectors
(see section 3.1.1). Since it is not possible to transfer this probabilistic combination to
the GV distributions, we based MCEP GV adaptation on the linear transformation
resulting from INCA algorithm (section 3.1.1). Following the same reasoning we used
for logF0 GV, it can be shown that MCEP GV statistics should be transformed in
the following fashion:
µˆvi = Bµvi , Σˆvi = diag(BΣviB⊤) (3.16)
with B = A◦A, where A is the projection function resulting from the INCA algorithm
and ◦ is the Hadamard product. Nevertheless, informal listening tests showed quality
degradation when applying GV adaptation to MCEP vectors (although similarity
increased for some voices). In consequence, we finally decided to transform only logF0
GV whereas MCEP GV was kept unmodified.
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3.1.5 Duration adaptation
The set of state durations of each phoneme HMM is modelled by a multi-dimensional
Gaussian distribution, and duration models are clustered using one single decision tree.
As mentioned before, five emitting states per phone are considered in the standard
HTS configuration, therefore, 5-dimensional distributions are used to represent state
duration p.d.f.’s. In order to adapt the speaking rate of the source speaker to that of
the target speaker, we transform state duration p.d.f.’s of the source speaker model.
As we did with previous parameters, the first step is to collect the distributions of the
duration tree for both source and target models. Once more, only the mean vectors are
considered for training the adaptation. We will represent the source and target mean
vectors by {xdi }i=1...Ndx and {ydj }j=1...Ndy , respectively, where xdi and ydi are vectors of
dimension N (N = 5).
Speaking rate adaptation can be done by applying a correction factor based on the
average phone duration of each speaker. As an estimation, we use the mean vectors of
the duration distributions to calculate a weighted average of the total duration of the
five states (sum of the elements of each mean vector). The weight assigned to each
distribution (and, therefore, to each mean vector) is proportional to the occupancy
of that model during training, excluding silences, which are considered to have zero
weight. Source weights are represented by {wdi } and target ones by {vdj }. Again, these
weights are supposed to be normalized: ∑Ndxi=1wdi = ∑Ndyj=1 vdj = 1. To mitigate possible
outliers, we average the log-durations. Accordingly, the log-domain correction factor
Fdur is computed as follows:
Fdur =
Ndy∑
j=1
vdj log ∥ydi ∥1 −
Ndx∑
i=1
wdi log ∥xdi ∥1 (3.17)
Since the languages of the source and target speaker models are different, the
average phone duration of each speaker should be normalized by the average number
of phonemes per syllable inherent to each language [144]. Hence, the final correction
factor is calculated as:
fdur =
Cs
Ct
exp(Fdur) (3.18)
where Cs and Ct denote the average number of phonemes per syllable in the languages
of the source and target speaker models. Finally, to perform the adaptation, the mean
vectors of the source model duration distributions are multiplied by the factor fdur.
Furthermore, for the sake of consistency, the dynamic parts of the acoustic parameters
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(MCEP, logF0 and MVF) are also modified accordingly: for the mean vectors, the
elements corresponding to the first and second derivatives are multiplied by 1/fdur and
1/f 2dur, respectively; as for the diagonal covariance matrices, we apply factors 1/f 2dur
(delta elements) and 1/f 4dur (delta-delta elements).
3.2 Experimental framework
This section describes the speech databases and the voice models used to evaluate the
proposed voice cloning method (sections 3.2.2 and 3.2.3, respectively), as well as some
configuration settings of the proposed adaptation technique (sections 3.2.4 and 3.2.5).
In addition, a brief discussion of the different languages considered for the evaluation
is given in next section.
3.2.1 Languages
Five languages were considered: Basque, Catalan, English, Galician and Spanish.
Spanish is the official language in the entire territory of Spain while Basque, Galician
and Catalan have a co-official regional status. Regarding their origin, Spanish, Galician
and Catalan are Romance languages, while Basque is Pre-Roman. Nevertheless, at
present, these four languages share most of their phonemes although differ in a few
vowels and/or consonants. In contrast, English is a Germanic language that has many
phonetic differences with the other four languages. As an example, Table 3.1 compares
the vowel monophthongs of the five languages, revealing clear phonetic differences
between English and the four official languages of Spain.
3.2.2 Databases
• Single-speaker databases
Speech corpora in the five languages were used to train the diverse voice models
that take part in the experiments. Just one voice per language was chosen (a
male voice for English; and female voices for Catalan, Galician and Spanish),
with the exception of Basque language, for which we used two voices (a female
and a male). The approximate number of utterances per voice is 4,000 (Basque
and Catalan), 2,800 (RP English), 10,000 (Galician) and 2,000 (Spanish). A
small amount of data (100 utterances) of two other Spanish speakers, a female
and a male, was used as well. In addition, three extra Galician speakers (two
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Table 3.1 Comparison of vowel monophthongs between the official languages of Spain
(left) and RP English (right). Spanish and Basque have five (black and green vowels),
Galician has seven (the black and blue ones) and Catalan has eight (black, blue and
red vowels). Table based on [78, 44, 160]
Official Lang., Spain RP English
Front Central Back Front Central Back
Close i u i: u:
Near close I U
Close mid e o
Mid e @ o e @ 3: O:
Open mid E O
Near open æ 2 6
Open a A:
males and one female with 1,300 utterances each) were also considered for reasons
that will be clarified later.
• Albayzin database
The phonetic corpus of this Spanish language database [130][5] contains recordings
of non-spontaneous sentences acquired in clean acoustic conditions. The FP
subset, which is composed of recordings from 40 speakers (20 male, 20 female)
of different ages (18-55), was employed for objective evaluation. Every speaker
uttered a subset of 50 sentences out of 500 phonetically balanced sentences.
3.2.3 Voice models
Several experiments were carried out in order to evaluate the proposed method. First
of all, various HTS voice models were trained using the aforementioned single-speaker
databases. As a result, as shown in Table 3.2, a total of nine synthetic voice models
were obtained: FB (Basque female), MB (Basque male), FC (Catalan female), ME
(English male), FG (Galician female), FS1 (Spanish female 1), FS2 (Spanish female
2), MS (Spanish male) and AG (Galician average speaker). The first 6 voices were
obtained by speaker-dependent training, while FS2 and MS were built by means of
standard HTS (intra-lingual) adaptation. The previously trained Spanish model FS1
was used as the source model for the adaptation, and the 100 utterances from the two
other Spanish speakers were used as adaptation data. Lastly, AG is an average voice
model (AVM) trained from the four Galician speakers mentioned in section 3.2.4 (two
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Table 3.2 Characteristics of the different voice models used for evaluation. Regarding
the training methods, three variants are considered: SD (speaker-dependent), ADP
(intra-lingual adaptation), and SAT (speaker-adaptive training).
Voice name FB MB FC ME FG FS1 FS2 MS AG
Language Basque Basque Catalan English Galician Spanish Spanish Spanish Galician
Gender female male female male female female female male N/D
#Utterances 4000 4000 4000 2800 10000 2000 100 100 4× 1300
Training method SD SD SD SD SD SD ADP ADP SAT
females and two males) using 1300 utterances per speaker. Training and adaptation of
the models was made by using HTS version 2.2., and acoustic analyses were performed
using Ahocoder [50]. Regarding the linguistic analyses, language-specific front-ends
were employed for each voice [165, 22, 186, 162]. Applying the proposed voice cloning
method to a suitable pair from the set of voice models, it is possible to obtain any of
the speaker identities in any of the given languages. Some conversion directions (pairs
of source and target speaker models) will be selected for subjective evaluation.
On the other hand, with the goal of performing a more extensive evaluation (with
a higher number of voices), the FP subset of the Albayzin database was also employed.
The idea is to clone each of the Albayzin speakers in all of the available languages
(Basque, Catalan, English and Galician) and then perform a SID experiment to check if
the identity of the speakers has been printed on the new models. To that end, we used
again the FS1 voice as the base model for intra-lingual adaptation, and the 50 available
utterances per speaker as adaptation data. In this way, after this first adaptation
stage, a Spanish voice model was obtained for each of the 40 Albayzin speakers. The
second stage consisted in cloning each of the speakers in the remaining languages by
applying the proposed cross-lingual method. In this case, the Spanish model adapted
to the corresponding Albayzin speaker was used as the target speaker model, while
the previously trained Basque, Catalan, English and Galician models were taken as
the source speaker model (i.e., target language model). Fig. 3.5 summarizes the whole
process.
3.2.4 Adaptation system configuration
Before being formally evaluated, the proposed adaptation system was tuned through
informal listening tests. This adjustment was mainly focused on the MCEP adaptation,
since it is the most relevant stage of the procedure.
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Fig. 3.5 Stages of the experimental framework for objective evaluation. Left: FS1
voice model is adapted to a selected Albayzin speaker by means of standard HTS
(intralingual) adaptation. Right: the proposed cross-lingual adaptation method is
applied to clone the speaker identity of the previously adapted model in the desired
language.
The first experiments were devoted to finding the best version of the INCA algorithm
for the problem at stake. Several variants were tested using different distance measures
and projection functions (steps 2 and 3 of the algorithm in section 3.1.1). In addition to
the Euclidean distance, two other distance measures were tried out: KLD and variance-
weighted Euclidean distance. To calculate the correspondence between the means
vectors, these last two measures not only use the mean vectors themselves but also take
into account their associated covariance matrices (in fact, they actually calculate a
correspondence between the distributions). Nevertheless, the results obtained with these
two measures were worse than those attained with the Euclidean distance. Regarding
the projection function, two more options were considered as an alternative to the
pure linear transformation: a variance weighted linear transformation and a frequency
warping (FW) function. However, these two alternatives yielded worse results and
were discarded. Finally, we tried out a totally different configuration which consisted
in replacing the whole INCA algorithm by the minimum KLD distance. In this case,
the final set of paired vectors considered for training the final transformation were
straightforwardly provided by the minimum KLD criterium. Regardless, this approach
was outperformed by the INCA algorithm.
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Concerning the final mapping, three different approaches were contemplated: (1)
direct replacement of the source mean vectors by their target counterparts, (2) hard-
clustering of the source vectors followed by a set of linear transforms, and (3) soft-
clustering prior to a probabilistic combination of linear transforms. As expected,
informal listening tests showed a better performance when applying the third option.
Besides, transforming only the mean vectors provided better results than modifying
both the covariance matrices and the mean vectors.
Once these major decisions were taken, some other adjustments were made, achieving
the best performance for the following settings:
• The 0th Mel-cepstral coefficient (C0) was not considered either for the alignment or
for the final mapping of mean vectors.
• States corresponding to silences were also excluded.
• Only the first 15 static Mel-cepstral coefficients (C1 − C15) were used for the
alignment. Using more coefficients increases the computational load with no audible
improvement.
• Band-matrices with 9 diagonals (r = 4) were used both for the alignment and the
final transformation.
• The maximum number of INCA iterations was set to 25.
• 8 clusters (G = 8) were considered for the GMM-based soft classification of the
MCEP space.
3.2.5 Other experimental settings
As described in section 3.1.5, the estimation of the duration correction factor makes
necessary to normalize the average phone duration by the average number of phonemes
per syllable of each language. The work in [144] defines the syllable complexity ‘as
its number of constituents (both segmental and tonal)’ and estimates the average
syllabic complexity. In the case of non-tonal languages (such as English and Spanish)
the syllable complexity corresponds to the number of phonemes in the syllable and,
thus, its average value can be easily derived. More concretely, the authors propose
two alternatives for computing this value: (1) in terms of type, where the complexity
of every distinct syllable is considered just once in the average; (2) in terms of token,
where the complexity of every distinct syllable is weighted by the relative frequency of
the syllable. In this work we use the definition in terms of type and thus we consider
that, according to [144], the average number of phonemes per syllable is 3.7 for English
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and 3.3 for Spanish. As for the remaining languages (Basque, Catalan and Galician),
we assume for simplicity that they have a syllabic complexity quite similar to Spanish
and, therefore, we consider a value of 3.3.
3.3 Evaluation and discussion
In order to analyse the performance of the proposed method, both the initial and the
extended version are evaluated: (1) subjectively, by means of perceptual listening tests;
and (2) objectively, through a speaker recognition (SR) system. Furthermore, their
performance is also compared to the KLD-based transform mapping method presented
in [220]. This section describes the experiments carried out, as well as the results
obtained and a discussion on them. The objective evaluation is presented in Section
3.3.1, while Section 3.3.2 details the perceptual experiments.
3.3.1 Objective evaluation
As shown in Fig. 3.5, five different voice models were built per Albayzin speaker:
the Spanish model, obtained by intra-lingual adaptation, and the models resulting
from cloning the corresponding speaker into each of the target languages (Basque,
Catalan, English and Galician). In order to find out whether the speaker identity was
successfully transferred to the cloned speech, a speaker identification (SID) experiment
was carried out. For this purpose, a SID approach based on the state-of-the art i-vector
paradigm combined with PLDA scoring was considered (see Appendix A). For each of
the 40 speakers, the first 5 utterances (natural speech) were used as enrolment data
(18 s on average); and the remaining 45 utterances were employed for system tuning
and measurement of the system performance (the utterances were assigned to one of
the 40 target speakers according to Eq. A.2). At this experiment, the system achieved
an accuracy of 99.2%, as mentioned in Appendix A. Finally, different sets of sentences
were synthesized using the aforementioned cloned voices (models referred in Fig. 3.5
to as Albayzin speakers in Basque, Catalan, English and Galician) and used as test
data for evaluating the proposed cross-lingual method. More specifically, in order to
ensure the same amount of speech per cloned speaker, the test data consisted of 19
segments of 10 s duration per speaker and language.
Results are shown in Table 3.3. The SID accuracy (i.e. the percentage of utterances
that were correctly assigned to its corresponding speaker) was estimated for all the
involved languages, considering the 40 target speakers. This was done by applying
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both the initial and the extended version of the proposed voice cloning method; from
now on, we will refer to the former as voice cloning 1 (VC-1) and to the latter as voice
cloning 2 (VC-2). In addition to the results obtained for the four target languages
(Basque, Catalan, English and Galician), the accuracy achieved by the Spanish models
(intra-lingual adaptation) and the natural voice (Original in Table 3.3) are also shown.
As expected, the Spanish models achieved the best performance (98.95%), only 0.25
points below the accuracy obtained for natural speech. In the table, two different results
are displayed for Basque and Galician languages depending on the source voice model:
Basque-1 (MB as source model), Basque-2 (FB), Galician-1 (FG) and Galician-2
(AG). FC and ME voice models were used for Catalan and English, respectively.
Since the Spanish models were used as target models when cloning, they provide
the speaker identities and, therefore, their accuracy represents the best performance
we could expect from the voice cloning method. In Table 3.3, we can observe that this
accuracy decreases between 10.66 and 24.08 points for the target languages. The best
performance was obtained for English language using VC-2 (88.29%), while the worst
result corresponds to the Basque-1 scenario when applying VC-2 (74.83%). When
comparing the two versions of the method, it is observed that VC-2 achieves better
results in all cases with the exception of Basque-1 and Galician-1 scenarios, although
the differences between both versions are very small (between 0.26 and 3.42 points).
Regarding Basque, Basque-2 got better results in both versions (around 5 points above
Basque-1 when using VC-1 and 7 points above when VC-2 was employed). A possible
explanation of this difference might reside in the higher quality of the FB voice in
comparison to the MB voice. However, the results obtained for the other languages do
not confirm this hypothesis. Indeed, the quality of the FG voice (Galician-1 scenario)
is higher than that of the source voices used for Catalan and English, and, still, no
significant improvements were observed. In fact, Catalan achieved the same score as
Galician-1 when applying VC-1, and both Catalan and English presented a higher
accuracy when using VC-2. This good performance for English as target language is
even more surprising because of its phonetic differences with Spanish.
Finally, we also compared our method with the KLD-based transform mapping
technique described in [220, 143]. As explained in Section 2.3.4, this technique considers
source and target AVMs and establishes a state-level mapping between them. For the
target AVM a set of transformations is trained using some adaptation data from the
intended speaker. These transformations are finally applied to the source AVM in
accordance with the state mapping. Our method is conceptually similar to the KLD-
based technique since it starts with two voice models (normally, but not necessarily,
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Table 3.3 SID accuracy per language: comparison between the proposed voice cloning
method (both versions, VC-1 and VC2) and the KLD-based transform mapping
approach proposed in [220] (KLD).
Basque-1 Basque-2 Catalan English Galician-1 Galician-2 Spanish Original
VC-1 75.13% 80.00% 85.13% 84.87% 85.13% 84.47%
98.95% 99.20%VC-2 74.87% 81.84% 86.45% 88.29% 84.61% 86.32%
KLD - - - - 51.18% 78.02%
SD models) and also estimates a state-level mapping. Apart from the alignment
procedure, the main difference is that our method estimates and applies a probabilistic
combination of linear transforms to source distributions without using any adaptation
data. Nevertheless, as already described in section 3.2.3 and illustrated in Fig. 3.5,
this evaluation makes use of a previous intra-lingual adaptation stage that requires
some adaptation data in order to obtain the Spanish speaker-adapted models for the
Albayzin speakers.
To compare both methods, we considered applying the KLD-based transform
mapping technique to both SD and AVMs. We employed the implementation available
at [96] with slight modifications to adapt the scripts to the Ahocoder parameterization.
As in our previous experiment, Albayzin models were used as target speaker models.
Galician was selected as target language in order to consider two previously mentioned
scenarios: Galician-1 (SD model) and Galician-2 (AVM). The SID results obtained
for this experiment are also shown in Table 3.3 (KLD row), where we can observe
that the accuracies achieved by the proposed method are dramatically higher than
those obtained with KLD-mapping for Galician-1 (more than 33 points above for both
versions, VC-1 and VC-2). On the other hand, the difference between VC-1 and VC-2
is less than 1 point. In the Galician-2 scenario, where an AVM is used, the KLD
method significantly improves its performance, but the accuracies obtained by the
proposed method are still higher (about 6.5 and 8 points higher for VC-1 and VC-2,
respectively).
The previous results suggest that KLD-based transform mapping is very sensitive
to the source model. More specifically, it seems that it does not work well when the
model was trained with a single speaker, requiring a properly trained AVM. This could
be a drawback for languages with scarcity of data, since it is necessary to have several
speakers (male and female) to train a proper AVM. In contrast, our method performs
well in both cases and it might be even used for providing additional voices to TTS
systems in languages with limited resources.
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3.3.2 Subjective evaluation
In addition to the objective experiments, three formal perceptual listening tests were
conducted: (1) a differential mean opinion score (DMOS) test to evaluate the quality
and the similarity of the voice cloning method (VC-2 version); (2) a preference test
to compare, in terms of quality and similarity, versions VC-1 and VC-2 of the voice
cloning method; and (3) a second preference test to contrast our voice cloning method
with the KLD-based transform mapping method proposed in [220]. All these tests were
carried out through a web interface, where participants were asked to use headphones.
DMOS Test
In order to evaluate the proposed method under all possible gender combinations and
several cross-lingual directions, two female and two male voices (FS1, FG, MB and
ME) were initially chosen for the DMOS test (from the set presented in Table 3.2)
and the following conversion directions were formed: FS1-MB, FG-FS1, ME-FG and
MB-ME. In these pairs the first element represents the source speaker model (which
provides the language of the output voice) and the second one symbolizes the target
speaker model (which supplies the speaker identity). For instance, ME-FG results in a
Galician female speaking English. However, since a significantly better performance was
achieved by the FB voice in comparison to the MB voice during objective evaluation,
we finally decided to include both in the DMOS test, with a total of six conversion
directions: FS1-MB, FG-FS1, ME-FG, MB-ME, FB-ME and FS1-FB. To clone each of
the target speakers into the corresponding target language (source model’s language),
the proposed voice cloning method was used and, after that, a set of five sentences
(in the corresponding language) was synthesized using the source, the target and the
output voice models (cloned voices). From these synthetic utterances, a total of 18
trios of samples (cloned speaker, target speaker and source speaker), three trios per
conversion direction, were randomly selected for each listener and presented in random
order. For each trio, the listeners were asked to rate the following aspects on a 1-5
scale: (a) degree of similarity between the first and the second utterances (regardless
of the quality and the language), and (b) quality of the first utterance in comparison
with the third one. A total of 32 listeners participated in this test, nine of which
were familiar with speech processing techniques. As for the listeners’ knowledge of the
involved languages, 25 of them were bilingual in two of the four languages (Spanish and
either Galician or Basque) and fluent in English, whilst the other seven were English
native speakers, some of them with some Spanish skills.
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DMOS results for similarity and quality are shown in Fig. 3.6. Individual scores
for each conversion direction (voice pair) and global scores are presented together with
their corresponding 95% confidence intervals. Clearly, there are two pairs of cloned
voices (FG-FS1 and FS1-FB) with particularly good results (scores of almost 4.5 points
for similarity and above 3.5 points for quality). Although with somewhat lower scores,
the FS1-MB pair also shows a good performance (3.8 points for similarity and 3.28
for quality), while more moderated results were obtained for the ME-FG pair, with
similarity and quality scores a little above 3 points. The two remaining pairs, MB-ME
and FB-ME, presented the worst performance (3 points or lower for both quality and
similarity). If we look into the three pairs with the best results (FS1-MB, FG-FS1 and
FS1-FB), we find that for any of them the source model was one of the two highest
quality models (either FS1 or FG). This fact suggests that the quality of the source
model significantly affects the perception of the output model in terms of quality and
similarity. As for the influence of the target model, if we compare the pairs FS1-MB
and FS1-FB, we notice that the similarity results are remarkably better for the second
pair. As already mentioned in section 3.3.1, the quality of the FB voice is higher than
that of the MB voice and, therefore, this suggests that the quality of the target model
notably affects the similarity of the cloned voice. Although the quality scores are also
higher for the FS1-FB pair in comparison to FS1-MB, the difference is not statistically
significant at a confidence level of 95% (their confidence intervals overlap). On the
other hand, with reference to the gender of the voices, no performance differences were
noticed between intra-gender and cross-gender cloning. From this first perceptual test,
we can conclude that the performance of the proposed method seems to be satisfactory
as long as the input models are good enough. Moreover, although both input voice
models influence the characteristics of the output voice, the source model seems to
have a bigger impact on the quality of the cloned voice, whereas the target model
seems to have a greater influence on the similarity.
Preference Test I
As a second step for subjective evaluation, a preference test was conducted in order to
compare the initial and extended versions of the proposed voice cloning method. A
total of nine conversion directions were considered in this experiment, the six directions
employed in the DMOS test plus the following three ones: FG-MS, FS1-ME and
ME-FS2. For each voice pair, the target speaker was cloned twice into the target
language by means of the initial (VC-1) and the second (VC-2) versions of the method.
Later on, a set of five sentences (in the appropriate language) was synthesized for each
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Fig. 3.6 DMOS results for the extended version of the proposed voice cloning method
(VC-2). Each pair represents a conversion direction composed of two voices from Table
3.2. The first voice of each pair was used as the source model during cloning and the
second one as the target model.
direction using the two cloned voices and the target voice. With these synthetic data,
a preference test was prepared: for each listener, two trios of samples per conversion
direction (target speaker and the two versions of the cloned voice) were randomly
selected, resulting in a total of 18 randomly ordered trios of samples. For each trio,
the first sample was always the target speaker’s voice, presented as the reference, while
the two versions of the cloned voice were presented in random order as the second and
the third samples. The listeners were asked to: (a) select the voice (second or third
sample) that they perceived as more similar to the reference, and (b) select the voice
(second or third sample) that they found more suitable in terms of quality, regardless
of the reference. In this way, two perceptual tests were performed at the same time: an
XAB test to find out which cloned voice (VC-1 or VC-2) is perceived as more similar
to the reference in terms of speaker identity, and a preference test to find out which
cloned voice is preferred in terms of quality. Three possible answers were allowed in
both cases: “Voice 1“, “Voice 2“ and “I cannot decide“. A number of 26 listeners took
part in this experiment, from which eight were acquainted with speech processing
techniques. Most of the listeners (21) were fluent in three out of the four involved
languages (Spanish, English and either Galician or Basque), while the other five were
English native speakers.
Fig. 3.7 shows the preference results for similarity and quality. As can be noted in
this figure, most of the listeners did not show any preference between the two versions
in terms of similarity. The “I cannot decide“ option was chosen in 67.52% of the
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Fig. 3.7 Results of the preference test that compares the two versions of the proposed
voice cloning method. VC-1 stands for the initial version (adaptation of MCEP and
LF0 parameters); and VC-2 represents the extended version (adaptation of acoustic
parameters, GV and duration).
cases, while the initial and the extended versions were preferred the same percentage of
times (16.24%). When evaluating quality, nearly half of the answers were no decisions
(49.36%), while the listeners preferred VC-1 in 27.56% of the cases versus 23.08% in
which they chose VC-2. Nevertheless, this difference between VC-1 and VC-2 is not
statistically significant. From these results we can assert that none of the two versions
is preferred either in terms of similarity or quality.
Fig. 3.8 renders the preference scores obtained for every conversion direction. We
can clearly conclude that, in general, there is no statistical difference between VC-1
and VC-2 in terms of similarity or quality at a 95% confidence level, with the only
exception of the quality of ME-FS2 pair, where VC-1 was preferred. The reason for
the quality degradation when applying VC-2 to this last voice pair might reside in the
adaptation of the logF0 GV statistics. In this particular case, the target speaker (FS2)
shows a high logF0 variance that affects the scaling of mean and variance of the logF0
GV distributions (see section 3.1.4). As a result, it is likely that the output utterances
generated by the cloned voice exhibit large logF0 variations, which might have been
perceived by listeners as a decrease in naturalness with respect to the utterances
obtained with VC-1.
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Fig. 3.8 Similarity and quality preference scores (including 95% confidence interval)
per voice pair when comparing the two versions of the proposed voice cloning method.
Preference Test II
Finally, we performed a second preference test to compare our voice cloning method
with the KLD-based transform mapping technique proposed in [220]. In this test we
used the same experimental data generated for the objective evaluation that compared
these two methods. Since it is not feasible to evaluate a large number of cases through
a listening test and there was no perceptual preference between VC1 and VC2, we
limited this experiment to the comparison of VC-1 and the KLD-based method using a
subset of 10 target speakers. These speakers were randomly selected from among the 40
Albayzin speakers so that they were balanced in gender and age: 5 females and 5 males,
3 in the age range 18-30 and 2 in the range 31-55. Moreover, only the average voice
model AG was considered as the source model for this experiment (Galician-2 scenario
in the objective evaluation), as it provided the best performance of the KLD-based
method. More in detail, the steps followed to prepare the test were: first, a Spanish
model was built for each of the 10 target speakers by means of intra-lingual adaptation;
then, these speakers were cloned in Galician language by using the Spanish models as
target and the AG model as source; separately, the KLD-based transform mapping
was also applied using the same source and target models; finally, a set of 50 sentences
was selected for each language (Galician and Spanish) and they were synthesized using
the aforesaid models. For each target speaker, two trios of samples were randomly
selected, where each trio consisted of: a reference sample (target speaker’s voice from
adapted Spanish model), the cloned voice in Galician using VC-1, and the adapted
voice in Galician using KLD. Next, each listener was presented with a total of 20
trios of samples. As in the previous test, the target speaker’s synthetic voice was
given as a reference, while the two Galician voices (the adapted and the cloned ones)
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Fig. 3.9 Results of the preference test when comparing the initial version of the voice
cloning method (VC-1) and the KLD-based transform mapping technique proposed in
[220] (KLD).
were presented in random order as the second and the third samples. Over again, the
listeners were asked to: (a) choose between the second and the third samples in terms
of similarity to the reference; and (b) select the most satisfactory sample, second or
third, in terms of quality regardless of the reference. A no-decision option was also
available in both cases. A total of 13 bilingual (Galician and Spanish) listeners run
this test.
Fig. 3.9 depicts the results of this test. Listeners clearly preferred the voice cloning
method (VC-1) over the KLD-based method in terms of similarity and quality. The
results are statistically significant in the two evaluated aspects, but the preference for
VC-1 is even more pronounced in terms of quality. In order to verify that this preference
does not depend on the voice pair under consideration, individual scores per voice pair
are shown in Fig. 3.10, where VC-1 stands out in quality. Regarding similarity, the left
plot shows a general preference for VC-1, although in a few cases differences are not
statistically significant at a 95% confidence level. Hence, the conclusion that we can
draw from this last analysis is that the cross-lingual adapted voices provided by our
method exhibit an appreciably higher quality than those obtained with the KLD-based
technique; and they are perceived, in the vast majority of the cases, as more similar to
the target speaker.
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Fig. 3.10 Similarity and quality preference scores per voice pair when comparing the
initial version of the voice cloning method (VC-1) and the KLD-based transform
mapping technique proposed in [220] (KLD). Each voice pair is represented by the
corresponding target speaker, since the source voice is always AG. F1− F5 stand for
the five female speakers, and M1−M5 for the five male speakers.

Chapter 4
Summary and Published Work
This chapter contains some excerpts from the article “Language-independent acous-
tic cloning of HTS voices” (https://doi.org/10.1016/ j.csl.2018.12.006 ), authored by
C. Magariños, D. Erro and E. Rodriguez-Banga, published in Computer Speech and
Language (ISSN: 0885-2308), vol. 55, pp. 168-186, May 2019.
In this part of the thesis we have addressed the cross-lingual paradigm in the context
of HMM-based speaker adaptation. This chapter summarises the proposed approach,
discusses the main findings derived form the experimental results, and depicts some
future directions in cross-lingual speaker adaptation.
4.1 Summary
In Chapter 3, we have described a novel technique to address cross-lingual speaker
adaptation in the framework of HMM-based speech synthesis. The proposed voice
cloning method takes two pre-trained voice models (in two different languages) as
input, and yields a third model that merges the linguistic configuration of one of the
models with the speaker-specific characteristics of the other one. As a result, the
output model is able to synthesize speech in the language of the first model (source
speaker model) with the speaker identity of the second one (target speaker model).
The initial version of the proposed method mainly focuses on the adaptation of the
cepstral characteristics of the source model, in order to make them closer to those of
the target model. In addition to this initial version, an extended implementation that
includes the adaptation of some additional parameters (such as excitation parameters,
duration and GV) has also been presented.
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In order to evaluate the proposed technique and compare the two implemented
versions, several objective and subjective tests were carried out. Moreover, the perfor-
mance of our method was compared to that of a KLD-based state mapping technique,
also proposed for cross-lingual speaker adaptation. The experimental framework used
for the evaluation was presented in Chapter 4; while the conducted objective and
subjective experiments, as well as the obtained results, were reported in Chapter 5.
Objective evaluation was conducted by means of an automatic SR system. For this
purpose, a large number of voices from a database in Spanish were cloned into Basque,
Catalan, English and Galician. Then, a SID experiment was conducted in order to
check to what extent the identity of the Spanish voices were transferred to the cloned
models. The overall performance was satisfactory, being the SID accuracy higher
than 80% in five out of the six evaluated scenarios using either of the two proposed
versions. Although better results were observed for the extended version in most of the
scenarios, the differences were very small. When comparing the performance of our
method to the KLD-based technique, the former clearly outperforms the latter. The
performance of the KLD-based technique plummets when a SD model is used as source,
but substantially increases when an AVM is used as source model. Nevertheless, even
in this last case, the KLD-based technique showed lower SID accuracy than our voice
cloning method.
Perceptual listening tests were run in order to subjectively evaluate our method and
contrast it with the KLD-based one. DMOS results showed a satisfactory performance
in terms of similarity and quality when the input models were good enough. Regarding
the characteristics of the output voice, the results seem to indicate that its quality is
more impacted by the source model, whereas the target model has more influence on its
resemblance to the target speaker. Concerning the comparison of the two versions of the
proposed technique, the overall outcome is that listeners did not show any preference,
either in terms of quality or in terms of similarity. Finally, when comparing our method
with the KLD-based technique, results showed that listeners clearly preferred the
output voices provided by our method in terms of similarity, and even more noticeably
in terms of quality.
Among the advantages of the proposed voice cloning method, we highlight the
following ones: (1) it works at a segmental level and does not require any phonetic
or linguistic information; (2) it performs model transformation in a very efficient way
without using any adaptation data; (3) its performance is satisfactory even with SD
models; (4) apart from its immediate application to cross-lingual speaker adaptation,
it could also be used to generate new speakers in languages with scarcity of data.
4.2 Published work 65
Clearly, future work needs to explore the application of the proposed technique
to DNN-based speech synthesis systems. However, since no decision tree structure is
used in DNN-based systems, it is not possible to calculate a state-level mapping in
the same way we do for HMM-based systems. Instead, we could select, for both the
source and the target languages, a set of input linguistic features representing certain
contexts deemed to be relevant, and collect the corresponding acoustic features at the
output of the DNN. Then, a transformation to map the MCEP features of the source
model to those of the target model could be trained in the same way described in
Section 3.1.1. Finally, the obtained transformation should be applied to the outputs
of the target language DNN (source model) at synthesis time, in order to project the
cepstral information of the source speaker onto the cepstral space of the target speaker.
Besides, our transformation step could be integrated into the DNN itself, provided
that the outputs of the DNN are obtained as a linear (affine in fact) transformation
of the activations in the preceding hidden layer, resulting in computational savings.
As for the selection of the relevant contexts, a possible approach might be to apply
clustering techniques (such as the decision-tree-based context clustering used in HTS),
and then, for each cluster, take one of the contexts classified in that cluster as the
representative of that relevant context. Nevertheless, experimental tests must be
performed to determine the validity of this proposal.
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Part II
Speaker De-Identification

Chapter 5
State of the Art
This chapter contains some excerpts from the article “Reversible speaker de-identification
using pre-trained transformation functions” (https://doi.org/10.1016/ j.csl.2017.05.
001 ), authored by C. Magariños, P. Lopez-Otero, L. Docio-Fernandez, E. Rodriguez-
Banga, D. Erro and C. Garcia-Mateo, published in Computer Speech and Language
(ISSN: 0885-2308), vol. 46, pp. 36-52, November 2017.
The huge amount of contents that traverse the Internet everyday has led to an
increase of the users’ concern about privacy, since it is almost impossible to control
such flow of personal information. This, accompanied with the generalization of online
and cloud services, has pointed out the need for strategies to protect people’s privacy in
order to avoid exposing the identity of the users as well as to prevent spoofing attacks.
A feasible way to overcome these issues consists in hiding the personal information
from the data, obtaining an anonymous version that still serves for the same purpose as
the original data, but making an intruder unable to obtain personal information about
the users. Information that can be used to identify a user includes their name, address
or social security number [137], but also their face [71], gait or voice [147, 2]. In the
case of speech, hiding the identity of a client plays a paramount role in services such
as telephone banking [2] for security reasons. Also, in call centres, conversations are
usually recorded for diverse purposes and the costumers may want to remain anonymous
[147]. Preserving the anonymity of the speaker is also of paramount importance in
doctor-patient interviews and healthcare records, as they contain sensitive information
about the patient [83].
De-identification can be defined as a process by which a data custodian alters
or removes identifying information from a data set, making it harder for users of
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the data to determine the identities of the data subjects [65]. In the case of speaker
de-identification, different approaches can be found in the literature, which mainly focus
in either performing ASR followed by a TTS system [85] or applying voice conversion
(VC) techniques [83, 84, 147, 2]. The former approach presents two main drawbacks:
first, it strongly relies on the availability and the performance of the ASR and TTS
modules for a given language; and second, it is not possible to recover the original
speaker’s voice from the synthetic voice. Hence, speaker de-identification is usually
performed by applying VC techniques. Accordingly, in this state of the art review we
will focus on speaker de-identification approaches that relies on VC techniques.
The rest of this chapter is organised as follows: Section 5.1 offers a concise overview
of VC techniques; Section 5.2 discusses the speaker de-identification problem and very
briefly reviews existing methods for evaluating speaker de-identification systems; and,
finally, Section 5.3 reviews the VC-based speaker de-identification methods found in
the literature.
5.1 Quick overview of voice conversion
It must be clarified that the intention here is not to make an exhaustive review of the
topic, but to put in context some of the techniques that are used in the de-identification
works described in the successive sections.
VC can be defined as the modification of the voice characteristics of a source speaker
in order to make it sound as if it was uttered by a target speaker. Nevertheless, it is
worth noting that in the case of de-identification there is no target speaker we would
like to mimic. When this is the case, strictly speaking, we should use the term “voice
transformation” (VT) which refers to the different modifications that can be applied to
a speech signal in order to change voice characteristics. Thus, VT aims at modifying
one or more aspects of the speech while preserving its linguistic information [181, 128].
Hence, VC may be considered as a special type of VT, aiming at mimicking a target
speaker identity while keeping the speaker independent content. However, most of the
work in the literature has been focused on the VC field and, as a result, the techniques
that have been applied to perform speaker de-identification are generally borrowed
from the VC literature.
The main application of VC is to create new and personalized voices for TTS
systems in a cost-efficient way, and it has been applied in diverse fields besides speaker
de-identification, such as pathological voice restoration [88], entertainment applications
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and dubbing of television programmes [200] or computer language training systems
[122].
The large majority of the existing VC systems focus on the conversion of spectral
characteristics, usually combined with simple prosodic modifications such as a mean
and variance adjustment of the fundamental frequency (F0) [87, 191, 253]. The first VC
techniques found in the literature were based on codebook mapping [1, 8, 126] and, later,
other methods were proposed such as the frequency warping (FW) approach [201]. This
technique, which aims at finding a frequency path that produces minimal distortion
between source and target spectra, was improved over the years by introducing different
variants [183, 48, 49] and by combining it with amplitude scaling (AS) [68]. The use of
GMMs for VC is also very popular nowadays [180, 192, 16], either alone or combined
with FW transformations [253, 191] or HMMs [43]. In addition, the use of DNNs for
VC is not new [136] but it has increased its popularity in the last years due to the
recent improvements in deep learning [38, 30, 135]. Latest trends in VC can be found
in [115].
The popularity of the GMM-based approach is due to its trade-off between quality
and efficiency [12], although it produces an over-smoothing effect that leads to a
muffled output signal. This issue was overcome by considering the GV of the converted
parameters [192, 16] and by combining it with FW transformations [253, 191]. The
use of FW functions enables frequency scaling of the spectral envelope without losing
the fine details of the source spectrum, avoiding the over-smoothing of the classic
GMM approach. However, the conversion accuracy achieved with FW is moderate
because the relative amplitude of meaningful parts of the spectrum is not modified. To
compensate for this shortcoming, FW functions are combined with AS, thus leading to
a reasonably close approximation to the target speaker.
In most cases, VC techniques require a parallel corpus in order to train the transfor-
mation functions [2, 83, 84]. To obtain such a corpus, both the source and the target
speakers must utter the same set of sentences, which may become a difficult or even
an impossible task in some practical applications (cross-lingual voice conversion, for
instance). Some alternative techniques for non-parallel corpus have also been proposed
[132, 133, 47, 68, 173, 4, 182], such as the already mentioned INCA algorithm [47] that
we have used in Part I of this dissertation.
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5.2 The problem of speaker de-identification
In general, a competent speaker de-identification system should exhibit three main
features: (i) universality, allowing the de-identification of any speaker; (ii) naturalness,
since high quality and natural-sounding speech is very convenient; and (iii) reversibility,
making it possible for a trusted holder to recover the original speaker identity, namely,
to perform re-identification. Therefore, when using VC for speaker de-identification, it
is desirable to have an approach that produces natural-sounding speech for any speaker,
and this approach should be reversible so that it is possible to recover the original
speech.
The universality of state-of-the-art VC approaches for speaker de-identification
is limited since, in general, they need a parallel corpus to infer the transformation
functions. Acquiring this information each time a new speaker needs to be de-identified
would require a time-consuming enrolment stage that is not convenient in real-world
implementations. Therefore, a de-identification approach that does not need to train
an individualized transformation function for each input speaker would be desirable.
Apart from quality and naturalness, the remaining challenge is the reversibility of
the converted speech. In this case, statistical parametric VC techniques (GMM- and
DNN-based approaches) are at a clear disadvantage since, in principle, they are not
reversible. A feasible alternative would be to train a transformation function from the
source speaker to the target speaker for de-identification, and another transformation
from the target speaker to the source speaker for re-identification. Even so, the resulting
functions would not be inverse to each other and, thus, a poor de-identification accuracy
would be obtained.
A concern that has not been mentioned yet is how to evaluate the goodness of de-
identified speech, both in terms of identity masking and quality. Two main approaches
can be considered, namely subjective and objective evaluations of the generated speech.
In the VC literature, subjective evaluations consist in making a group of humans listen
to original and converted speech in order to rate their similarity, usually in terms
of the mean opinion score (MOS). It is also common to use the MOS to assess the
quality of the converted speech. Subjective evaluation has not been extensively used in
speaker de-identification besides some exceptions such as [85], where it was used for
speech intelligibility assessment. Objective evaluations are more common in speaker de-
identification evaluation, probably due to the complexity of performing subjective tests,
as they require the collaboration of a large group of human listeners. The assessment of
speaker de-identification is usually carried out by means of automatic SID experiments
[147, 2, 83], sometimes accompanied by informal listening tests in order to draw some
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conclusions about the naturalness and quality of the speech [147, 118]. Different SID
approaches have been used for speaker de-identification evaluation, such as GMM-based
strategies [147] or phonetic approaches [83]. Moreover, the use of the i-vector paradigm
[37] is also extended in this task [2, 118], since it is the state-of-the-art approach for
SID.
5.3 Speaker de-identification techniques
Research on speaker de-identification has a relatively short history, and few attempts
have been made to build speaker de-identification systems. The earliest attempts that
can be found in the literature were made by Jin et al. [84, 83], following a previous
work in which they investigated whether state-of-the-art VC techniques can deceive a
SID system [82]. In this study, Jin et al. transformed a source synthetic voice to a set
of real speakers attempting to fool two SID systems based in two different approaches:
a classical GMM-based system, and a phonetic system relying on high-level features
(such as idiolect and prosody). Results showed that VC techniques are able to fool a
purely acoustic system as the GMM-based one, but not the phonetic system. Since
the phonetic SID system uses higher linguistic knowledge from the speaker, it was
able to effectively discriminate transformed speech from natural speech. Later, in their
subsequent works [84, 83], Jin et al. put forward the idea of applying VC techniques
to perform speaker de-identification. In both works, they use standard GMM-based
VC as the baseline, and propose several modifications to this baseline system in order
to improve de-identification performance. The different de-identification approaches
proposed by Jin et al. are described in the next section, while sections 5.3.2 and 5.3.3
detail other state-of-the-art techniques.
5.3.1 GMM-based de-identification
In [84], Jin et al. proposed different VT techniques in order to perform speaker de-
identification. As a de-identification strategy, input speech from various speakers was
transformed to the same target speaker, so that it sounded as if it were all produced
by the same speaker. The baseline system was a classic GMM-mapping based VC
approach [192], and several modifications were proposed with the goal of improving de-
identification performance. For evaluation, a total of 24 male speakers were transformed
to the same synthetic target speaker; and a total of 120 test trials were considered. The
same GMM-based and phonetic SID systems used in [82] were employed for measuring
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the de-identification accuracy, i.e., the percentage of test trials that are not correctly
identified. Using the baseline VT approach, the de-identification accuracy was 92%
for the GMM-based SID system and 42% for the phonetic one. These results prove
that standard VC cannot achieve satisfying de-identification performance when using
a phonetic SID system, thus confirming their previous findings [82]. Hence, three
modifications to the baseline VT (duration transformation, two-step transformation
and transterpolation) were proposed focusing on deceiving the phonetic SID system,
as explained next.
Duration transformation
One of the limitations of the baseline VC technique is that it retains the duration
characteristics of the source speakers, which could be used by the SID system to
retrieve source speaker identities. To avoid this, the authors modified the baseline
transformation strategy so that the source speaker utterances were scaled to match
the durations of the corresponding target speaker utterances. In this way, consistent
output durations were obtained regardless of the source speaker. After removing
speaker-specific duration information, the achieved accuracy increased to 96% and 46%
for the GMM-based and the phonetic SID systems, respectively.
Two-step transformation
Based on the assumption that the baseline VT does not move the cepstral vectors
far enough away from the source space, the second modification consisted in applying
a two-step transformation. First, the duration transformation explained earlier was
applied, i.e., the standard VT including duration modification. Then, the output of the
first transform was used as source speaker and a new standard VC was trained keeping
the original target speaker. Lastly, this new VT is applied in the second step of the
transformation process. Using this technique, the de-identification accuracy raised to
67% for the phonetic system, while the GMM-based system performance did not vary.
Transterpolation
Since the previous approaches did not provide a satisfactory de-identification perfor-
mance against the phonetic SID system, Jin et al. proposed another approach which
combined standard GMM-based VC with transterpolation. By “transterpolation” they
refer to the process of interpolating or extrapolating between the source speaker and
converted features. Specifically, the transterpolated feature, xt, is computed as
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xt = xs + ftrans · (xc − xs) (5.1)
where xs is the source speaker feature, xc is the converted feature, and ftrans is the
factor of inter- or extrapolation.
Transterpolation may be interpreted, depending on the factor ftrans, as follows:
• ftrans = 0: source speaker (copy-synthesis).
• 0 < ftrans < 1: interpolation between source speaker and baseline VT.
• ftrans = 1: baseline VT.
• ftrans > 1: extrapolation beyond the target speaker.
Only the warped cepstra was transterpolated, since transterpolated F0 seemed to be
more susceptible to be used for identifying the source speakers [98]. Moreover, in order
to focus only on the effect of transterpolation on de-identification, they did not combine
it with duration modification. Because the transterpolation factors move the cepstra
beyond the target speaker’s statistics, the naturalness and the intelligibility of the
de-identified speech could be degraded. Therefore, a perceptual intelligibility test was
performed in this case, in addition to the de-identification evaluation. Transterpolated
factors between 1.2 and 2.0 were tested. Results showed that, for factors between 1.2
and 1.6, the listeners were able to understand 100% of the words, while the intelligibility
rate decreased to 50% for factor 2.0. Regarding the de-identification performance,
transterpolated speech with factor 1.6 achieved accuracies of 100% and 87.5% for the
GMM-based and phonetic SID systems, respectively.
In later work [83], Jin et al. performed a more extensive evaluation of the previous
de-identification strategies using a larger number of speakers. In particular, they used a
set of 95 male speakers and 102 female speakers, resulting in a total of 285 and 306 test
trials for male and female speakers, respectively. De-identification was conducted in the
same way as in their previous experiments: every real speaker was converted to the same
synthetic target speaker. Experiments on this larger population of speakers confirmed
the main finding of the previous evaluation, since transterpolated VT outperformed
the other three transformation approaches. In this case, transterpolated VT achieved
100% and 95.8% de-identification accuracies against the GMM-based and phonetic SID
systems, respectively, for the male speakers. As for the female speakers, the achieved
de-identification accuracy was 97.7% against the GMM-based SID system, and 99.0%
against the phonetic system.
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An important observation from this last study is that the de-identification perfor-
mance on the female speakers was higher for the phonetic SID system than for the
GMM-based one, contrary to what happened on the male speakers. The explanation
may lie in the target speaker, which was a male voice. This finding suggests a future
research focus which could involve the selection of the most appropriate target voices
to improve de-identification.
The main limitation of the above methods is the need for a parallel corpus between
the input speaker and the target voice. This makes necessary to perform a previous
enrolment stage each time a new speaker needs to be de-identified, which would not be
practical in certain applications like call centres, for instance. Moreover, to de-identify
the speech of an input speaker, their identity needs to be known first, so that the
corresponding transformation can be applied. This could be an issue in some cases,
since the user may not want to provide any identification information to the system. A
method to avoid these problems was proposed by Pobar and Ipsic [147], as mentioned
before, which is reviewed in detail in the next section.
5.3.2 Pre-trained transformations
In [147], Pobar and Ipsic proposed a speaker de-identification method in which “external”
or third party speakers, who have not been used to train the transformation functions,
can be efficiently de-identified. Therefore, the method allows to de-identify any new
speaker without having to enrol with the system or identify themself, thus achieving
the universality requirement and avoiding the privacy issues of the previous approaches.
In addition, since the method does not require a previous enrolment stage, it can work
in real time.
An overview of the method, referred to as “online speaker de-identification”, is
shown in Fig. 5.1. First, a set of VT functions are pre-trained from a pool of real source
speakers to a synthetic target speaker. When a speech sample from a new speaker
needs to be de-identify, the most suitable transformation from the set is selected and
applied to the new speaker. Therefore, de-identification is performed without using
additional training data from the new speaker.
In addition, the proposed method avoids the use of parallel corpora during training,
which allows expanding the pool of available transformations. The idea is to collect
data from new unseen speakers entered to the system for de-identification, and use
them to train new transformations. A VC technique known as Weighted Frequency
Warping (WFW) [46, 48], which combines the classical GMM approach with FW,
was used in this work to train the transformations. Besides, in order to align the
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Fig. 5.1 Block diagram of the online speaker de-identification system proposed by
Pobar and Ipsic (adapted from [147]).
non-parallel data, the authors used an algorithm proposed in the literature for the
alignment of cross-lingual corpora [45]. A set of 10 real male speakers were used as
source speakers when training the initial transformations. As for the target speaker,
a synthetic HMM-based voice was employed. In particular, this synthetic voice was
an AVM trained using speech data from four different male speakers. The typical
adaptation stage that normally follows the AVM training was intentionally omitted in
this work, since the authors considered the “averageness” of the target voice desirable.
A GMM-based SID system was used both for selecting the most appropriate
transform given an input speaker, and measuring the performance of the system. The
evaluation was conducted on the same set of male speakers used to train the 10 initial
transformations. Therefore, when testing the system, only 9 possible transformations
were considered for each input speaker, excluding the transformation trained for
that speaker. When an input speaker needs to be de-identified, the transformation
corresponding to the most similar speaker in the pool was applied. A total of 407
test trials were considered during the experimental validation; and the employed SID
system achieved an identification accuracy of 97.54% when tested on natural unmodified
speech.
When evaluating the de-identification performance, the proposed method was
compared to a closed set scenario in which each speaker was de-identified by using
their respective VC function, i.e., the transform trained between that speaker and the
target speaker, similarly as in [84]. The proposed method was able to successfully
de-identify 87.41% of the test trials, from which 70% were identified as the target
(synthetic) speaker, while 30% were identified as other (wrong) speaker in the pool.
As for the closed set scenario, it achieved a de-identification accuracy of 91%. Out of
these de-identified trials, 72% were assigned to the target speaker, and 28% to another
different speaker in the pool.
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Although no formal subjective evaluation was carried out, the authors checked
the quality of the de-identified speech through informal listening tests. While de-
identified speech was reported to be intelligible, a lack of naturalness was also reported,
presumably due mainly to the use of a synthetic target speaker.
5.3.3 Discriminative speaker selection
More recently, Abou-Zleikha et al. [2] proposed a discriminative approach for target
speaker selection in a speaker de-identification system. Given a speech sample for
de-identification, the proposed technique aims at finding the most appropriate target
speaker in a repository of real speakers, so that the VT function trained between those
(source and target) speakers provides transformed speech that achieves three specific
goals: (i) has the lowest confidence to be identified as the input speaker; (ii) does not
converge to a certain target speaker completely, but gives as much doubt as possible
about the speaker identity; and (iii) achieves a good result if the transformation is
reversed in order to perform re-identification.
In order to fulfill the three previous requirements for a given input speaker, the
ideal target speaker was estimated as follows:
ki = argmax
k ∈ 1,..., N
{−αf(i, k) + βc(i, k) + γd(i, k)} (5.2)
where N is the total number of potential target speakers in the repository; i and k are
the input and target speaker indices, respectively; f(i, k) is the identification confidence
of the transformed speech to the input speaker i; c(i, k) is the confusion factor of the
transformed speech from the input speaker i to the target speaker k; d(i, k) is the
identification confidence of the re-transformed speech to the input speaker i; and α,
β and γ are the weights of the aforementioned functions, respectively. Two different
measures are used to calculate the confusion factor, namely, entropy and Gini index
[2].
Fig. 5.2 depicts an overview of the speaker selection process. First a SID system
and a set of transformations are built by using the input speaker and the repository
of target speakers. Forward and backward transformations between input and target
speakers are trained. Using the SID system and the transformations, the target speaker
is selected by applying Eq. 5.2, which provides a transformation function to de-identify
the input speech, and a speaker key that allows re-identifying the transformed speech.
To train the transformation functions, Abou-Zleikha et al. used the same WFW
technique [46, 48] employed by Pobar and Ipsic in their online de-identification system.
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Fig. 5.2 Overview of the speaker selection approach proposed by Abou-Zleikha et al.
[2] for speaker de-identification.
Concerning the SID component, Abou-Zleikha et al. contemplated two different
approaches: a classical GMM-based system [158] and a state-of-the-art i-vector approach
[37] combined with PLDA.
A total of 36 speakers (18 females and 18 males) with parallel corpora were used to
evaluate the method. In this case, two different aspects were measured: de-identification
accuracy for the transformed speech, and identification accuracy for the re-transformed
speech (we will refer to this last measure as re-identification accuracy). In order to
compare the method with previously proposed approaches, a transformation to a
synthetic target speaker was used as a baseline.
The speaker selection method presented a significantly better performance compared
to the baseline in terms of de-identification, using both the GMM-based and the i-vector
SID system; while a more modest improvement was observed in terms of re-identification.
Another observation that can be drawn from the results is the higher sensitivity to the
speaker characteristics of the i-vector system, which provided lower re/de-identification
accuracies in general. The accuracies obtained by Abou-Zleikha et al. when parameters
α, β and γ took values 0.1, 0.05 and 0.5, respectively, are summarised in Table 5.1.
Finally, the re-identification related component was eliminated (γ = 0) from Eq. 5.2,
in order to study its effect on the de-identification accuracy. The accuracies obtained
80 State of the Art
Table 5.1 De-identification and re-identification accuracies for the baseline system and
the speaker selection approach proposed by Abou-Zleikha et al. [2]
De-identification Re-identification
Baseline
i-vector 64.73% 62.48%
GMM 61.83% 77.19%
Speaker selection
i-vector+Gini 85.77% 70.49%
i-vector+entropy 86.22% 70.27%
GMM+Gini 90.19% 86.99%
GMM+entropy 90.12% 86.99%
Table 5.2 De-identification and re-identification accuracies for the speaker selection
approach proposed by Abou-Zleikha et al. [2] with γ = 0.
De-identification Re-identification
i-vector+Gini 99.89% 45.71%
i-vector+entropy 99.57% 46.37%
GMM+Gini 99.96% 56.87%
GMM+entropy 99.54% 57.11%
with this configuration are shown in Table 5.1. As it can be observed, after removing
the requirement of optimal re-identification, the de-identification accuracy improved
significantly. Nevertheless, the re-identification accuracy decreased significantly as well,
thus degrading the overall performance of the re/de-identification system.
Therefore, we can conclude that, although the proposed technique address the
reversibility issue, the obtained results are not completely satisfactory. Another
drawback of this method is the tedious enrolment stage that is required for a new
speaker to be de-identified, since a set of parallel utterances (with the same text spoken
by the target speakers) needs to be recorded.
Chapter 6
Pre-Trained Transformation
Functions
This chapter is mostly a transcription of the article “Reversible speaker de-identification
using pre-trained transformation functions” (https://doi.org/10.1016/ j.csl.2017.05.
001 ), authored by C. Magariños, P. Lopez-Otero, L. Docio-Fernandez, E. Rodriguez-
Banga, D. Erro and C. Garcia-Mateo, published in Computer Speech and Language
(ISSN: 0885-2308), vol. 46, pp. 36-52, November 2017.
In this chapter, we propose a speaker de-identification approach that aims at solving
the limitations and drawbacks of the methods found in the literature; thus accomplishing
the three main features mentioned earlier: universality, naturalness and reversibility.
The universality issue is tackled by means of a novel approach that do not need a
parallel corpus between the input and target speakers; therefore, it does not require
training the VC parameters each time a new input speaker is proposed. First, a pool of
VC transformations is trained using a set of speakers with parallel corpora. Any time
a new user has to be de-identified, the most similar speaker in the pool of speakers is
found, and the pre-trained transformation between this speaker and its most dissimilar
speaker in the corpus is applied to the new speaker. For this purpose, a method to
measure speaker similarity/dissimilarity must be defined. Several objective strategies to
measure voice similarity have been proposed in the speaker adaptation, TTS and speech
enhancement literature [157], such as the frequency-weighted segmental SNR [199], the
log-likelihood ratio [79] or the i-vector paradigm [76]. As stated before, i-vector based
SID approaches are extensively used to measure the performance of de-identification
systems. Hence, in this work, the use of i-vectors for speaker similarity/dissimilarity
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measurements is proposed for two reasons: (i) the target speaker is chosen such that it
maximises the performance measure used for de-identification assessment, leading to
a system with high de-identification accuracy; (ii) i-vectors can be rapidly extracted
from the coefficients used in the VC stage [37, 223].
The naturalness and reversibility issues are approached through the use of FW+AS
for VC [48, 68]. This method was chosen because it exhibits three practical advantages
with respect to other VC methods: (i) even when the parameters are trained for a
specific pair of speakers, they can be applied to a third speaker with no significant
risk of artefacts (apart from those produced by the signal analysis/reconstruction
procedure); (ii) it produces a very slight quality degradation; (iii) it is easily reversible.
Objective and subjective evaluations are performed using the Albayzin corpus
in Spanish language [130], and the results reflect that the proposed technique for
speaker de-identification preserves most of the naturalness of the original speech while
hiding the identity of the original speaker. In addition, if the data holder knows
the FW and AS parameters, it is possible to recover the original speaker identity
from the de-identified speech. Hence, the de-identification procedure is reversible and
robust to spoofing attacks, as it is extremely difficult for an attacker to find out the
transformation parameters.
The rest of this chapter is organised as follows: the proposed de-identification system
is detailed in Section 6.1; Section 6.2 describes the used database and the experimental
settings; Section 6.3 presents the objective and subjective evaluation experiments,
as well as an analysis of the proposed speaker selection approach and a study on
the performance of the VC method; and Section 6.4 summarises the conclusions and
proposes some future work.
6.1 Proposed de-identification system
Fig. 6.1 represents the block diagram of the proposed system. Given an input speaker,
his/her speech is first analysed by means of a vocoder to extract acoustic features
suitable for signal manipulation. Then, a proper transformation is selected from a pool
of pre-trained voice conversion functions. Finally, the speech is resynthesized from
the transformed acoustic features. Speech can also be re-identified through a similar
process using the inverse transformation, thus recovering the original speaker’s identity.
The following sections describe the voice transformation approach and the proposed
method for selecting the most suitable transformation given a new input speaker.
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Fig. 6.1 Block diagram of the proposed system.
6.1.1 Voice transformation approach
A cepstral FW+AS transformation framework was chosen to implement voice conversion
in this system, using a Mel-cepstral vocoder [50] to analyse and reconstruct speech
signals. FW can be defined as a mapping of the frequency axis, whereas AS modifies
the spectral amplitude as a function of frequency. It has been shown that FW+AS
can be implemented as an affine transform in the cepstral domain [146, 51]:
y = Ax+ b (6.1)
where x is a Mel-cepstral vector, matrix A conveys a FW operation, vector b stands
for AS, and y is the transformed version of x. It must be noted that matrix A also
conveys the bidirectional conversion between Mel-cepstrum and spectral amplitudes.
As described in [253], matrix A can be trained by means of the dynamic FW (DFW)
technique. This algorithm, originally proposed in [201], provides the FW function
that must be applied to the points of the source spectra to make them maximally
close to the target spectra. Based on [253], the different steps involved in the training
procedure of a FW+AS transform are detailed below:
1. Since DFW cannot be applied in the cepstral domain, the first step is to convert
the pth-order cepstral vectors into the corresponding (N + 1)-point discrete
semispectra. This can be done by multiplying the vectors by a cepstrum-to-
spectrum conversion matrix S, which can be defined as follows:
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S =

1 2 cos(ω0) 2 cos(2ω0) · · · 2 cos(pω0)
1 2 cos(ω1) 2 cos(2ω1) · · · 2 cos(pω1)
1 2 cos(ω2) 2 cos(2ω2) · · · 2 cos(pω2)
... ... ... . . . ...
1 2 cos(ωN) 2 cos(2ωN) · · · 2 cos(pωN)

, ωk = g
(
k
π
N
)
(6.2)
where g() is an optional perceptual frequency scale.
2. Once the cepstral vectors are converted into spectra, DFW is applied to obtain
the optimal warping path P (in terms of log-spectral distortion as described
in [253]) that maps the bins of the source spectrum into those of the target
spectrum:
P = {(0, 0), (i1, j1), (i2, j2), · · · , (iN , jN)} (6.3)
where each (i, j) pair means that the ith bin of the source spectrum should be
mapped into the jth bin of the target spectrum for a minimal distortion. From
this path, a matrixM containing the source-target correspondence can be defined
as follows:
M [i, j] =
 1, (i, j) ∈ P0, otherwise (6.4)
where i and j represent the ith and jth bin of the source and target spectrum
respectively.
3. Since DFW allows for one-to-many mappings between target and source bins, a
new warping matrix W is obtained by averaging all the source bins paired with
the same target bin:
W [i, j] = M [j, i]∑N
k=1M [k, i]
(6.5)
4. Once the warping matrix W is obtained, the matrix A, which converts a given
cepstral vector into the corresponding warped version, can be calculated as the
product of three matrices (as suggested in [253]):
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A = C ·W · S (6.6)
where C is the spectrum-to-cepstrum conversion matrix based on [27]:
C = (S⊤S + λR)−1S⊤, (6.7)
being S the aforementioned cepstrum-to-spectrum conversion matrix, R a regu-
larization matrix that imposes restrictions for a smooth cepstral envelope
R = 8π2 · diag
{
0, 12, 22, · · · p2
}
, (6.8)
and λ an empirical constant equal to 2 · 10−4.
5. Finally, the AS vector b is calculated as the cepstral difference between the target
vectors and the warped version of the source vectors:
b = y¯ −Ax¯ (6.9)
where x¯ and y¯ are the average of source and target cepstral vectors in the training
dataset, respectively.
Therefore, given an input cepstral vector, its corresponding matrix A provides the
output cepstral vector that represents the warped version of the original spectra. Then,
as shown in equation 6.1, this FW operation is complemented with AS to compensate
for the difference in the amplitude axis. Since the pitch contour is one of the most
important prosodic features related to speaker identity [28], performing F0 adaptation
dramatically improves speaker de-identification, as shown in [118]. Hence, FW+AS is
accompanied by a mean and variance adaptation of the fundamental frequency (F0) in
the log domain:
log fˆ t0 =
σt
σs
(log f s0 − µs) + µt (6.10)
where f s0 represents the F0 values at frame level for the source speaker; µs, σs, µt and
σt stand for the mean and standard deviation of the F0 values in log domain for the
source and target speakers, respectively; and fˆ t0 represents the adapted version of f s0 .
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6.1.2 Selection procedure
The training of the voice conversion functions described above requires the source and
target speakers to share some parallel data, which is not always available. Nevertheless,
when performing speaker de-identification, the goal is not mimicking the target speaker
but obtaining speech that hides the identity of the speaker while rendering quite
natural speech. Hence, instead of training conversion functions between the input and
target speakers, a suitable pre-trained transformation is chosen according to a speaker
similarity criterion.
Given an input speaker Sinput and the set of ns potential source speakers Ssource =
{Ssource1 , . . . , Ssourcens} that were used to pre-train the voice conversion functions, first
the source speaker S∗source of the transformation process is selected as the one in Ssource
that maximizes the similarity with Sinput.
In this way, even though the transformation function was not specifically trained
for the input speaker, the use of a transformation trained for a similar speaker would
ensure that those parameters are suitable for Sinput.
Once the most suitable source speaker S∗source is selected, a suitable target speaker
that minimises the similarity between the input and output speech must be found.
Given a set of nt potential target speakers Starget = {Starget1 , . . . , Stargetnt} for which
there exists a pre-trained transformation function from S∗source, different strategies can
be used to select the most suitable target speaker S∗target. Since the objective of de-
identification is transforming the original speech in a way that no information about the
speaker’s identity remains, it is straightforward to consider selecting a target speaker
that is as dissimilar as possible from the input speaker. At this point, two alternatives
can be considered, namely selecting the target speaker that is the most dissimilar to
the input speaker, or selecting the target speaker that is the most dissimilar to the
source speaker, as represented in Fig. 6.2. Hence, the target speaker S∗target of the
transformation can be chosen as the one that minimises the similarity with S∗source or,
alternatively, the one that minimises the similarity with Sinput.
The similarity between speakers is given by the same SR system used in Chapter 3
(see Appendix A), based on the state-of-the-art i-vector paradigm [37] combined with
PLDA scoring [64]. A comparison of two i-vectors can be straightforwardly performed
by computing their PLDA scoring .
Hence, given an input speaker Sinput, its i-vector winput is extracted and compared
by PLDA scoring with the potential source speakers, selecting the one that maximises
this metric:
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Fig. 6.2 Diagram of the proposed speaker selection strategy for voice conversion. The
dots represent the different speakers, and those inside the blue ellipse are training
speakers that share a parallel corpus. The figure on the left follows Eq. (6.12) to select
the target speaker, while the figure on the right follows Eq. (6.13).
S∗source = argmax
i ∈ 1,..., ns
score(winput,wsourcei) (6.11)
Equivalently, to select the target speaker, one option consists in minimising the
PLDA scoring between the source speaker and the potential target speaker::
S∗target = argmin
i ∈ 1,...,nt
score(w∗source,wtargeti) (6.12)
Alternatively, it is also possible to select a target speaker such that it minimises
the PLDA scoring between the input speaker and the potential target speaker:
S∗target = argmin
i ∈ 1,...,nt
score(winput,wtargeti) (6.13)
Following this approach, the transformation functions can be pre-trained; this
implies that the transformation parameters and the i-vectors of the potential source
and target speakers can be pre-computed as well, avoiding the need to compute them
every time a speech utterance has to be converted. Hence, given a new input speaker,
their i-vector is extracted and subsequently compared to the potential source speakers’
i-vectors. When using Eq. (6.12) to select the target speaker, no further computation
must be performed, since the PLDA scoring between the potential source and target
speakers can be pre-computed and stored in a lookup table. Nevertheless, when using
Eq. (6.13), the computation of the PLDA scoring between the input speaker’s i-vector
and the potential target speakers’ i-vectors must be performed as well.
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6.2 Experimental framework
6.2.1 Database
In this work, the phonetic corpus Albayzin in Spanish language [130] is employed. It
compiles recordings of non-spontaneous (i.e. read) sentences acquired in clean acoustic
conditions. Among the different subcorpus included in Albayzin, two subcorpus were
used due to their suitability for the task performed here: the FA subcorpus, which
was used for training the voice conversion functions; and the FP subcorpus, which was
used for assessing de-identification and re-identification performance. These subcorpus
feature 200 and 500 phonetically balanced sentences, respectively.
The FA subcorpus contains recordings from 164 speakers. Each speaker recorded a
number of sentences chosen among a set of 200 phonetically balanced sentences. Hence,
there are 32 groups of 5 speakers each that recorded the same 25 sentences (i.e. they
share a parallel corpus of 25 sentences) and the four remaining speakers share a parallel
corpus of 200 sentences. As speakers must share a parallel corpus in order to be able
to train a voice conversion function between them, transformation functions can only
be trained between speakers belonging to the same group. Hence, in these experiments,
164 speakers organised in 32 groups of 9 speakers (the four speakers that recorded 200
sentences were included in all the groups) were used. The set of training speakers used
in the experiments is depicted in Fig. 6.3.
The FP subcorpus compiles recordings from 40 speakers (50 sentence each, chosen
from a set of 500 phonetically balanced sentences) that will serve as input speakers
for evaluation purposes. Since the possible transformations are organized into groups,
the selection of the source speaker determines the group and, thus, the set of potential
target speakers, i.e. there are 8 possible target speakers for each source speaker, which
are the remaining speakers in the group of the source speaker.
6.2.2 Experimental settings
The FA subcorpus was used to train a set of voice conversion functions. As mentioned
above, this subcorpus is organized in 32 groups of 9 speakers each; hence, for each
speaker, 8 voice conversion functions were trained (leading to 72 transformations per
group), allowing the conversion from one speaker to anyone else inside the same group.
In these experiments, the features used to train the conversion parameters were 39th-
order Mel-cepstral coefficients (MCEPs), excluding the 0th-order coefficient which is not
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Fig. 6.3 Identifiers of the 164 speakers included in the training subcorpus clustered in
32 different groups. The groups were formed so that all the speakers in each group
share a parallel corpus. Speaker identifiers starting with B-J correspond to females,
while speaker identifiers starting with N-X correspond to males.
involved in the conversion, extracted using Ahocoder 1 [50]. The sampling frequency
of the signals is 16kHz and the frame shift was set to 5ms. For the alignment of the
source and target cepstral vectors (extracted from the 25 parallel training utterances),
a simple dynamic time warping (DTW) algorithm was used.
To estimate speaker similarity, we use the configuration described in Appendix
A: 19 MFCCs augmented with their energy, delta and acceleration coefficients were
extracted, and a dynamic cepstral mean normalization was applied using a 300 ms
window. The UBM and total variability matrix T were trained also in the same way
detailed in Appendix A. In order to maximise the information about the speaker
to extract the i-vector, the feature vectors of all the utterances spoken by the same
speaker were stacked forming a single long utterance. For the purpose of this work, the
similarity among all the speakers in each group of the FA subcorpus was computed, as
well as the similarity between all the speakers in the FP subcorpus and those in the
FA subcorpus.
As mentioned above, the FP subcorpus was reserved for test purposes. Therefore,
for each input sentence of natural voice, two output versions of synthetic voice were ob-
tained: de-identified and re-identified speech. Then, the aforementioned features, UBM
and total variability matrix are used to assess de-identification and re-identification
performance, as described in next Section.
1http://aholab.ehu.es/ahocoder/
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6.3 Evaluation and discussion
This Section describes the objective and subjective evaluations carried out to assess the
performance of speaker de/re-identification. An analysis of the method for selecting
the target speaker is also presented, as well as a study on the performance of the voice
conversion approach.
6.3.1 Objective evaluation
Two different experiments were performed in order to assess the proposed approach
for de/re-identification. First, a SID experiment was designed in which, given a set
of n utterances U1, . . . , Un corresponding to a given speaker, utterance U1 is used
for enrolment and U2, . . . , Un are used as test utterances. In order to assess de-
identification, the enrolment utterances were extracted from the original speech, while
the test utterances were extracted from the de-identified speech, aiming at not being
able to correctly identify the test utterances as spoken by their corresponding enrolment
speaker. The same occurs in the re-identification experiment, in which the enrolment
utterances were extracted from original speech and the test utterances were extracted
from the re-identified speech, but in this case the test utterances were expected to be
recognised as spoken by their corresponding enrolment speaker. Since the sentences
included in Albayzin database are too short for state-of-the-art SR techniques, the
utterances of each of the 40 test speakers were concatenated in groups of 5, leading to
longer utterances of about 18 s on average. The SID approach used in this evaluation
was the i-vector paradigm combined with PLDA scoring. Hence, given a test utterance,
its i-vector was extracted and compared by PLDA scoring with all the enrolment
i-vectors, and the utterance was assigned to the enrolment speaker that maximised
this score.
Three different measures were considered for the objective evaluation of system
performance:
• Identification accuracy on original speech: it is defined as the percentage of
utterances that were correctly assigned to their corresponding speaker. This
measure was included in this experimental validation in order to prove the validity
of the SID strategy described above.
• De-identification accuracy: it is defined as the percentage of de-identified ut-
terances that were not assigned to their corresponding original speaker, so the
higher this accuracy, the better the de-identification.
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• Re-identification accuracy: this measure is defined as the percentage of re-
identified utterances that were correctly assigned to their corresponding speaker.
Since SID results strongly depend on the number of speakers, the aforementioned
experiment was complemented with a speaker verification (SV) one. A SV protocol
was defined such that each test utterance was evaluated against all the available
enrolled speakers as defined above, leading to 360 client trials and 14040 impostor trials.
As before, the enrolment utterances were extracted from the original speech, while
the test utterances were extracted either from original, de-identified or re-identified
speech in order to evaluate the SV approach itself, the de-identification results or
the re-identification performance, respectively. The evaluation metric used in these
experiments is the equal error rate (EER), accompanied by its corresponding detection
error trade-off (DET) curve. The EER represents the error of the working point at
which the false reject probability is equal to the false accept probability, while the DET
curve is a plot of the false alarm and miss probabilities at different decision thresholds.
Table 6.1 shows that the SID system used in these experiments achieves an identifica-
tion accuracy of almost 100%, which proves its validity for assessing the de-identification
and re-identification results. Its EER, as shown in Fig. 6.4, is lower than 1%.
As described in Section 6.1.2, two different approaches were used to select the target
speaker for the speaker de-identification experiments. The results achieved with the two
versions of the proposed approach are shown in Table 6.1 and Fig. 6.4. These results
showed a superior performance of the approach in which the target speaker minimises
the similarity with the source speaker and not with the input speaker. Specifically,
the performance achieved by the former method was 1.1% superior than that of the
latter method in terms of de-identification accuracy, and its EER was 0.6% higher.
Hence, from now on, this de-identification approach is considered in the rest of the
experiments.
When applying the inverse transformation to the de-identified speech in order to
recover the original speech signal, an accuracy of 97.2% and an EER of 3.6% were
achieved, as shown in Table 6.1 and Fig. 6.4; these results prove that the proposed
VT technique is reversible. In order to find out whether the performance drop on
re-identified speech was caused by the VT step or by the resynthesis stage, the following
was done: the coefficients of the original speech signals were extracted and then used
to resynthesise the speech; these signals were then used to perform the SID and SV
experiments. These experiments achieved the same results as those using original
speech, which suggests that the performance drop on re-identified speech is caused by
the loss of information on the VT stages.
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Table 6.1 Speaker identification, de-identification and re-identification results
Identification accuracy on original speech 99.2%
De-identification accuracy using Eq. (6.12) 96.1%
De-identification accuracy using Eq. (6.13) 95.0%
Re-identification accuracy 97.2%
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Fig. 6.4 DET curves of the original, de-identified and re-identified speech.
Fig. 6.5 shows the confusion matrices obtained when running the identification, de-
identification and re-identification experiments. It must be noted that the de-identified
speech matrix is of dimension 40× 41, since in the de-identification experiment the
target speaker of the transformation stage was also introduced in the set of enrolled
speakers. In these matrices, darker cells represent more utterances assigned to that cell.
As expected from the results in Table 6.1, Fig. 6.5 shows an excellent performance in
the identification experiment, where only three utterances of two different speakers
were assigned to an incorrect speaker. In the de-identification experiment, utterances
of three out of 40 speakers were not correctly de-identified. Specifically, a total of
14 utterances out of 360 trials were not de-identified, and it was noticeable that the
two female speakers had six and seven de-identification errors, respectively, while
the male speaker with errors had only one. In addition, in this experiment, only 15
utterances (4.2%) were assigned to the target speaker used in the voice conversion
stage, which indicates that the transformed speech, in general, is not similar neither to
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Fig. 6.5 Confusion matrix for original, de-identified and re-identified speech. The
dotted line depicts the diagonal of the matrix.
the original nor to the target speaker. In the re-identification experiment, 10 utterances
of 6 different speakers were assigned to an incorrect speaker, 7 more than in the
identification experiment with original speech.
6.3.2 Analysis of the speaker selection approach
Fig. 6.6 shows which source speakers were chosen for the input speakers used in these
experiments. As shown in the figure, the gender of the selected source speaker is always
equal to that of the input speaker. In addition, 28 different speakers were selected
as source speakers for the 40 input speakers, and in 20 experimental cases the source
speaker was selected for that input speaker only, which helps to increase the speaker
variability of the resulting converted speech. Four source speakers were selected twice,
while four source speaker was selected three times.
Fig. 6.7 shows the frequency of occurrence of each selected target speaker, i.e. how
many times a speaker was selected as target given the set of input speakers. The figure
shows that 23 different target speakers were selected for the 40 input speakers. 15
target speakers were selected once, three were selected twice, two were selected three
times, two were selected four times, and only one was selected five times. In addition,
it can also be observed that the target speaker always had different gender than the
input speaker.
6.3.3 Performance of the voice transformation approach
In order to show the advantageous properties of the FW+AS transform in terms of
de-identification and reversibility, in this experiment we compare it with a standard
94 Pre-Trained Transformation Functions
 0
 1
 2
 3
 4
 5
BH BO B
Y
CD C
E
CG C
L
G
E G
J
G
S G
T
G
U JR NH N
I
N
M N
N N
V
N
X
O
C
O
G TC TG T
L
XF X
J
XL XR
N
um
be
r o
f o
cc
ur
re
nc
es
Selected source speakers
Input speaker’s gender:
Male
Female
Fig. 6.6 Frequency of occurrence of the selected source speakers given the input speakers.
Speaker identifiers starting with B-J correspond to females, while speaker identifiers
starting with N-X correspond to males.
 0
 1
 2
 3
 4
 5
 6
AA BH B
L
BN B
X
CC CG C
L
CM G
R JF JG JR M
B N
J
N
L
N
M N
U TH TK TO TU XG
N
um
be
r o
f o
cc
ur
re
nc
es
Selected target speakers
Source speaker’s gender:
Male
Female
Fig. 6.7 Frequency of occurrence of the selected target speakers given the source
speakers. Speaker identifiers starting with B-J correspond to females, while speaker
identifiers starting with N-X correspond to males.
GMM-based mapping approach. We use Mel cepstral distortion (MCD) between source
and converted voices as a measure of de-identification degree and MCD between source
and reconverted voices (i.e. the result of source-to-target conversion followed by target-
to-source conversion) as a measure of reversibility. Given its ease of implementation,
we chose the joint modelling approach proposed by [87] as GMM representative - note
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that more modern methods such as [192] produce very similar MCD scores for the
amount of material used here.
To be consistent with the previous de/re-identification experiments, the source-
target speaker pairs for training the transforms were selected as follows: for each
speaker in the subcorpus, its most dissimilar speaker was chosen to be the target,
leading to a total of 164 speaker pairs. From the 25 parallel utterances available per
speaker pair, 20 utterances were used for training while the remaining 5 were reserved
for testing. For each speaker pair and method, the transforms were trained in both
directions: source-target (to measure the degree of de-identification) and target-source
(to measure the reversibility for re-identification).
GMM approaches have a relatively large number of parameters and are sensitive
to source-target misalignments during training. To avoid related issues and focus the
comparison on the transforms themselves, in this experiment we reduced the order
of the Mel-cepstral parameterization to 24 and we used the phonetic boundaries as
anchors for DTW. The number of mixtures of the GMMs was chosen to be 32 according
to informal listening tests and MCD results (better de/re-identification performance).
Unlike the typical evaluation of voice conversion systems, where the MCD is
calculated between the converted and the target vectors (conversion accuracy), in this
case we are interested in the de-identification performance (how far the converted
vectors are from the source vectors) and the re-identification performance (how close
the reconverted vectors are to the source vectors). Therefore, for each speaker pair, we
calculated the MCD between converted and source vectors, reconverted and source
vectors, and also between source and target vectors (reference). The MCD is given by
the following equation:
MCD[dB] = 1
M
M∑
m=1
10
log 10
√√√√2 24∑
d=1
(cm,d − cˆm,d)2 (6.14)
where cm,d and cˆm,d are the dth feature of the mth frame of original (source) and
estimated (converted or reconverted) MCEP vector, respectively; and M is the number
of analysis frames. Global scores, obtained by averaging over all the speaker pairs, are
shown in Table 6.2. These results show that, although both systems offer a high de-
identification performance (converted-source MCDs are not far away from source-target
distortion), the re-identification performance is clearly higher for FW+AS. In fact, the
distortion between reconverted and source vectors is nearly zero for FW+AS, while it
only decreases by 3dB from the converted-source distortion for traditional GMM.
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Table 6.2 Average MCD (dB) with 95% confidence intervals between converted-target,
converted-source, reconverted-source and source-target vectors, when applying FW+AS
and traditional GMM-based voice conversion.
Traditional GMM FW+AS
converted-target 5.93± 0.05 7.79± 0.07
converted-source 7.29± 0.09 7.72± 0.18
reconverted-source 4.28± 0.04 0.88± 0.03
source-target 8.83± 0.09
6.3.4 Subjective evaluation
In addition to the objective measures, a perceptual listening test was conducted to
evaluate the proposed system. Two attributes of the output speech were measured
in terms of a differential mean opinion score (DMOS): similarity to the input voice,
and quality also in comparison with the original natural speech. In order to evaluate
the whole system using a unique listening test, we included both de-identified and
re-identified speech as processed samples to be rated by the listeners, being the input
natural voice the reference in both cases. Therefore, the similarity DMOS should be
low for de-identified speech and high for re-identified speech.
To evaluate the system under a certain speaker variability, we randomly chose 10
speakers out of the 40 balanced in gender and age: 5 females and 5 males, 3 in the
age range 18-30 and 2 in the range 31-55. For each speaker, two pairs of samples were
randomly selected: one pair to evaluate the process of de-identification (de-identified
voice versus original voice) and a second pair for the process of re-identification (re-
identified voice versus original voice). Therefore, the listening test was composed by
20 pairs of samples, presented in random order to each listener. A web interface was
used to conduct the test and the listeners were asked to use headphones. A total of 30
listeners participated in the evaluation, all of them native Spanish speakers, from which
only 7 were familiar with speech processing techniques. For each pair, the listeners
were asked to evaluate, on a 1-5 scale, the similarity and the quality of the processed
utterance in comparison with the reference.
The similarity and quality DMOSs, for both de-identified and re-identified speech,
are shown in Fig. 6.8. Individual scores for each speaker and average scores (female,
male and global) are provided along with the corresponding 95% confidence intervals.
As can be seen from the figure, the results are the expected ones regarding similarity:
an average score of 1.44 was obtained for de-identified speech while a much higher
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score (4.40) was obtained for re-identification. In the particular case of re-identification,
speakers M1 and M4 stand out: while the rest of the speakers obtained a similarity
score clearly higher than 4 points, speaker M1 scored below 4 and speaker M4 is
only a little above the 4 points. The reason seems to be the loss of quality during
the re-identification process, since speakers M1 and M4 exhibit the lowest scores
regarding quality for re-identified speech (2.60 and 2.47 points respectively), leading
to an overall decrement of the average scores for both quality and similarity in re-
identification. Concerning the quality DMOS, an average score of 3.09 was obtained
for de-identified speech while 3.16 points were obtained for re-identification. Since
the processed speech (analysed and resynthesized from the transformed features) was
being compared with natural voice, we expected indeed an average quality DMOS
lower than 4 (note that the MOS achieved by the vocoder, which was designed mainly
for statistical synthesis/transformation frameworks, is about 3.8 for copy-synthesis
[50]). The extra quality loss cannot be attributed to the transformation itself, as
re-identified speech (transformed twice) was judged to exhibit, in general, a higher
quality than de-identified speech. We believe it was due to two main factors. First,
we observed some annoying artefacts produced by voiced/unvoiced detection errors.
This confirms the convenience of using signal models with a higher time-frequency
resolution [35] and a more robust behaviour in the presence of vocal fry. Second, the
contrast between de-identified speech and re-identified speech reveals that evaluators
tended to penalize more the lack of naturalness of de-identified speech (it sounded
“less human”) than the loss of quality (presence of artefacts). Finally, it is worth
remarking that the performance of the system was judged to be better for female voices
than for male voices. The reason is that low-pitched voices are normally projected
towards high-pitched ones, thus producing a reduction of the spectral resolution which
is linked to the number of harmonics. The original resolution cannot be recovered
just by inverting the transform. This limitation deserves special attention and will be
addressed in future works. To conclude, we can state that the subjective evaluation
confirms the validity of the proposed de/re-identification method although there is still
room for improvement regarding the quality of the processed speech.
Finally, an XAB test was conducted in order to verify that the re-identified voice
resembles the original voice (input speaker) more than other possible competing voices.
The source voice was chosen to be the competing voice, which is indeed the most
similar voice to the input speaker among the 164 voices in FA subcorpus. The same
10 speakers selected for the similarity/quality test were considered in this case. The
re-identified voice was presented as X, and the original and source natural voices were
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Fig. 6.8 DMOS results for similarity and quality. Average scores for female and male
speakers are represented by F ∗ and M∗ respectively, while F1-F5 and M1-M5 stand
for individual female and male scores respectively.
presented to listeners in random order as A and B. The listening test consisted of 20
trios of samples, two per input speaker. In each XAB trio, speech samples of different
sentences were presented, and the listeners were asked to choose which voice (A or B)
sounded more similar to X in terms of speaker individuality. Three possible answers
were allowed: “Voice A”, “Voice B” and “I cannot decide”. Seven native Spanish
listeners participated in the test and they chose the original voice as the most similar
to the re-identified voice in 90% of the cases, while the source voice was chosen only in
5% of the cases. In the remaining 5% of the cases, they could not decide.
6.3.5 Computational cost
The computational cost of the proposed de-identification approach was measured in
order to find out whether this strategy can be used in real time. To do so, the real-time
factor (×RT) of all the stages of the system was computed. This measure represents
the amount of time that is necessary for processing one second of speech:
× RT = PI (6.15)
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Table 6.3 Computational cost of the proposed de-identification approach. These values
were computed using a server 2xIntel(R) Xeon(R) CPU E5-2620 v3 @ 2.40GHz, 128GB
RAM.
Stage ×RT
Speech analysis 0.8115
Selection of the transformation function 0.0133
Parameter transformation 0.1114
Speech resynthesis 0.0325
Total 0.9687
where I is the duration of the processed audio and P is the time required for processing
it. Hence, if ×RT < 1, the system is able to process speech in real time.
The whole FP subcorpus (I = 7153.26s) was processed in order to obtain an accurate
estimation of ×RT, leading to the results summarised in Table 6.3, which includes
the ×RT for each stage of the procedure as well as the total ×RT. Even though the
code used to perform the experiments is not optimised, the proposed de-identification
strategy is able to process speech in real-time since its ×RT is less than 1, as shown in
the Table.
6.4 Conclusions and future work
This chapter has presented a novel approach for speaker de-identification, which
overcomes the need for parallel corpora to train voice transformation functions between
the input and target speakers. The experimental validation of this technique was
performed on the Spanish Albayzin database, and objective and subjective evaluations
were considered to prove the validity of the proposed method.
The need for parallel corpora between the input and target speakers was avoided
by using a pool of pre-trained transformations between a set of speakers with parallel
corpora. To do so, given a new input speaker for de-identification, a pre-trained
transformation is applied such that the source speaker is the most similar to the input
one, while the target speaker is the most dissimilar to the source speaker. This strategy
was implemented using an approach based on a state-of-the-art SID technique, namely
the i-vector paradigm. Regarding the transformation approach, the technique known
as FW+AS was employed, which guarantees very small quality degradation, and also
the possibility of recovering the original speech (re-identification) by inverting the
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transformation. Moreover, the computational cost of the proposed approach is small,
which allows the system to process speech in real-time.
Objective performance measures showed good de-identification and re-identification
accuracies when using the proposed method. These results suggest that, since the aim
of speaker de-identification is to minimise the identification accuracy, introducing the
use of SID techniques in the selection of the target speaker has a positive influence
in speaker de-identification performance. Although objective evaluation demonstrates
a satisfactory performance of the method, there is still room for improvement: an
analysis of the results revealed that the loss of de-identification accuracy is mainly
caused by errors at de-identifying two specific speakers. Hence, in future work, a
thorough analysis could be performed in order to detect which stage of the approach
led to persistent de-identification errors in specific input speakers.
A subjective evaluation of the method was also carried out, which confirmed the
validity of the de/re-identification method. Perceptual listening tests also showed a
loss of quality during the transformation process, which reflects the need for higher
time-frequency resolution signal models. This matter could be considered in future
works along with the decrease of the spectral resolution that occurs in male-to-female
transformations.
Besides the aforementioned approach for target speaker selection, a different version
of this technique was also assessed, which, instead of looking for the target speaker that
was the most dissimilar to the source speaker, the one that was the most dissimilar to
the input speaker was chosen. This method showed an inferior performance (objective
evaluation) compared to the aforementioned approach; nevertheless, further experiments
will be performed on a larger database in order to confirm the validity of these results.
In addition, other similar approaches will be assessed, which will aim at finding a
trade-off between the similarity with the source speaker and the dissimilarity with the
target speaker.
In these experiments, de-identification led to a change of gender for all the evaluated
speakers. This change of gender is not mandatory but it is very likely since the target
speaker is chosen as the most different to the source speaker which, in general, will imply
a change of gender. Nevertheless, depending on the application, preserving the original
gender of the speaker might be interesting. Hence, in future work, de-identification
experiments keeping the gender of the input speaker could be performed, in order to
find out how this would affect de-identification accuracy.
With the goal of analysing the results without the influence of background noise or
other nuisance, the experiments carried out in this work were performed on a controlled
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database, which was recorded in quiet conditions. In future work, experiments will
be performed in larger databases in order to obtain more representative conclusions.
In addition, cross-corpus experimentation will be performed, i.e. using a set of input
speakers belonging to a database different to that used to train the transformation
functions. This, along with the use of databases with more challenging acoustic
conditions, will allow the assessment of the robustness of this approach in mismatched
conditions.

Chapter 7
Piece-Wise Linear Transformation
Functions
This chapter is mostly a transcription of the paper “Piecewise Linear Definition of Trans-
formation Functions for Speaker De-Identification” (https://doi.org/10.1109/SPLIM.
2016.7528408), authored by C. Magariños, P. Lopez-Otero, L. Docio-Fernandez, D.
Erro, E. Rodriguez-Banga and C. Garcia-Mateo, published in the First International
Workshop on Sensing, Processing and Learning for Intelligent Machines (SPLINE), pp.
1-5, Aalborg, July 2016.
In the previous chapter, we have proposed a speaker de-identification method based
on a set of pre-trained transformation functions. This method has proved to be able
to overcome some limitations of the techniques found in the literature, and therefore
to achieve the three desirable characteristics of an efficient de-identification system.
However, it requires a previous training stage that makes the obtained transformation
functions condition-dependent, which might lead to a poorer performance of the method
when applied in mismatched conditions (such as, for instance, different recording
environments), as would happen in real-world applications. In addition, this approach
has certain practical disadvantages, such as the pre-training stage itself, and the need
to store all the transformation functions. A more elegant solution would be one where
no pre-training stage is needed. Thus, this solution would be condition-independent
and would require a even smaller memory footprint.
Considering the above discussion, and following the line of the previous work,
another speaker de-identification method is presented in this chapter. This new method
is based on a FW+AS framework as well but, unlike the previous technique, it does
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not require training any parameters. Instead, it consists in using manually defined
transformation functions: a parametric definition of a piecewise linear function is used
to approximate FW curves, while the AS vector is derived from a set of weighted
smooth bandpass filters. A modification of the F0 is also implemented as a linear
function of the degree of warping.
A priori, this technique exhibits the same advantages as the method proposed in the
previous chapter: (i) it is universal, since it can be applied to any speaker with little
risk of artefacts; (ii) it produces no significant quality degradation; and (iii) it is easily
reversible by applying the inverse of the transformation functions. Nevertheless, these
statements need to be confirmed by experimental results since a coarse approximation
of the transformation functions could lead to unnatural voices.
The experimental validation of the proposed de-identification method is performed
on Albayzin database [130] using a SR system. Results show that, when applying the
manually defined FW functions combined with a F0 modification, high de-identification
accuracy is achieved as well as quite natural-sounding speech. This method is also
compared with that based on pre-trained transformations functions. Objective results
reveal a similar performance of both methods in terms of de-identification for some of
the manually defined transforms. In terms of quality, informal listening tests show a
comparable performance for both techniques, although the method based on pre-trained
transformations results in more natural-sounding voices.
The rest of this chapter is organized as follows: Section 7.1 describes the proposed
de-identification system and the approach to define manual transformations; the
experimental framework is defined in Section 7.2; the experimental results are discussed
in Section 7.3; and, finally, some conclusions and future work are summarised in Section
7.4.
7.1 Proposed de-identification system
In a similar fashion than the previously proposed method based on pre-trained trans-
formations, given a new speaker for de-identification, the proposed method involves the
following steps: (i) acoustic analysis to extract speech parameters, (ii) transformation of
the parameters using manually defined conversion functions, and (iii) speech resynthesis
from the transformed parameters. Speech signals are analysed and reconstructed by
means of a Mel-cepstral vocoder [50].
Also relying on the FW+AS paradigm described earlier, the speaker de-identification
technique proposed here differs from the previous one in the way the parameters A and
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Fig. 7.1 Parametric definition of an FW function (left) and an AS function (right).
b (see Eq. 6.1) are computed, as well as in the F0 transformation strategy. Based on an
adjustable parametric definition of A, b and the F0 scaling factors, the transformation
functions employed in this system are calculated, without any training, as explained
below.
Fig. 7.1 (left) shows a piecewise linear function with 3 segments that can be
interpreted as a simplified version (approximation) of a FW curve. Let α denote the
angle between the 45-degree line and vector −→OA, and β = kα (0 < k < 1) the angle
between the same line and vector −−→OB. Then, by setting variables fa, fb and k to
suitable fixed values, it is possible to obtain different warping functions by simply
modifying the angle α (|α| < π/4). Similarly as occurs with the warping factor in
bilinear warping functions [49], positive values of the angle α move the formants to
higher frequencies (male-to-female conversion), while negative values result in female-
to-male transformations. Besides, the higher the value of |α|, the higher the degree of
warping. Using these variables, the FW function W (f) can be determined as follows:
W (f) =

a2
a1
· f, f < a1
a2 + b2−a2b1−a1 · (f − a1), a1 < f < b1
b2 + fnyq−b2fnyq−b1 · (f − b1), f > b1
(7.1)
where (a1, a2) and (b1, b2) are the (x,y) coordinates of points A and B, respectively:
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A = (a1, a2) = (fa cos(π/4 + α), fa sin(π/4 + α))
B = (b1, b2) = (fb cos(π/4 + β), fb sin(π/4 + β))
(7.2)
Once the FW function W (f) is obtained, matrix A is calculated, similarly as in
Eq. 6.6, as
A = C ·W · S (7.3)
where, S is a rectangular matrix that transforms a Mel-cepstral vector into its corre-
sponding discrete log-amplitude spectrum and C is the pseudo-inverse of S (as in Eq.
6.6), while M is a sparse square matrix that captures the correspondence between
original and warped spectral bins according to W (f) [253].
As for the AS function, it can be defined using a set of weighted overlapping
Hanning-like bands, similarly as proposed in [51]. This strategy is depicted in Fig. 2
(right), where the log-amplitude spectral envelope logA(f) of a four-band AS vector is
shown. In that figure, wi, i = 0, . . . , 3 represents the weight of the ith band.
Given fa, fb and k, different FW functions were defined for different values of
α along with proportional F0 scaling factors, as summarised in Table 7.1. More
specifically, α was set to the following values: ±π/12, ±π/24, ±π/30, ±π/36, yielding
8 manually defined functions: 4 for male-to-female conversion (positive values of α) and
4 for female-to-male conversion (negative values). Regarding the F0 scaling factors,
they were obtained as follows: setting a F0 scaling factor of 2 for the higher degree of
warping α = π/12 (or, equivalently, a factor of 0.5 for α = −π/12), and a factor of 1
for α = 0, each particular scaling factor was chosen to be proportional to the angle α
by using a linear function. Finally, 15 bands were used to define the AS vectors, where
the weight of each band (in dB) was restricted to be one of the values in the sample
[−10,−5, 0, 5, 10]. Bands were split in groups of 5 and, for each group, the weights
were selected by randomly sorting the set of possible values.
7.2 Experimental framework
7.2.1 Database
To evaluate the proposed speaker de-identification system, the phonetic corpus of
Albayzin database [130] is used. As explained in Section 6.2.1, this database contains
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Table 7.1 Correspondence between the angle α and the F0 scaling factor for each
transformation.
Female-to-male conversion Male-to-female conversion
Transf. Angle α F0 scaling Transf. Angle α F0 scaling
Trans1 −π/12 0.5000 Trans1 π/12 2.0000
Trans2 −π/24 0.6667 Trans2 π/24 1.5000
Trans3 −π/30 0.7143 Trans3 π/30 1.4000
Trans4 −π/36 0.7500 Trans4 π/36 1.3333
recordings of non-spontaneous speech in Spanish language, and it is divided in different
subcorpus. In these experiments, the test subcorpus (FP) is used for the sake of
comparison with the speaker de-identification approach proposed in the previous
chapter. As described in Section 6.2.1, this subcorpus is composed of 40 gender-
balanced speakers with 50 sentences each. In addition, the speakers are classified
according to the following age ranges: 18-30, 31-40 and 41-55.
7.2.2 Experimental settings
As detailed in Section 7.1, three of the variables involved in the definition of the
transformations (fa, fb and k) need to be preset to appropriate values. In this work,
the values of those variables were determined through informal listening tests. Thus,
variables fa and fb were set to 700 Hz and 3000 Hz respectively, while k was chosen to
be 0.5.
7.3 Evaluation and discussion
As stated in Section 7.1, four different transformations (Trans1 -Trans4 ) were defined
according to the gender of the speaker: female-to-male transforms are applied to female
voices, while male-to-female transforms are applied to male voices. Therefore, four
different sets of experiments are conducted where the corresponding transformation
is applied to each speaker: for instance, in Trans1 experiments, the female-to-male
transformation Trans1 is applied to female voices and vice versa.
As mentioned earlier, a common manner to evaluate the performance of speaker
de-identification approaches is using a SID system [83]: given the enrolment data of
the target speakers, extracted from original speech, an identification experiment is
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performed by comparing the enrolment data with the test data, which are extracted
from de-identified speech.
The SID approach used in this evaluation is based on the i-vector paradigm
combined with dot-scoring (see Appendix A). Using this approach, a SID experiment
was conducted as follows: given the utterances of a input speaker, one of them was
used for enrolment and the remaining ones were employed as test utterances. Since
the sentences contained in Albayzin database are too short for state-of-the-art speaker
identification techniques, longer utterances of 18 s duration on average were obtained
by concatenating, in groups of 5, the original sentences belonging to each speaker.
The measure used to assess de-identification performance in these experiments is
the de-identification accuracy, which can be defined as the percentage of de-identified
utterances that were not assigned to their corresponding input speaker. Hence, the
higher this accuracy, the better the ability of the system to perform de-identification.
Table 7.2 shows the de-identification accuracy achieved when using the manual
transformation functions defined in Section 7.1. Four manual transformations were
assessed, where Trans1 is the coarsest transformation and Trans4 is the subtlest one.
For each transformation, different approaches were applied: frequency warping only
(FW), FW with F0 modification (FW+F0), and FW with F0 modification and spectral
amplitude scaling (FW+F0+AS).
Focusing on the results obtained when applying FW only, the best de-identification
accuracy was achieved when using the coarsest transformation function Trans1 but, as
the degree of warping gets lower, the de-identification accuracy decreases, leading to a
de-identification accuracy of 4.4% when using the subtlest transformation, which is
not acceptable at all. Nevertheless, Table 7.2 shows that modifying F0 leads to an
increase of the de-identification accuracy on all the transformation functions; in this
case, Trans1 and Trans2 transformations achieve good de-identification performance.
Transformations Trans3 and Trans4 dramatically improved its performance modifying
F0, but even so, the de-identification capability of these transformation functions is
still insufficient.
The last stage of the evaluation consisted in applying FW, modifying the F0
and performing AS. Table 7.2 shows that adding AS to the de-identification system
increased the de-identification accuracies for all transformations, except Trans1, which
presented a slightly worse result.
In order to compare the performance of this method to the one proposed in Chapter
6 (pre-trained transformations), an additional de-identification experiment was carried
out using this same SID system. The selection procedure considered for the pre-trained
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Table 7.2 Speaker de-identification results of the different voice conversion approaches
in terms of accuracy.
Transformation FW FW+F0 FW+F0+AS
Trans1 82.5% 98.6% 96.9%
Trans2 53.9% 87.2% 88.1%
Trans3 30.6% 64.2% 68.3%
Trans4 4.4% 28.0% 36.7%
transformations is the one established in Eq. 6.12. In this experiment, a de-identification
accuracy of 89.4% was obtained, which is a bit lower than that achieved for some of
the manually defined transformation functions. However, the quality and naturalness
of the converted voices should also be taken into account.
Informal listening tests showed that using FW only (i.e. without F0 modification and
without AS) is not suitable for de-identification: the de-identification accuracy is only
acceptable when using the Trans1 transformation function, but the speech generated
with this function lacks naturalness because of applying a coarse FW transformation
while keeping the original F0.
As explained in Section 7.1, the gender of the speakers is changed when applying
the transformation function, i.e. female voices are converted to male voices and
vice versa. By listening to the speech generated using the FW+F0 strategy, it can
be appreciated that the change of gender is more evident when applying Trans1
transformation function, but more natural voices are obtained using Trans4. The trade-
off de-identification/naturalness is achieved using the Trans2 transformation function,
as it reaches a high de-identification accuracy and yields quite natural-sounding speech.
In terms of quality, a comparison between the pre-trained and manual transformation
approaches show a similar behaviour, but the former technique leads to more natural
voices.
A subjective comparison between the FW+F0 and FW+F0+AS approaches suggest
that the AS is perceived as a modification of the channel; this fact might explain the
improvement in de-identification accuracy due to the channel mismatch between the
converted data and the non-converted enrolment utterances. A possible reason for this
effect could be the use of a single AS vector for all the phonetic classes. As shown in
[49], using a single warping function (single-class configuration) leads to good voice
conversion results; however, different AS vectors must be applied to each phonetic class
for a suitable performance of the method.
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7.4 Conclusions and future work
This chapter presented some experiments on manually defining transformation functions
for speaker de-identification via VT, consisting in using piecewise linear approximations
to define FW-based transformations. Experiments were conducted to assess the de-
identification accuracy of the proposed method, proving that, when combining the
manual transformations with F0 modification and AS, competitive de-identification
performance can be achieved. Results were compared with those obtained with the
previously proposed approach based on pre-trained transformations, concluding that a
similar performance is achieved in terms of de-identification and also in terms of voice
quality and naturalness. Nevertheless, a subjective test must be carried out in order
to obtain relevant indicators of the latter performance measures but, still, this study
strongly suggests that it is possible to obtain de-identified speech without any training.
In this work, the configuration of the fixed parameters (fa, fb and k) of the proposed
voice conversion approach was made by means of informal listening tests. Therefore, in
order to obtain better configurations that lead to more natural sounding de-identified
speech, a deeper analysis needs to be carried out to find possible correlations between
the fixed parameters and the acoustic characteristics of the input speaker. In addition,
non-linear functions could be applied to better model the relation between the angle α
and the F0 scaling factor. Finally, the employed method for obtaining the AS vectors
could be investigated in deep in future work, considering the use of specific vectors for
each phonetic class.
Chapter 8
De-Identification of Depressed
Speech
This chapter is mostly a transcription of the article “Influence of speaker de-identification
in depression detection” (https://doi.org/10.1049/ iet-spr.2016.0731 ), authored by P.
Lopez-Otero, C. Magariños, L. Docio-Fernandez, E. Rodriguez-Banga, D. Erro and C.
Garcia-Mateo, published in IET Signal Processing (ISSN: 1751-9683), July 2017.
In this chapter, the speaker de-identification approaches proposed in chapters 6
and 7 are tested in a more realistic scenario with a two-fold goal: (1) to study their
performance under uncontrolled conditions; and (2) to analyse the influence of speaker
de-identification on speech features beyond speaker identity.
Hence, this chapter presents a study on the influence of speaker de-identification
in depression detection using automatic tools. To that end, a series of depression
level estimation experiments using de-identified speech are conducted in order to
check whether the proposed de-identification methods are able to remove identifying
information from speech, while keeping the information that allows detecting the
disease. The evaluation framework considered for these experiments is that of AVEC
2014 depression sub-challenge, since it is a multi-speaker database that allows the
comparison of the achieved depression detection results with others reported in the
literature. The two previously proposed de-identification approaches, namely pre-
trained and piece-wise linear transformations, are employed at the de-identification
stage, thus evaluating their performance in more challenging conditions. Regarding the
estimation of the depression severity, an approach based on acoustic characteristics and
i-vector representation combined with support vector regression (SVR) is employed,
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due to the characteristics of AVEC 2014 data and the acceptable results obtained in
this experimental framework.
Experimental results are actually encouraging, since the proposed de-identification
approaches achieve satisfactory de-identification accuracies at the price of a slight
decrease in the performance of the depression detection system. In addition, the
obtained results show that both pre-trained and piece-wise linear transforms can
be applied under uncontrolled conditions without a significant degradation in its
performance.
The rest of this chapter is organised as follows: Section 8.1 discusses the motivation
of the work; Section 8.2 presents the experimental framework; the experimental results
are discussed in Section 8.3; and Section 8.4 draws some conclusions and future work.
8.1 Motivation
Depression is a common mental disorder that causes people to experience depressed
mood, loss of interest or pleasure, decreased energy, feelings of guilt or low self-worth,
disturbed sleep or appetite, and poor concentration [121]. Current tendencies in this
type of disorders positively value avoiding inpatient treatments (i.e. long-term stays
at hospitals or institutions), favouring outpatient treatments that encourage their
inclusion in the society in a cost-effective manner [14]. Outpatient treatments usually
require intensive supervision carried out by practitioners, but this supervision is highly
time demanding for those specialists with a large number of patients. This problem
increases in areas with dispersed population, where the practitioners must traverse long
distances to visit the patients, complicating even more their supervision. A concerning
issue found in outpatient treatment is the suicidal risk, often preceded by depressive
symptoms [74]. Being unable to constantly supervise the outpatients do not allow
practitioners to monitor their emotional state in a daily basis, which leads to the risk
of unnoticed emotional collapses that might derive in suicidal attempts.
These facts have led to an increasing demand of tools for monitoring the mood
of outpatients in order to detect depressive symptoms. Among others, speech is
a biomarker of depression that can be measured remotely and non-invasively [34],
making it a suitable match for remote monitoring of outpatients by means of calls to
practitioners or smartphone apps devoted to this goal [89]. However, the transmission
of speech through the Internet or telephone and its subsequent storage in servers arises
some privacy concerns, since the identity of the outpatients can be compromised if this
information is accessed by unauthorised users.
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The use of speaker de-identification solves the aforementioned privacy issue, but
there are no studies assessing the influence of de-identification in the perception of
diseases that affect speech production, such as depression. This procedure would be
very time consuming when specialists are in charge of assessing depression severity
from the original and de-identified speech in order to establish whether there is a
loss in the perception of this mental disorder due to the de-identification process.
Nevertheless, it is possible to use automatic tools for detecting the depression level of
a speaker. This is a recent research area that has further been boosted by evaluations
aimed at developing depression level estimation systems such as Audio/Visual Emotion
Challenge (AVEC) 2013 [203], 2014 [204] and 2016 [205]. Such evaluations provide
participants with a common evaluation framework consisting of a set of recordings,
their corresponding depression level (obtained by means of self-assessment tests), and
evaluation metrics to measure the performance of the different approaches. Given
that speech carries information both in the message and in its acoustic characteristics,
different approaches can be found in the literature either based on acoustic and prosodic
characteristics of speech [34, 215, 111, 112] or on natural language processing (NLP)
applied to text transcriptions [216]. Both approaches have achieved reasonable results,
but the advantage of those based on acoustic characteristics is that they do not require
any knowledge about the language being spoken. In addition, those based on NLP
require transcribing the speech, which is very time consuming if done manually, and
using automatic speech recognition approaches require knowledge about the language
as well as dealing with transcription errors, which might be numerous when processing
unconstrained speech. Furthermore, the use of semantic cues is only valid when the
recording to be processed is suitable; for example, it would not reflect the emotional
state of the speaker when processing read excerpts. On the other hand, depression
detection systems based on acoustic characteristics have the drawback that they are
not suitable when using ASR+TTS for speech de-identification, since the information
contained on the spectrum as well as that related to rhythm, volume or intonation,
among others, would be lost. Nevertheless, this is still a possibility when considering a
NLP-based approach.
In this study, we evaluate the performance of an automatic depression level estima-
tion system when dealing with original and de-identified speech. Fig. 8.1 depicts an
overview of the proposed evaluation framework: using speaker de-identification and
depression detection algorithms, a series of experiments are carried out in order to
find out whether the estimation of depression declines when dealing with de-identified
speech.
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Fig. 8.1 Block diagram of the framework proposed in this paper: detecting depres-
sion using de-identified speech for its privacy-preserving transmission through public
networks.
8.2 Experimental framework
This section describes the speech databases, experiments and evaluation metrics used
in this work to assess the performance of both speaker de-identification and depression
level estimation.
8.2.1 Database
The experimental framework used in this study is that of the fourth Audio-Visual
Emotion recognition Challenge (AVEC 2014) [204], specifically that of the depression
recognition sub-challenge, which consisted in automatically estimating the self-reported
level of depression of the speakers in a series of recordings.
The recordings used in AVEC 2014 were a subset of the audio-visual depressive
language corpus (AVDLC) [203], which consist in a series of PowerPoint-guided tasks:
reading of excerpts of novels and fables, singing, reminiscing, making up a story
applying the Thematic Apperception Test (TAT) and sustained vowel phonation. In
the AVEC 2014 data, only two of the tasks were included: reading an excerpt of the
fable “Die Sonne und der Wind” and free responses to questions such as “What is your
favourite dish?” or “Discuss a sad childhood memory”. The language of the recordings
is German, which is the native language of the speakers.
The sessions included in the database were recorded in quiet locations using a
laptop and a headset. Each recording features either a male or female speaker whose
ages ranged between 18 and 63 years (mean 31.5). A total of 83 different speakers
were represented in the recordings: 34 speakers recorded only one session, 31 speakers
recorded two sessions and 18 speakers recorded three sessions.
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The depression level corresponding to each session was provided with the audio
recordings. This level was obtained using the Beck’s depression inventory (BDI) [13],
which is a self-assessment questionnaire in which the patient must answer questions
related to depression symptoms such as irritability, hopelessness, fatigue or lack of
interest in sex. It consists of 21 questions whose answers are rated in a scale from 0 to
3, ranging from 0 to 63. During the capture of the database, the speakers were asked
to fill in the BDI-II questionnaire after performing the aforementioned tasks.
The different recordings were organised in training, development and testing parti-
tions, with the last of these used to evaluate the performance of automatic depression
level estimation approaches. As the aim of the training and development partitions
was training and tuning the system, from now on we will consider the database to be
divided according to just two partitions, namely, training (composed of the training and
development partitions) and testing. Each of the two tasks included in the recordings
was supplied in a different file but, in these experiments, they were considered as
a single recording, since no distinction between read and spontaneous speech was
performed. Table 8.1 summarises the different data partitions used in this paper, and
Fig. 8.2 depicts the distribution of the BDI scores in those partitions.
Table 8.1 Datasets used in the depression level estimation experiments: number of
sessions (#), total duration of the partition, and minimum and maximum session
durations.
Set # Duration Min duration Max duration
Train 100 2 h 50 min 21 s 46.2 s 4 min 26 s
Test 50 1 h 44 min 11 s 52.2 s 5 min 2 s
Total 150 3 h 34 min 31 s 46.2 s 4 min 26 s
8.2.2 Speaker de-identification experiments
First, AVEC 2014 recordings were de-identified using the approaches described in
chapters 6 and 7. When using the manually defined transformation functions, since the
transformation to be applied depends on the gender of the input speaker, an approach
for gender detection was implemented. In this study, a gender detector based on GMM
log-likelihood ratio was built: given male and female GMMs (obtained by training
with gender dependent data included in the FA subcorpus of Albayzin database [130]),
the likelihood of a test utterance given each GMM is computed and their log-likelihood
ratio is calculated, assigning the most likely gender to the utterance [158]. The features
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Fig. 8.2 Distribution of the depression level in the train and test partitions of AVEC
2014 database. The BDI levels are grouped according to the following classes: 0-13,
minimal depression; 14-19, mild depression; 20-28, moderate depression; and 29-63,
severe depression.
used were 19 Mel-frequency cepstral coefficients (MFCCs) augmented with energy,
delta and acceleration coefficients.
The de-identification capabilities of the aforementioned methods were assessed by
performing a series of SV experiments. For that purpose, the same i-vector/PLDA
approach considered in previous experiments was employed. The configuration and
training conditions of the system are the same as those described in Appendix A
(SR system 1), with the difference that in this case the number of mixtures of the
GMM-UBM was empirically set to 512.
To perform these experiments, first the audio recordings were prepared as follows:
all the speech sessions of each speaker were concatenated in a single file, voice activity
detection was performed as described in Appendix B, and the resulting speech recordings
were subsequently divided into utterances of 15 s of duration. Then, the first utterance
was used for enrolment while the rest of them were used for testing, as depicted in Fig.
8.3. A SV protocol was defined such that each test utterance was evaluated against all
the available enrolled speakers, leading to 775 client trials and 63550 impostor trials.
Different experiments were performed in order to assess the speaker de-identification
methods described in chapters 6 and 7. First, in order to check that the SV system that
was trained for this purpose achieves state-of-art results, a SV experiment with the
original speech (i.e. voice without applying de-identification) was performed. After that,
experiments using the original enrolment utterances and de-identified test utterances
were done. Given the SV performance achieved with original test utterances, the
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Fig. 8.3 Block diagram of the data preparation procedure, for one speaker, performed
on the speaker verification experiments.
performance when dealing with de-identified test utterances is expected to be much
worse, meaning that the SV system is not able to correctly identify the original speaker.
The performance of the aforementioned experiments was measured by means of the
EER, accompanied by detection DET curves.
8.2.3 Depression level estimation experiments
In this study, the experiment defined for AVEC 2014 challenge was performed, in
order to be able to compare the performance with other depression level estimation
systems found in the literature. Performance was measured by means of the root mean
square error (RMSE) between the estimated and the groundtruth BDI of a set of test
files [203]. The mean absolute error (MAE) is also shown in order to compare it with
RMSE, since the greater the difference between them, the greater the variance of the
error.
The aim of these experiments is evaluating the impact of speaker de-identification
when estimating the level of depression. Hence, the first experiment consisted in
performing the depression level estimation experiment using the original speech. Sub-
sequently, the same experiment was performed using de-identified speech. Since there
are no previous studies on depression detection using de-identified speech, it is not
clear if it is better to train the system using natural speech or if adding de-identified
speech to the training set helps to improve the results on de-identified speech. Hence,
four different sets of experiments were performed:
1. Matched experiment. The system is trained using either original or de-identified
speech, and test is performed using the corresponding (original or de-identified)
speech.
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2. Mismatched experiment. The system is trained using original speech, and the
test data is de-identified using the different transformation functions.
3. Partially matched experiment (known). Given one of the available transformation
functions, the system is trained using original and de-identified speech, and it is
assessed using de-identified utterances. In this experiment, it is assumed that
the transformation function to be used on the test data is known beforehand.
4. Partially matched experiment (unknown). Original and de-identified training
utterances (using all the available transformations) are used for training, and
each set of de-identified test utterances is individually assessed. This experiment
simulates a quasi-realistic scenario in which the transformation to be applied is
not known a priori.
It must be noted that, since the aim of these experiments is not developing the
top-performing depression estimation system but using a state-of-the-art approach to
assess the influence of de-identification in this task, the free parameters of the system
(number of Gaussians of the UBM and dimension of the i-vectors) were not tuned on a
development set. Instead, each experiment was performed using GMMs of 256, 512
and 1024 mixtures and diagonal covariance matrix as UBM, and varying the dimension
of the i-vectors between 100 and 600; the top-performing parameters on the test set
were chosen. The UBM was the same for all the experimental conditions, and it was
trained (see Appendix B) using the DS1 partition of Biosecure database [141].
8.3 Experimental results
This Section describes and discusses the results achieved in the speaker de-identification
and depression level estimation experiments.
8.3.1 Speaker de-identification performance
The first stage on the assessment of the speaker de-identification approaches described
in chapters 6 and 7 consisted in evaluating the performance of the SV system used for
evaluation when dealing with the original speech signals. This SV system showed an
EER of 9.7%, which is an acceptable result when dealing with unconstrained speech.
Afterwards, the SV experiments described in Section 8.2.2 were performed. Fig. 8.4
shows the DET curves and the EER achieved on the SV experiments with original and
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de-identified speech. The figure shows that the DET curves corresponding to trans-
formation functions manual1 and pre-trained are close to random performance. The
lowest EER was achieved when using speech transformed with manual4 transformation,
but still its EER is more than double the achieved when dealing with original speech.
Hence, it can be concluded that all the assessed approaches succeeded at de-identifying
speech to some extent. These results are coherent with those reported in Chapter 7 for
a controlled experimental framework.
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Fig. 8.4 DET curves of the original and de-identified speech using different transforma-
tion functions.
It must be noted that, in Chapter 6, the validation of the speaker de-identification
technique based on pre-trained transformation functions was performed using a disjoint
set of speakers of the database used for training. These experiments did not evaluate
how this de-identification approach would behave in a cross-corpus and cross-language
scenario. Nevertheless, the experiments performed in this chapter showed the same
behaviour as those reported in Chapter 6: good speech de-identification results and
natural-sounding speech with some occasional artefacts. These results suggest that the
two de-identification techniques used in these experiments can be employed off-the-shelf.
An informal listening test was carried out to assess the quality of the de-identified
speech and it can be appreciated that, as mentioned in Chapter 6, the errors on
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voiced/unvoiced detection cause some artefacts in the de-identified speech. The effect
of these errors is more noticeable in AVEC 2014 database than in that used in Chapter
6 (Albayzin database [130]), since the recordings are more noisy, have less quality and
there is a higher presence of vocal fry, leading to more issues on voicing detection.
8.3.2 Depression level estimation performance
First, in order to evaluate the suitability of the system used in this study for estimating
the depression level (see Appendix B), results obtained with original speech were
compared with others available in the literature using the same evaluation protocol,
as shown in Table 8.2. Comparing those results with Table 8.3, specifically with
the matched experiment using original speech, it can be concluded that the i-vector
based approach used in this study achieves state-of-the-art results for depression level
estimation, so it is valid for its use in the analysis carried out in this work.
Table 8.2 Depression level estimation results reported in the literature using AVEC
2014 evaluation framework. Only speech-based approaches are shown.
System RMSE MAE
Baseline [204] 12.57 10.04
Pérez Espinosa et al. [145] 11.92 9.35
Jan et al. [80] 11.30 9.10
Senoussaoui et al. [167] 10.86 8.86
Cummins et al. [33] 10.53 n/a
Table 8.3 presents the results achieved for all the experimental conditions described
in Section 8.2.3. A statistical significance t-test of all the achieved results with respect
to the matched experiment using original speech was done in order to evaluate whether
they are statistically different or not with a 95% confidence level. The Table shows a
degradation of depression detection in the matched experiments when using manual
transformations, while pretrain transformation yielded results that were equivalent
to those obtained with original speech. In the mismatched experiment, the results
are apparently worse than in the matched experiment, but only manual1 exhibits a
statistically significant difference with respect to the reference experiment. The partially
matched known experimental condition shows a degradation of transformations manual1
and manual2. On the other hand, manual4 transformation achieved a significant
improvement with respect to that achieved on the matched experiment, and the pre-
trained transformation achieved equivalent results to those obtained on the matched
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condition with original voice. Finally, the partially matched unknown experiment
exhibited a degradation of transformations manual1 and manual2. Nevertheless, t-tests
were done in order to compare the results of both partially matched experiments, and
they suggested that the results achieved in both cases are equivalent.
Table 8.3 Depression level estimation results on AVEC 2014 evaluation framework using
original speech and five different de-identification transformations. The experiments
differ on the training data used to obtain the depression level estimation models.
Asterisks (*) indicate a statistically significant difference with the matched experiment
using original voice at a 5% significance level.
Matched Mismatched Partially matched Partially matched
(known) (unknown)
Transformation RMSE MAE RMSE MAE RMSE MAE RMSE MAE
original 9.72 7.75 n/a n/a n/a n/a 10.87 8.08
manual1 11.85* 9.26 13.20* 10.72 11.25* 8.69 11.43* 9.30
manual2 11.13 8.28 11.26 9.21 11.32* 8.67 11.04 8.76
manual3 11.73* 9.03 10.64 8.80 10.89 10.93 11.39* 9.18
manual4 11.39* 8.78 10.71 8.61 10.43 8.23 11.03 8.65
pre-trained 9.37 7.25 11.44 8.87 9.09 7.14 10.47 8.46
Overall, the experimental results presented in Table 8.3 show that manual1 trans-
formation is not valid for the proposed application, since the depression detection
results were significantly worse than those with original voice in all the experimental
conditions. These results also suggest that using speech de-identified with the manual
transformations for training lead to degraded results. This is reinforced by the result
achieved on original speech on the unknown training condition where, although not
statistically significant, a degradation with respect to the matched condition is observed.
Nevertheless, this effect was not observed when using the pre-trained transformation,
whose results were not statistically different to those achieved in the matched condition
with original speech in any case. In addition, this transformation seems to generate
speech that is suitable for training the depression level estimation system.
8.4 Conclusions and future work
In this chapter, we have conducted a set of depression level estimation experiments
using de-identified speech, in order to assess whether applying this processing succeeds
at removing the identity of the individuals while keeping the information related to
the disease. To do so, the database used in the AVEC 2014 depression sub-challenge
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was used to perform a series of speaker verification and depression level estimation
experiments.
The speaker de-identification approaches used in these experiments are based on
frequency warping combined with amplitude and F0 modification, and they accomplish
some desirable properties such as universality (they can be applied to any voice without
additional training), reversibility and naturalness of the resulting speech. The approach
proposed in Chapter 6 relies on pre-trained transformation functions learned from a
disjoint set of speakers, while the method presented in Chapter 7 consists in using piece-
wise linear transformation functions. Informal listening tests suggest that the proposed
de-identification strategies lead to natural sounding speech with some artefacts caused
by errors in voiced/unvoiced detection, which are more noticeable in unconstrained
data. In future work, a signal processing framework based on a full-band harmonic
model could be used in order to overcome the limitations of multiband models derived
from the estimation of voicing frequency limits.
The SV experiments performed in this chapter suggest that the proposed speaker
de-identification approaches achieve their goal, since the EER obtained when dealing
with de-identified speech dramatically increased compared to that achieved with original
speech. The results obtained in AVEC 2014 data lead to de-identified speech with
reasonable quality as reported in the literature for more controlled scenarios, which
suggests that the proposed de-identification methods are suitable for unconstrained
scenarios. It must be highlighted that the de-identification experiments performed
using the pre-trained transformation functions exhibited a good performance when
working in a cross-corpus and cross-language scenario, which suggests that both the
pre-trained and manual de-identification techniques can be used off-the-shelf.
With respect to the depression level estimation experiments, a strategy relying on
i-vectors for speech representation combined with a SVR was implemented to estimate
depression levels. Different sets of training data were used to obtain the models of the
system (i.e. the total variability matrix and the SVR) in order to analyse its behaviour
in matched, partially matched and mismatched conditions. Overall, the achieved results
were more satisfactory when de-identifying speech using pre-trained transformations,
given that no statistically significant difference was observed compared to the results
achieved in matched conditions using original speech. The manual transformation
functions suffered a more noticeable degradation compared to dealing with original
speech. The presented validation concluded that the depression detection results
on de-identified speech were equivalent to those obtained with original speech for
some experimental configurations, and they were also comparable to other results
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reported in the literature. Nevertheless, since the experimental framework used in these
experiments is somehow limited (the test set included 50 recordings for depression level
estimation), future work could be done extending these experiments to other databases
dealing with depressed speech, in order to validate the conclusions extracted in this
study.

Chapter 9
Summary and Published Work
9.1 Summary
In this part of the thesis, two different approaches for speaker de-identification were
presented, which accomplish three features that are highly desirable in speaker de-
identification: they are universal, since they can be applied to any speaker without
important artefacts in the resulting voices; they are easily reversible, making it possible
for a trusted holder to recover the original speech; and they lead to natural sounding
speech.
A cepstral FW+AS transformation framework was chosen to implement VC in the
two proposed speaker de-identification approaches. The main advantage of FW+AS
transformations is that, given their physical meaning, they can be applied to a third
speaker different from the pair of speakers used to train the parameters, without
producing meaningful degradation. This makes them more suitable for the problem of
de-identification than more generic linear transformations.
The transformation process of the two proposed methods is as follows: given a
speech utterance, its framewise Mel-cepstral representation is obtained by means of
a vocoder; then, the corresponding transformation is applied to all the Mel-cepstral
vectors; and, finally, the de-identified signal is generated from the transformed vectors.
In addition, FW+AS transformation is accompanied by a modification of the F0, since
it was proven to improve speaker de-identification. The two proposed de-identification
methods differ in the way the transformation parameters are estimated, as well as in
the F0 modification procedure.
In the first approach, a pool of transformations is trained using a set of speakers
with parallel corpora. Given a input speaker for de-identification, a similarity measure
is used to find the most similar speaker in the training set; then, the transformation
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previously trained between that speaker and its most dissimilar one is applied to
the input speaker. The advantage of this technique over other methods found in the
literature is that it avoids the need for parallel corpora between the input and target
speakers. Therefore, it can be applied to any speaker without additional training. In
addition, it can work in real-time since the computation cost is low. An objective
evaluation of the method was carried out by means of a state-of-the-art SID system,
which showed a good de/re-identification performance. Perceptual listening tests
confirmed the efficacy of the method, although they also revealed a loss of quality
during the transformation process.
The second proposed technique is based on an adjustable parametric definition of
the transformation functions, without any training. The warping function is defined
piecewise, the AS vector is selected randomly, and the F0 scaling factor is a linear
function of the degree of warping. This technique was also evaluated through a SID
system, showing that manual FW transformations combined with F0 modification and
AS leads to a competitive de-identification performance, comparable to that of the
method based on pre-trained transformations. However, some of these transformations
resulted in voices that lacked naturalness, making it necessary to establish a trade-off
between de-identification accuracy and naturalness.
Finally, we have also analysed the influence of the de-identification procedures in the
detection of depression by means of automatic tools. Experiments were carried out in
the framework of AVEC 2014 depression sub-challenge, and the two proposed speaker
de-identification techniques were used to de-identify depressed speech. Results showed
that the proposed de-identification approaches achieve promising de-identification
results at the expense of a slight degradation of depression detection.
9.2 Published work
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vol. 46, pp. 36-52, November 2017.
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Speaker De-Identification”, Proc. International Workshop on Sensing, Processing
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• P. Lopez-Otero, C. Magariños, L. Docio-Fernandez, E. Rodriguez-Banga, D. Erro,
C. Garcia-Mateo, “Influence of speaker de-identification in depression detection”,
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Appendix A
Speaker Recognition Systems
This appendix contains some excerpts from the article “Language-independent acous-
tic cloning of HTS voices” (https://doi.org/10.1016/ j.csl.2018.12.006 ), authored by
C. Magariños, D. Erro and E. Rodriguez-Banga, published in Computer Speech and
Language (ISSN: 0885-2308), vol. 55, pp. 168-186, May 2019.
Given a speech segment from a particular speaker, a speaker recognition (SR)
system can be used either to (1) identify the speaker among a set of enrolled speakers,
or (2) verify whether the input speech corresponds to the claimed identity [60, 24, 17].
In this dissertation, in order to objectively assess the performance of the proposed
methods, some speaker identification (SID) and speaker verification (SV) experiments
are carried out using two different SR systems. The methodology is based on the state-of-
the-art i-vector paradigm combined with either probabilistic linear discriminant analysis
(PLDA) scoring [64] (SR system 1) or dot-scoring [32] (SR system 2). Identity-vectors
(i-vectors) are used to represent speakers, and PLDA or dot-scoring for measuring the
similarity between pairs of speakers.
I-vector paradigm
The i-vector paradigm is used in this system to represent speaker identity and effectively
handling speaker-independent speech variability. To do so, this paradigm defines a
low dimensional space, namely total variability space, in which speech segments are
represented by a vector of total factors (i-vector). In accordance with [37], given a
speech segment, its corresponding GMM supervector, M , obtained by concatenating
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the means of the GMM, can be decomposed as:
M =m+ Tw (A.1)
where m denotes the speaker- and channel-independent supervector, obtained from a
universal background model (UBM), T is a low-rank matrix that determines the total
variability space, and w is the i-vector corresponding to the GMM supervector.
The required UBM and total variability matrix T were built using the Kaldi toolkit
[150]. The UBM is a Gaussian mixture model (GMM) based on Mel-frequency cepstral
coefficients (MFCC) features. A traditional configuration with 1024 mixtures and
diagonal covariance matrices was used. MFCC features included 19 static coefficients,
their energy, and their first and second derivatives, and a dynamic normalization of
the cepstral mean was applied using a window of 300 ms. Given the UBM, the matrix
T was trained following [37], and the dimension of the i-vectors was empirically set to
100. These parameters were trained with the data included in the DS1 partition of
Biosecure database [141]. It consists of audio recordings from 316 different speakers
from seven different countries (about 18 hours in total), acquired over the Internet
under unsupervised conditions.
SR system 1
In this system, the previously described i-vector paradigm is combined with PLDA
scoring, which allows a direct comparison between i-vectors. Thus, depending on the
experiment type, the procedure is as follows:
1. When performing a SID experiment, given a test utterance, its i-vector wutt
is extracted and compared by PLDA scoring with the nspk enrolment i-vectors
wspki , i ∈ {1, . . . , nspk}. Then, the utterance is assigned to the enrolled speaker
that maximizes the score, i.e.:
speaker(wutt) = argmax
i ∈ 1,..., nspk
score(wutt,wspki) (A.2)
When performing a SV experiment, given a test utterance, its i-vector wutt is
extracted and compared by PLDA scoring with the claimed speaker’s i-vector
wclaim. Then, a decision is made by comparing the obtained score to a threshold,
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i.e.:
claim :=
true, score(wutt,wclaim) > thresholdfalse, otherwise (A.3)
This i-vector/PLDA SR system is used in Chapter 3 to objectively evaluate the
proposed voice cloning method and compare its performance to the KLD-based state
mapping approach (SID experiments). It is also employed to asses the performance of
the speaker de-identification method proposed in Chapter 6 (SID and SV experiments).
With the goal of checking the system validity, an SID experiment was carried out
using the original voices of the FP subset of Albayzin database [130]. The achieved
identification accuracy during this experiment was 99.2%, which means that it is
suitable and properly tuned to perform the aforementioned evaluation.
SR system 2
This system relies on the i-vector paradigm as well but, in this case, the similarity
between two i-vectors is obtained by computing their dot-scoring (instead of PLDA
scoring):
score(wi,wj) = wi ·wj (A.4)
Hence, given a test utterance, its i-vector wutt is extracted and either a SID or a SV
experiment is performed as described in SR system 1, using dot-scoring for comparison.
This i-vector/dot-scoring SR system is used for SID experiments in Chapter 7
to evaluate the proposed de-identification approach. This system was also tested
with natural (non-converted) speech using the FP subset of Albayzin database [130],
achieving the same identification accuracy (99.2%) as the SR system 1.

Appendix B
Automatic Depression Detection
This appendix is an excerpt from the article “Influence of speaker de-identification
in depression detection” (https://doi.org/10.1049/ iet-spr.2016.0731 ), authored by P.
Lopez-Otero, C. Magariños, L. Docio-Fernandez, E. Rodriguez-Banga, D. Erro and C.
Garcia-Mateo, published in IET Signal Processing (ISSN: 1751-9683), July 2017.
This dissertation employs a system for estimating the depression level based on the
i-vector paradigm [34, 111, 113]. The use of i-vectors for depression level estimation
aims at tackling the variability arising from gender, age, channel, speaker or message
in the different recordings.
First, in order to use i-vectors to represent speech, features must be extracted
in order to achieve a compact representation of the waveform. These features must
preserve those characteristics that reflect the depressive state of the speaker. In this
system, 13 perceptual linear prediction (PLP) cepstral coefficients combined with two
pitch-related features (F0 and voicing probability) are used for this purpose. These
features were chosen according to [113], since that combination achieves a representation
of speech that includes spectral information and prosodic features such as rhythm
or intonation that are embedded in the fundamental frequency (F0). PLP and pitch
features are augmented with their delta and acceleration coefficients in order to capture
dynamics, resulting in feature vectors of dimension 45. These features are extracted
every 10 ms using a 25 ms window, and cepstral mean subtraction is applied in order
to reduce the influence of recording channel and noise. Prior to feature extraction,
silence intervals are removed from the recordings using a voice activity detector (VAD).
Once the features are defined, we can describe the system. As shown in Figure
B.1, it can be divided into four blocks: universal background model (UBM) training,
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Fig. B.1 Block diagram of the depression detection system: training and test procedures.
total variability training, depression level estimation (training) and depression level
estimation (testing).
UBM training
The first step of the modelling consists in training a UBM. Given the previously defined
acoustic features extracted from the training set of speech recordings, a Gaussian
mixture model (GMM) UBM can be trained using the expectation-maximisation (EM)
algorithm [158].
Total variability training
The same i-vector paradigm described in Appendix A is used in this system to represent
speech utterances. As explained in Appendix A, in order to obtain i-vectors, given a
UBM, a total variability matrix T can be trained as described in [37]. This training
requires a large set of speech utterances of different speakers. Hence, in order to increase
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the number of available utterances, a segmentation strategy was used to extract several
utterances from each recording [203, 113]. In this system, segmentation is performed
using a sliding window of 20 s with 15 s overlap, since this configuration empirically
showed better depression estimation results.
Depression level estimation (training)
An ϵ-support vector regressor (SVR) with a linear kernel is used to estimate the
depression level of the speech utterances. The i-vectors of the training utterances as
well as their corresponding depression levels are employed to train the SVR, which is
subsequently used to estimate the depression level of test utterances.
The previously mentioned segmentation procedure is applied in this stage in order
to obtain several i-vectors from each training recording. In this way, the number of
examples of the different depression levels dramatically increases. It must be noted
that, once the i-vectors are extracted, they are length-normalised as described in [64]
in order to Gaussianise their distribution.
Depression level estimation (testing)
Once all the required models of the system are trained, they can be used to extract the
depression level of a testing speech file. The segmentation strategy used when training
T and the SVR is also applied before estimating the depression level. By doing so,
several estimations of the depression level can be obtained for a given recording, which
can be combined by computing the mean of those estimations. This procedure has
shown to yield a better performance than using a single i-vector to represent the whole
recording [112].

Appendix C
Resumen
Dado que la voz es el instrumento de comunicación humana por excelencia, ha sido
objeto de estudio desde el principio de nuestra civilización. Hoy en día, el procesado
de voz es la disciplina responsable del estudio y análisis de la voz humana mediante
la aplicación de técnicas de procesado de señales digitales. El procesado de voz es un
campo muy vasto y rico que abarca diferentes áreas de investigación según el enfoque
del análisis: desde la adquisición, manipulación y almacenamiento de las señales de
voz, hasta la transmisión y producción de las mismas. Si bien se ha recorrido un largo
camino a lo largo de la historia, la investigación en el campo del procesado de voz sigue
siendo muy activa y aún quedan muchos problemas complejos por abordar.
Durante los últimos años hemos asistido a una proliferación de sistemas de procesado
de voz basados en métodos estadísticos paramétricos, los cuales combinan codificación
de voz y modelado acústico. El propósito de los codificadores de voz es proporcionar
una representación paramétrica precisa de la voz, mientras que los modelos acústicos se
encargan de modelar esos parámetros utilizando estadísticos (como medias y varianzas
de distribuciones Gaussianas). La principal ventaja de estos métodos sobre las posibles
alternativas es su enorme flexibilidad para modificar los parámetros del modelo mediante
la aplicación de técnicas de transformación o adaptación. Esta flexibilidad la han
aprovechado las denominadas tecnologías del habla: desde el reconocimiento automático
de voz (ASR por sus siglas en inglés) y la identificación del hablante (SID), hasta la
síntesis de texto a voz (síntesis TTS) y los sistemas de conversión de voz (VC). La
demanda de estas tecnologías ha crecido rápidamente, principalmente con el objetivo
de mejorar la comunicación hombre-máquina e, idealmente, lograr una interacción
oral completa entre humanos y máquinas. Otras aplicaciones incluyen mejoras en la
comunicación persona a persona (por ejemplo, traducción de voz a voz, mejora de voz);
y ayudas para personas con discapacidades, como voces sintéticas personalizadas para
138 Resumen
personas con dificultades de locución, conversión de voz a texto en tiempo real para
personas con discapacidad auditiva, o sistemas de ayuda a la lectura para personas
ciegas.
El trabajo realizado en esta tesis se enmarca dentro del campo de la producción
de voz (o síntesis de voz) y, más específicamente, las contribuciones realizadas están
directamente relacionadas con dos de las tecnologías mencionadas anteriormente:
síntesis TTS y VC estadísticas. Se pueden encontrar muchas similitudes entre estas
dos tecnologías, ya que ambas tienen como objetivo generar características acústicas y
sintetizar formas de onda de voz. La primera de ellas tiene como finalidad sintetizar voz
a partir de un texto de entrada, mientras que la segunda se trata de una técnica que,
dada una forma de onda de voz, genera otra con algunas características transformadas
conservando al mismo tiempo la información lingüística de la voz original. Dado que el
proceso de análisis/síntesis puede convertirse en una fuente importante de degradación
de la calidad de la voz, las dos tecnologías requieren codificadores de voz que permitan
no solo un análisis preciso de la voz, sino también una reconstrucción de alta calidad
de las señales de voz a partir de los parámetros extraídos. Otro aspecto en común es
la capacidad de transformación dada por las transformaciones en el dominio cepstral,
las cuales pueden aplicarse tanto a las características utilizadas para la síntesis como a
los parámetros estadísticos de los modelos acústicos.
Las tecnologías del habla han avanzado mucho en las últimas décadas, y tanto
los sistemas TTS como de VC han alcanzado cierta madurez durante este intervalo.
Codificadores de voz de alta calidad como STRAIGHT (y, más recientemente, Ahocoder
y Vocaine) han mejorado la calidad del habla sintética, y se ha explorado una amplia
gama de técnicas de transformación. Recientemente, las redes neuronales profundas
(DNNs por sus siglas en inglés) se han utilizado como modelos acústicos tanto en sistemas
de síntesis de voz como en sistemas de VC, con resultados muy prometedores. Incluso se
han dado los primeros pasos en el modelado directo de formas de onda de voz utilizando
DNNs, las cuales evitan los problemas derivados de la codificación. Sin embargo, a
pesar de todos estos avances, hemos llegado a la conclusión de que las posibilidades en
términos de transformación de características y modelos acústicos no se han explotado
completamente. Por un lado, a pesar de que los sistemas TTS han alcanzado un alto
nivel de desarrollo y se han logrado muchos avances en términos de adaptación, todavía
existen ciertas dificultades para adaptar entre idiomas (adaptación “cross-lingual”).
Por otro lado, la flexibilidad ofrecida por los sistemas de VC —transformación de voz,
en un sentido más amplio— se utiliza generalmente para adaptar sistemas a usuarios
(personalización de voz, ASR dependiente del locutor, etc.) o para adaptar usuarios
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a sistemas (preprocesado para reconocimiento de voz, por ejemplo). Sin embargo,
una nueva línea de investigación dirigida a proteger la privacidad de los usuarios en
contenidos multimedia (promovida por la COST Action IC1206), está emergiendo
fuertemente. En este sentido, las técnicas de VC tienen una aplicación directa en
la desidentificación de locutores, un tema poco explorado hasta ahora. Estos dos
problemas, la adaptación “cross-lingual” y la desidentificación de locutor, se abordan
en esta tesis.
Dado que los dos problemas abordados se enmarcan en dos líneas de investigación
claramente diferenciadas, cada uno de ellos se presenta en una parte separada de la
tesis: la Parte I está dedicada a la cuestión de la adaptación “cross-lingual”; mientras
que la Parte II trata el problema de la desidentificación de locutor. En las siguientes
secciones se presentan brevemente cada uno de los problemas, las contribuciones hechas
a cada uno de ellos y algunas líneas de investigación futuras.
Adaptación de locutor cross-lingual
Con respecto a las tecnologías TTS, el surgimiento de la síntesis de voz estadística
paramétrica (SPSS por sus siglas en inglés) ha permitido una variedad de nuevas
aplicaciones que no eran posibles con técnicas anteriores. Específicamente, en un sistema
TTS, una representación estadística permite modificar fácilmente las características
de la voz, y obtener así voces adicionales con nuevas identidades de locutor, estilos de
habla, emociones, etc. Esta flexibilidad evita el proceso de grabación de largos corpus
específicos (correspondientes a diferentes identidades, estilos o emociones) requeridos
generalmente por enfoques más tradicionales como la síntesis por selección de unidades.
Uno de los casos de SPSS, la síntesis de voz basada en HMMs, se ha popularizado
mucho durante la última década. Basándose en este enfoque, se han explorado una
serie de técnicas de adaptación de locutor, las cuales han demostrado necesitar solo
una pequeña cantidad de datos de adaptación para adaptar de manera eficiente las
características del modelo a un locutor objetivo. Estas técnicas de adaptación han
permitido la personalización de voz en sistemas TTS de una manera que no era posible
con enfoques anteriores de síntesis por concatenación. Sin embargo, la mayoría de
las técnicas descritas en la literatura se han centrado en el problema “intra-lingual”
(el mismo idioma es usado tanto por el modelo fuente como por el locutor objetivo),
mientras que muy pocos trabajos se han enfrentado al caso en el que el modelo fuente
y el locutor objetivo no comparten el mismo idioma (la conocida como adaptación
“cross-lingual”).
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En esta tesis abordamos el paradigma “cross-lingual” en el marco de la síntesis
de voz basada en HMMs, y proponemos una técnica de adaptación en el dominio
cepstral que permite clonar, en pocos segundos, un locutor determinado en un idioma
diferente al de partida. Partiendo de dos modelos de síntesis de voz dados, uno para
el idioma deseado y otro para la identidad del locutor objetivo, la técnica propuesta
construye un tercer modelo capaz de sintetizar habla en el idioma deseado con la
voz del locutor objetivo. El método propuesto, al que nos referimos como “clonación
acústica independiente del idioma”, funciona a nivel segmental (información espectral y
frecuencia fundamental media) y no requiere ninguna información fonética o lingüística.
El método de clonación de voz propuesto toma dos modelos de voz pre-entrenados
(en dos idiomas diferentes) como entrada, y produce un tercer modelo que combina la
configuración lingüística de uno de los modelos con las características específicas del
locutor del otro modelo. Como resultado, el modelo de salida es capaz de sintetizar voz
en el idioma del primer modelo (modelo del locutor fuente o modelo fuente) con la iden-
tidad del locutor del segundo modelo (modelo del locutor objetivo o modelo objetivo).
Se presentan dos versiones del método, una versión inicial y una versión extendida. La
versión inicial se centra principalmente en la adaptación de las características cepstrales
del modelo fuente, con el fin de aproximarlas a las del modelo objetivo. Además de
esta versión inicial, también se presenta una implementación extendida, la cual incluye
la adaptación de algunos parámetros adicionales (como los parámetros de excitación,
la duración y la varianza global) que se mantenían sin modificar en la versión inicial.
Para evaluar la técnica propuesta y comparar las dos versiones implementadas, se
llevaron a cabo varias pruebas objetivas y subjetivas. Además, el rendimiento de
nuestro método se comparó con el de una técnica de mapeo de estados basada en
la divergencia de Kullback-Leibler (KLD), también propuesta para la adaptación de
locutores en distintos idiomas.
La evaluación objetiva se realizó mediante un sistema automático de reconocimiento
de locutor. Para ello, un gran número de voces de una base de datos en lengua castellana
se clonaron en distintos idiomas: euskera, catalán, inglés y gallego. A continuación,
se llevó a cabo un experimento SID para comprobar en qué medida se transfería la
identidad de las voces en castellano a los modelos clonados. El desempeño general fue
satisfactorio, siendo la precisión de identificación superior al 80% en cinco de los seis
escenarios evaluados, utilizando cualquiera de las dos versiones propuestas. Aunque se
observaron mejores resultados para la versión extendida en la mayoría de los escenarios,
las diferencias son muy pequeñas. Al comparar el rendimiento de nuestro método con
la técnica basada en KLD, el primero supera claramente al segundo. El rendimiento
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de la técnica basada en KLD cae en picado cuando se usa un modelo dependiente del
locutor como fuente, pero aumenta sustancialmente cuando el modelo fuente es un
modelo promedio de voz. Sin embargo, incluso en este último caso, la técnica basada
en KLD mostró una menor precisión de identificación que nuestro método de clonación
de voz.
Con el objetivo de evaluar subjetivamente nuestro método y contrastarlo con el
basado en KLD, se llevaron a cabo una serie de pruebas de escucha perceptual (test
DMOS y tests de preferencia). Los resultados del test DMOS mostraron un desempeño
satisfactorio de nuestro método, tanto en términos de similitud como de calidad, cuando
la calidad de los modelos de entrada es lo suficientemente buena. En cuanto a las
características de la voz de salida, los resultados parecen indicar que su calidad se
ve más afectada por el modelo fuente, mientras que el modelo objetivo tiene más
influencia en su parecido con el locutor objetivo. Por lo que toca a la comparación de
las dos versiones de la técnica propuesta, el resultado general es que los oyentes no
mostraron ninguna preferencia, ya sea en términos de calidad o en términos de similitud.
Finalmente, al comparar nuestro método con la técnica basada en KLD, los resultados
mostraron que los oyentes preferían claramente las voces de salida proporcionadas por
nuestro método en términos de similitud, y de una manera más notable todavía en
términos de calidad.
Entre las ventajas del método de clonación de voz propuesto, destacamos las
siguientes: (1) funciona a nivel segmental y no requiere ninguna información fonética o
lingüística; (2) realiza la transformación del modelo de una manera muy eficiente sin
utilizar ningún dato de adaptación; (3) su rendimiento es satisfactorio incluso cuando
se aplica a modelos dependientes del locutor; (4) además de su aplicación inmediata a
la adaptación de locutor cross-lingual, también podría utilizarse para generar nuevos
locutores en idiomas con escasez de recursos.
Desidentificación de locutor
Desde la personalización de sistemas TTS hasta la restauración de voz y aplicaciones
de entretenimiento, las técnicas de VC se han explorado ampliamente y aplicado a una
gran variedad de campos. Sin embargo, la desidentificación ha surgido recientemente
como una nueva línea de investigación derivada de la creciente preocupación por
exponer la identidad de los usuarios en contenidos multimedia. En el caso de la voz,
la desidentificación se encarga de ocultar la identidad del hablante, modificando o
eliminando la información que permite identificarlo, a la vez que mantiene el resto
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de la información transmitida por la voz. En principio, las técnicas de VC podrían
aplicarse directamente a la desidentificación de locutor, ya que apuntan a modificar
las características específicas del hablante de una señal de voz mientras se mantiene
invariable el contenido lingüístico. Sin embargo, las aplicaciones de desidentificación
tienen algunos requisitos específicos que no se encuentran en las aplicaciones de VC
convencionales, que requieren atención especial. Este caso de aplicación particular
de técnicas de VC permanece en gran parte sin estudiar, y se han hecho muy pocos
intentos para resolver el problema de la desidentificación de locutor.
En esta tesis, analizamos el problema de la desidentificación de locutor y estudiamos
diferentes estrategias basadas en VC para abordarlo. Las estrategias propuestas se
han definido de forma que pudieran superar algunas de las limitaciones de los métodos
de desidentificación de locutor descritos en la literatura. Por tanto, cumplen tres
características que son altamente deseables en la desidentificación de locutor: son
universales, ya que pueden aplicarse a cualquier hablante sin artefactos importantes en
las voces resultantes; son fácilmente reversibles, lo que hace posible que un usuario de
confianza recupere la forma de onda de voz original; y dan como resultado una voz
natural.
Los dos enfoques de desidentificación propuestos usan un marco de transformación
cepstral basado en funciones de distorsión o “warping” frecuencial (FW) combinadas
con escalado de amplitudes espectrales (AS). El FW se puede definir como un mapeo
del eje de frecuencia, mientras que el AS modifica la amplitud espectral en función de la
frecuencia. La principal ventaja de las transformaciones FW+AS es que, dado su signifi-
cado físico, se pueden aplicar a un tercer locutor diferente del par de locutores utilizados
para entrenar los parámetros, sin producir una degradación significativa. Esto las hace
más adecuadas para el problema de la desidentificación que otras transformaciones
lineales más genéricas.
El proceso de transformación de los dos métodos propuestos es el siguiente: dado un
segmento de voz, su representación Mel-cepstral trama a trama se obtiene mediante un
codificador de voz; a continuación, la transformación correspondiente se aplica a todos
los vectores Mel-cepstrales; y, finalmente, la señal desidentificada se genera a partir
de los vectores transformados. Además, la transformación FW+AS se acompaña de
una modificación de la frecuencia fundamental, ya que se ha demostrado que mejora la
desidentificación del locutor. Los dos métodos de desidentificación propuestos difieren
en la forma en que se estiman los parámetros de transformación, así como en el
procedimiento de modificación de la frecuencia fundamental.
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En el primer enfoque, un grupo de transformaciones se entrena utilizando un
conjunto de locutores con corpus paralelos. Dado un locutor de entrada para desidenti-
ficación, se usa una medida de similitud para encontrar el locutor más similar en el
conjunto de entrenamiento; luego, la transformación previamente entrenada entre ese
locutor y su locutor más distante se aplica al locutor de entrada. La ventaja de esta
técnica sobre otros métodos que se encuentran en la literatura es que evita la necesidad
de corpus paralelos entre los locutores de entrada y de destino. Por lo tanto, se puede
aplicar a cualquier locutor sin entrenamiento adicional. Además, puede funcionar en
tiempo real, ya que su coste computacional es bajo. La técnica propuesta se evaluó
de forma objetiva por medio de un sistema SID de última generación, mostrando
un buen rendimiento tanto de desidentificación como de reidentificación. Por otra
parte, las pruebas de escucha perceptual que se llevaron a cabo confirmaron la eficacia
del método, aunque también revelaron una pérdida de calidad durante el proceso
de transformación, lo que refleja la necesidad de modelos de señal con una mayor
resolución tiempo-frecuencia. Este asunto podría considerarse en trabajos futuros junto
con la disminución de la resolución espectral que ocurre en las transformaciones de
hombre a mujer.
La segunda técnica propuesta se basa en una definición paramétrica ajustable de las
funciones de transformación, por lo que no requiere ningún tipo de entrenamiento. La
función de “warping” frecuencial se aproxima mediante una función lineal por tramos,
mientras que el vector de AS se obtiene aleatoriamente a partir de un conjunto de
filtros suaves paso-banda ponderados. Además, la frecuencia fundamental se escala
por un factor que es una función lineal del grado de “warping”. Esta técnica también
se evaluó a través de un sistema SID, probando que las transformaciones manuales
de FW combinadas con AS y modificación de la frecuencia fundamental conducen a
un rendimiento competitivo de desidentificación, comparable al del método basado
en transformaciones pre-entrenadas. Sin embargo, algunas de estas transformaciones
dieron lugar a voces que carecían de naturalidad, por lo que es necesario establecer
un compromiso entre la precisión de la desidentificación y la naturalidad de la voz
resultante. Como trabajo futuro, podrían aplicarse funciones no lineales para modelar
mejor la relación entre el grado de “warping” y el factor de escalado para la frecuencia
fundamental. Además, el método empleado para obtener los vectores de AS podría
investigarse más en profundidad en trabajos futuros, considerando el uso de vectores
específicos para cada clase fonética.
Finalmente, también se ha llevado a cabo un estudio sobre cómo las técnicas
de desidentificación de locutor afectan a las características de la voz más allá de la
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identidad del hablante. Esto puede ser de suma importancia en ciertas aplicaciones
como la detección de enfermedades que influyen en la producción del habla como,
por ejemplo, la depresión y las enfermedades de Alzheimer o Parkinson. En tales
casos, sería deseable aplicar técnicas de desidentificación de locutor para garantizar
la privacidad del paciente (en archivos de voz grabados, por ejemplo), mientras se
mantienen intactas las características de la voz que permiten percibir la enfermedad.
En esta tesis, analizamos la influencia de los procedimientos de desidentificación en
la detección de depresión mediante herramientas automáticas. Los experimentos se
llevaron a cabo en el marco de la sub-prueba de depresión AVEC 2014 (“depression
sub-challenge AVEC 2014”). Las dos técnicas de desidentificación de locutor propuestas
se utilizaron para desidentificar la voz deprimida, mientras que un sistema automático
de detección de depresión se usó para evaluar el impacto de la desidentificación en
las características que permiten percibir la enfermedad. Además, se llevaron a cabo
experimentos de verificación de locutor para medir la precisión de la desidentificación.
Los resultados obtenidos muestran que los enfoques de desidentificación propuestos
logran resultados de desidentificación prometedores a costa de una ligera degradación
en la detección de la depresión.
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