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Infectious diseases are a great plague, especially in low and 
middle income countries. Beyond the actual treatment, an 
important role is played by early prevention mechanisms, and 
education of society at large, about existing risks. This paper 
tackles these two important challenges, describing the current 
state of the art in this area, and pointing towards the need for both 
further, more inclusive research, as well as better education in 
affected countries on infectious diseases. 
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1. INTRODUCTION 
In the last couple of years, public health has become much more 
of a concern, possibly due to the expanding awareness of the 
prevailing risks, as well as lack of knowledge in terms of where 
such diseases start, as well as educative prevention - with the risk 
of serious infectious diseases and human mortality attributed to 
infection estimated to increase to up to 15 million deaths annually 
by 2030 [1]. Particularly, in low and middle-income countries, the 
spread of infectious diseases is a major concern and remains a 
significant threat to their economic development [2].  
To avoid the consequences of these epidemics, early detection and 
prediction of disease outbreaks on one hand, and education on the 
other, are emphasised to mitigate infectious disease outbreaks [3]. 
With the increasing volume of information and new media types 
available via the Internet, digital surveillance has grown to include 
social media. Social media platforms such as Twitter have 
recently become sources of most up-to-date information and 
commentary on current and significant events taking place in 
people’s lives and during various natural disasters. For instance, 
Twitter has over 500 million users that send more than 500 
million messages on a daily basis and 4.3 billion Facebook 
messages are posted everyday [4] [5]. Recently, social media 
contents have been increasingly sent from mobile phones and 
devices which strengthens the chance that they will contain 
geographic information [6]. Such ‘rich’ contents can be leveraged 
to discover local trends in health updates, making digital 
surveillance of infectious diseases plausible [7].  
Overall, social media can be seen a collector of real-time 
information that could be used by public health institutions as an 
additional information source for acquiring early warnings -  
thereby assisting them to mitigate the public health threats [8]. 
At the same time, the recent development of deep learning has 
allowed researchers to achieve remarkable success in various 
research areas in machine learning, by detecting interesting 
patterns and structures in high-dimensional data [9]. The success 
of deep learning and automatic data processing present the 
possibility of utilising the large amount of data generated from 
social media as data source for tracking and predicting disease 
spread. The main contributions of this paper are as follows: 
● A review of why social media is suitable for predicting 
infectious diseases spread. 
● A review of infectious disease tracking and prediction 
through social media. 
● A review of public health education related to disease 
spread 
2. RELATED WORK 
Several researches have been carried out, focussing specifically 
on the task of reviewing prior contributions on prediction and 
detection of disease-spread through social media. These include 
reviews on influenza-related diseases, such as a review on existing 
alternative solutions that track flu outbreak in real-time, using 
both social media and the web [10], forcasting the dynamics of 
influenza outbreaks [11], actionable disease surveillance and 
outbreak management using social media [12]. They review 
existing alternative techniques, including machine learning 
models, mathematical/computational models, topic models, graph 
data mining that track flu outbreak in real time using social media, 
web blogs, internet search data and traditional data sources. On 
the other hand, other review work analyses existing research that 
centres around the Ebola virus disease and its visibility on social 
media [13], or consider studies that use consumer-generated data, 
such as social media and restaurant reviews, to track and monitor 
foodborne illness [14]. 
Unlike the existing literature review, our approach focuses on the 
review of studies that predict the spread of a greater variety of 
infectious diseases, including but not limited to Cholera, Ebola, 
flu and Zika, through a more comprehensive variety of social 
media sources, such as Twitter, Facebook, Instagram and 
LinkedIn. In addition, our study will discuss the social media data 
collection process, features and classifier performances of the 
deep learning techniques used in the reviewed studies, while 
linking it to the different types of education on disease detection 
and prediction. 
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3. METHODOLOGY 
This paper aims to research published papers and articles in recent 
years that used social media to track and predict the spread of 
infectious diseases. The paper collection was limited to papers or 
articles published within the last 10 years, because this period 
corresponds with the growth of social media popularity. Research 
articles pertinent to infectious diseases prediction on social media 
that were published in English between years 2009 to 2019 were 
searched for on Google Scholar and PubMed. To identify papers 
and articles related to infectious disease prediction, a number of 
keywords including “infectious disease prediction using social 
media” or “epidemic forecasting using social media” or 
“infectious disease prediction using deep learning” were used. 
Additional keywords derived from the search phrases such as 
“Twitter”, “Facebook”, “Instagram”, “ebola”, “zika”, “lassa 
fever”, “cholera” were also added to the search arguments. These 
keywords comprises a list of specific form of social media based 
on their global popularity and the list of infectious diseases that 
have the potential to become international threats [15]. This 
review adopted the basic definition of social media as a “group of 
Internet-based applications that build on the ideological and 
technological foundations of Web 2.0, and that allow the creation 
and exchange of User Generated Content” [16]. Epidemic 
forecasting was used in the search term because it is also 
commonly used to represent the prediction of disease outbreaks 
by epidemiologists and health-care providers [17]. After 
searching, the relevance filter tool in Google Scholar and PubMed 
was used to sort the results based on high relevance and only 
results where the titles are relevant to the search criteria were 
selected. After the paper selection and initial filtering of titles, a 
further filtering of abstracts was performed to filter out the papers 
based on certain selection criteria. Since our focus was on 
prediction of infectious diseases from social media data, the paper 
selection criteria were limited to the following categories: 
- Predicting the spread of infectious diseases using social 
media data. 
- Predicting the spread of infectious diseases on social 
media using deep learning techniques. 
- Epidemiological predictions using machine learning and 
deep learning techniques. 
Subsequently, a full-text screening was performed and the final 
number of papers were selected for the review. Figure 1 
summarizes the process of paper selection. 
4. DATA 
Initially, the search performed with the combination of the search 
terms returned 17,900 entries on Google Scholar and 307 entries 
on PubMed. By default, the search results on Google Scholar are 
already sorted by relevance while on PubMed the sort by Best 
Match needed to be applied. After this process, a topic screening 
of the first 500 results on Google Scholar and all results on 
PubMed was performed. Based on the title, studies that were 
evidently not related to the keywords were eliminated. Across the 
two search databases, after removing duplicates, a total of 807 
papers were retrieved between the years 2009 – 2019.  The next 
step was filtering based on the selection criteria. In this step, the 
abstracts were screened if they directly address either of the 
following categories mentioned above. 55 papers were eliminated 
after the abstract screening so the remaining number of papers 
decreased to 19. From the removed papers, 42% (n=23) were 
study reviews that survey exisiting literature or discuss why social 
media is suitable for outbreak surveillance, 31% (n=17) did not 
describe the methods and techniques used for prediction and 27% 
(n=15) failed to describe the data used, or they did not discuss 
prediction results. Subsequently, the remaining papers were 
analysed by reading the full text. The full texts of 11% (n=2) of 
the screened papers were not available, 5%  (n=1) did not appear 
in a peer-reviewed journal or conference proceeding with a good 
ranking and 5% (n=1) had low citation count with respect to the 
publication year, thus they were excluded from our studies. The 
final number of selected articles that were considered for this 




The majority of the papers were published in conferences with 
core A and A* rankings such as the IEEE International 
Conference on Data Mining and Proceedings of the conference on 
empirical methods in natural language processing and journals 
with high impact factor of (up to 3.434) such as Preventive 
Medicine. The most-cited paper is [18] with up to 540 citations. 
The range of the citation count is between 2 and 540, depending 
on the publication year. The low visibility of some papers could 
be as a result of their recent publication year (e.g. 2019). 
Generally, the research area covered is not considered a 
mainstream research area hence this could also affect the visibility 
and influence. 
5. RESULTS 
5.1 Automatic Processing Results 
Titles and abstracts of the research papers contain free text that 
sum up the major aspects of the research. Employing a text 
analysis technique, this study extracted free text from the research 
paper’s title and abstract to explore what are the word phrases that 
were frequently used in the selected studies. As a preprocessing 
step, stop words from titles and abstracts were removed. Stop 
words (e.g., the, of, or...) are certain parts of English text that are 
meaningless or non-informative to our analysis. Another very 





important preprocessing step that was done is stemming. This is a 
common Natural Language Processing (NLP) technique that is 
used to transform topically similar words to their root. For 
example, “predicting”, “predicted” all have similar meanings, by 
stemming them they are reduced to a common base form i.e. 
“predict”. This prevents similar words to be treated as separate 






Figures 2 and 3 show, respectively, the result of the frequency 
analysis of the words in the titles and abstracts of our selected 
studies for reviewing. In Figure 2, the most common word 
mentioned along with social media in the titles is Twitter. This 
highlights the popularity of Twitter as the most used social media 
data source for prediction in our studies. The rise of deep learning 
work is also obvious from the image. From Figure 3, we can 
identify the studied diseases in our studies.  The words in the 
abstract highlight the prevalence of influenza and similar illnesses 
with infectious disease prediction. 
5.2 Manual Processing Results 
The majority of the included papers utilised several data sources 
for the prediction of disease. Out of the 15 papers included in the 
study, 60% used data from social media and other sources 
including hospital visit records, weather data, news feeds, search 
query data, Scholarly abstracts, temperature and humidity data in 
their prediction,  33% used only social media data and the 
remaining 7% used other sources apart from social media, such as 
Google Correlate Terms, Google Health Trends and medical 
reports. By far the most used primary sources of data on social 
media for predicting infectious diseases in the selected studies 
was Twitter, with up to 87% of the works using it. This popularity 
might be as a result of Twitter containing a large volume of data 
which are readily available in real time without technical 
challenges common with other data sources. Notably, no other 
social media, such as Facebook and Instagram, were used in the 
screened papers – possibly due to the restrictions inserted 
relatively recently in Facebook in terms of data usage outside the 
primary scope of the platform.  
In terms of location where the research was conducted, 60% were 
conducted in North America (mainly the United States of America 
(USA)), 20% in Asia (including Korea, Japan and India), 1% on a 
global scale, and less than 1% in Europe and South America. 
Although diseases, e.g. Ebola and Malaria that are more common 
in Africa than other parts of the world, were included, the low 
internet penetration rate in African countries presented a challenge 
in choosing them as research context [19]. Similarly, USA is the 
country that is most published with respect to institutional 
affiliation of the authors, with 71% of the publications, followed 
by Japan, India and Korea with 9%, 7% and 5% respectively. 
Authors from UK, Canada and Singapore represent less than 5% 





Out of the articles examined the prediction of various diseases, 
60% of them concentrated on forecasting Influenza-like Illness. 
The other diseases that are investigated include malaria, syphilis, 
cholera and campylobacter. Some articles analysed more than one 
disease, such as [19], which predicted the spread of Zika and 
Ebola, or [20] who studied the spread of chickenpox, scarlet fever 
and malaria. Overall, there is similarity in the trend between the 
locations that have been surveyed and the disease types predicted. 
This could also be due to high social media penetration rate in 
North America and widespread of influenza, that keeps re-
emerging every year, with an average of about 8% of the U.S. 
population catching flu each season [21].  
Statistics including mean, standard deviation and one sample t-test 
were conducted on the number of words and number of authors. 
Table 1 provides the results of the statistical analysis, the average 
number of words in the studies is 3426.6 while the average 
number of authors is 3.6. All of the p-values obtained for the 
number of words and number of authors show that they are 
statistically significant (at 1% level). This indicates that for 
articles in this study, there is no relationship between articles in 
terms of the number of words and number of authors. 
6. DISCUSSION 
6.1 Interpretation of Results 
This study started with a large collection of papers; however, the 
finally analysed papers which fulfilled all conditions was 
relatively limited (only 15 papers). Thus, conclusions drawn from 
these can only be interpreted as early pointers towards the 
statements made, and are not conclusive. Further research is 
necessary to establish their generalisabity for the whole sector and 
their validity across the whole research area.  
 















Table 1. Statistical analysis of No. of words and No. of authors 
Our word clouds are very useful for quickly visualising the main 
topics in this area. Whilst analysing titles and abstracts renders 
somewhat different results, there are interesting similarities – such 
as the usage of deep learning models in the prediction, and the 
application field of influenza. Social media is clearly the most 
prominent topic, and, in hindsight, may have been best removed 
together with stop words etc. Differences are also interesting to 
analyse. Real time appears as a very important topic within the 
abstracts. This means that researchers are more interested now-a-
days in the timely analysis of the data, to have real-time 
responses, and can thus intervene based on the data processing. It 
is clear that post-factum processing, whilst interesting, is less 
effectual, and being able to quickly bring help to the affected 
areas is of extremely high relevance for this line of research. The 
data usage is another topic which clearly stands out in the abstract. 
This conforms to the extremely popular area, which is data 
analytics and data processing, in the current research landscape 
across subjects. ‘Big data’ has been innundating us in the recent 
years, and the researcher communities find themselves compelled 
to make sense of it for a great variety of areas. It is a wealth of the 
current time, which however comes with new responsibilites of 
making sure it is used in the best way possible to support, enhance 
and augument human life. In terms of this usage, data analytics is 
only the first step. Importantly, the transition from ‘simple’ 
descriptive analysis, where the data is collected and explained, 
usually for human consumption, in more comprehensive and 
compact ways, needs to make way for more advanced data 
processing, such as diagnostic, predictive and ultimately, 
prescriptive data analytics. Diagnostic data analytics is to answer 
classically difficult AI questions, such as ‘why did it happen?’, 
explaining thus why and how the reasoning has happened. 
Predictive analytics answers ‘what will happen?’, thus using 
usually past data to predict the future. Finally, prescriptive 
analytics, the most challenging one, is answering questions such 
as ‘what should I do?’, which means to inform and guide people 
towards new actions, based on information from the data. Usually 
this happens based on past data, where the user of an information 
system is guided towards the most productive action, based on 
data and a form of user modelling (i.e., information about the 
current user). This bridges the way between the data analytics area 
and the user modelling and personalisation area, and thus is very 
important in creating future-proof human-centric systems.  
Twitter is clearly emerging as a leading venue for prediction of 
infectious diseases and their spread. This is due to its availability 
and the fact that the information can be freely processed by 
reseachers, as well as its wide use across countries, its fast 
response time in terms of events occuring world-wide, amongst 
others. It is thus important to continue this line of research in 
further studies, to see at what level Twitter can be an accurate 
predictor, and, possibly most importantly, an early intervention 
mechanism for infectious diseases. It is interesting however that 
other social media are not used as much in these predictions. It 
would be interesting to further analyse if this is an omission, or 
just a convenience-driven approach, or actually if Twitter is 
fundamentally different to other social media, and is more 
appropriate for prediction in this area. 
The fact that the analysed papers are very dissimilar in terms of 
number of words, may be due to the different venues this type of 
research is published. This is a good thing, potentially showing 
the wide spread interest in this area, and the fact that very 
different venues publish such material. Clearly more research is 
necessary to establish this matter at a more relevant level in terms 
of the mass of papers published on this area. This can be followed 
up by an analysis of our original body of papers extracted. 
The fact that the number of authors is different also seems to show 
that such research is produced in a variety of groups, or smaller 
and larger size, pointing to the potential interest of different 
stakeholders in the area of infections diseases and its spread. This 
matter can also be further analysed in a similar manner. 
In terms of country distribution, it is worrying that countries with 
the greatest spread of infectious diseases, such as many of the 
African countries, are the least involved in the research on these 
matters. Here, it is clear that education is an important factor, 
which connects to our next subsection. 
6.2 Education versus Spread and Research  
Recent annual epidemics of the Ebola virus disease and the 
Meningococcal disease have resulted in more than 20,000 deaths 
since 2017 across West Africa [22][23]. Although there has been 
increased availability of vaccines and developments made in the 
medical field, middle and low-income countries remain vulnerable 
to emerging and re-emerging epidemics that threaten their 
communities.  
Detection and surveillance of infectious diseases provide 
epidemiological intelligence to assist health practitioners in 
managing disease outbreaks [24]. Although digital surveillance 
cannot replace traditional surveillance of infectious diseases, they 
are useful in filling the critical gaps. To support disease warnings 
and early detection, health information dissemination is very 
important. The conveyance of valuable and effective information 
is the basis of disease outbreak surveillance [25]. In our research, 
we found that social media can support and contribute to early 
warning systems in outbreak surveillance. 
On the other hand, public health education on infectious diseases 
is critical to manage disease outbreaks. A notable example of the 
importance of education on disease outbreaks is the Senegal 
national response to the Ebola outbreak in 2014 [26]. Long before 
the first and only case was reported, there was extensive health 
education on Ebola around the country. Unlike other countries in 
the region, Senegal created a high level of alertness by providing 
the necessary health education that helped reduce the threat of 
Ebola to the barest minimum during the Ebola epidemic.  
Several studies have revealed that the severity of an epidemic is 
strongly linked to the education and social behaviour in a 
population [27][28]. Some of the issues emerging from our 
findings on country distribution of research on disease prediction 
relate directly to poor education. Traditional and cultural beliefs 
also play an important role in the transmission of these diseases. 
Despite the knowledge on the spread of infectious diseases, 
victims recieve treaments from relatives or traditional health 
practitioners who have little or no experience about the treatment. 
This practice increases the chances of family members getting 
sick when they come in contact with infected relatives [29]. 
7. CONCLUSIONS 
This paper has analysed a collection of papers in the area of 
prediction of infectious diseases, especially based on data from 
social media. Twitter has been shown to be the main prediction 
 mean std. dev. t-statistic p-value 
No of words  7630.3 3426.6 -22901.09 < 0.01 
No of authors 3.6 1.18 -4.58 <0.01 
source of data. Interestingly, if possibly unsurprising, most 
research in this area comes from the high income countries, 
although the affected targets are mostly low and middle income 
countries. It is imperative to involve the targets in such research in 
the future, starting with a better support for education, as 
discussed here. 
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