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Abstract
The gamma model is a generalized linear model for gamma-distributed outcomes. The model is widely applied in
psychology, ecology or medicine. In this paper we focus on gamma models having a linear predictor without intercept.
For a specific scenario sets of locally D- and A-optimal designs are to be developed. Recently, Gaffke et al. (2018)
established a complete class and an essentially complete class of designs for gamma models to obtain locally D-optimal
designs. However to extend this approach to gamma model without an intercept term is complicated. To solve that
further techniques have to be developed in the current work. Further, by a suitable transformation between gamma
models with and without intercept optimality results may be transferred from one model to the other. Additionally
by means of The General Equivalence Theorem optimality can be characterized for multiple regression by a system
of polynomial inequalities which can be solved analytically or by computer algebra. By this necessary and sufficient
conditions on the parameter values can be obtained for the local D-optimality of particular designs. The robustness of
the derived designs with respect to misspecifications of the initial parameter values is examined by means of their local
D-efficiencies.
Keywords: generalized linear model, optimal design, models without intercept, complete class, interaction.
1. Introduction
The gamma model is employed for outcomes that are non-negative, continuous, skewed and heteroscedastic
specifically, when the variances are proportional to the square of the means. The gamma model with its canonical
link ( reciprocal ) is appropriate for many real life data. In ecology and forestry, Gea-Izquierdo and Caellas (2009)
mentioned that gamma models offers a great potential for many forestry applications and they used gamma models to
analyze plant competition. In medical context, Grover et al. (2013) fitted a gamma model with duration of diabetes as
the response variable and predictors as the rate of rise in serum creatinine (SrCr) and number of successes (number of
times SrCr values exceed its normal range (1.4 mg/dl)). For a study about air pollution, Kurtog˘lu and O¨zkale (2016)
employed a gamma model to analyze nitrogen dioxide concentrations considering some weather factors ( see also
Chatterjee (1988), Section 8.7). In psychological studies, recently, Ng and Cribbie (2017) used a gamma model for
modeling the relationship between negative automatic thoughts (NAT) and socially prescribed perfectionism (SPP).
Although, the canonical link is frequently employed in the gamma model but there is always a doubt about the
suitable link function for outcomes. Therefore, a class of link functions might be employed. The common alternative
links mostly come from the Box-Cox family and the power link family (see Atkinson and Woods (2015)). In fact, the
family of power link functions includes the canonical link therefore it is a favorite choice for employment in this paper.
In the theory of optimal designs, the information matrix of a generalized linear model depends on the model
parameters through the intensity function. Locally optimal designs can be derived through maximizing a specific
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optimality criterion at certain values of the parameters. However, although the gamma model is used in many
applications, but it has no considerable attention for optimal designs. Geometric approaches were employed to derive
locally D-optimal designs for a gamma model with single factor ( see Ford et al. (1992)), with two factors without
intercept (see Burridge and Sebastiani (1992)) and for multiple factors (see Burridge and Sebastiani (1994)). Some
of those results were highlighted on by Atkinson and Woods (2015). Recently, in Gaffke et al. (2018) we provided
analytic solutions for optimal designs for gamma models. A complete class and essentially complete class of designs
were established under certain assumptions. Therefore, the complexity of deriving optimal designs is reduced and one
can only look for the optimal design in those classes.
In the present paper gamma models without intercept are considered. Absence of the intercept term yields a
difficulty in deriving D- and A-optimal designs. Our main goal is developing various approaches to obtain, mostly,
locally D-optimal designs. This paper is organized as follows. In section 2, the proposed model, the information matrix
and the locally optimal design are presented. In section 3, locally D- and A-optimal designs are derived. In section 4, a
two-factor model with interaction is considered for which locally D-optimal designs are derived. The performance of
some derived D-optimal designs are examined in Section 5. Finally, a brief discussion and conclusions are given in
Section 6.
2. Model, information and designs
Let y1, ..., yn be independent gamma-distributed response variables for n experimental units, where the density is
given by
Ppyi; κ, λiq “ λ
κ
i
Γ pκqy
κ´1
i e
´λiyi , κ, λi, yi ą 0, p1 ď i ď nq, (2.1)
The shape parameter κ of the gamma distribution is the same for all yi but the expectations µi “ Epyiq depend on the
values xi of a covariate x. The canonical link obtained from a gamma distribution (2.1) is reciprocal (inverse)
ηi “ κ{µi, where ηi “ fTpxiqβ, p1 ď i ď nq,
where f “ p f1, . . . , fpqT is a given Rp-valued function on the experimental region X Ă Rν, ν ě 1 with linearly
independent component functions f1, . . . , fp, and β P Rp is a parameter vector (see McCullagh and Nelder (1989),
Section 2.2.4). Here, the mean-variance function is vpµq “ µ2 and the variance of a gamma distribution is thus given
by varpyq “ κ´1µ2 with shape parameter κ ą 0. Therefore, the intensity function at a point x P X (see Atkinson and
Woods (2015)) is given by
upx,βq “
´
varpyq
´dη
dµ
¯2¯´1 “ κ` fTpxqβ˘´2. (2.2)
Practically, there are various link functions that are considered to fit gamma observations. The power link family which
is considered throughout presents the class of link functions as in Burridge and Sebastiani (1994), see also Atkinson
and Woods (2015), Section 2.5,
ηi “ µρi , where ηi “ fTpxiqβ, p1 ď i ď nq. (2.3)
The exponent ρ of the power link function is a given nonzero real number. The intensity function under that family
reads as
u0px,βq “ κρ´2
`
fTpxqβ˘´2. (2.4)
Gamma-distributed responses are continuous and non-negative and therefore for a given experimental region X we
assume throughout that the parameter vector β satisfies
fTpxqβ ą 0 for all x P X. (2.5)
The Fisher information matrix for a single observation at a point x P X under parameter vector β is given by
u0px,βq fpxq fTpxq. Note that the positive factor κρ´2 is the same for all x and β and will not affect any design
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consideration below. We will ignore that factor and consider a normalized version of the Fisher information matrix at x
and β,
Mpx,βq “ ` fTpxqβ˘´2 fpxq fTpxq. (2.6)
We shall make use of approximate designs with finite support on the experimental region X. The approximate design ξ
on X is represented as
ξ “
"
x1 x2 . . . xm
ω1 ω2 . . . ωm
*
, (2.7)
where m P N, x1, x2, . . . , xm P X are pairwise distinct points and ω1, ω2, . . . , ωm ą 0 with řmi“1 ωi “ 1. The set
supppξq “ tx1, x2, . . . , xmu is called the support of ξ and ω1, . . . , ωm are called the weights of ξ ( see Silvey (1980),
p.15). A design ξ is minimally supported if the number of support points is equal to the number of model parameters
(i.e., m “ p). A minmal-support design which is also called a saturated design will appear frequently in the current
work. The information matrix of a design ξ at a parameter point β is defined by
Mpξ,βq “
mÿ
i“1
ωiMpxi,βq. (2.8)
Another representation of the information matrix (2.8) can be considered by defining the m ˆ p design matrix
F “ r fpx1q, . . . , fpxmqsT and the mˆ m weight matrix V “ diagpωiupxi,βqqmi“1 and hence, Mpξ,βq “ FTVF.
A locally optimal design minimizes a convex criterion function of the information matrix at a given parameter
point β. Denote by ”det” and ”tr” the determinant and the trace of a matrix, respectively. We will employ the popular
D-criterion and the A-criterion. More precisely, a design ξ˚ is said to be locally D-optimal (at β) if its information
matrix Mpξ˚,βq at β is nonsingular and det`M´1pξ˚,βq˘ “ minξ det`M´1pξ,βq˘ where the minimum on the r.h.s.
is taken over all designs ξ whose information matrix at β is nonsingular. Similarly, a design ξ˚ is said to be locally
A-optimal (at β) if its information matrix at β is nonsingular and tr
`
M´1pξ˚,βq˘ “ minξ tr`M´1pξ,βq˘ where, again,
the minimum is taken over all designs ξ whose information matrix at β is nonsingular.
Remark 1. It is worthwhile mentioning that the set of designs for which the information matrix is nonsingular does not
depend on β (when upx,βq is strictly positive). In particular it is just the set of designs for which the information matrix
is nonsingular in the corresponding ordinary regression model (ignoring the intensity upx,βq). That is the singularity
depends on the support points of a design ξ because its information matrix Mpξ,βq “ FTVF is full rank if and only if
F is full rank.
Remark 2. If the experimental region is a compact set and the functions fpxq and upx,βq are continuous in x then the
set of all nonnegative definite information matrices is compact. Therefore, there exists a locally D- resp. A-optimal
design for any given parameter point β.
In order to verify the local optimality of a design The General Equivalence Theorem is usually employed. It
provides necessary and sufficient conditions for a design to be optimal with respect to the optimality criterion, in
specific D- and A-criteria and thus the optimality of a suggested design can easily be verified or disproved (see Silvey
(1980), p.40, p.48 and p.54)). The most generic one is the celebrated Kiefer-Wolfowitz equivalence theorem under
D-criterion ( see Kiefer and Wolfowitz (1960) ). In the following we obtain equivalent characterizations of locally D-
and A-optimal designs.
Theorem 2.1. Let β be a given parameter point and let ξ˚ be a design with nonsingular information matrix Mpξ˚,βq.
(a) The design ξ˚ is locally D-optimal (at β) if and only if
upx,βq fTpxqM´1pξ˚,βq fpxq ď p for all x P X.
(b) The design ξ˚ is locally A-optimal (at β) if and only if
upx,βq fTpxqM´2pξ˚,βq fpxq ď tr`M´1pξ˚,βq˘ for all x P X.
Remark 3. The inequalities given by part (a) and part (b) of Theorem 2.1 are equations at support points of any D- or
A-optimal design, respectively.
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Throughout, we consider gamma models that do not explicitly involve a constant (intercept) term. More precisely,
we assume that f j ‰ 1 for all (1 ď j ď p) and thus f jp0q “ 0 for all (1 ď j ď p). In particular, we restrict to a first
order model with
fpxq “ x, where x “ px1, . . . , xνqT, ν ě 2, (2.9)
and the two-factor model with interaction
fpxq “ px1, x2, x1x2qT. (2.10)
Surely, condition (2.5), i.e., fTpxqβ ą 0 for all x P X implies that 0 R X. Therefore, an experimental region as
X “ r0,8qνzt0u is considered. Note that this experimental region is no longer compact therefore the existence of
optimal designs is not assured and has to be checked separately.
In contrast, we often consider a compact experimental region that is a ν-dimensional hypercube
X “ “a, b‰ν, ν ě 2 with a, b P R and 0 ă a ă b, (2.11)
with vertices vi, i “ 1, . . . ,K, K “ 2ν given by the points whose i-th coordinates are either a or b for all i “ 1, . . . , ν.
In Gaffke et al. (2018), we showed that under gamma models with regression function fpxq from (2.9) or (2.10)
and experimental region X “ ra, bsν, ν ě 2, 0 ă a ă b the design that has support only among the vertices is at least
good as any design that has no support points from the vertices w.r.t the Loewner semi-ordering of information matrices
or, more generally, of nonnegative definite pˆ p matrices. That is if A and B are nonnegative definite pˆ p matrices
we write A ď B if and only if B´ A is nonnegative definite. The set of all designs ξ such that supppξq Ď tv1, . . . , vKu
is a locally essentially complete class of designs at a given β. As a result, there exists a design ξ˚ that is only supported
by vertices of X which is locally optimal (at β) w.r.t. D- or A-criterion. On that basis, throughout, we restrict to designs
whose support is a subset of the vertices of X given by a hypercube (2.11).
Remark 4. Let us denote by ψpxq the left hand side of The Equivalence Theorems, Theorem 2.1, part (a) or part
(b). Typically ψpxq is called the sensitivity function. Actually, under non-intercept gamma models ψpxq is invariant
with respect to simultaneous scale transformation of x, i.e., ψpλxq “ ψpxq for any λ ą 0. This essentially comes
from the fact that the function fβpxq “
`
fTpxqβ˘´1 fpxq is invariant with respect to simultaneous rescaling of the
components of x, i.e., fβpλxq “ fβpxq. This property is explicitly transferred to the information matrix (2.6) since
it can be represented in form Mpx,βq “ fβpxq fTβpxq, and hence Mpλx,βq “ Mpx,βq. In fact, this property plays a
main rule in the solution of the forthcoming optimal designs.
3. First order gamma model
In this section we consider a gamma model with
fpxq “ px1, . . . , xνqT, ν ě 2, x P X, (3.1)
where
fβpxq “ 1β1x1 ` ¨ ¨ ¨ ` βνxν
¨˚
˝ x1...
xν
‹˛‚. (3.2)
Firstly let the experimental region X “ r0,8qνzt0u be considered. Denote by ei for all p1 ď i ď νq the ν-dimensional
unit vectors. The parameter space is determined by condition (2.5), i.e., xTβ ą 0 for all x P X which implies that
β P p0,8qν, i.e., βi ą 0 for all (1 ď i ď ν). Let the induced experimental region is given by fβpXq “ t fβpxq : x P Xu.
Although X is not compact but fβpXq is compact. That is
fβpXq “ Convt fβpeiq : ei P X, i “ 1, . . . , νu,
where Conv denotes convex hull operation. That means each point fβpxq for all x P X can be written as a convex
combination of fβpeiq for all (1 ď i ď ν), i.e., we obtain fβpxq “
řν
i“1 αi fβpeiq for some αi ě 0 for all (1 ď i ď ν)
such that
řν
i“1 αi “ 1 (here, αi “ βixi{
řν
i“1 βixi, i “ 1, . . . , ν). As a consequence, the set of all nonnegative definite
information matrices is compact and a locally optimal design can be obtained (cp. Remark 2).
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Theorem 3.1. Consider the experimental region X “ r0,8qνzt0u. Let x˚i “ ei for all p1 ď i ď νq. Given a parameter
point β. Then
(i) The saturated design ξ˚ that assigns equal weight ν´1 to the support x˚i for all p1 ď i ď νq is locally D-optimal
(at β).
(ii) The saturated design ζ˚ that assigns the weights ω˚i “ βi{
řν
i“1 βi for all p1 ď i ď νq to the corresponding
design point x˚i for all p1 ď i ď νq is locally A-optimal (at β).
Proof. Define the νˆ ν design matrix F “ diagpeiqνi“1 with νˆ ν weight matrix V “ diagpω˚i {β2i qνi“1. Then we have
FTVF “ diagpω˚i {β2i qνi“1 and
`
FTVF
˘´1 “ diagpβ2i {ω˚i qνi“1 where;
For D-optimality, ω˚i “ ν´1@i, M´1
`
ξ˚,β
˘ “ ν diagpβ2i qνi“1 and fTpxqdiagpβ2i qνi“1 fpxq “ νÿ
i“1
β2i x
2
i .
For A-optimality, ω˚i “ βi{
νÿ
i“1
βi @i, M´1
`
ζ˚,β
˘ “ ` νÿ
i“1
βi
˘
diagpβiqνi“1, tr
`
M´1pζ˚,βq˘ “ ` νÿ
i“1
βi
˘2
,
M´2
`
ζ˚,β
˘ “ ` νÿ
i“1
βi
˘2diagpβ2i qνi“1, and fTpxq` νÿ
i“1
βi
˘2diagpβ2i qνi“1 fpxq “ ` νÿ
i“1
βi
˘2 νÿ
i“1
β2i x
2
i .
Hence, by The Equivalence Theorem (Theorem 2.1, part (a) and part (b)) ξ˚ resp. ζ˚ is locally D- resp. A-optimal (at
β) if and only if
`řν
i“1 βixi
˘´2`řν
i“1 β2i x
2
i
˘ ď 1 for all x P X which is equivalent to ´2řνiă j“1 βiβ jxix j ď 0 for all
x P X. The latter inequality holds true by model assumptions βi ą 0, xi ě 0 for all (1 ď i ď ν).
Remark 5. The locally D-optimal designs provided by part (i) of Theorem 3.1 is robust against misspecified values of
the model parameter in its parameter space p0,8qν.
While the information matrix is invariant w.r.t. to simultaneous rescaling of the components of x as it is mentioned
in Remark 4, the result of Theorem 3.1 can be extended:
Corollary 3.1. Consider the experimental region X “ r0,8qνzt0u. Given a constant vector a “ pa1, . . . , aνqT such
that ai ą 0 and aiei P X for all p1 ď i ď νq. Let x˚i “ aiei for all p1 ď i ď νq. Given a parameter point β. Then
(i) The saturated design ξa˚ that assigns equal weight ν
´1 to the support x˚i p1 ď i ď νq is locally D-optimal (at β).
(ii) The saturated design ζa˚ that assigns the weights ω
˚
i “ βi{
řν
i“1 βi for all p1 ď i ď νq to the corresponding
design point x˚i for all p1 ď i ď νq is locally A-optimal (at β).
Actually, the derived optimal designs ξa˚ and ζa˚ are not unique at a given parameter point β. The convex
combinations of locally optimal designs is optimal w.r.t. D- or A-criterion. In the following we introduce a set of
locally D-optimal designs and a set of locally A-optimal designs.
Corollary 3.2. Under assumptions of Corollary 3.1. Let ξa˚ and ζa˚ are locally D- and A-optimal design at β,
respectively. Let
Ξ˚ “ Convtξa˚ : a “ pa1, . . . , aνqT, ai ą 0 @i “ 1, . . . , νu.
Z˚ “ Convtζa˚ : a “ pa1, . . . , aνqT, ai ą 0 @i “ 1, . . . , νu.
Then Ξ˚ is a set of locally D-optimal designs (at β) and Z˚ is a set of locally A-optimal designs (at β).
In what follows we consider a hypercube X “ ra, bsν, ν ě 2, 0 ă a ă b, as an experimental region. As given
in Remark 4, we have fβpλxq “ fβpxq, λ ą 0 and thus a transformation of a gamma model without intercept to a
gamma model with intercept can be obtained if, in particular, λ “ x´11 , x1 ą 0. This reduction is useful to determine
precisely the candidate support points of a design. Another reduction might be obtained on the parameter space when,
in particular, λ “ β´11 .
Let us begin with the simplest case ν “ 2. A transformation of a two-factor model without intercept to a single-factor
model with intercept is employed. Based on that D- and A-optimal designs are derived.
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Theorem 3.2. Consider the experimental region X “ ra, bs2, 0 ă a ă b. Let x˚1 “ pa, bqT and x˚2 “ pb, aqT. Let
β “ pβ1, β2qT be given such that βTx˚i ą 0 for all i “ 1, 2 (which is equivalent to condition (2.5)). Then, the unique
locally D-optimal design ξ˚D (at β) is the two-point design supported by x
˚
1 and x
˚
2 with equal weights 1{2. The unique
locally A-optimal design ξ˚A (at β) is the two-point design supported by x
˚
1 and x
˚
2 with weights ω
˚
1 “ β1b`β2apβ1`β2qpa`bq and
ω˚2 “ β1a`β2bpβ1`β2qpa`bq .
Proof. Since fβpx´11 xq “ fβpxq for all x “ px1, x2qT P ra, bs2, we write
fβpxq “
`
β1x1 ` β2x2
˘´1 `x1 , x2˘T “ `β1 ` β2t˘´1 `1 , t˘T,
where t “ tpxq “ x2{x1.
So the information matrices coincide with those from a single-factor gamma model with intercept. The range of
t “ tpxq, as x ranges over ra, bs2 is the interval “pa{bq , pb{aq‰. Note also that the end points a{b and b{a come from
the unique points x˚1 “ pa, bqT and x˚2 “ pb, aqT, respectively. Following the proof of Theorem 4.1 in Gaffke et al.
(2018)) yields the stated results on the locally D- and A-optimal designs in our theorem, where for local A-optimality
we get
ω˚1 “
`
β1 ` β2 ab
˘b
1` p ba q2`
β1 ` β2 ab
˘b
1` p ba q2 `
`
β1 ` β2 ba
˘b
1` p ab q2
and it is straightforwardly to verify that the above quantity is equal to β1b`β2apβ1`β2qpa`bq .
Remark 6. Actually, in case ν ě 3 an analogous transformation of the model as in the proof of Theorem 3.2 is obvious,
fβpxq “
`
β1 ` β2t1 ` β3t2 ` . . .` βνtν´1
˘´1`1, t1, . . . , tν´1˘T,
where t j “ t jpxq “ x j`1{x1 for all p1 ď j ď ν´ 1q for x “ px1, x2, . . . , xνqT P ra, bsν, 0 ă a ă b,
leading thus to a first order model with intercept employing a pν´ 1q-dimensional factor t “ pt1, . . . , tν´1qT. However,
its range
 
tpxq : x P ra, bsν( Ď Rν´1 is not a cube but a more complicated polytope. E.g., for ν “ 3 it can be shown
that !
tpxq : x P ra, bs3
)
“ Conv
"ˆ
a{b
1
˙
,
ˆ
1
a{b
˙
,
ˆ
a{b
a{b
˙
,
ˆ
b{a
1
˙
,
ˆ
1
b{a
˙
,
ˆ
b{a
b{a
˙*
where for each x P ra, bs3 we get tpxq “ px2{x1, x3{x1qT as it is depicted in Figure 1 for, in specific, a “ 1 and b “ 2.
In Gaffke et al. (2018) we showed that the support of a design is a subset of vertices of the ploytope. One notes that
for each vertex v P tpa, a, aqT, pb, b, bqTu we get tpvq “ p1, 1qT which lies in the interior of the convex hull above, i.e.,
p1, 1qT is a proper convex combination of the vertices of the polytope. Thus this reduction on the vertices implies that
both vertices pa, a, aqT and pb, b, bqT of the hupercube ra, bs3 are out of consideration as support points of any optimal
design.
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(a) The experimental region X “ r1, 2s3. (b) The transformed experimental region
Conv
 p1{2, 1{2qT, p1{2, 1qT, p1, 1{2qT, p2, 1qT, p1, 2qT, p2, 2qT(.
The interior point is p1, 1qT which represents
the original points p1, 1, 1qT and p2, 2, 2qT in
r1, 2s3.
Figure 1
Let us concentrate on the experimental region X “ r1, 2s3. The linear predictor of a three-factor gamma model is
given by ηpx,βq “ β1x1 ` β2x2 ` β3x3. Assume that β2 “ β3 “ β, so the set of all parameter points under condition
(2.5), i.e., β1x1 ` β2x2 ` β3x3 ą 0 for all x “ px1, x2, x3qT P X is characterized by
β1 ď 0, β ą ´β1 or β1 ą 0, β ą ´14β1
which is shown by Panel (a) of Figure 2.
Let the vertices of X “ r1, 2s3 be denoted by v1 “
`
1, 1, 1
˘T, v2 “ `2, 1, 1˘T, v3 “ `1, 2, 1˘T, v4 “ `1, 1, 2˘T,
v5 “
`
1, 2, 2
˘T, v6 “ `2, 1, 2˘T, v7 “ `2, 2, 1˘T, v8 “ `2, 2, 2˘T with intensities ui “ upvi,βq, i “ 1, . . . , ν. Actually,
the region shown in Figure 2 is the parameter space of β “ pβ1, β2, β3qT only when β2 “ β3. We aim at finding locally
D-optimal designs at a given parameter point in that space. The expression “ optimality subregion” will be used to
refer to a subset of parameter points where saturated designs or non-saturated designs with similar support are locally
D-optimal.
In the next theorem we introduce the locally D-optimal designs on respective optimality subregions. Table 1 presents
the order of the intensities in all optimality subregions and the corresponding D-optimal designs. The intensities for
both vertices v1 and v8 are ignored due to the reduction (cp. Remark 6). It is noted that on each subregion the vertices of
highest intensities perform mostly as a support of the corresponding D-optimal design. In particular, analytic solution
of the locally D-optimal designs of type ξ˚5 at a point β from the subregion ´3β1 ă β ă ´ 65β1, β1 ă 0 cannot be
developed so that numerical results are to be derived (cp. Remark 7).
Subregions Intensities order D-optimal design
β ą 0, β1 “ 0 u2 ą u3 “ u4 “ u6 “ u7 ą u5 ξ˚1
β ě ´3β1, β1 ă 0 u2 ą u6 “ u7 « u3 “ u4 ą u5 ξ˚1
β ą 15β1, β1 ą 0 u2 ą u3 “ u4 ą u6 “ u7 ą u5 ξ˚1
´ 14β1 ă β ď ´ 523β1, β1 ą 0 u5 ą u3 “ u4 ą u6 “ u7 ą u2 ξ˚2
´ 523β1 ă β ă 15β1, β1 ą 0 u3 “ u4 ě u5 ą u2 ě u6 “ u7 ξ˚3
´β1 ă β ď ´ 65β1, β1 ă 0 u2 ą u6 “ u7 ą u3 “ u4 ą u5 ξ˚4
´3β1 ă β ă ´ 65β1, β1 ă 0 u2 ą u6 “ u7 ą u3 “ u4 ą u5 ξ˚5
Table 1: The order of intensity values according to subregions correspond to D-optimal designs
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(a) (b)
Figure 2: Panel (a): The parameter space of β “ pβ1, β2, β3qT such that β2 “ β3 “ β.
Panel (b): Dependence of locally D-optimal designs from Theorem 3.3 on β “ pβ1, β2, β3qT such that β2 “ β3 “ β. The dashed lines are; diagonal:
β “ β1, vertical: β1 “ 0, horizontal: β “ 0.
Theorem 3.3. Consider the experimental region X “ r1, 2s3. Let a parameter point β “ pβ1, β2, β3qT be given such
that β2 “ β3 “ β with β ą ´β1 if β1 ď 0 or β ą ´ 14β1 if β1 ą 0. Then the following designs are locally D-optimal
(at β).
(i) If β ą 0, β1 “ 0 or β ě ´3β1, β1 ă 0 or β ą 15β1, β1 ą 0 then
ξ˚1 “
ˆ
v2 v3 v4
1
3
1
3
1
3
˙
.
(ii) If ´ 14β1 ă β ď ´ 523β1, β1 ą 0 then
ξ˚2 “
ˆ
v3 v4 v5
1
3
1
3
1
3
˙
.
(iii) If ´ 523β1 ă β ă 15β1, β1 ą 0 then
ξ˚3 “
ˆ
v2 v3 v4 v5
ω˚1 ω
˚
2 ω
˚
3 ω
˚
4
˙
.
where
ω˚1 “
5` 23 γ
16 p1` 4 γq , ω
˚
2 “ ω˚3 “
9 p1` 3γq2
32 p1` γqp1` 4 γq , ω
˚
4 “
1´ γ ´ 20 γ2
8 p1` γqp1` 4 γq , γ “
β
β1
.
(iv) If ´β1 ă β ď ´ 65β1, β1 ă 0 then
ξ˚4 “
ˆ
v2 v6 v7
1
3
1
3
1
3
˙
.
Proof. The proof is obtained by making use of the condition of the Equivalence Theorem (Theorem 2.1, part (a)).
So that we develop a system of feasible inequalities evaluated at the vertices vi for all p1 ď i ď 8q. For simplicity
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in computations when β1 ‰ 0 we utilize the ratio γ “ β{β1 of which the range is given by p´8,´1q Y p´ 14 ,8q. It
turned out that some inequalities are equivalent and thus a resulted system is reduced to an equivalent system of a
few inequalities. The intersection of the set of solutions of each system with the range of γ leads to the optimality
condition (subregion) of the corresponding optimal design. Note that u1 “ β´21
`
1 ` 2 γ˘´2, u2 “ β´21 `2 ` 2 γ˘´2,
u3 “ u4 “ β´21
`
1` 3 γ˘´2, u5 “ β´21 `1` 4 γ˘´2, u6 “ u7 “ β´21 `2` 3 γ˘´2, u8 “ β´21 `2` 4 γ˘´2.
(i) The 3ˆ 3 design matrix F “ rv2, v3, v4sT is given by
F “
¨˚
˚˝˚ 2 1 11 2 1
1 1 2
‹˛‹‹‚ with F´1 “
¨˚
˚˝˚
3
4 ´ 14 ´ 14
´ 14 34 ´ 14
´ 14 ´ 14 34
‹˛‹‹‚ and weight matrix V “ diag`u2, u3, u4˘.
Hence, the condition of The Equivalence Theorem is given by
fTpxqF´1V´1`FT˘´1 fpxq ď `β1x1 ` β2x2 ` β3x3˘2 @x P t1, 2u3. (3.3)
For case β ą 0, β1 “ 0, condition (3.3) is equivalent to
4
`
3x1 ´ px2 ` x3q
˘2 ` 9``3x2 ´ px1 ` x3q˘2 ` `3x3 ´ px1 ` x2q˘2˘ ď 16`x2 ` x3˘2 @x P t1, 2u3,
which is independent of β and is satisfied by vi for all p1 ď i ď 8q with equality holds for the support. For the other
cases condition (3.3) is equivalent to`
3x1 ´ px2 ` x3q
˘2p2 ` 2 γq2 ` ``3x2 ´ px1 ` x3q˘2
` `3x3 ´ px1 ` x2q˘2˘p1` 3 γ˘2 ď 16`x1 ` γpx2 ` x3q˘2 @x P t1, 2u3. (3.4)
After some lengthy but straightforward calculations, the above inequalities reduce to
15γ2 ` 2γ ´ 1 ě 0 for v5 (3.5)
3γ2 ` 10γ ` 3 ě 0 for v6 or v7 (3.6)
The l.h.s. of each of (3.5) and (3.6) above is a polynomial in γ of degree 2 and thus the sets of solutions are given by
p´8,´ 13 sY r 15 ,8q and p´8,´3sY r´ 13 ,8q, respectively. Note that the interior bounds are the roots of the respective
polynomials. Hence, by considering the intersection of both sets with the range of γ, the design ξ˚1 is locally D-optimal
if γ P p´8,´3s Y r 15 ,8q which is equivalent to the optimality subregion β ě ´3β1, β1 ă 0 or β ą 15β1, β1 ą 0
given in part (i) of the theorem.
(ii) The 3ˆ 3 design matrix F “ rv3, v4, v5sT is given by
F “
¨˚
˚˝ 1 2 11 1 2
1 2 2
‹˛‹‚ with F´1 “
¨˚
˚˝ 2 2 ´30 ´1 1
´1 0 1
‹˛‹‚ and weight matrix V “ diag`u3, u4, u5˘.
Hence, the condition of The Equivalence Theorem is equivalent to``
2 x1 ´ x2
˘2 ` `2 x1 ´ x3˘2˘ `1` 3 γ˘2 ` `x3 ` x2 ´ 3 x1˘2 `1` 4 γ˘2 ď `x1 ` γpx2 ` x3q˘2 @x P t1, 2u3,
and also the above inequalities reduce to
69γ2 ` 38γ ` 5 ď 0 for v2 . (3.7)
Again, the set of solutions of the polynomial determined by the l.h.s. of inequality (3.7) is given by r´ 13 ,´ 523 s. By
considering the intersection with the range of γ, the design ξ˚2 is locally D-optimal if γ P p´ 14 ,´ 523 s.
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(iii) Consider design ξ˚3 . Note that ω
˚
1 ą 0 for all γ ą ´5{23, ω˚2 ą 0 for all γ P R and ω˚4 ą 0 for all γ P p´ 14 , 15 q,
and thus it is obvious that ω˚1 , ω
˚
2 , ω
˚
4 are positive over p´ 523 , 15 q and
ř4
i“1 ω˚i “ 1. The 4ˆ 3 design matrix is given
by F “ rv2, v3, v4, v5sT with weight matrix V “ diag
`
s2, s3, s4, s5
˘
where si “ ω˚i ui, i “ 2, 3, 4, 5 and s3 “ s4. The
information matrix is given by
M
`
ξ˚3 ,β
˘ “
¨˚
˚˝ 4 s2 ` 2 s3 ` s5 2 s2 ` 3 s3 ` 2 s5 2 s2 ` 3 s3 ` 2 s52 s2 ` 3 s2 ` 2 s5 s2 ` 5 s3 ` 4 s5 s2 ` 4 s3 ` 4 s5
2 s2 ` 3 s3 ` 2 s5 s2 ` 4 s3 ` 4 s4 s2 ` 5 s3 ` 4 s5
‹˛‹‚
and one calculates det M
`
ξ˚3 ,β
˘ “ 16 s2 s23 ` 18 s2 s3 s5 ` s23s5. Define the following quantities
c1 “ s3p2 s2 ` 9 s3 ` 8 s5q
16 s2 s23 ` 18 s2 s3 s5 ` s23s5
, c2 “ ´s3p2 s2 ` 3 s3 ` 2 s5q
16 s2 s23 ` 18 s2 s3 s5 ` s23s5
,
c3 “ 10 s2 s3 ` 9 s2 s5 ` s
2
3 ` s3 s5
16 s2 s23 ` 18 s2 s3 s5 ` s23s5
, c4 “ ´6 s2 s3 ` 9 s2 s5 ´ s
2
3
16 s2 s23 ` 18 s2 s3 s5 ` s23s5
.
The inverse of the information matrix is given by
M´1
`
ξ˚3 ,β
˘ “
¨˚
˚˝ c1 c2 c2c2 c3 c4
c2 c4 c3
‹˛‹‚. Hence, the condition of The Equivalence Theorem
is equivalent to
c1 x21 ` c3 px22 ` x23q ` 2 c2 px1 x2 ` x1 x3q ` 2 c4 x2 x3 ď 3
`
x1 ` γ px2 ` x3q
˘2 @ x P t1, 2u3
which is equivalent to the following system of inequalities
c1 ` 4c2 ` 2c3 ` 2c4 ď 3 p1` 2γq2 for v1 or v8
4c1 ` 12c2 ` 5c3 ` 4c4 ď 3 p2` 3γq2 for v6 or v7
However, due to the complexity of the system above we employed computer algebra using Wolfram Mathematica 11.3
(see Wolfram Research) to obtain the solution for γ.
(iv) The 3ˆ 3 design matrix F “ rv2, v6, v7sT is given by
F “
¨˚
˚˝ 2 1 12 1 2
2 2 1
‹˛‹‚ with F´1 “
¨˚
˚˝
3
2 ´ 12 ´ 12
´ 12 0 1
´ 12 1 0
‹˛‹‚ and weight matrix V “ diag`u2, u6, u7˘.
Hence, the condition of The Equivalence Theorem is equivalent toˆ´
x2 ´ x12
¯2 ` ´x3 ´ x12 ¯2
˙
p2` 3γq2 `
ˆ
3x1
2
´ x2 ´ x3
˙2
p2` 2γq2 ď `x1 ` γpx2 ` x3q˘2 @x P t1, 2u3,
and the above inequalities reduce to
90 γ2 ` 168γ ` 72 ď 0 for v3 or v4 (3.8)
6γ2 ` 16γ ` 8 ď 0 for v8 (3.9)
In analogy to parts (i) and (ii) the sets of solutions of (3.8) and (3.9) are given by r´1.2,´ 23 s and r´2,´ 23 s, respectively
where the interior bounds are the roots of the respective polynomials. Hence, by considering the intersection of both
sets with the range of γ, the design ξ˚4 is locally D-optimal if γ P r´1.2,´1q.
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In Panel (b) of Figure 2 the optimality subregions of ξ˚1 , ξ
˚
2 , ξ
˚
3 and ξ
˚
4 form Theorem 3.3 are depicted. Note that
each design of ξ˚1 , ξ
˚
2 and ξ
˚
4 denotes a single design whereas ξ
˚
3 determines a certain type of designs with weights
depend on the parameter values. A well known form of ξ˚3 is obtained at β “ p´1{7qβ1 which represents the uniform
design on the vertices v2, v3, v4, v5. Additionally, along the horizontal dashed line, i.e., β “ 0, ξ˚3 assigns the weights
ω˚1 “ 5{16, ω˚2 “ ω˚3 “ 9{32, ω˚4 “ 1{8 to v2, v3, v4, v5, respectively. For equally size of parameters, i.e., β1 “ β the
diagonal dashed line in Panel (b) represents a case where ξ˚1 is D-optimal.
Remark 7. Deriving a locally D-optimal design at a given parameter point from the subregion ´3β1 ă β ă ´ 65β1,
β1 ă 0 is not available analytically. Therefore, employing the multiplicative algorithm (see Yu (2010) and Harman and
Trnovska´ (2009)) in the software package R (see R Core Team (2018)) provides numerical solutions which show that
the locally D-optimal design on that subregion is of form
ξ˚5 “
ˆ
v2 v3 v4 v6 v7
ω˚1 ω
˚
2 ω
˚
2 ω
˚
3 ω
˚
3
˙
which is supported by five vertices with weights may depend on β. The equal weights are due to the symmetry. Table 2
shows some numerical results in terms of the ratio γ “ β{β1 where γ P p´3,´6{5q .
γ v2 v3 v4 v6 v7
´2.9 0.3312 0.3285 0.3285 0.0059 0.0059
´2.5 0.3225 0.3051 0.3051 0.0336 0.0336
´2 0.3125 0.2604 0.2604 0.0833 0.0833
´1.5 0.3125 0.1701 0.1701 0.1736 0.1736
´1.23 0.3297 0.0325 0.0325 0.3027 0.3027
Table 2: D-optimal designs on X “ r1, 2s3 at γ P p´3,´6{5q where γ “ β{β1 and ´3β1 ă β ă ´ 65β1, β1 ă 0.
In general, for gamma models without intercept, finding optimal designs for a model with multiple factors, i.e.,
ν ą 3 is not an easy task. The optimal design given by part (i) of Theorem 3.3 might be extended for arbitrary number
of factors under sufficient and necessarily condition on the parameter points:
Theorem 3.4. Consider the experimental region X “ “a, b‰ν, ν ě 3, 0 ă a ă b. Let β be a parameter point such that
fTpxqβ ą 0 for all x P X. Define T pxq “ řνi“1 xi, q “ apν´1qa`b and c j “ pb´ aqβ j ` ařνi“1 βi (1 ď j ď ν). Then
the design ξ˚ which assigns equal weights ν´1 to the support
x˚1 “
`
b, a, . . . , a
˘T
, x˚2 “
`
a, b, . . . , a
˘T
, . . . , xν˚ “
`
a, a, . . . , b
˘T
is locally D-optimal (at β) if and only if for all x “ px1, . . . , xνqT P ta, buν
νÿ
j“1
`
x j ´ qT pxq
˘2c2j ď pb´ aq2` vÿ
j“1
β jx j
˘2
. (3.10)
Proof. Define the ν ˆ ν design matrix F “ r fpx˚1 q, . . . , fpxν˚ qsT. Thus F “ pb ´ aqI ` a11T and F´1 “
1
pb´aq
`
I ´ q11T˘ where I is the νˆ ν identity matrix and 1 is a νˆ 1 vector of ones. The information matrix of ξ˚ is
given by M
`
ξ˚,β
˘ “ 1
ν
FTVF where V “ diag
´
upx˚j ,βq
¯ν
j“1
is the ν ˆ ν weight matrix. Note that upx˚j ,βq “ c´2j
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for all p1 ď j ď νq. Hence, the l.h.s. of the condition of the Equivalence Theorem (Theorem 2.1, part (a)) is equal to
` vÿ
j“1
β jx j
˘´2 fTpxqM´1`ξ˚,β˘ fpxq “ ν` vÿ
j“1
β jx j
˘´2 fTpxqF´1V´1F´1 fpxq
“ ν`pb´ aq vÿ
j“1
β jx j
˘´2 ` fTpxq ´ qT pxq1T˘ diag´c2j¯νj“1 p fpxq ´ qT pxq1q
“ ν
´
pb´ aq
vÿ
j“1
β jx j
¯´2 νÿ
j“1
`
x j ´ qT pxq
˘2c2j . (3.11)
By Equivalence Theorem design ξ˚ is locally D-optimal if and only if (3.11) is less than or equal to ν
for all x P ta, buν leading resulting inequalities that are equivalent to assumption (3.10).
Note that the D-optimal design given in part (i) of Theorem 3.3 is a special case of Theorem 3.4 when ν “ 3 where
condition (3.10) covers condition (3.4) in the proof of part (i) of Theorem 3.3. Actually it can be seen that already in the
general case of Theorem 3.4 the optimality condition (3.10) depends only on the ratios β j{přνi“1 βiq for all (1 ď j ď ν).
Hence the scaling factor vanishes. Similarly note that already condition (3.10) depends on a and b only through their
ratio a{b. However, assuming the model parameters are having equal size implies that the D-optimality of a design is
independent of the model parameters whereas it depends on the ratio a{b as it is shown in the next corollary.
Corollary 3.3. Consider the experimental region X “ “a, b‰ν, ν ě 3, 0 ă a ă b. Let β be a parameter point such
that β j “ β j1 “ β ą 0 p1 ď j ă j1 ď νq. Then the design ξ˚ which assigns equal weights ν´1 to the support
x˚1 “
`
b, a, . . . , a
˘T, x˚2 “ `a, b, . . . , a˘T, . . . , xν˚ “ `a, a, . . . , b˘T is locally D-optimal (at β) if and only if´b
a
¯2 ě `ν´ 1˘`ν´ 2˘
2
. (3.12)
Proof. Let β j “ β j1 “ β p1 ď j ă j1 ď νq then condition (3.10) of Theorem 3.4 reduces to
`pν´ 1qa2 ` b2˘˜ νÿ
j“1
x j
¸2
´ ppν´ 1qa` bq2
νÿ
j“1
x2j ě 0 @x P ta, buν. (3.13)
For x “ px1, . . . , xνq P ta, buν, let r “ rpxq P t0, 1, . . . , νu denote the number of coordinates of x that are equal to b.
Then
řν
j“1 x2j “ pν´ rq a2 ` r b2 and
´řν
j“1 x j
¯2 “ ppν´ rq a` r bq2. Hence, condition (3.13) is equivalent to
pa´ bq2 τ r2 ` pa´ bqppb` aq ´ 2 a ν τq r ` ν a2pν τ´ 1q ě 0 @r P t0, 1, . . . , νu, ν ě 2 (3.14)
where τ “ pν´1qa2`b2ppν´1qa`bq2 . The l.h.s. of inequality (3.14) is a polynomial in r of degree 2 with positive leading term. The
polynomial attains 0 at r “ 1 (r1 “ 1 indicates the support of ξ˚) and at r2 “ ν pν´1q a2pν´1qa2`b2 . Note that the polynomial
is positive and increasing for all r ą 2 (i,e., (3.14) holds true ) when r2 ď 2 or, equivalently, ν pν´1q a2pν´1qa2`b2 ď 2 which
coincides with condition (3.12).
Remark 8. Actually, condition (3.12) is obviously fulfilled for ν “ 2 (compare Theorem 3.2). For the case ν “ 3 the
bound of l.h.s. of condition (3.12) is 1 and, hence always fulfilled.
4. Gamma models with interaction
In this section we are still dealing with a model without intercept. We consider a model with two factors and
with an interaction term where fpxq “ `x1, x2, x1x2˘T and β “ `β1, β2, β3˘T. The experimental region is given by
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X “ ra, bs2, 0 ă a ă b and we aim at deriving a locally D-optimal design. Our approach is employing a transformation
of the proposed model to a model with intercept by removing the interaction term x1x2. It follows that
fβpxq “
`
β1x1 ` β2x2 ` β3x1x2
˘´1 `x1, x2, x1x2˘T
“ `β1t2 ` β2t1 ` β3˘´1 `t2, t1, 1˘T “ f˝βptq (4.1)
where t “ `t1, t2˘T, t j “ 1{x j, j “ 1, 2. The range of t “ tpxq, as x ranges over X “ ra, bs2 is a cube given by
T “ “p1{bq , p1{aq‰2. One can rearrange the terms of (4.1) by making use of the 3ˆ 3 anti-diagonal transformation
matrix Q. That is f˜ β˜ptq “
`
f˜Tptqβ˜˘´1 f˜ptq where f˜ptq “ Qf˝ptq and β˜ “ `QT˘´1β “ `β3, β2, β1˘T. Note that
f˜ptq “ p1, t1, t2qT. Thus
f˜ β˜ptq “
`
β3 ` β2t1 ` β1t2
˘´1 `1, t1, t2˘T. (4.2)
Since (4.2) coincides with that for a model with intercept the D-criterion is equivariant (see Radloff and Schwabe
(2016)) with respect to a one-to-one transformation from T toZ “ r0, 1s2 where
t j Ñ z j “ 1p1{aq ´ p1{bq t j ´
1{b
p1{aq ´ p1{bq , j “ 1, 2. (4.3)
For a given transformation matrix
B “
¨˚
˚˝ 1 0 0´p1{bqp1{aq´p1{bq 1p1{aq´p1{bq 0
´p1{bq
p1{aq´p1{bq 0
1
p1{aq´p1{bq
‹˛‹‚ with B´1 “
¨˚
˝ 1 0 01b 1a ´ 1b 0
1
b 0
1
a ´ 1b
‹˛‚
we have ˜˜β “ `BT˘´1β˜ “ p ˜˜β0, ˜˜β1, ˜˜β2qT and hence ˜˜β0 “ β3 ` p1{bqpβ1 ` β2q , ˜˜β1 “ β2pp1{aq ´ p1{bqq and
˜˜β2 “ β1pp1{aq ´ p1{bqq. It follows that
f˜ ˜˜βpzq “ B f˜ ˜˜β
`
t
˘ “ ` ˜˜β0 ` ˜˜β1z1 ` ˜˜β2z2q´1 `1 , z1 , z2˘T, z P r0, 1s2. (4.4)
Let Mpx,βq “ fβpxq fTβpxq, M˜pt, β˜q “ f˜ β˜ptq f˜Tβ˜ptq and ˜˜Mpz, ˜˜βq “ f˜ ˜˜βpzq f˜
T
˜˜βpzq be the information matrices for
the models which corresponding to (4.1), (4.2) and (4.4), respectively. It is easily to observe that
Mpx,βq “ Q´1M˜pt, β˜qQ´1 “ B´1Q´1 ˜˜Mpz, ˜˜βqQ´1B´1,
thus the derived D-optimal designs on X, T andZ, respectively are equivariant. According to the mapping of x to t
in the line following (4.1) and the mapping from t to z in (4.3) each component is mapped separately: x j Ñ t j Ñ z j
without permuting them. Therefore, one modifies the direct one-to-one transformation g : XÑ Z where
x j Ñ z j “ 1{x jp1{aq ´ p1{bq ´
1{b
p1{aq ´ p1{bq , j “ 1, 2. (4.5)
Let ξg˚ be a design defined on Z that assigns the weights ξpxq to the mapped support points gpxq, x P supppξ˚q. In
fact, ξ˚ on X is locally D-optimal (at β) if and only if ξg˚ on Z is locally D-optimal (at ˜˜β). It is worth noting by
transformation (4.5) we obtain
pb, bqT Ñ p0, 0qT, pb, aqT Ñ p1, 0qT,
pa, bqT Ñ p0, 1qT, pa, aqT Ñ p1, 1qT.
Corollary 4.1. Consider fpxq “ `x1, x2, x1x2˘T on X “ ra, bs2, 0 ă a ă b. Denote the vertices by v1 “ pb, bqT,
v2 “ pb, aqT, v3 “ pa, bqT, v4 “ pa, aqT. Let β “ pβ1, β2, β3qT be a parameter point. Then the unique locally D-optimal
design ξ˚ (at β) is as follows.
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(i) If β23 ` 1b2 pβ21 ` β22q ` p 1b2 ´ 1a2 ` 2a b qβ1β2 ` 2bβ3pβ1 ` β2q ď 0 then ξ˚ assigns equal weights 1{3 to v1, v2, v3.
(ii) If β23 ` 1b2 β21 ` 1a2 β22 ` 2bβ3β1 ` 2aβ3β2 ` p 1b2 ` 1a2 qβ1β2 ď 0 then ξ˚ assigns equal weights 1{3 to v1, v2, v4.
(iii) If β23 ` 1b2 β22 ` 1a2 β21 ` 2bβ3β2 ` 2aβ3β1 ` p 1b2 ` 1a2 qβ1β2 ď 0 then ξ˚ assigns equal weights 1{3 to v1, v3, v4.
(iv) If β23 ` 1a2 pβ21 ` β22q ` p 1a2 ´ 1b2 ` 2ab qβ1β2 ` 2aβ3pβ1 ` β2q ď 0 then ξ˚ assigns equal weights 1{3 to v2, v3, v4.
(v) If none of the cases piq – pivq applies then ξ˚ is supported by the four vertices
ξ˚ “
ˆ
v1 v2 v3 v4
ω˚1 ω
˚
2 ω
˚
3 ω
˚
4
˙
, where ω˚
`
ą 0 p1 ď ` ď 4q, ř4`“1 ω˚` “ 1.
Proof. The regression vector f˜ ˜˜βpzq given by (4.4) coincides with that for the two-factor gamma model with intercept
onZ “ r0, 1s2 whose intensity function is defined as u ˜˜βpzq “ p ˜˜β0 ` ˜˜β1z1 ` ˜˜β2z2q´2 for all z P Z. Denote
c1 “ u ˜˜βpp0, 0qTq “ ˜˜β´20 “ pβ3 `
1
b
pβ1 ` β2qq´2,
c2 “ u ˜˜βpp1, 0qTq “ p ˜˜β0 ` ˜˜β1q´2 “ pβ3 ` β1
1
b
` β2 1a q
´2,
c3 “ u ˜˜βpp0, 1qTq “ p ˜˜β0 ` ˜˜β2q´2 “ pβ3 ` β1
1
a
` β2 1b q
´2,
c4 “ u ˜˜βpp1, 1qTq “ p ˜˜β0 ` ˜˜β1 ` ˜˜β2q´2 “ pβ3 `
1
a
pβ1 ` β2qq´2.
Let h, i, j, k P t1, 2, 3, 4u are pairwise distinct such that ck “ mintc1, c2, c3, c4u then it follows from Theorem 4.2 in
Gaffke et al. (2018) that if c´1k ě c´1h ` c´1i ` c´1j then ξ˚ is a three-point design supported by the three vertices vh,
vi, v j, with equal weights 1{3. Hence, straightforward computations show that the condition in case piq of the corollary
is equivalent to c´14 ě c´11 ` c´12 ` c´13 . Analogous verifying is obtained for other cases. By Remark 2 the four-point
design with positive weights in case pvq applies implicitly if non of the conditions piq – pivq of saturated designs is
satisfied at a given β.
It is noted that, the optimality conditions piq–pivq provided by Corollary 4.1 depend on the values of a and b. The
D-optimality might be achieved or declined by changing the values of a and b. To see that, more specifically, let a “ 1
and b “ 2, i.e., the experimental region is X “ r1, 2s2 and define γ1 “ β1{β3 and γ2 “ β2{β3, β3 ‰ 0. Here, the
parameter space which is depicted in Panel (a) of Figure 3 is characterized by γ2 ` γ1 ą ´1, 2 γ2 ` γ1 ą ´2 and
γ2 ` 2 γ1 ą ´2. It is observed that from Panel (a) of Figure 3 that the design given by part piq of Corollary 4.1 is
not locally D-optimal at any parameter point belongs to the space of model parameters. In other words, condition piq,
1
4 pγ21 ` γ22q ` 14γ1γ2 ` γ1 ` γ2 ď ´1, can not be satisfied.
Let us consider another experimental region with a higher length by fixing a “ 1 and taking b “ 4, i.e., X “ r1, 4s2.
The parameter space which is depicted in Panel (b) of Figure 3 is characterized by γ2 ` γ1 ą ´1, 4 γ2 ` γ1 ą ´4 and
γ2 ` 4 γ1 ą ´4. In this case all designs given by Corollary 4.1 are locally D-optimal at particular values of γ2 and γ1
as it is observed from the figure. It is obvious that along the diagonal dashed line (γ2 “ γ1) there exist at most three
different types of locally D-optimal designs.
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(a) (b)
Figure 3: Dependence of locally D-optimal designs on γ1 “ β1{β3 and γ2 “ β2{β3 where for Panel (a) X “ r1, 2s2 and for Panel (b) X “ r1, 4s2.
The diagonal dashed line represents the case γ2 “ γ1. Note that supppξ˚i jkq “ tvi, v j, vku Ă tv1, v2, v3, v4u and supppξ˚1234q “ tv1, v2, v3, v4u.
.
For arbitrary values of a and b, 0 ă a ă b let us restrict to case γ2 “ γ1 “ γ, i.e., β1 “ β2 “ β, β3 ‰ 0 and the
next corollary is immediate.
Corollary 4.2. Consider fpxq “ px1, x2, x1x2qT on an arbitrary square X “ ra, bs2, 0 ă a ă b in the positive
quadrant. Let β1 “ β2 “ β and β3 ‰ 0. Define γ “ ββ3 . Then the locally D-optimal design ξ˚ (at β) is as follows.
(i) If ´ a2 ă γ ď ´ ab3b´a , then ξ˚ assigns equal weights 1{3 to v2, v3, v4.
(ii) If b´ 3a ą 0 and γ ě abb´3a , then ξ˚ assigns equal weights 1{3 to v1, v2, v3.
(iii) If b´ 3a ą 0 and ´ ab3b´a ă γ ă abb´3a then the design ξ˚ is supported by v1, v2, v3, v4. The optimal weights are
given by
ω˚1 “
ab´ pa´ 3bqγ
4bpa` 2γq , ω
˚
2 “ ω˚3 “
`
ab` pa` bqγ˘2
4abpb` 2γqpa` 2γq , ω
˚
4 “
ab´ pb´ 3aqγ
4apb` 2γq .
Proof. Consider the experimental region X “ ra, bs2, 0 ă a ă b. By assumption β1 “ β2 “ β, β3 ‰ 0 the range of
γ “ β
β3
is given by p´a{2,8q. Assumption b´ 3a ą 0 implies that ´ a2 ă ´ ab3b´a ă abb´3a . Employing Corollary 4.1
shows the following. Both conditions of parts (ii) and (iii) of Corollary 4.1 are not fulfilled by any parameter point thus
the corresponding designs are not D-optimal. In contrast, the design ξ˚ in (i) of Corollary 4.2 is locally D-optimal if
the condition of part pvq of Corollary 4.1 holds true. That condition is equivalent to
p3b2 ` 2ab´ a2qγ2 ` 4ab2γ ` a2b2 ď 0.
The l.h.s. of above inequality is polynomial in γ of degree 2 and thus the inequality is fulfilled by ´ a2 ă γ ď ´ ab3b´a .
Again, the design ξ˚ in (ii) is locally D-optimal if the condition of part piq of Corollary 4.1 holds true. That condition is
equivalent to
p3a2 ` 2ab´ b2qγ2 ` 4a2bγ ` a2b2 ď 0.
The l.h.s. of above inequality is polynomial in γ of degree 2 and thus the inequality is fulfilled by γ ě abb´3a if
b´ 3a ą 0.
The four-point design given in (iii) has positive weights on ´ ab3b´a ă γ ă abb´3a if b´ 3a ą 0 and hence it is implicitly
locally D-optimal by Remark 2.
Remark 9. One should note that from Corollary 4.2 when β “ 0 the uniform design on the vertices v1, v2, v3, v4 is
locally D-optimal.
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5. Design efficiency
The D-optimal design for gamma models depends on a given value of the parameter β. Misspecified values may
lead to a poor performance of the locally optimal design. From our results the designs are locally D-optimal at a
specific subregion of the parameter space. In this section we discuss the potential benefits of the derived designs, in
particular, the D-optimal designs from Theorem 3.3 for a gamma model without interaction and from Corollary 4.2 for
a gamma model with interaction. Our objective is to examine the overall performance of some of the locally D-optimal
designs. The overall performance of any design ξ is described by its D-efficiencies, as a function of β,
Effpξ,βq “
˜
det Mpξ,βq
det Mpξ˚β ,βq
¸1{3
(5.1)
where ξ˚β denotes the locally D-optimal design at β.
Example 1. In the situation of Theorem 3.3 the experimental region is given by X “ r1, 2s3. We restrict only to the
case β1 ą 0, β2 “ β3 “ β and hence we utilize the ratio γ “ β{β1 with range p´1{4,8q. Our interest is in the saturated
and equally weighted designs ξ1 and ξ2 where supppξ1q “ tv2, v3, v4u and supppξ2q “ tv3, v4, v5u which by Theorem
3.3 are locally D-optimal at γ ě 1{5 and γ P p´1{4,´5{23s, respectively. In particular, ξ1 and ξ2 are robust against
misspecified parameter values in their respective subregions. Additionally, for γ P p´5{23, 1{5q we consider the locally
D-optimal designs of type ξ3pγq given by the theorem. Note that supppξ3pγqq “ tv2, v3, v4, v5u and the weights depend
on γ.
To employ (5.1) we put ξ˚β “ ξ1 if γ ě 1{5, ξ˚β “ ξ2 if γ P p´1{4,´5{23s and ξ˚β “ ξ3pγq if γ P p´5{23, 1{5q. We
select for examination the designs ξ1, ξ2, ξ3p´1{7q. Moreover, as natural competitors we select various uniform designs
supported by specific vertices. That is ξ4 with support t1, 2u3 and the two half-fractional designs ξ5 and ξ6 supported
by tv1, v5, v6, v7u and tv2, v3, v4, v8u, respectively. Additionally, we consider ξ7 which assigns uniform weights to the
grid t1, 1.5, 2u3.
In Panel (a) of Figure 4, the D-efficiencies of the designs ξ1, ξ2, ξ3p´1{7q, ξ4, ξ5, ξ6 and ξ7 are depicted. The
efficiencies of ξ1 and ξ2 are, of course, equal to 1 in their optimality subregions γ P r1{5,8q and γ P p´1{4,´5{23s,
respectively. However, for γ outside but fairly close to the respective optimality subregion both designs perform quite
well; the efficiencies of ξ1 and ξ2 are greater than 0.80 for ´0.15 ď γ ă 1{5 and ´1{4 ă γ ď ´0.28, respectively.
However, their efficiencies decrease towards zero when γ moves away from the respective optimality subregion. So, the
overall performance of ξ1 and ξ2 cannot be regarded as satisfactory. The design ξ3p´1{7q, though locally D-optimal
only at γ “ ´1{7, does show a more satisfactory overall performance with efficiencies range between 0.8585 and 1.
The efficiencies of the half-fractional design ξ6 are greater than 0.80 only for γ ą ´0.049, otherwise the efficiencies
decrease towards zero. The design ξ4 turns out to be uniformly worse than ξ3p´1{7q and its efficiencies range between
0.5768 and 0.7615. The worst performance is shown by the designs ξ5 and ξ7.
Example 2. In the situation of Corollary 4.2 we consider the experimental region X “ r1, 4s2 where condition
b´ 3a ą 0 is satisfied. The vertices are denoted by v1 “
`
4, 4
˘T, v2 “ `4, 1˘T, v3 “ `1, 4˘T, v4 “ `1, 1˘T. We restrict
to β3 ‰ 0, β1 “ β2 “ β, and the range of γ “ β{β3 is p´1{2,8q. In analogy to Example 1 denote by ξ1 and ξ2 the
saturated and equally weighted designs with support tv1, v2, v3u and tv2, v3, v4u, respectively. By the corollary ξ1 and
ξ2 are locally D-optimal at γ ě 4 and γ P p´1{2,´4{11s, restrictively. Denote by ξ3pγq the design given in part piiq of
Corollary 4.2 which is locally D-optimal at γ P p´4{11, 4q. Note that from (5.1) we put ξ˚β “ ξ1 if γ ě 4, ξ˚β “ ξ2 if
γ P p´1{2,´4{11s and ξ˚β “ ξ3pγq if γ P p´4{11, 4q. For examination we select ξ1, ξ2, ξ3p0q. As a natural competitor
we select ξ4 that assigns uniform weights to the grid t1, 2.5, 4u2. The efficiencies are depicted in Panel (b) of Figure 4.
We observe that the performance of ξ1 and ξ2 is similar to that of the corresponding designs in Example 1. Moreover,
the design ξp0q show a more satisfactory overall performance. The efficiencies of ξ4 vary between 0.77 and 0.83 for
γ ą ´4{11.
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(a) Example 1. The considered interval is ´1{4 ă γ ď 1. (b) Example 2. The considered interval is ´1{2 ă γ ď 5.
Figure 4: D-efficiencies from (5.1) of particular designs relative to the optimal designs at their optimality subregions under gamma models without
intercept.
6. Conclusion
In the current paper we considered gamma models without intercept for which locally D- and A-optimal designs
have been developed. The positivity of the expected means entails a positive linear predictor whereas absence of the
intercept term requires an experimental region which is not containing the origin point 0. The information matrix for
the non-intercept gamma model is invariant w.r.t. simultaneously scaling of x or β. In this context, we utilized different
approaches to derive the locally optimal designs. Sets of D- and A-optimal designs were derived on a non-compact
experimental region. On the other hand, a transformation to models that are having intercept were employed on
a two-factor model without or with interaction as in Theorem 3.2 or Corollary 4.1, respectively. This approach
simplified the optimality problem and thus such known results were applied. Moreover, the complexity of applying
The Equivalence Theorem as in Theorem 3.3 implicated the optimality problem to solve a system of inequalities
analytically or by employing computer algebra. In contrast, the transformation approach, of course, can be used for
the case in Theorem 3.3 and thus according to Remark 6, the three-factor model without intercept on X “ r1, 2s2
can be transformed to a model with intercept on T “ Conv p1{2, 1qT, p1, 1{2qT, p1{2, 1{2qT, p2, 1qT, p1, 2qT, p2, 2qT(.
Rescaling T yields Z “ Conv p0, 1{3qT, p1{3, 0qT, p0, 0qT, p1, 1{3qT, p1{3, 1qT, p1, 1qT(. Consequently, the linear
predictor is reparameterized as β˜0 ` β˜1z1 ` β˜2z2 where pz1, z2qT P Z and β˜0 “ β1 ` p1{2qpβ2 ` β3q, β˜1 “ p3{2qβ2,
β˜2 “ p3{2qβ3.
In many applied aspects, the log-link function is considered as a main alternative to the canonical one (see Kilian
et al. (2002),Wenig et al. (2009),Gregori et al. (2011),McCrone et al. (2005),Montez-Rath et al. (2006)). In that case the
intensity function upx,βq “ 1 and thus the information matrix under gamma models is equivalent to that under ordinary
regression models. For that reason, the optimal designs for a gamma model are identical to those for an ordinary
regression model with similar linear predictor. In Hardin and Hilbe (2018) gamma models were fitted considering
various link functions, for example; the Box-Cox family of link functions that is given by
fTpxqβ “
" `
µλ ´ 1˘{λ pλ ‰ 0q
log µ pλ “ 0q (6.1)
which involves the log-link at λ “ 0 (see Atkinson and Woods (2015)). The intensity function is thus defined as
upx, λβq “ `λ fTpxqβ` 1˘´2, x P X. (6.2)
Here, the positivity condition (2.5) of the expected mean µ “ Epyq of a gamma distribution is modified to λ fTpxqβ ą ´1
for all x P X. Therefore, for a gamma model without intercept the experimental region might be considered as
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X “ r0, 1sν. As an example, consider fpxq “ px1, x2qT on X “ r0, 1s2 with vertices v1 “ p0, 0qT, v2 “ p1, 0qT,
v3 “ p0, 1qT, v4 “ p1, 1qT. Let uk “ upvk, λβq for all p1 ď k ď 4q. The Equivalence Theorem (Theorem 2.1, part (a))
approves the D-optimality of the design ξ˚ which assigns equal weights 1{2 to the vertices v2 and v3 at the point λβ.
This result might be extended for a multiple-factor model as in Theorem 3.1. However, the expression λ fTpxqβ` 1
could be viewed as a linear predictor of a gamma model with known intercept. Adopting the Box-Cox family as a class
of link functions for gamma models could be a topic of future research.
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