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Abstract—Structure from motion algorithms have an inher-
ent limitation that the reconstruction can only be determined
up to the unknown scale factor. Modern mobile devices are
equipped with an inertial measurement unit (IMU), which
can be used for estimating the scale of the reconstruction.
We propose a method that recovers the metric scale given
inertial measurements and camera poses. In the process, we also
perform a temporal and spatial alignment of the camera and the
IMU. Therefore, our solution can be easily combined with any
existing visual reconstruction software. The method can cope
with noisy camera pose estimates, typically caused by motion
blur or rolling shutter artifacts, via utilizing a Rauch-Tung-
Striebel (RTS) smoother. Furthermore, the scale estimation
is performed in the frequency domain, which provides more
robustness to inaccurate sensor time stamps and noisy IMU
samples than the previously used time domain representation.
In contrast to previous methods, our approach has no parame-
ters that need to be tuned for achieving a good performance. In
the experiments, we show that the algorithm outperforms the
state-of-the-art in both accuracy and convergence speed of the
scale estimate. The accuracy of the scale is around 1% from the
ground truth depending on the recording. We also demonstrate
that our method can improve the scale accuracy of the Project
Tango’s build-in motion tracking.
I. INTRODUCTION
Structure from motion (SfM) is the process of estimat-
ing 3D structure and camera motion from a series of 2D
images. The scale ambiguity is a well-known limitation
of this process. The reconstruction is only possible up to
an unknown scale factor when using a monocular camera.
However, the scale information would often be useful, for
example, when making body size measurements for online
shopping. Similarly, the scale information could be utilized
in 3D printing. The user could first scan the object with a
smart device and then print the object in exact dimensions
with a 3D printer.
The scale ambiguity can be solved by using at least two
calibrated cameras or a depth camera. Besides the fact that
the stereo and depth cameras have a limited operational
range, they are also more expensive and rarely included in
mobile devices. The global positioning system (GPS) can
also be used for obtaining the metric scale of the reconstruc-
tion. However, the GPS is typically relatively inaccurate and
only works outdoors.
Some scale estimation methods avoid the need for extra
hardware by making assumptions about the scene content.
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Fig. 1. Visual reconstructions after the scale correction. The reconstructions
have been rotated so that the gravity vector, which is another output of our
method is aligned with the y-axis.
For instance, the smart device application [1] allows the user
to make metric measurements from the scene by using the
known dimensions of a credit card, which is embedded to the
scene. Similarly, the application [2] detects the device itself
from the mirror in order to make body size measurements
of the user. The method [3] solves the problem by assuming
that the ground is flat and that the approximate height of the
camera from the ground is known.
In this paper, we propose a method for recovering the
metric scale of a visual SfM reconstruction by using inertial
measurements recorded with an IMU that is rigidly attached
to the camera. An example of the scaled reconstruction is
shown in Figure 1. The proposed approach outperforms the
state-of-the-art, especially when dealing with noisy measure-
ments, e.g. due to motion blur, rolling shutter artifacts or low-
quality IMU. The accuracy of scale is typically around 1%
from the ground truth depending on the recording. We also
present a calibration method, which aligns the inertial and
visual measurements both temporally and spatially. There-
fore, the algorithm can be easily bundled with any structure
from motion software that outputs the camera poses. Our
method and data will be made available as open source upon
publication of the paper.
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II. RELATED WORK
The fusion of visual and inertial measurements has been
a popular research topic in the robotics community. Most
previous systems are focused on real-time tracking and nav-
igation, e.g. [4], [5], [6], [7], [8], [9], [10], [11], [12], [13].
These approaches require tightly integrated sensor fusion,
which places requirements for the hardware. For example, the
synchronization of individual video frames and IMU sensor
timestamps must be relatively accurate, and often the used
IMUs are of notably better quality than standard smartphone
IMUs, which are not aimed for inertial navigation purposes.
In fact, many of the previous approaches utilize special
hardware setups. For instance, both [5] and [11] use a similar
synchronized IMU and stereo camera hardware prototype.
Further, also [7], [9], [12], [13] use custom-made camera-
IMU hardware. Finally, perhaps the most well-known ex-
ample of a specialized hardware platform for visual-inertial
odometry is the Google Tango tablet device which utilizes a
fish-eye lens camera [14]. Regarding Google Tango device, it
should be noticed that the implementation is proprietary and
not openly documented, and hence it is difficult to analyze
whether similar performance could be realized with more
conventional smartphone hardware.
Nevertheless, there are some approaches which utilize
standard smartphone sensors for motion tracking and metric
reconstruction [6], [15]. In [15] the authors report that the
recovered scale was estimated to have an error of up to
10-15% which is a significantly larger error than what we
report in this paper. On the other hand, [6] focus on real-
time visual-inertial odometry in the navigation context, and
not on precise metric reconstruction of objects like [15].
Thus, [6] does not present a quantitative evaluation of the
obtained scale accuracy and, as their implementation is not
publicly available, detailed comparisons are not possible.
Interestingly, although [6] aims at real-time tracking, the
authors report that in their experiments the data was recorded
and stored onboard a phone and then processed offline on
the same device (but the average processing time per frame
was small enough for real-time operation). Thus, it seems
that there are not many publicly documented visual-inertial
odometry systems that would be both accurate and capable
of truly real-time operation on a smartphone.
Besides placing specific requirements for the hardware,
tightly integrated fusion of visual and inertial measurements
is a challenging task and leads to relatively complex designs
as one needs to solve two difficult problems, visual odometry
and inertial navigation, simultaneously. We believe that this
complexity partially explains why many of the aforemen-
tioned state-of-the-art visual-inertial odometry methods are
not available as open-source implementation.
In contrast to the approaches that utilize inertial sensors,
purely visual reconstruction approaches are more mature
and many solutions are available, both as open-source [16],
[17], [18], [19], [20], [21] and commercial software [22],
[23], [24]. In particular, given the good visual quality and
high accuracy and completeness of the reconstructed models
that some of the commercial software packages provide, it
appears that the only feature missing from these solutions
is the absolute metric scale, which can not be obtained
using images alone but which would be needed for certain
measurement and modeling applications (e.g. body size
measurements for clothing or reproduction of objects via 3D
printing).
Therefore, instead of aiming at tight integration of vi-
sual and inertial measurements for real-time odometry, we
argue in favour of a decoupled approach, where one may
use any visual structure-from-motion tool for capturing a
3D reconstruction from a smartphone video, and thereafter
determine the metric scale of the reconstruction by applying
the proposed approach for the inertial measurements, which
were recorded simultaneously with the video capture. In fact,
our experiments show that the proposed approach provides
accurate results even when the precise temporal and spatial
alignment between the video and IMU signals is not known
a priori, or the camera poses provided by structure-from-
motion are noisy and inaccurate (e.g. due to motion blur
or rolling shutter effects). Further, besides having a wider
application potential due to milder hardware requirements
than most of the tightly integrated visual-inertial solutions,
we believe that our batch-based approach has also potential
for better accuracy thanks to the fact that it is able to utilize
all the noisy IMU measurements for estimating the scale
factor correction. Thus, if online or real-time scale estimation
is not necessary, one may get a reasonably accurate scale
even from low quality IMUs of commodity devices.
The closest previous works to ours are the papers by
Ham et al. [25], [26] which address the same problem
in a similar context. That is, they also apply off-the-shelf
visual tracking software to recover the camera poses up to
scale and thereafter fix the metric scale based on inertial
measurements. However, in contrast to Ham’s approach we
do not assume that the relative orientation of the camera
and IMU must be known a priori. Further, we propose
scale estimation by matching accelarations from visual and
inertial sensors in frequency domain instead of time domain.
We compare our frequency-based approach both to Ham’s
original implementation and to our own implementation of
Ham’s time domain approach. The results show that our
approach has better accuracy and faster convergence of the
scale estimate.
III. BACKGROUND
A. Measurements
Structure from motion software such as VisualSFM [16]
outputs the camera poses for each image in the sequence.
The pose defines the camera’s position pVW (t) and orientation
RVW (t) in the world coordinate frame. Subscripts W and C
denote the world and camera frames, respectively. The IMU
measures the acceleration aIS(t) and angular rate ω
I
S(t) of
the device in the sensor coordinate frame, which is denoted
with subscript S. Note that we use different superscripts for
the visual and inertial measurements to avoid confusion.
B. Transformations
The orientation of the device can be represented by a
rotation matrix RVW (t). To transform a vector in the world
coordinates, e.g. the gravity vector gW to the camera coor-
dinate frame, we apply the rotation
gC(t) = R
V
W (t) gW . (1)
Assuming that the camera and the IMU are part of
the same rigid structure and close together, there exists
an orthogonal transformation RS that rotates the inertial
measurements to the camera coordinate frame
aIC(t) = RS a
I
S(t) (2)
ωIC(t) = RS ω
I
S(t).
In Section IV-B, we propose a method for finding this
rotation when the Euclidean transformation between the
camera and IMU is unknown. It can be noted that the
centripetal accelerations caused by rotations are assumed to
be negligible small due to the close distance between the
camera and the IMU.
C. Overview of the algorithm
Processing steps of the proposed algorithm are visualized
in Figure 2. Before the scale estimation, we align the camera
and IMU measurements both temporarily and spatially. This
is achieved by comparing gyroscope readings and visual
angular velocities, which are computed from the camera
orientations. The scale estimation itself is performed by
matching visual and inertial accelerations. More specifically,
we differentiate the camera positions and match the accel-
erations in the frequency domain. Structure from motion
algorithms typically assume that the input is a collection
of unordered images. Thus, the continuity of motion is
ignored when reconstructing from a video. This may lead
to noisy position estimates reducing the accuracy of the
scale estimate. Since we can expect that the device follows
physical laws of motion, we employ the Rauch-Tung-Striebel
(RTS) smoother to refine the position estimates.
IV. VISUAL-IMU ALIGNMENT
The scale estimation relies on the assumption that the
visual and inertial measurements are temporally aligned.
Furthermore, we want to ensure that the camera coordinate
frame is spatially aligned with the coordinate frame of the
inertial measurement unit.
A. Temporal alignment
The timestamps of the IMU and visual-data are a natural
starting point for temporal alignment. The camera times-
tamps are not always available, and even when they are, the
camera and IMU may be using different clocks. This prevents
the direct comparison of the measurements since there is
an unknown temporal offset between the timestamps. Both
the literature and our experiments confirm that the mapping
between the IMU and visual-data is not just a constant shift
operation. The time offset can slightly change over time, due
to inaccuracies in the sensors’ clocks, or clock jitters from
CPU overloading [27].
Our solution to temporal alignment is based on the idea
of comparing gyroscope readings with the visual angular
velocities, which are computed from the camera orientations.
The offset value, which minimizes the least-squares error
is chosen as the best estimate. We perform the temporal
alignment concurrently with the spatial alignment since the
angular velocities cannot be compared without knowing the
spatial alignment between the coordinate frames. This topic
is discussed in Section IV-B. Figure 3 shows the angular
velocities before and after the temporal alignment. Note
that the angular velocities have been spatially aligned for
visualization.
Previous methods, such as [26] assume a constant offset
but as mentioned, the offset can slightly vary over time. In
fact, we can see from Figure 3 that signals are not perfectly
aligned after compensating for a constant delay. Even though
the difference is barely noticeable, we can take this account
by performing the scale estimation in frequency domain as
will be shown in Section V-D.
B. Spatial alignment
The rotation matrix RS , which aligns the sensor coor-
dinate frame with the camera coordinate frame may often
be deduced from the documentations of the development
platform and the reconstruction software. There is, however,
no guarantee that such transformation is precisely correct.
Our approach does not require that the transformation is
known in advance. Instead, we estimate the transformation
by utilizing gyroscope measurements. The aim is to find the
optimal rotation between two sets of angular velocities. First
we compute the visual angular velocities ωVC (t) from the
camera orientations RVW (t). The relation between the angular
velocity and the derivative of the rotation matrix is given by
the equation
[ωVC ]× =
dRVW
dt
RV
>
W . (3)
The components of the angular velocity can be extracted
from the 3 × 3 skew-symmetric matrix [ωVC ]×.
We can find the transformation between the angular ve-
locities ωVC (t) and ω
I
S(t) by minimizing
argmin
RS ,bωC
∑
t
‖ωVC (t)− (RS ωIS(t) + bωC)‖2, (4)
where bωC is the translation vector, which equals to gyroscope
bias in the camera coordinate frame. It has been shown [28],
[29] that this problem can be solved optimally in closed-
form. Indeed, we may first translate the angular velocities so
that their centroids are at the origin of the coordinate frame
and then solve the optimal rotation RS , and thereafter bωC ,
as in [28].
Thus far, we have assumed that the visual and inertial
angular velocities are temporally aligned. Since this may not
be true, we include the offset term td to the objective function
argmin
RS ,bωC ,td
∑
t
‖ωVC (t)− (RS ωIS(t+ td) + bωC)‖2, (5)
pVW , R
V
W
aIS , ω
I
S
pVW a
V
W
aIC , R
V
W
s
gW
baC
Fig. 2. Processing steps of the proposed algorithm.
Fig. 3. Comparison of visual and inertial angular velocities before and
after the temporal alignment.
which is minimized using alternating optimization. That is,
we find the optimal td iteratively using golden section search,
where we solve RS and bωC in closed-form at each iteration.
Before the scale estimation, we align the inertial accel-
erations to the camera frame both temporally and spatially
using the estimated values for RS and td (cf. Figure 2).
V. SCALE ESTIMATION
The aim of the scale estimation is to find a scale factor
that fixes the metric scale of the reconstruction. Our work
is similar to [26] in the sense that we compare accelerations
instead of positions. What makes the problem more com-
plicated is the fact that the accelerometer also measures the
earth’s gravity, which is not observed by the camera. Fur-
thermore, the measurements are corrupted by the noise and
the accelerometer readings may be biased. In practice, we
not only estimate the scale but the gravity and accelerometer
bias as well.
A. Visual accelerations and RTS smoothing
Assuming that we know the time interval between each
frame in the video, we can compute the visual accelerations
by taking the second derivative of the position. Figure 4
shows the original camera positions and the corresponding
accelerations. As can be seen, the differentiation amplifies
the noise in the original signal. Using these noisy acceler-
ations in the scale estimation would cause the scale to be
severely underestimated.
The method in [26] addresses this problem by applying a
low-pass filter to the visual and inertial accelerations. Based
on our experiments, the choice of the cutoff frequency has
significant impact to the accuracy of the scale estimation.
The difficulty is that some sequences may require more
smoothing than others. The amount of noise may also vary
within different parts of the sequence.
Kalman filter [30] can also be used to filter position data.
Its advantage is that it takes into account that the device is
expected to follow physical laws of motion. The algorithm
weights the measurements and predicted states based on
their uncertainties. However, it does not, as such, solve the
problem of varying amounts of smoothing required by the
sequences.
In order to cope with the requirement for varying amount
of smoothing, we adapt the process noise parameters of the
Kalman filter state space model by using the marginal max-
imum likelihood method (e.g., [31]). We compute likelihood
curve on a one-dimensional grid and automatically select the
best process noise value based on the marginal likelihood
obtained by the prediction error decomposition.
To further improve the estimates, we employ the Rauch-
Tung-Striebel (RTS) smoother [32]. Unlike the Kalman
filter, the RTS smoother also utilizes the future samples
to determine the optimal smoothing. It is a two-pass al-
gorithm for fixed-interval smoothing, where the forward
pass corresponds to the Kalman filter. The state estimates
and covariances are stored for the backward pass. Figure 4
shows the smoothed positions and accelerations, which are
computed in the backward pass.
B. Scale and bias estimation
When comparing visual and inertial accelerations we
have to take into account that the accelerometer not only
measures the acceleration caused by the motion but also the
acceleration due to earth’s gravity. Most smart device APIs
provide estimates of the linear acceleration in addition to the
raw accelerometer readings. In case of linear acceleration,
the scale estimation is simpler because the accelerometer
readings do not contain the gravity component. Later on, we
show that we do not have to rely on the built-in black box
gravity estimation but let us first consider a case of linear
acceleration. Given the visual accelerations aVC (t) and the
Fig. 4. Visual positions and accelerations before and after RTS smoothing.
linear accelerometer readings aIC(t), the scale factor s can
be estimated by minimizing
argmin
s
∑
t
‖saVC (t)− aIC(t)‖2. (6)
Note that visual accelerations have been rotated to the
camera coordinate frame using (1). The inertial accelerations
have also been aligned with the camera coordinate frame
using (2).
The cost function (6) disregards the fact that accelerometer
readings are typically biased. Let us denote the accelerometer
bias in the camera coordinate frame with baC . It is known that
the bias may depend on the temperature of the sensor [33].
According to our experiments, we may assume that the bias
stays constant during the recording. We also experimented
with the bias term that varies linearly with the time but
did not observe any noticeable improvement. The objective
function with the constant bias can be written as
argmin
s,baC
∑
t
‖saVC (t)− aIC(t) + baC‖2. (7)
C. Gravity estimation
As mentioned, the gravity vector is included in the raw
accelerometer readings. In order to compare these accelera-
tions, we need to subtract the gravity component from the
IMU measurements. Since the gravity vector gW is constant
in the world coordinate frame, we can transform this vector
to the camera coordinate frame using (1). Therefore, we only
need to estimate the three parameters of the gravity vector.
The objective function with the gravity term can be written
as
argmin
s,baC ,gW
∑
t
‖saVC (t)− aIC(t) + baC +RVW (t)gW ‖2,
subject to ‖gW ‖2 = 9.8. (8)
Note that the system is linear but there is a nonlinear
gravity constraint that needs to be satisfied. In practice, the
accuracy of the scale seems to be almost as good even if the
gravity constraint is ignored.
D. Frequency domain representation
In this section, we show that the scale estimation can also
be performed in the frequency domain. This representation
has clear advantages over the time domain as will be
demonstrated in the experiments. It was discussed earlier,
that the visual accelerations need to be smoothed for accurate
results. The frequency domain representation allows us to
simply disregard the high frequency components, i.e. the
noise in the visual and inertial accelerations. This way we
can avoid the difficulty of choosing the right cutoff frequency
for the low-pass filter. Another advantage of the frequency
domain representation is its robustness against the phase
difference between the inertial and visual data. As discussed
in Section IV-A, the temporal offset of the inertial and visual
measurements may slightly vary over time. This may cause
problems when the scale estimation is performed in the time
domain.
Let us denote the Fourier transform with operator F{·}.
From (8), we get the visual and inertial accelerations
AV (f) = F{saVC (t)}, (9)
AI(f) = F{aIC(t)− baC −RVW (t)gW }, (10)
where AV (f) and AI(f) are matrices that contain the
Fourier transforms of the visual and inertial accelerations,
respectively. Note that the transform is taken separately for
each of the three axis. We wish to minimize the difference
between the amplitude spectrums |AV (f)| and |AI(f)|
argmin
s,ba,gW
fmax∑
f
‖ |AV (f)| − |AI(f)| ‖2,
subject to ‖gW ‖2 = 9.8. (11)
The upper limit for the frequencies is denoted by fmax.
In our experiments, this value was set to 1.2 Hz. We did
not find it necessary to tune the parameter. To ensure a
good initialization for the minimization, we use the closed-
form solution of (8) as an initial guess (i.e. we dropped
the nonlinear constraint in (8) but not in (11)). The above
problem is then solved with the fmincon function provided
by the optimization toolbox of Matlab. Figure 5 shows the
time and frequency domain representations of the inertial and
visual accelerations.
VI. EVALUATION
We evaluate our method on several datasets captured with
the NVIDIA Shield tablet [34] and Project Tango Develop-
ment Kit [14]. The main difference between these devices is
that the Tango has a build-in motion tracking system, which
provides pose estimates in real-time. In case of the NVIDIA
Shield, the camera poses were obtained using the VisualSFM
Fig. 5. Time and frequency domain representations of the visual and inertial
accelerations. In both cases, the visual accelerations have been scaled with
the estimated value.
software [16]. We compare our solution against the state-of-
the-art method proposed by Ham et al. [26] and the Tango’s
build-in motion tracking.
The method [26] has a parameter that determines the
amount of smoothing applied to the accelerations. This
parameter was here tuned so that the average error of the
scale with respect to the ground truth was lowest possible. It
can be noted that this may give over-optimistic results since
the same datasets were used in training and evaluation.
It should be also noted that our method does not have
parameters that would need to be manually adjusted per
sequence. That is, all parameters are either set automatically
or kept at a fixed value for all test sequences.
Further, in contrast to our method, the method [26] needs
the IMU-to-camera transformation as an input. The transfor-
mation was set as defined in Android documentation.
Finally, although our implementation is not optimized for
speed, it is clear that the scale estimation is computationally
light compared to the visual reconstruction. For example,
processing the 60s long test sequences took less than 1s on
a laptop with our Matlab implementation.
A. Static scene experiments
In these experiments, we captured 15 datasets with the
NVIDIA Shield tablet. The IMU was logging at 100 Hz,
which is the fastest possible rate for this device. The camera
was recording at 30 fps and with resolution of 1080x1920
pixels. The camera pose trajectory was upsampled to match
the sample rate of the IMU. The timestamps were available
for both measurements, although the camera and IMU were
using different clocks. The camera poses were obtained
using the VisualSFM software. The ground truth scale was
determined using the software’s build-in feature for ground
control point registration. For this purpose, we embedded
a checkerboard pattern (or other known 3D points) to the
scene.
Figure 6 shows individual frames from the datasets. The
objects in the scenes are viewed from different distances and
angles. In general, the camera motion is not particularly fast
but many of the video frames clearly suffer from motion
blur. Each sequence is 60 seconds long and the total distance
the camera travels varies between 14 and 20 meters. In the
experiments, we wanted to make sure that there is no visual
drift. Therefore, at least some parts of the scene remain
visible the entire length of the recording. In case of visual
drift, the scale of the reconstruction might change over time.
In practice, we only need to run the scale estimation
once using all the samples available. However, we are also
interested how quickly the scale converges towards the true
value. The green line in Figure 7 shows the average error
of the scale after the camera has traveled a certain distance.
We can clearly see that the accuracy improves the farther
the camera travels. The average error of the scale is already
below 3 % after the camera has traveled 2 meters.
A comparison of the RTS smoother and a low-pass filter
is show in Figure 7. Here we also compare the frequency
domain method against the time domain representation. We
can see that the RTS smoother outperforms the low-pass
filter, regardless of the method used and distance traveled.
The best results are obtained when the RTS smoother is used
together with the frequency domain method. As a reference,
the graph also shows the results when smoothing is not
applied. In such case, the error of time domain method is
near 90 percent while the frequency domain method is still
able to estimate the scale around 5 % accuracy.
We compare our method against the algorithm proposed by
Ham et al. [26]. Table I summarizes the results for individual
datasets. The average error is visualized in Figure 8. With
our method, the average error is around 1 % after the camera
has traveled 14 meters. The corresponding error for the Ham
et al. is around 2 %. We can also see that our algorithm
converges more quickly towards the true scale.
In the previous experiments, the spatial alignment of the
camera and IMU was estimated from the input data. For
comparison, Figure 8 shows the average errors in case the
spatial alignment is defined in advance. Here we have used
the same IMU-to-camera calibration matrix as with the
algorithm [26]. The results show that the accuracy of the
scale is equally good when the transformation is estimated
from the input data. This is true even when the sequence is
short.
B. Height measuring experiments
Here we intend to find out how accurately can we estimate
the height of a person using our method. Unlike in the
previous experiments, the scene is not completely static. The
person was, however, advised to remain stationary during the
recording. Datasets were captured with the NVIDIA Shield
Fig. 6. Individual frames from the static test sequences.
Fig. 7. Comparison of time and frequency domain representations while
using different methods for smoothing.
TABLE I
ERROR OF THE SCALE (%) IN RELATION TO DISTANCE TRAVELED.
Ham [26] Proposed
Dataset 1m 2m 6m 14m 1m 2m 6m 14m
#1 40.8 4.9 2.9 0.2 6.0 7.6 2.1 0.5
#2 8.0 6.2 3.7 2.1 1.2 3.1 0.2 0.7
#3 10.9 2.9 0.2 0.1 2.0 1.7 0.2 0.5
#4 18.0 4.5 3.9 2.0 0.8 4.3 0.9 0.6
#5 15.6 2.5 3.0 1.1 1.3 0.3 0.6 1.0
#6 18.6 11.2 1.8 0.2 4.6 1.4 5.5 0.2
#7 3.2 2.9 2.4 3.0 10.2 1.4 0.0 1.6
#8 74.8 4.2 0.7 0.8 6.7 1.8 0.1 0.8
#9 58.3 1.2 1.4 1.2 11.6 3.7 1.4 2.7
#10 94.8 2.3 1.5 0.0 26.3 2.2 7.9 0.2
#11 2.0 7.6 3.2 2.3 0.9 0.5 0.1 0.4
#12 13.0 12.8 3.0 2.9 1.1 2.0 2.6 2.0
#13 18.6 8.4 4.9 6.0 4.1 2.8 2.3 3.5
#14 7.1 3.2 4.2 4.6 5.7 1.3 3.7 2.0
#15 2.1 3.8 0.4 2.4 3.3 0.5 2.9 0.0
table and they consist of one indoor sequence (50 seconds)
and one outdoor sequence (40 seconds).
Figure 1 shows the scaled point clouds. Most of the points
in the background were removed for clarity, especially the
points above the head and below the ground plane. The point
clouds were also rotated so that the gravity vector is aligned
with the y-axis.
For these experiments, we did not place any artificial
objects to the scene (e.g. the checkerboard). Instead, the true
height of the person was measured to be approximately 174
cm. The estimated heights were 176 cm (indoor sequence)
Fig. 8. Comparison of our method against Ham et al. [26]
and 181 cm (outdoor sequence). These values correspond to
errors 1.1 % and 4%, respectively. It should be noted that
factors such as the person’s posture, clothing and accuracy
of the physical height measurement will affect the results.
C. Project Tango experiments
The sequences in these experiments were recorded with
the Project Tango Development Kit [14]. In contrast to pre-
vious experiments, there is no need to use any structure from
motion software since the Tango provides pose estimates in
real time at the rate of 100 Hz. Even though these estimates
are in metric units, we intend to find out if our method can
further improve the accuracy of the scale.
In order to evaluate the accuracy of the Tango’s scale,
we set up a test room with known ground point locations.
While recording, the device was briefly stopped at each
of the four locations and the corresponding points were
extracted from the Tango’s trajectory. The points were then
rotated and translated to fit the ground points. The optimal
transformation was estimated using the algorithm [28]. After
the fitting, the root-mean-square error (RMSE) was computed
to evaluate the goodness of the fit. To find out if the results
can be improved by our method, we scaled the estimated
points with the estimated scale factor and fit the points again.
Table II shows the RMS-errors between the ground points
and the estimated points, with and without the scale ad-
justment. Even though the Tango’s scale is already quite
accurate, we can see that our method improves the results
in almost every case. A common observation for all the
TABLE II
ROOT-MEAN-SQUARE ERRORS (IN METERS) BETWEEN THE CAMERA
POSITIONS AND GROUND POINTS WITH AND WITHOUT THE SCALE
ADJUSTMENT.
Dataset RMSE (build-in) RMSE (proposed)
#1 0.0087 0.0074
#2 0.0201 0.0176
#3 0.0057 0.0055
#4 0.0364 0.0392
#5 0.0272 0.0249
#6 0.0145 0.0146
#7 0.0176 0.0141
#8 0.0126 0.0074
#9 0.0223 0.0178
#10 0.0075 0.0057
Tango experiments is that the estimated scale factor is always
slightly above one. This indicates that in these experiments,
the Tango tends to underestimate the scale. In fact, the reason
why the error sometimes increases is not caused by the
inaccurate scale estimate but rather the fact that Tango’s
motion tracking sometimes clearly fails. In such a case,
the error cannot be reduced by simply adjusting the scale,
because the pose tracking suffers also from other errors.
VII. CONCLUSION
We have proposed a method which recovers the met-
ric scale of a visual structure-from-motion reconstruction
by utilizing inertial measurements. The algorithm can be
easily bundled with existing reconstruction software since
the spatial and temporal alignment of the camera and IMU
does not have to be known in advance. The evaluation
shows that our method outperforms the current state-of-
the-art in both accuracy and convergence rate of the scale
estimate. The accuracy of the scale estimate is typically
around 1 % depending on the distance traveled. We have
also demonstrated that our method can improve the scale
estimate of Project Tango’s build-in motion tracking.
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