In this paper, we focus on unsupervised feature selection. As we have known, the combination of several feature units into a whole feature vector is broadly adopted for effective object representation, which may inevitably includes some irrelevant/redundant feature units or feature dimensions. Most of the traditional feature selection models can only select the feature dimensions without concerning the intrinsic relationship among different feature units. By taking into consideration the group sparsity of feature dimensions and feature units based on an ℓ 2;1 minimization, we propose a new unsupervised feature selection model, unsupervised deep sparse feature selection (UDSFS) in this paper. In comparison with the state-of-the-arts, our UDSFS model can not only select the most discriminative feature units but also assign proper weight to the useful feature dimensions concurrently; moreover, the efficiency and robustness of our UDSFS can be also improved without extracting the discarded irrelevant feature units. For model optimization, we introduce an efficient iterative algorithm to solve the non-smooth, convex model and obtain a global optimization with the convergence rate as Oð1=K 2 Þ (K is the iteration number).
Introduction
Nowadays, feature selection technologies have been broadly applied in many practical applications [1] [2] [3] [4] [5] , such as multimedia analysis, multitask learning [6, 7] , computer vision and computer aided diagnosis (CAD) [8, 9] . According to whether the label information is available or not, feature selection methods [10] can be roughly divided into supervised, unsupervised and semisupervised feature selection methods. In order to select the most discriminative features, both supervised feature selection methods [11] [12] [13] [14] and semi-supervised feature selection methods [15] [16] [17] [18] [19] [20] [21] [22] [23] require the label information in the training process, however, it is usually impractical to manually collect and label a large number of training data since this is a tedious and time consuming work. For unsupervised feature selection methods [24] [25] [26] [27] , we can easily collect a large amount of data because the unlabeled data is cheap to obtain; however, it is more difficult to objectively measure the performance of the corresponding method without label information.
In order to effectively represent the object in practice, a common approach is to heuristically combine some powerful or discriminative feature units into one high-dimensional feature vector to complement each other [28, 29] . For example, some powerful image features are combined as shown in Fig. 1 , such as Local Binary Patterns (LBP) [30] , Pyramid Histogram of Oriented Gradients (PHOG) [31] , Scale-Invariant Feature Transform (SIFT) [32] . Since manually selecting the most discriminative feature units is difficult without enough prior knowledge, it is inevitably to introduce some irrelevant or redundant feature units, which not only deteriorates the performance, but also increases the time consuming for feature extraction. In order to overcome these, various feature selection methods [24] [25] [26] [27] are adopted to choose a subset of discriminative feature dimensions without deteriorating the performance significantly. In general, most unsupervised feature selection methods attempt to assign a weight to each dimension, which indicates the importance of the corresponding feature dimension, i.e., the more important the feature dimension Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/neucom is, the greater the corresponding weight will be assigned. The problem is that most state-of-the-arts can only select a subset of feature dimensions without concerning the intrinsic relationship among different feature units, which induces the selected feature dimensions may be distributed over all feature units. In other words, even we can select the most discriminative feature dimensions, all feature units still need to be extracted in practice, which is low efficient. Moreover, some feature dimensions from irrelevant feature units may be assigned with greater weights by mistake.
In this paper, we intend to design an unsupervised feature selection model. In comparison with most state-of-the-art unsupervised feature selection models, ours can not only select the most discriminative feature dimensions but also the most powerful feature units from the original feature set concurrently. Motivated by our previous work [33] , we also decorate our model with "Deep Sparse" here, i.e., Unsupervised Deep Sparse Feature Selection Model (UDSFS). Fig. 1 illustrates the main idea of our feature selection model. Generally, the main contributions of our paper are as follows:
(i) We propose a new unsupervised feature selection model, named Unsupervised Deep Sparse Feature Selection Model (UDSFS), by combining the discriminative analysis and group sparsity into a joint framework, where our UDSFS can select both the feature dimensions and feature units concurrently. (ii) We introduce an effective iterative algorithm to solve our unsupervised feature selection model and obtain a global optimization with the convergence rate as Oð1=K 2 Þ (K is the iteration number). Moreover, we rank the feature list in order to select the most discriminate feature dimensions or feature units easily. (iii) In order to justify the effectiveness of our method, we build a new abnormal endoscopic image dataset (AEID) with more than 6000 samples by considering various lesions as abnormal. The experiments demonstrate that our method outperforms other state-of-the-arts for both our AEID dataset and the other two UCI public datasets.
The rest of the paper is organized as follows. In Section 2, we review the related works. Sections 3 and 4 introduce our Unsupervised Deep Sparse Feature Selection (UDSFS) model and the model optimization, respectively. In Section 5, we compare our model with the state-of-the-arts. We give the conclusion of the paper in Section 6.
Related works
A detailed review about feature selection is beyond the scope of our paper, and we suggest authors to refer to [10, 34, 35] for more details. Depending on whether the label information is available or not, feature selection methods can be roughly divided into supervised feature selection methods [36, 37] , semi-supervised feature selection methods [38, 15] and unsupervised feature selection methods [39, 40] . Supervised feature selection methods require the training data with human manual annotation information to select the most discriminative features from all of the original feature dimensions, e.g., Fisher Score [11] , information theoretic [12] , graph sparsity [13] and sparse multi-output regression [14] . Semi-supervised feature selection methods [15] [16] [17] [18] adopt both the labeled and unlabeled data to mine the feature relevance by assuming that the data lies on a low-dimensional manifold or is sampled from the same distribution, e.g., Transductive Support Vector Machine (SVM) [23] , label propagation [22] , graph cuts [19] , semi-supervised SVM [20] and manifold regularization [21] . Both of these two types of methods enclose the labeled information, which makes them more easily to select the discriminative features. Unfortunately, it is usually impractical to manually collect and label a large number of training data since this is a tedious and time consuming work.
In contrast, there is no label information available for the unsupervised feature selection methods. The biggest advantage is that it is easy to get a large amount of data; however, the problem is how to measure the performance of the corresponding unsupervised feature selection method [41] , which makes the problem more difficult to handle. In order to achieve this, most state-ofthe-art unsupervised feature selection methods intend to calculate the pairwise similarity or manifold property derived from the global or local structure of the feature space [42] [43] [44] [45] . In general, these methods can be classified into single mode and batch mode. The single mode techniques intend to evaluate the weight or and we then take into account the group sparsity of both feature units and feature dimensions simultaneously and select the most discriminative feature units marked by green rectangle (the red one, PHOG, is discarded) and feature dimensions denoted by green bar; (c) finally, the most discriminative feature dimensions of RGBHistogram and LBP are selected to construct a new feature vector to achieve a more efficient feature representation. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
importance of each feature dimension individually, and select the useful feature dimensions depending on the weight ranking. For example, the PCA score method [46] , as one of the firstly proposed unsupervised feature selection methods, selects the features based on principal component analysis (PCA), where the basic idea is to compute the variance of each feature dimension and rank all features based on their variances; the Laplacian Score [24] selects features depending on their locality preserving power, i.e., Laplacian Score; the Spectral Feature Selection (SPEC) [47] utilizes the spectral graph theory and develops different metrics to measure the feature weighting; and the feature selection depending on feature generating samples for extremely high-dimensional feature space [48] . In comparison, the batch mode techniques aim to select a subset of features concurrently by considering the intrinsic relationships between features. For example, the Multi-Cluster Feature Selection (MCFS) [25] combines manifold learning and ℓ 1 -regularized models to select those features such that the multicluster structure of the data can be best preserved; based on the assumption that the class label of input data can be predicted by a linear classifier, the Unsupervised Discriminative Feature Selection (UDFS) [49] incorporates discriminative analysis and ℓ 2;1 -norm minimization into a joint framework for unsupervised feature selection; the Joint Embedding Learning and Sparse Regression (JELSR) [27] joins embedding learning with sparse regression to perform feature selection. In practice, different types of feature units are often combined together into one high-dimensional feature vector to complement each other. Most of the state-ofthe-art unsupervised feature selection methods can only select the index of feature dimension independently, without considering the intrinsic relationship of different feature units. Therefore, the selected feature dimensions may be distributed in all of the feature units and the redundant feature units still need to be extracted in practice, which is due to low efficiency and unrobustness. In this paper, our unsupervised deep sparse feature selection model (UDSFS) intends to handle it by selecting both the most discriminate feature units and the feature dimensions concurrently, where we called deep sparse.
In addition to various deep feature selection approaches, there are also several deep feature extraction methods proposed to represent the concept in recent years, such as [50] [51] [52] . The main difference between deep feature extraction and deep feature selection methods is that deep feature extraction methods generate a new feature descriptor to represent the concepts by transforming the original feature space into a new feature space, while deep feature selection methods only select the most discriminative features or feature groups from the original feature space. In specific, the deep feature selection can be considered as the basis of the deep feature extraction, where it could benefit from the more discriminative original feature space to obtain better performance. Therefore, we focus on the deep feature selection methods in this paper and want to select the most discriminative features or feature groups.
Problem formulation and model definition
Feature representation aims to provide sufficient discriminative information for the corresponding object representation and usually combines some single feature units into a whole feature vector, which may inevitably contain some redundant or irrelevant information. The key idea of feature selection techniques is to remove the redundant or irrelevant feature units or feature dimensions without incurring much loss of information. In this section, we propose the unsupervised deep sparse feature selection model (UDSFS). In comparison with most state-of-the-art unsupervised feature selection methods, the biggest advantage of our UDSFS model is that ours can not only assign proper weights to the most discriminative features, but also can select the useful feature units by discarding redundant/irrelevant ones concurrently.
Notations
Let us define X ¼ ½x 1 ; x 2 ; …; x n A R dÂn as the training data set, where x i A R d is the feature vector of the training data with the size of the training data and the feature dimension as n and d, respectively. Suppose there are a total of c classes training samples and each class includes n i samples, i.e., n ¼ P i A c n i . We then have y i A f0; 1g cÂ1 ð1 r ir nÞ as the label vector of x i . The j-th element of y i is 1 if x i belongs to the j-th class, and 0 otherwise. Y ¼ ½y 1 ; y 2 ; …; y n T A f0; 1g nÂc is the label matrix. For our problem, we assume that x i is combined by several independent feature units, e.g., various color, shape or texture features, so x i can be represented as x i ¼ ½x
Let us define the scatter matrix S t and between class scatter matrix S b as
where u ¼ P n i ¼ 1 x i =n is the mean vector of all samples, u i is the mean vector of i-th class samples, n i is the number of samples in the i-th class.X ¼ XH n is the data matrix after subtracting the mean u, and
is a matrix for centering the data by subtracting the mean of the data, where I A R nÂn is an identity matrix and 1 n A R n denotes the n Â 1 vector with the value of all elements as 1. We also define the scaled label matrix as
where Y ¼ ½y 1 ; y 2 ; …; y n T A R nÂc is the label matrix.
Our unsupervised deep sparse feature selection model (UDSFS)
In the traditional discriminant analysis of statistics [53] , a wellknown criterion for feature selection is to find a low dimensional subspace in which the total scatter matrix S t is minimized while between class scatter matrix S b is maximized. The traditional supervised feature selection often relies on sufficient number of labeled training data to train a robust model; however, it is difficult to obtain the considerable labeled samples due to the labeling process is time consuming and the tagging accuracy is also fluctuated with each individual annotator. The unsupervised feature selection does not need any manual label information, where the basic idea is to use the local information. For each sample x i , the local set N k ðx i Þ denotes the set of k nearest neighbors (x i 1 ; …; x i k ) of x i . Let us define X i ¼ ½x i ; x i 1 ; …; x i k as the local data matrix including x i as well. Similar to the traditional discriminant analysis, the total local scatter matrix S of N k ðx i Þ can be defined as follows:
where u i is the mean of all samples in N k ðx i Þ, u i j and n i j are the mean and the number of samples in N k ðx i Þ belonged to the j-th class.X i ¼ X i H k þ 1 is the data matrix after being centered by
is the scaled label matrix. The local discriminative score DS i about x i is defined as
As the label information is not available, some unsupervised feature selection methods [26] 
have DS i in Eq. (3) as
Obviously, the larger the value of DS i is, the higher the discriminative ability of W provides. By concerning all the training data x 1 ; x 2 ; …; x n , the unsupervised feature selection [26] is proposed as
enforce the sparsity of the solution, i.e., the result contains some "0" rows, and the corresponding feature dimensions are concerned as redundancy without adopting to formulate the new representation. One bottleneck for most state-of-the-art unsupervised feature selection methods is that the selected feature dimensions may be distributed over all feature units. Therefore, we still need to extract all features in a time consuming way. Moreover, some noisy feature units may deteriorate the performance as well. To address this, we intend to select both the feature dimensions and feature units concurrently by assigning a larger weight to the more important feature dimensions from the more useful feature units, and vice versa. Motivated by [26] , we define our Unsupervised Deep Sparse Feature Selection Model (UDSFS) as follows:
where the first term is the cost function depending on local manifold information, the second term based on the ℓ 2;1 norm is to pursue a consistency solution, and the last term is the group sparsity function defined as
Lg is a set of feature unit index and indicates, which feature dimensions contained in the same feature unit. γ and β are the model tuning parameters. The constraint W T W ¼ I is imposed to avoid arbitrary scaling. By optimizing the objective function, many rows of the optimal W shrink to zeros and then the rows of the optimal W from some irrelevant feature units also shrink to zeros. In other words, our UDSFS model achieves the feature dimension selection and the feature unit selection concurrently for the unsupervised learning.
Model optimization
The objective function in Eq. (7) is essentially a non-smooth, convex model, which contains a ℓ 2;1 -norm term and a group sparsity term of W. To tackle this problem in this subsection, we intend to propose an iterative algorithm to solve Eq. (7). We first denote W as ½W 
With the parameter ρ, we further have
In order to solve the above objective function, an iteration procedure is adopted with a coordinate descent strategy. In each iteration, W l is calculated by fixing W i , i A f1; …; Lg⧹l and we adopt the square operation of J W l J F instead of J W l J F to make the problem easier to solve. The problem can be rewritten as
As J W l J 2;1 is a nonsmooth constraint, the solution of the above optimization problem is a convex but nonsmooth optimization problem. Based on the work of Nesterov [55] and our previous work [56] , we can solve the model with a convergence rate of Oð 1=K 2 Þ (K is the number of iterations). The key idea is to use p Z;E ðx Þ≔f 0 ðxÞþ〈▽f 0 ðZÞ;
F þ gðZÞ to approximate the original function f ðxÞ ¼ f 0 ðxÞþgðxÞ at the point Z, where f 0 ðxÞ is convex and smooth and g(x) is convex but nonsmooth. In our case,
To solve p Z;E ðW l Þ, we can obtain the closed form solution based on our previous work [56] as arg min
where
The whole algorithm is presented in Algorithm 1.
Algorithm 1. Model optimization.
Input: M, α, β, γ, ρ, E, MaxIter, ϵ
by Eq. (13) 6: Update
Experiments
In order to validate the effectiveness of our proposed Unsupervised Deep Sparse Feature Selection model (UDSFS), we compare our model with the state-of-the-art unsupervised feature selection methods, such as Max Variance, which selects the features with maximum variance.
Laplacian Score [24] , which selects the features depending on their locality preserving power, i.e., Laplacian Score.
Spectral Feature Selection (SPEC) [47] , which selects the features using the spectrum of the graph induced from the set of pairwise instance similarities.
Multi-Cluster Feature Selection (MCFS) [25] , which selects those features such that the multi-cluster structure of the data can be best preserved.
Unsupervised Discriminative Feature Selection (UDFS) [26] , which selects the most discriminative feature subset from the whole feature set in batch mode.
Joint Embedding Learning and Sparse Regression (JELSR) [27] , which joins embedding learning with sparse regression to perform feature selection.
Data sets
In our experiments, three different datasets are adopted to evaluate the performance of various unsupervised feature selection methods, i.e., our medical image dataset for computer aided diagnosis, named Abnormal endoscopic image detection dataset (AEID) and two other UCI datasets, MFEAT and HAR. The statistics information of these datasets are summarized in Table 1 and more details are proposed as below:
Abnormal endoscopic image detection dataset (AEID): By cooperating with Chinese PLA General Hospital, we totally collect about 10,000 gastroscopic images from 544 healthy volunteers and 519 volunteers with various visible lesions, such as gastritis, cancer, bleeding and ulcer, which are called abnormal endoscopic images. Three senior experts are invited to sample the patches with 30 Â 30 pixels and annotate them as normal/ abnormal samples as shown in Fig. 2 . The total number of samples is 6000, in which 3000 of them are healthy (normal) ones, and the other 3000 are with various visible lesions, i.e., the abnormal ones. A total of 9 color and texture feature units are adopted to represent each sample: HSI Intensity histogram (15d), HSV-HV histogram (30d), Hue histogram (15d), Opponent RGB histogram (45d), Normalized RGB histogram (45d), RG histogram (30d), RGB histogram (45d), Uniform LBP (15d) and the statistic LBP (6d). We combine them into a whole feature vector with the dimension as d ¼246.
UCI multiple features dataset (MFEAT) [57, 58] : This dataset is for the handwritten recognition, which consists of handwritten numerals ("0"-"9") extracted from a collection of Dutch utility maps. Each class has about 200 samples and the dataset has a total of 2000 samples; and each digit is represented by 6 different feature units, such as Fourier coefficients of the character shapes (76d), profile correlations (216d), KarhunenLove coefficients (64d), pixel averages in 2 Â 3 windows (240d), Zernike moments (47d) and morphological features (6d). These 6 feature units are combined into a 649d feature vector.
UCI HAR dataset (HAR) [59, 60] : For human activity recognition (HAR), Davide Anguita et al. [59] carry out a set of experiments to obtain the HAR dataset. A group of 30 volunteers with ages ranging from 19 to 48 years are selected for this task. Each person wearing a smartphone (Samsung Galaxy S II) on their waist is required to do six activities, e.g., walking, walking upstairs, walking downstairs, sitting, standing and laying. Then 18 feature units are extracted from the embedded smartphone sensors. The whole experiments are recorded to label the data manually. Normal Samples Abnormal Samples 
Evaluation criteria and some details
In this subsection, two criteria are adopted to evaluate the performance of different unsupervised feature selection methods [26] :
(i) Accuracy (ACC): Let us define q i and p i as the class index of data x i generated by the corresponding method and the ground truth, respectively. The accuracy ACC is defined as:
where n is the number of samples,
is the delta function, and mapð:Þ is a mapping function that transfers the cluster index to the best class label using the Kuhn-Munkres method [61] . The larger the value of ACC is, the better the accuracy of the corresponding method performs.
(ii) Normalized Mutual Information (NMI): Let us denote C and C 0 as the set of clusters obtained from the ground truth and the corresponding method, respectively. The NMI is defined as
where n t is the number of samples in the t-th class of the groundtruth (1 r t rc), n 0 h is the number of samples in the cluster C 0 h (1 r h r c) according to K-means clustering after feature selection, and n t;h is the number of samples belongs to both C t and C 0 h concurrently. Therefore, the larger the value of NMI is, the better the performance of the corresponding method achieves.
Some details for the experiment initialization are as below. For the method of Laplacian Score, SPEC, MCFS, UDFS and UDSFS, we set the number of nearest neighbors k as 15. For a fair comparison, different feature selection methods are required to select the same number of feature dimensions, where for the dataset of AEID, we set the number of selected feature dimensions as {2, 5, 10, 15, 20, 25, …, 50, 60, 70, …, 100}; and for the datasets of MFEAT and HAR, we set the number of selected feature dimensions as {15, 20, 25, …, 50, 60, 70, …, 100}. We then apply K-means to cluster the dataset represented by the remaining selected feature dimensions, where we repeat the K-means clustering 10 times with random initializations to eliminate the influence. Then the average results ACC/NMI with standard deviation (std) are recorded for evaluation.
Comparison of the feature selection
In this section, we evaluate the performance of different feature selection methods as shown in Tables 2 and 3 , where the ACC and NMI of each feature selection method are calculated depending on the result of K-means clustering using the selected subset of feature dimensions. In general, all the compared methods can be divided into two modes, i.e., single mode and batch mode. The Single mode methods analyze features separately and select feature dimensions one-by-one, e.g., Max Variance, Laplacian Score [24] , and SPEC [47] . The batch mode methods, such as MCFS [25] , UDFS [26] , JELSR [27] and our model UDSFS, which select the desired feature subset by concerning feature properties to reduce the feature dimensions. From Table 2 , we can observe that our model UDSFS outperforms other unsupervised feature selection methods in all these three datasets. Especially in AEID dataset, the ACC of our UDSFS (74:31 7 0:57) is better than the second best one SPEC [47] (67:80 70:87) with a big gap. In the other two pubic datasets, the ACC of our UDSFS is 54:58 7 1:15 and 59:48 7 1:38, respectively, which are also greater than the other methods. The situation is also the same in Table 3 , where the NMI of our UDSFS Another interesting point is about "All Features", i.e., the result of the original whole feature vector by combining all feature units together. We can see that the performance of "All Features" is not the best and sometimes it is even the worst one as shown in Tables 2 and 3 . For example in AEID dataset, the ACC and NMI of All Features are 62:72 7 1:15 and 9:32 7 1:48, respectively, which are the worst cases in comparison with the state-of-the-arts. This is mainly because "All Features" inevitably combined some irrelevant or redundant feature units/dimensions, which greatly deteriorate the performance; and the feature selection methods including ours can improve the performance by excluding some irrelevant features simultaneously.
Comparison of the feature unit sparsity
In this subsection, we compare the feature unit sparsity. As shown in Fig. 3 , the horizontal axis of each subfigure is the number of selected feature subset and the vertical axis is the number of feature units generated by the corresponding feature selection method. Therefore, the lower the curve is, the stronger the ability of the corresponding method is for feature unit selection. Table 4 statistics the mean number of occupied feature units by selecting the same size of feature dimension subset. In comparison with the state-of-the-arts, our UDSFS makes use of the smallest number of feature units when selects the same number of feature dimensions. Therefore, our UDSFS can effectively remove redundant feature units. Fig. 4 demonstrates the result of feature selection using AEID dataset with a total of 9 feature units and 246d feature dimensions, where all methods are required to select 30d feature dimensions from the whole 246d. We can see that UDSFS only occupies 4 feature units ("F4, F6, F8, F9" . This is partly because our UDSFS discards some redundant/ irrelevant feature units and only reserves some discriminative feature units. Therefore we can conclude that our UDSFS can obtain much more competitive results compared with the stateof-the-arts; meanwhile ours is also more effective without extracting redundant/irrelevant feature units in practice.
Comparison of the computational cost
In this subsection, we compare the time consumption for feature extraction with or without our deep sparse feature selection model. We randomly select 100 patches to extract the corresponding features, and calculate the mean time consumption of the number of different selected feature dimensions for each method, as shown in Fig. 5 . In comparison, after using our deep sparse feature selection model "UDSFS", more feature units are Table 4 The mean feature units of selected feature subset using different methods on different data sets. The method with smallest feature units is bold. considered as useless/redundancy ones and do not need to be extracted any more in testing. Therefore, the mean time consumption of our "UDSFS" is much less than other state-of-the-arts.
Comparison with the supervised feature selection model
In this subsection, we compare our UDSFS model with the supervised deep sparse feature selection method, i.e., our previous model namely DSSVM [62] , which is a supervised approach for computer aided endoscopy diagnosis. We first use DSSVM and our UDSFS to select the same number of feature dimensions, respectively; and then adopt a traditional SVM model to test the classification performance of each selected feature dimensions. The corresponding AUC curves are shown in Fig. 6 . It can be seen that our UDSFS model is slightly worse than the supervised one DSSVM, where the AUC values of our UDSFS and DSSVM are 0.9475 and 0.9692, respectively. This is acceptable, due to the performance of the unsupervised model is normally worse than the supervised one. Moreover, our UDSFS can save the computation time by human labeling and effectively discard useless/ redundancy feature units as well.
Conclusion
For data analysis, feature selection techniques are often designed to find the most discriminative feature subset of the original features to deal with the curse of dimensionality. In this paper, we present a novel unsupervised feature selection model, unsupervised deep sparse feature selection (UDSFS). There are mainly two advantages of our method: (1) without labeling the samples, it is convenient to collect big training data; (2) by taking into consideration the group sparsity of feature dimensions and feature units, our method can select the most discriminative feature dimensions and feature units simultaneously, which can reduce the computation time and improve the robustness accordingly. Various experiments and comparisons conducted on our new Abnormal endoscopic image detection dataset (AEID) and two public UCI datasets justified the effectiveness and efficiency of our method. Specifically, our UDSFS outperforms the state-of-theart unsupervised feature selection models in all cases, and adopts fewer feature units when adopting the same number of feature dimensions, in which the computation time can be saved without extracting the irrelevant feature units in practice. 
