abstract: Comparative methods are used to reconstruct ancestral node values for continuously varying traits. The confidence intervals (CIs) around such estimates may be wider than the range of tip data from which they are calculated. Without historical data with which to compare estimates, it is not clear whether such broad CIs reflect evolutionary lability or methodological imprecision. In this study, a fully resolved phylogeny of fossil carnivorans, in which observed samples are found not only at the tree tips but also along branches and at nodes, is used to compare observed ancestral node values with node estimates based on a Brownian motion model of evolution. As in previous studies, the CIs surrounding node estimates were wider than the range of tree tip values, but observed values fell well within them, reasonably close to the values predicted by comparative methods. Confidence intervals calculated using paleontological rate estimates were comparable to those calculated using only terminal taxa. This implies that evolution of at least some traits is conservative enough for node reconstruction techniques to be useful, despite their large standard errors. The Brownian motion model of evolutionary change was a good predictor of node values.
Judging the significance of evolutionary change in quantitative characters can be difficult. The diversity of structure among organisms tells us that considerable change has occurred, but when confronted with a quantified example-average body mass increased by 1.36 g over a period of 600,000 yr, for instance-we are at an intuitive loss to evaluate significance because there is no clear expectation of how much body mass can change over a set number of * E-mail: d.polly@qmw.ac.uk.
Am. Nat. 2001. Vol. 157, pp. 596- years. The problem is not the same as testing for differences in population means with t-tests because random fluctuation in trait values over time can lead to apparently significant differences in successive population means (Bookstein 1987) and can mimic patterns of evolutionary interest such as directional change or stasis (Gingerich 1993) . The statistical significance of evolutionary differences-between species, clades, or between ancestor-descendant populations within a single lineage-must be evaluated as a time series.
These issues are pertinent to phylogenetically based comparative methods. These methods are sometimes used to estimate ancestral or node values on phylogenetic trees using observed data from the tree tips and an explicit evolutionary model (see reviews by Harvey and Pagel 1991; Martins and Hansen 1996) . Usually an optimal estimate of the ancestral trait value is calculated, often with an error factor indicating a range of other possible values. Recent studies have revealed that the range of 95% confidence intervals (CIs) around node reconstructions is quite large, sometimes exceeding the range of tip data themselves. This implies either that the methods used to estimate node values are not precise enough or that evolution is so volatile that node reconstruction is futile (Schluter et al. 1997; Harvey and Rambaut 1998; Garland et al. 1999) .
But is evolution as unpredictable as node CIs suggest? In this article, I explore the power of phylogenetic comparative methods to predict ancestral node values by applying them to a fully resolved phylogeny of extinct carnivores. In this phylogeny, trait values are known not only for tip taxa but also for those at nodes and along branches. This allows node reconstructions (and their CIs) to be compared directly with observed samples. Such data could be used either to test an evolutionary model against real data (e.g., to determine whether a Brownian motion or Ornstein-Uhlenbeck model of evolution better describes observed patterns) or to test data for departure from a particular model (e.g., to determine whether long-term directional selection has affected the evolution of a particular clade). Here the observed data will be tested against the values expected under a Brownian motion random walk. Brownian motion is a good null model for detecting Polly (1997) . It is drawn here as a graph with time as the ordinate and molar area as the abscissa. Time is indicated using three scales: millions of years ago (MYA), geological divisions (the smallest of which are North American Land Mammal Subages), and meter level in the Bighorn Basin. Paleomagnetic normal and reversed intervals are also indicated. Within the tree, molar areas of individual specimens are indicated by squares. Mean molar area, body mass, and generation length are reported for each species. Note that the molar areas of Viverravus politus and Didymictis leptomylus overlap at Wa-2. nonrandom behavior because it is stochastic, with no inherent directionality (Berg 1993; Schluter et al. 1997) . Brownian motion is a time series process whose outcome depends on the starting value, the number of steps in the series, and the amount of change at each step; furthermore, the direction of change at any step is random and is not biased by change at other steps.
Confidence intervals around node reconstructions scale positively with the per-step rate of character change and tree branch lengths. The greater the per-step rate, the greater the possible net change along a branch; the longer the branch, the greater the possible net change. Change in either of these parameters changes the range of the node CIs. It is, therefore, important that they be estimated as precisely as possible. In most comparative studies, the rate of character change is estimated from the squared differ- ence (or variance) among terminal taxa, scaled by their divergence time. In this paleontological study, node and branch taxa are also available, allowing the rate variance to be estimated from more data and allowing branch lengths to be measured (with error) directly from the tree. These data emphasize, however, that there are many layers of inference underlying node reconstruction, particularly with the estimation of divergence times. Phylogenetic and stratigraphic error will be shown to be factors in this study, but they are more rigorously controlled here than in previous comparative studies. This permits an unusually robust test of a predictive model against empirical data.
Material and Methods

The Trait: First Lower Molar Area
The character trait considered in this study is the area of the first lower molar. It is a continuously variable trait of the sort normally considered in comparative methods and is of evolutionary and ecological interest because it is correlated with body mass and, thus, many other physiological and life-history variables (Calder 1984; Damuth and MacFadden 1990) . It is also commonly preserved in fossil mammal material, thus maximizing sample size. Molar areas were calculated as the product of mesio-distal length and bucco-lingual width, both recorded in millimeters. These were transformed so that the data reported here log are in natural units of millimeters squared unless otherlog wise specified.
Phylogeny
The taxa considered in this study are late Paleocene and early Eocene viverravid carnivorans from North America. Viverravids were part of the early radiation of Carnivora colloquially known as miacids. They were small, with estimated body masses ranging from the size of the living least weasel to that of the coyote, and terrestrial in habit (Heinrich and Rose 1997) . Some were sexually dimorphic, like many living weasels and martens (Polly 1997) . Even though viverravids are derived in the loss of their third molars, they are the oldest known carnivorans, first appearing in the Paleocene of North America about 60 million years ago (MYA; Fox and Youzwyshyn 1994) . Their relationship to extant Carnivora is controversial. Flynn and Galiano (1982) Eisenberg (1981) and Silva and Downing (1995). argued that they are the sister group of extant felids, hyaenids, viverrids, and herpestids. Gingerich and Winkler (1985) argued that they are a completely extinct carnivoran lineage with no close relationship to any extant groups, a view echoed by Wyss and Flynn (1993) , who considered them to be the sister group to all extant carnivorans. Hunt and Tedford (1993) suggested that Carnivora itself may be polyphyletic and viverravids related only to the aeluroids (felids, hyaenids, viverrids, and herpestids).
The tree used in this study (figs. 1, 2) is a fully resolved stratocladogram (Polly 1997) . Stratocladistics is a parsimony-based phylogeny reconstruction method that simultaneously minimizes ad hoc hypotheses of homoplasy and stratigraphic nonpreservation (Fisher 1992 (Fisher , 1994 Bodenbender 1995; Fox et al. 1999) . Taxa are placed at branch tips, at nodes, or along branches as dictated by characterstate distributions and temporal ordering. The basic units of analysis are samples restricted to discrete stratigraphic intervals, representing segments of evolutionary species (sensu Simpson 1951) . Thirty-six such units from 10 species were considered here (summarized in table 1). All of these were used in estimating the per-step rate of character change (see below), but only nine were used in comparing reconstructed and observed ancestral values. Those were the five coeval samples from the Wasatchian-2 (Wa-2) stratigraphic level (treated here as terminal taxa) and the four that fall at the tree nodes.
This study is limited to material from the late Paleocene and early Eocene Bighorn Basin deposits in Wyoming. The Bighorn Basin represents perhaps the longest continuous record of mammalian life in the world, more than 8 million years' (m.yr.) worth (Gingerich 1980) . More than 200,000 vertebrate specimens have been collected from the more than 2,000 m of sediment that accumulated during the uplift of the northern Rocky Mountains. The combination of careful collecting, measured sections (Rose 1981; Gingerich and Klitz 1985; Bown et al. 1994; Clyde 1997) , biostratigraphy (Gingerich 1991) , and magnetostratigraphic dating (Butler et al. 1981; Clyde et al. 1994 ) make it possible to assign absolute ages, probably accurate to within 100,000 yr, to all 36 samples considered here. This provides tight control of sampling and age estimates for the taxa analyzed here.
Branch Lengths
Branch lengths are one of the most important aspects of phylogenetically based comparative methods since they are crucial to estimating rate variances and node values (see review in Garland et al. 1999) . When only extant taxa are considered, estimating branch lengths is difficult because relevant data about divergence times are seldom available. Most studies have either set all branches to unit length or used molecular clock estimates of divergence times. With the data available in this study, however, it is a comparatively straightforward task to calculate branch lengths in years because there are dated samples at both the tips and the nodes of the tree. Evolution does not occur from year to year, though, but from generation to generation, the reproductive cycle underlying evolutionary processes. Branch lengths are, therefore, more conveniently expressed in generations (Haldane 1949; Gingerich 1983) . While the average generation length of fossil species can never be known for certain, it can be estimated through its relationship to body mass.
Each sample in this study has an associated age in millions of years before present (MYA). Only a few levels have independently determined absolute ages, six dated by magnetostratigraphic events and one with a geochemical event. Those meter levels and dates are (m, MYA) 390, 58.2; 500, 57.8; 830, 56.5; 1,080, 56; 2,400, 52.8; 2,200, 53.3; 1,520, 55.5 (Butler et al. 1981; Clyde et al. 1994; Koch et al. 1995) . Intermediate levels were assigned an age with a prediction equation calculated as a regression line through these data:
where x is Bighorn Basin meter level and y is millions of years before present ( ). Both the meter levels and 2 r p 0.98 estimated ages for each sample are reported in table 1. This regression has the curious effect of reassigning absolute ages to known tie-in points. For example, the 1,520 meter horizon, which represents the Paleocene-Eocene boundary, was assigned an age of 54.9 m.yr. rather than 55.5 m.yr., at Note: Branch length, mean generation length along each branch, branch length, and SD (j) and variance (j 2 ) of change along each branch of tree shown in figure 2.
which it has been dated. There are other interpolation methods that do not distort the original data points (Fricke et al. 1998 ), but since the goal for this study was simply to determine branch lengths, this discrepancy is unimportant. It should also be noted, however, that the meter level data, the absolute ages, and the number of generations are all subject to several sources of uncertainty. Specimens in this study were grouped by North American Land Mammal Subage (NALMS), which introduces time averaging. There are also error factors in the magnetostratigraphic tie-in points and the absolute ages assigned to them. These are mentioned to emphasize the many layers of inference required for a robust comparative analysis.
In this study, branch lengths were estimated both in years and in generations. Branch lengths were calculated as the difference in the age of the samples at the ends of each branch (yielding length in m.yr.) multiplied by 1,000,000 (to obtain length in yr). The number of generations per branch was determined by first estimating the body mass of each sample and then estimating generation length from body mass. Body mass was estimated from the area of the first lower molar with the prediction equation for Carnivora from Legendré (1986) :
where x is the natural of the area of the first lower log molar and y is the natural of body mass in grams log ( ). Body mass estimates are presented in table 2 r p 0.96 1. Generation lengths were estimated using a regression of generation length in days on body mass in grams. Generation lengths and body masses of 89 species were taken from Eisenberg (1981) and Silva and Downing (1995) . Least squares regression on the natural transformation log of these two variables yielded the following prediction equation ( fig. 3) :
where x is the natural of body mass in grams and y is log the natural of generation length in days ( ).
2 log r p 0.618 A generation length was estimated for each paleontological sample from this equation (table 1) . The data used to generate the prediction equation are not independent but have a phylogenetic component of unknown effect, which may increase the apparent correlation between body mass and generation length. The correlation between the two variables would be measured more accurately using phylogenetically independent contrasts. Because the relationship is being used to scale branch lengths and because there is no noncontroversial phylogeny for the broad range of mammalian species considered, no phylogenetic correction was attempted (but see Garland and Ives 2000) . Any resulting error contributes to additional uncertainty in the estimation of branch lengths. Branch lengths are summarized in table 2 and figure 2.
One reviewer noted that using molar area to estimate generation length and then using generation length to scale branch lengths introduces an autocorrelation factor into the rates calculated below. Because branch lengths are scaled by generation length, which is estimated from body mass, which is estimated from molar size, branch scaling is ultimately a function of molar size. This introduces another error factor but probably does not qualitatively influence the outcome of the study. The dominant factor in the branch lengths is absolute time, which is measured independently of molar size. The generation-unit scaling does not substantially alter the branch lengths. It is interesting to note, however, that this bias could differentially affect the apparent rate of evolution of large versus small teeth. Because the estimated generation length of larger animals is longer than shorter animals, the branch lengths of animals in this study with larger molars are decreased relative to those with smaller molars. Rates of evolution in large molars are decreased relative to those of small molars. This would be important if the rates along individual branches were being compared; however, rescaling branch length by generations has little effect on squared-change parsimony (SCP) node estimates and their CIs. Generational scaling has, therefore, been employed because it is heuristically satisfying and because it emphasizes the fact that phylogenetic trees with coeval terminal taxa are not necessarily ultrametric.
Ancestral Node Value Estimates (m) and Their CIs
The ancestral molar area of each node on the tree was estimated using SCP, which minimizes the sum of squared changes along all the branches of a tree. When weighted by branch lengths, SCP maximizes the posterior probability of node values given the observed tip values and a Brownian motion model of evolution (Maddison 1991; McArdle and Rodrigo 1994) . Other related methods can be used to estimate ancestral values. The generalized linear model (GLM) of Martins and Hansen (1997) yields the same node estimates as SCP when Brownian motion is used as the underlying model; GLM also provides a standard error for each node. Independent contrasts give the same estimated value for the root node as does SCP, but the contrasts at other nodes are not necessarily the same because change is not minimized across the entire tree as it is in SCP (Maddison 1991; Garland et al. 1997) . The goal of this study is to assess whether observed node values of the viverravid tree are consistent with random change; therefore, SCP or one of its equivalents are the appropriate method of node reconstruction.
Five coeval taxa from the early Eocene Wa-2 subage (Viverravus rosei, Viverravus acutus, Viverravus politus, Didymictis leptomylus, and Didymictis protenus) were treated as terminal taxa to reconstruct the four nodes ( fig. 2 ; table 1). The following samples fall at the four tree nodes: node 1 (root), Protictis haydenianus To; node 2, Viverravus paralus Ti-3; node 3, Viverravus laytoni Cf-2; and node 4, Didymictis proteus Wa-0 (abbreviations defined in lefthand column of fig. 1 ). The PDAP (Garland et al. 1993) and COMPARE (Martins and Hansen 1996) packages were used to calculate expected node values.
To compare observed values with node reconstructions, a probability distribution of node values is necessary. Squared-change parsimony yields the most probable ancestral values for the internal nodes of a phylogenetic tree, but by itself it does not indicate how probable the optimal value is nor how the probability of nonoptimal values is distributed. To test observed node values against estimates, we need to know the critical values associated with the latter (Schluter et al. 1997; Garland et al. 1999) . Several methods are available for doing this, including a maximum-likelihood method (Schluter et al. 1997 ), a method for use with independent contrasts (Garland et al. 1999) , and the GLM (Martins and Hansen 1997) . All estimate rate variance, b, from the distribution of tip values and the branch lengths of the tree. This study has relevant data at positions on the tree other than the tips. Because of this, the rate of trait evolution was estimated using the rateinterval (LRI) log log method, which allows data from nontip taxa to be included (Gingerich 1993) . The LRI estimates the per-step rate of the process using robust regression through a distribution of logged rates plotted by the of the interval over which log they were measured (Gingerich 1983 (Gingerich , 1993 . The scaling between observed differences and the time intervals not only indicates the per-step rate but also whether the differences are consistent with stochastic change. All possible pairwise rates were calculated up and down the branches of the tree but not across branches (e.g., between V. acutus Wa-2 and V. politus Wa-2). Rates were calculated in haldanes (SDs per generation) as follows: generations) between them, and is the pooled SD (in s ln x units) of all the samples being compared. The of each ln log rate and interval was taken, and rates were plotted against interval to create the LRI distribution. Because the residuals are negatively skewed, robust maximum-likelihood estimation provides better estimates of the slope and intercept of an LRI distribution than does standard least squares regression (Gingerich 1993) . Lorentz weighting was used here (Press et al. 1986 ). Confidence intervals were calculated using 1,000 bootstrap iterations. Since the X-axis of this distribution is the of generation length, the y-intercept log provides an estimate of the average rate of trait evolution over a single generation. The inverse of the y-intercept log is the per-generation rate, h 0 , which is equivalent to the square root of the rate variance, b, used in most comparative methods.
The variance accrued along each individual branch is a function of the squared rate of character evolution and time (Felsenstein 1973; Berg 1993) :
0 n n where is the variance along branch n, is the square 2 v h 0 n of the per-generation rate, and t n is the length in generations of branch n. The variance at each node is a weighted product of the variances of the three branches leading to it and the variances of the branches they subtend. The variance of each node can be calculated using a rerooting procedure that places an individual node at the base of the tree and then works from the tips to the base to calculate a variance for the root (Felsenstein 1985; Garland et al. 1999) . That variance at the root is figure 1 . The log log ln abscissa is the of the interval (in generations) over which each rate was measured, and the ordinate is of the rate itself. The slope of the log log
Figure 5:
The same tree as in figure 2 but with 95% CIs around the squared-change parsimony estimated node values. All of the observed node values fall well within these intervals, consistent with a Brownian motion model of evolution. The CIs are the product of probabilities of change along each branch of the tree and are calculated using an rateinterval estimate of per-generation rate. log log
where is the variance at a node, and are the variances
of each of its two daughter branches, and and are dv dv 1 2 the variance of the starting value of each daughter branch, which is the descendant node variance for nonterminal branches. As the procedure moves down the tree, the v n and terms are combined by converting to its equivdv dv n n alent branch length and adding it to (Felsenstein 1985) .
v n Variance at internal nodes was calculated by rerooting the tree at each node and repeating the procedure. The 95% CIs for each node were calculated from the variance as ͱ m ‫ע‬ 1.96 v, ( 7 ) n where m n is the most probable value for node n and is v the variance at that node.
For comparison, the standard error of each node was also estimated using Martins and Hansen's (1997) generalized linear model. This method uses only the data at the tree tips, which is all that is available in most comparative studies. Because it is a standard error term not a variance, the GLM error factor is equivalent to from 1/2 v equation (6).
Results
Both trait values and branch lengths are graphically summarized in figure 2 . The vertical axis of the diagram represents time, and the horizontal axis is area of the lower first molar in units. The geological age, meter level, and ln absolute age in millions of years before present are indicated for each sample. Note that the ages, which are estimated by regression, differ from the paleomagnetic and geochemical tie-in points in figure 1 . The of molar area of the ln five tip samples (all in subage Wa-2 at the top of the diagram) and the four observed node taxa are indicated as filled rectangles. Body mass (g) and generation length (yr) are also reported for each sample. The four SCP node estimates are indicated as open rectangles, and the arrows between them and the observed values are the residuals whose significance is being evaluated. Tree branches are shown as dashed lines, and their lengths in both years and generations are shown.
The per-generation rate of change estimated from the LRI distribution was 0.0032 units of area per generation. ln The LRI regression yielded a rate of 0.028 SDs per generation (fig. 4) . This was converted to a rate in area units by dividing by the pooled SD of the 36 samples, which was 0.113. The slope of the regression through the LRI distribution was Ϫ0.68. A slope of Ϫ0.50 is the expected slope of data derived from a Brownian motion random walk since it reflects a perfect scaling between rates and the square root of the interval over which they are measured (Gingerich 1993) . Bootstrapped CIs encompass Ϫ0.50 but range more toward the Ϫ1.0 value indicative of stasis.
The observed node values were similar to the SCP node reconstructions. All of the fossil samples fall well within the CIs, both as calculated using the LRI rate and using GLM ( fig. 5; table 3 ). In the former, the narrowest CI was around node 4, which had a range of 3.26 units. By ln comparison, the range of tip values was 1.50 units. ln Note: Node estimates, observed node values, SD of probability distribution around that estimate, 95% CI, observed value of each node, difference (SD) between observed and expected, and probability associated with difference for each node in tree. Node intervals and P values as estimated using both rateinterval (LRI) and generalized log log linear model (GLM) methods are shown. All observed values fall within their CIs and are reasonably close to estimated values.
Probability values are reported for each observed-expected comparison for both the LRI and GLM estimates (table  3) . These represent the area of the node distribution lying outside the observed values and can be interpreted as the probability that the observed value is compatible with the SCP node estimate and Brownian motion. Node 2 shows the greatest departure from the model, with
. The P p .53 root node, however, is very close to the predicted value, with . P p .94
Discussion and Conclusions
It is now well known that the CIs on node reconstructions are large and can exceed the range of tip values themselves (Schluter et al. 1997; Garland et al. 1999) . The CIs in this study also exceed the range of tip values. In spite of apparent directional trends in some lineages-Viverravus politus, for example ( fig. 1 )-all of the observed fossil samples fall well within their node CIs, indicating that they are compatible with Brownian motion change. This suggests that there is no treewide directionality in molar-area evolution in viverravids, or at least that the large-scale pattern in the tree is compatible with stochastic directionality at generationlength intervals. However, the breadth of the CIs around the nodes emphasizes that unbiased, Brownian motion change at generation-length intervals could easily produce trees that appear to have an overall pattern of directionality. As Garland et al. (1999) pointed out, past directional trends can be fatal to ancestral reconstructions based on comparative methods; however, apparent treewide trends may not be strong evidence of cross-lineage directionality.
In this study, the observed values not only fall within node CIs but also quite close to the expected values. The statistical match is indicated by the P values reported in table 3, all of which are large, indicating a good match between observed and expected. This is not unexpected because the expected value represents the most probable node value, even though a wide range of possible values fall within the realm of possibility given Brownian motion change. It must be remembered that the CIs around nodes are based on a normal probability distribution. Even though it is possible, given Brownian motion, for tree nodes to lie at either extreme of the interval, it is increasingly improbable as the node is moved outward from the predicted value. The proximity of observed and estimated values in this study is well within the expectations of those normal distributions. This suggests that Brownian motion may be a very good predictor of node values, even though it may be difficult to reject a Brownian motion causal process for most treewide patterns. In order to more robustly confirm or reject the Brownian motion model, a tree with many nodes is required. This suggests that SCP predictions of ancestral values may, therefore, be quite reasonable, presuming they are based on accurate phylogenies with good branch length data. However, branch lengths contribute significantly both to node estimates and CIs. Poor node dates or arbitrarily assigned branch lengths will undoubtedly lead to inaccurate ancestral reconstructions. Reconstructions will depart from actual ancestral values when the assumed model of evolution is incorrect, for example, if evolution has been directed rather than random, when the observed ancestor has been incorrectly identified, or when the parameters used to calculate the CIs, including tree topology and branch lengths, have been poorly estimated.
The results of this study also suggest that evolution is more conservative than it might be. The per-generation rate estimated here is consistent with node values as disparate as the CIs are wide even though rate is seemingly quite small; however, 0.028 haldanes is comparable to pergeneration rates found in other studies of laboratory animals, natural populations, and paleontological data (Gingerich 1993; Gingerich and Gunnell 1995; Hendry and Kinnison 1999) . But at this rate the potential for change is phenomenal when extrapolated over hundreds of thousands or millions of generations. To put this in perspective, Figure 6 : Confidence envelopes (50% and 95%) around a random walk with a per-generation rate of change of 0.028 haldanes (the rate of change found in the viverravid phylogeny considered in this article) beginning at 3.49 units of molar area (the size of Protictis haydenianus). The of ln ln lower molar area is indicated across the bottom of the graph and associated body masses across the top. The body weights of four extant mammals are also indicated. The black bars to the right indicate the lengths of the eight branches in figure 2. The width of CIs for each of these branch lengths is equal to the width of the envelopes at the level of the appropriate horizontal dashed line. The hatched area to the left covers molar area/ body masses of !0, which are physically impossible. The potential for evolutionary change over 4 million generations at the observed rate of change-equal to the confidence envelopes-is much greater than the changes actually observed.
consider the range of evolutionary outcomes over an interval of 3.9 million generations (the length of the branch between Viverravus paralus and Viverravus laytoni). Figure  6 shows 50% and 95% confidence envelopes around a random walk 3.9 million generations long with a pergeneration rate of 0.028. The walk begins with a molar area of 3.49 units (the root value of the viverravid ln phylogeny), corresponding to a body mass of 1.7 kg. The walk has a per-step rate of 0.003 units per generation ln (0.028 SDs per generation and a SD of 0.113). After 3.9 million generations, Brownian motion change can produce values of units, corresponding to masses 3.49 ‫ע‬ 12.2 ln ranging from 0 kg to much larger than the largest living animals ( fig. 6 ). The 50% confidence envelope includes molar sizes corresponding to animals as large as the African elephant, indicating that it is 50% probable that random evolution can transform a species smaller than a domestic cat to one larger than an African elephant in !4 million generations! While this seems unrealistic, it probably does not indicate that the per-generation rate of evolution was overestimated since the rate found in this study is broadly comparable to those found in others. Rather, it may be because 4 million generations is a long time, even though it is short compared to the divergence times separating many commonly compared taxa. The fact that the tree tip and node data remain relatively close to the root value of the tree in this study suggest that the lack of divergence may be due to more than chance. Other studies have also found that long-term evolution of a particular trait does not reach the full potential expected from observed per-generation rates of change (Gingerich 1993; Gingerich and Gunnell 1995) .
Various factors may check molar evolution. Stabilizing selection is an obvious possible explanation. Extremely large sizes might theoretically be possible, but they would doubtlessly be accompanied by serious physiological and structural compromises that would be maladaptive (Alexander 1998; Bloch et al. 1998 ). There are also functional constraints on the area of the lower first molar itself since major changes would compromise occlusion. Furthermore, molars do not evolve independently of other structures; pleiotropy, developmental and functional integration, and the ecological interactions of one organism with others all serve to limit the possible range of change. Furthermore, 25% of the theoretically possible outcomes in figure 6 are physically impossible because they imply body sizes !0. These factors may partially account for the fact that the observed range of tree tips is not as great as the unadjusted probabilities of change. It might initially seem that an Ornstein-Uhlenbeck model, which mimics amongclade stabilizing selection, might, therefore, be better than Brownian motion for reconstructing node values. However, much of the stabilized pattern will already be incorporated into node estimates because the tree structure and range of tip values constrain rate estimates. Note that the node CIs in figure 5 are not as wide as the single random walk in figure 6 , even though branch lengths are comparable. The walk is constrained only at the beginning, while the tree is constrained at five tips and four nodes. Because node parameters are estimated from trees, they already include factors that rule out the extreme possibilities suggested by figure 6.
The long chain of inferences in this study, especially their associated error factors, will strike many as problematic. Error is introduced at every step, including the phylogeny itself, the identification of paleomagnetic correlation points within the Bighorn Basin, the accuracy of radiometric dates for paleomagnetic intervals, local correlations of Bighorn Basin localities into measured sections, the regression of meter level onto absolute age, the generation to body mass regression, the molar area to body mass regression, and the conversion of branch lengths from years to generations. All of these contribute to standard error in the estimation of both the most probable ancestral condition and its CIs. But one of the primary goals of this article is to make these explicit because similar errors underpin every study that places an absolute age on evolutionary divergences. This includes not only comparative studies but also ones ranging from rates of extinction to rates of molecular evolution. Compared to the data used by Kimura (1983) to assess the constancy of amino acid substitution in protein evolution, for example, the data in this article are extraordinarily well constrained. It should be realized, though, that the errors of estimation in this study could significantly affect both the estimated rate of character evolution and the branch lengths and, therefore, both the estimated ancestral node values and their CIs. In most comparative studies, rate and branchlength parameters are estimated using molecular-clock estimates of divergence times. The calibration of the latter in units of absolute time ultimately rest on paleontological data, but the phylogenetic and stratigraphic control used in clock calibrations are seldom precise, and any error is carried forward into branch-length estimations.
