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Introduction
Much research suggests children can learn language from mere exposure, without relying on other's feedback about their own utterances, i.e., from positive evidence alone. How children thus learn language has been a heavily researched topic. Two main perspectives on language acquisition can be understood through the distinction between discriminative and generative learning models (Hsu & Griffiths, 2009 ). A discriminative model learns by establishing a boundary between categories by mapping inputs to categories from a set of input-category pairs. For language, these are categories of grammatical and ungrammatical sentences. From the discriminative perspective, the ability to learn from only positive examples seems puzzling: with only positive examples, i.e., grammatical sentences, a discriminative learner has no basis on which to determine the boundary between grammatical and ungrammatical sentences. Under discriminative based perspectives, theoretical analyses of learnability from only positive examples tend to be discouraging (Gold, 1967; Nowak, Komarova, & Niyogi, 2002) . Indeed, thinking about language learning as a classification problem has led many theorists to conclude that language acquisition faces fundamental ''logical'' problems (Baker & McCarthy, 1981; Horning, 1969) .
The Bayesian approach to cognitive development, explored in this special issue, and the cognitive sciences more generally, e.g., Griffiths, Chater, Kemp, Perfors, and Tenenbaum (2010) , suggest a different perspective on learning: generative models learn by making inferences about the probability distribution that produces the language input. Thus, from a generative perspective, language acquisition is not a matter of discriminating ''good'' from ''bad'' linguistic forms; instead the aim is to model the underlying regularities that give rise to the language. The key assumption
