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ABSTRACT 
Cluster analysis is a technique for finding hidden clusters in data and is 
important to data mining. In this thesis, a new clustering method based 
on the interpoint distances is proposed. Traditional clustering methods have 
difficulty in identifying whether dataset consists of one homogeneous cluster 
or more than one cluster. Our proposed method overcomes this difficulty 
by generating an artificial cluster from a multivariate normal distribution. 
Simulations are carried out to study the performance of our proposed method 
with the Gap statistic. Finally in the simulation study, a new algorithm for 
finding boundary points of a multivariate data cluster is proposed. Further 
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Clustering is a method of unsupervised learning used in many fields, in-
cluding machine learning, data mining, pattern recognition, image analysis, 
information retrieval, and bioinformatics. Clustering method is a statistical 
technique in separating data into homogeneous groups of objects by their 
similarity. Objects in the same cluster should be as similar as possible. 
There is no absolute solution for the clustering result. A good clustering re-
sult is quite subjective and depends on the users needs. Basically, clustering 
methods can be divided into center-based method and density-based method. 
Center-based clustering methods are used to assign each point to the cluster 
whose center is the nearest. Density-based clustering methods are used to 
discover arbitrary-shaped clusters. Both of them are based on some distance 
or dissimilarity measures. Among all distance measures, Euclidean distance 
is the most common distance measure adopted in the clustering method. Eu-
c 
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clidean distance is the length of the line segment between two points, which 
is defined as 
E D = y ^ ( x i - x j ) ' ( x i - x j ) , (1.1) 
where xi and xj represent the vector of two points of a dataset X. 
Many clustering methods require the specification of the number of clus-
ters prior to the execution of the algorithm. The performance of the clus-
ter analysis is mainly determined by the accuracy of the prior information. 
Recently, a number of studies have attempted to determine the number of 
clusters, such as consensus clustering (Monti, Tamayo, Mesirov and Golub, 
2003)’ finding the knee of an error curve (Salvador and Philip, 2003), the 
Gap statistic (Tibshirani, Walther and Hastie, 2001). 
Among all the center-based clustering methods, k-means clustering is 
one of the most commonly used clustering methods. It was first introduced 
by Macqueen (1967). It is extremely fast and efficient algorithm to cluster 
numerical data into k clusters. The number k for k-means clustering needs 
to be specified by the user in advance. Some researches focus on estimating 
the number of clusters. In 1974, Calinski and Harabasz proposed a R{k) • 
statistic to choose a suitable k for k-means clustering, 
ff^M — 几 t r j S S B ) 
• ~ k-ltr(SSWy 
where tr(SSB) is the between group variation and tr(SSW) is the within 
group variation. More details about R{k) will be discussed in Chapter 2. 
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However, this statistic is not defined for k = 1. It means the statistic cannot 
identify one single cluster even if the dataset is actually a single homoge-
neous cluster. Another alternative is the Gap statistic (Tibshirani, Walther 
and Hastie, 2001). The Gap statistic uses the output of any clustering algo-
rithm (e.g. k-means or hierarchical), comparing the change in within-cluster 
dispersion with that expected under an appropriate reference null distribu-
tion. 
Following the notations used in Tibshirani, Walther and Hastie (2001), let 
Wk, k — 1,2,. denote the within-cluster sum of squares, and let W^i,, 
b = 1,2’...，5, denote the same quantity obtained after randomly permuting 
B reference datasets. Then the Gap statistic for k clusters, computed based 
on B permutation iterations, is defined as 
1 ^ 
Gap � = - logiWu). (1.2) 
6=1 
Let Ik = (1 /5 ) X;f=i log{Wlj；) be the mean of log{Wl^) and 
sd(/c) 二 [{1/B) j^i^ogiWl,) — (1.3) 
6=1 
be the standard deviation of 妨(VK4). Define Sk = sd(/c) y^T+lTB, denot-
ing the corresponding standard deviation corrected for the simulation error. 
Finally choose the number of cluster via 
k = min{/c : Gap(A;) > Gap(/c + 1) — s^+i}. 
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To overcome the difficulty in the R{k) statistic, we proposed to generate 
an additional artificial dataset from a multivariate normal distribution with 
appropriate mean and covariance matrix to avoid overlapping with the origi-
nal dataset. Then the R{k) statistic is computed from the combined dataset 
to determine the suitable number of clusters. If we can successfully identify 
that there are two clusters in the combined dataset, then the original dataset 
should be a single cluster. 
The proposed method in this thesis involves the interpoint distances be-
tween all the data points. The interpoint distances can be easily computed 
and does not involve any parametric components. These distances are used 
to locate the center of the data clusters. Another usage of the interpoint 
distances is to find boundary points of the data clusters. The interpoint 
distances between the boundary points and the center gives guideline for 
generating clusters. This will be useful in the simulation part in Chapter 3. 
Finding boundary points can also be used to construct the data depth. Data 
depth is a descriptive measure to capture the high dimensional features of 
multivariate data. Roughly speaking, data depth is a concept that provides 
center-outward orderings of points in a high dimensional space. Different ap- , 
proaches to construct data depth have been proposed in the literature (Liu, 
Serfling and Souvaine, 2003). We found that the interpoint distances can be 
used to construct data depth easily. It will be discussed in the last Chapter. 
This thesis is organized as follows: Chapter 2 presents interpoint distances 
and the distance matrix, which is the essential components of our proposed 
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clustering method, and constructing the data depth. In particular, the cen-
ter and the boundary points of the data cluster can be found based on the 
row or column total of the distance matrix. Theoretical justification of this 
method is also given in Theorem 1 in Chapter 2. The algorithm of k-means 
clustering and the R{k) statistic proposed by Calinski and Harabasz, which 
is used to determine the number of clusters for k-means clustering, will be 
reviewed. Then a new method for testing whether the dataset is a homoge-
neous cluster will be proposed. In Chapter 3, simulation studies are carried 
out to study the performance of our proposed method and the Gap statistic. 
Two types of datasets are generated from multivariate normal distribution. 
One is with one single cluster and the other is with two separated clusters. It 
is used to compute and compare the percentage of correct conclusions made 
by our proposed method with the Gap statistic under each type of artificial 
dataset. Finally, conclusion and further extension are discussed in Chapter 4. 
Construction of data depth based on the interpoint distances in multivariate 
data will also be introduced in this last chapter. 
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Chapter 2 
Methodology and Algorithm 
Let X = (xij), an n X p data matrix representing n data points in p-
dimensional space with z-th row, Xi = {xn, . . . ^xip)', representing the z-th 
data point. 
For a given dataset X, we can compute an n x n distance matrix 
^ 0 di2 • • • din ^ 
n ^11 0 • • • d2n , � 
D = (2.1) 
• • • • 
• • • • • • • • 
^ dnl dn2 0 y 
where dij = y/Y7k=i{^ik - XjkY is the Euclidean distance between the data 
point Xi and Xj. Obviously, da = 0 and = dji. 
In this chapter, method for clustering multivariate data is proposed. The 
main idea of this method is to use the interpoint distance to help us to classify 
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the data points, where Euclidean distance is used as the distance measure. 
These information are easily obtained from the interpoint distance matrix. 
In the distance matrix D, center and boundary points of the data clusters 
can be found based on the row or column totals of D. 
The total squared distance for each row in D can be computed and de-
noted by 
n 
di. = ^ df j for i = 1,…，n. (2.2) 
The row total di. represents the total squared distance of other points to 
the point Xi. The point Xc, where the corresponding c-th row in D has the 
smallest value of row total d � a m o n g {di., . . . , is used as an estimate of 
the cluster center of the dataset. It means that the total squared distance 
between Xc and other points is minimum. Similarly, boundary points will 
have much larger row total since these points are far from Xc- Therefore, 
boundary point xi will have large row total db.. These ideas are justified by 
the following theorem. 
Theorem 1 Given n data points {xi,..., Xn]. Let x be the sample mean 
慨tor and di. = 一 ^jYi^i 一 xj), d � = mm{di.,..., d^.}, db.= 
max{c?i.,..., dn.}. Then \\xc — x|| is minimum and — is maximum, 
where ||a:|| = In other words, Xc is the data point which is closest to x 
and Xb is the data point which is farthest to x. 
7 
Proof For any p x 1 vector 6, 
n 
di- = ^{xi-xj)'{xi-xj) 
3 = 1 
n 
= - B ^ e - xj)'{xi - e ^ e - xj). (2.3) 
j=i 
Substitute 6 = where x = ^ ^j-
n 
di. = y ^ f e — xy{xi — x) 
n n 
+ Y ^ i ^ i — xy(T 一 xj) + ^ ( x - - x) 
3=1 j=l 
n 
- \ : j 2 { x - x j y { x - x j ) . (2.4) 
3 = 1 
The middle two terms equals zero and simplify the terms, 
di, = n\\xi -到2 + (y^ — l)tr{S), (2.5) •• 
where ||x|| = and S is the sample covariance matrix of a^s. tr(S) is the 
sum of the elements on the main diagonal of S. Obviously, the last term is 
a constant and 4- is minimum implies is also minimum. Similarly, • 
db- is maximum implies — is also maximum. • 
2.1 Testing one homogeneous cluster 
In data mining and machine learning, k-means clustering is a commonly 
used method for cluster analysis which aims to partition n observations into 
. 8 
k clusters in which each observation belongs to the cluster with the nearest 
cluster mean. 
Let {ni, //2,...,/ifc} be a set of p x 1 mean vector with im representing 
the mean vector of the i-th cluster after the convergence of k-means cluster-
ing. The procedure of k-means clustering is to find cluster labels (ci，…，c„) 
that minimize the total intra-cluster variance, 
k 
^ = Y.(工i - f^j)'(工i - 内), (2.6) 
J’ = l {Xi-.Ci^j} 
In k-means clustering, we consider a data set of size n with p dimensions. 
Note that the number of clusters, k, is fixed and specified by the user. Let us 
briefly describe the k-means algorithm proposed by Lloyd (1982). Initially, 
k centroids are chosen heuristically or randomly, mp)，??^。)，...，爪^。)，where 
m = mf) are p X 1 mean vectors corresponding to the z-th group by k-means 
clustering in the t-th iteration. 
Next step is to calculate the distance between each point to each centroid 
by using the Euclidean distance as the distance measure. Then assign the 
point to the cluster with the nearest centroid. This can be mathematically 
formulated as follows: 
Cf = {xj : - mfW < llo;,- — mfj\\ for all i* = 1,…，k}, (2.7) 
where ||a:|| = y/x'x. 
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When all points have been assigned, recalculate the positions of the k 
centroids. The positions of the k centroids are the means of all the data 
points contain in the group specified in the previous iteration. That is 
= ^ E （2.8) 
where is the number of data points in 
The procedure is repeated iteratively until convergence occurs, that is no 
reassignment of points is needed in the next iteration. C = (Ci, C2 , . . . , Ck), 
represent k groups of the data points after convergence of k-means clustering 
with element Ci representing the i-th partition. 
The Llody's algorithm is efficient and fast even for large n. However, the 
value of k has to be specified by the user. An inappropriate choice of k may 
lead to poor clustering result. 
A statistic (proposed by Calinski and Harabasz, 1974) was developed to . 
help us to choose a suitable k, which is defined as: 
_n-k trjSSB) 
• - k-1 tr{SSW) . (2-9) 
where n is the total sample size, tr(SSW) is the trace of within group sum of 
square = Yli=i Z l j l i 亡”[(工ij — -无i)']’ tr(SSB) is the trace of between 
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group sum of square = Yli=i — x){xi — x)'], Xi and x is the sample 
mean vector of group i and whole dataset respectively. 
For clustering purpose, we want the within group SS to be as small as 
possible while the between group SS to be as large as possible. In general, 
tr(SSB) will increase with k while tr(SSW) will decrease with k. Therefore, 
only the ratio tr(SSB) and tr(SSW) would tend to choose a large k. 
The factor gives penalty to a large value of k to prevent too many 
clusters specified. This factor decreases as k increases. Therefore, we may-
repeat the k-means clustering method many times using different values of k 
and choose the value of k such that R{k) is maximized. 
The result of k-means clustering is sensitive to the choice of the initial 
centroids. However, initial centroids are chosen randomly. We may obtain 
different result from different initial centroids. Note that for a fixed k, a 
larger value of R{k) statistic indicates a better clustering result. Therefore, 
we can run the k-means clustering several times (say five times) for fixed k, 
then use the clustering result with the largest R{k) statistic. 
Sometimes we are interested in testing whether the datasets consists of 
one homogeneous cluster or more than ono clustors. Howovor, tho fraction 
f r f in equation (2.9) is not defined for k = 1，which creates a problem in 
testing whether the dataset is a homogeneous cluster when using this R{k) 
statistic. To overcome this difficulty, we proposed to generate an artificial 
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dataset from a multivariate normal distribution with appropriate mean and 
covariance matrix so that this artificial dataset is well separated from the 
original dataset. Combining this artificial dataset with the original dataset, 
we can use R{k) to test whether k = 2 or k = 3. 
To extend our proposed method to any datasets with unknown num-
ber of clusters, R{k) is applied to the dataset first to choose the value of k 
such that R{k) is maximized. If R{2) is maximum, the dataset may in fact 
have one single cluster or two separated clusters. The value R{2) - R{3) is 
then computed to see whether the difference is large. If the relative reduction 
'R{2)-R{3)]/R{2) < Rq (say, Rq = 0.3)，then the dataset may in fact consist 
of one single cluster only. In this case, we can generate an artificial dataset 
and compute R{2) and i?(3) in the combined dataset. If R{2) > R(3)’ the 
original dataset is one single cluster. Otherwise, the original dataset consists 
of two separated clusters. 
However, the procedure for generating the artificial dataset is critical. It 
cannot be too close or too far away from the original dataset. This procedure 
is described as follow. 
* 
111 the given dataset X，we compute an n X n distance matrix D us-
ing equation (2.1) and the total squared distance for each row in D us-
ing equation (2.2). Let S be an p x p sample covariance matrix of X and . 
2 入2 2 . •. 2 Ap > 0 be the ordered eigenvalues of S with their corre-
sponding eigenvector "i’...，"p. Then n data points were generated from a 
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p-variate normal Npiji, S) distribution with 
11 = Xc + kitr{S)vp and S = /C2S. 
Xc is the cluster center found by the minimum of di. in (2.2). tr(S) is the trace 
of S will represent the total variation in X. Note that Vp is the eigenvector 
corresponding to the smallest eigenvalue Xp of S. The new cluster center /i is 
located along the direction of "p as "p is perpendicular to "1，...，"p-i (Fig. 
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Figure 2.1: Red dots: original dataset, Blue dots: artificial dataset. 
cluster. The constant ki determines the distance between two centers Xc and 
H. If ki is too large, the values of tr(SSB) in (2.9) is large and the original 
dataset which consists of more than one cluster may be wrongly identified as 
one cluster. On the other hand, If ki is too small, the original and artificial 
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data points may be overlapped. The artificial dataset will be combined with 
the original dataset as one single cluster. 
The covariance matrix of the new cluster is multiplied with a constant k � 
to scale up or scale down the dispersion of the data. The larger value of k) 
makes the dispersion of the data larger, and vice versa. Large dispersion of 
the artificial dataset will overlap with the original dataset. To ensure the n 
data points form an artificial cluster that is well separated from the original 
dataset, we performed many simulation studies and found that Rq = 0.3, 
ki = 2 and k2 = 0.5 is a reasonable choice. 
Together with the new created cluster, we apply k-means clustering for 
k = 2 and k — 2> and choose a k corresponding to the larger value of R{k) in 
(2.9). If R{2) > i?(3), the original dataset is one single cluster. 
Now we summarize the procedure formally as follow: 
1. In the original dataset, choose a value of k such that maximizes the 
statistic R{k) defined in (2.9). If R{2) is maximum and < 
30%, go to step 2. Otherwise, the dataset has k clusters and the pro- ‘ 
cedure is finished. 
2. Compute the total squared distance for each row in D, i.e. 
n .. 
di. = ^ d � j for i = 1 , . . . ,n. 
j=i . 
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3. Find d � = min{o(i.，…，心}. That is, the point Xc has the smallest 
total squared distance from other data points, and hence Xc can be 
considered as the center in the data cluster. 
4. Generate n data points from a ^variate normal Np{fj,, S) distribution, 
where 
/i = a^ c + 2 汁(S)"p and S = 0.5S, 
tr(S) is the trace of S, "p is the eigenvector corresponding to Ap, the 
smallest eigenvalue of S. This will ensure these n data points form an 
artificial cluster C a that is well separated from the original dataset X. 
5. Combine the original dataset X with the artificial cluster C a to form 
a new dataset M. Apply k-means clustering to M with k = 2 and 3. 
The statistic R{k) defined in (2.9) is computed. If R{2) > R{3), then 
the original dataset is one single cluster. 
In this chapter, a new method of testing one homogeneous cluster has 
been proposed. In the existing research work, the Gap statistic is one of the 
better known methods for estimating the number of clusters and works for 
k = 1. In the next chapter, simulation studies are carried out to compare 
the performance of our proposed method with the Gap statistic. Two types 
of clusters, one homogeneous cluster and two separated clusters, are then 
generated to test the performance of these two methods. In generating two-
cluster datasets, the separation between two cluster centers will seriously 
affect the performance of these two methods. We need a systematic way to 
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control the separation of the cluster centers in our simulation. This involves 
finding boundary points of data cluster and will be described in details in 






In this chapter, we used simulated datasets to examine the performance of 
the method based on the interpoint distance proposed in Chapter 2. The 
problem encountered in k-means clustering is that the number of cluster k 
has to be specified by the user in advance. Let us recall that the R(k) in 
(2.9) is 
—n - k trjSSB) 
k-ltr{SSWy 
We try various values of k in k-means clustering and compute this R{k) 
statistic. The value of k that maximized R{k) is the most suitable number of 
clusters in the dataset. However, this R{k) statistic is not defined for /c = 1, 
which creates a major problem for testing whether the original dataset is in 
fact consists of one single cluster. When the dataset is suspected to have 
one single cluster or two separated clusters, the statistic R{k) may have the 
maximum value at.k = 2. In this case, the statistic alone cannot identify 
whether the dataset consists of one or two clusters. 
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This simulation study mainly focuses on generating two types of datasets, 
one with a single cluster and the other with two separated clusters. In gen-
erating two separated clusters, we focus on the small separation distance 
between two cluster centers. For large separation distance, the R{k) statistic 
can easily identify these two clusters. Dataset with more than two clusters 
are not examined in our simulation studies as the number of clusters can 
be found by the R{k) statistic easily. Therefore, our simulation study only 
focuses on the one single cluster and two separated clusters cases. Our pro-
posed method is a two-stage procedure. First, the R{k) statistic in (2.9) 
is computed. If R{2) is maximum and the relative reduction between R{2) 
and R{S) is smaller than 30%, we proceed to the second stage. In the second 
stage, an artificial dataset will be generated and R{2) and R{3) are computed 
in the combined dataset. The value of k suggested by the R(k) statistic in 
the combined dataset will imply that there are k - 1 clusters in the original 
dataset. 
There are many research work have been done to determine the number 
of clusters in the dataset. However, the Gap statistic (Tibshirani, Walther 
and Hastie, 2001)，is one of the few methods that works for k = 1. The , 
Gap statistic uses the output of any clustering algorithm (e.g. k-means or 
hierarchical), comparing the change in within-cluster dispersion with that 
expected under an appropriate reference null distribution. 
Following the notations used in Tibshirani, Walther and Hastie (2001), 
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we can choose the. number of cluster via 
k = mm{k : Gap(/c) > Gap (A; + 1) - sjfc+i}, 
where the term Gap(A:) and Sk+i are defined in (1.2) and (1.3). The program 
using R code for computing this Gap statistic is downloaded from the internet 
(Rebecka J., 2003). The details of the simulation designs were given in 
Section 3.1. The results of using our proposed method and the Gap statistic 
were reported and summarized in Section 3.3. 
3.1 Simulation Plan 
The simulation design is divided into two parts. The first part is to simulate 
dataset with one homogeneous cluster and the other is to simulate dataset 
with two separated clusters. There are many factors affecting the cluster-
ing results. For example, the dimension p, the covariance matrix S and the 
separation between the two cluster centers. We need a systematic way to 
generate the dataset in our simulation study in order to study the effects of 
these factors. 
3.1.1 One single cluster 
A homogeneous cluster is generated from p-variate normal Np{fi, S) distri-
bution. The mean vector “ was set, to zero vector for simplicity. Two types 
of covariance matrices were examined. The two types of covariance matrices 
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are 
/ 1 \ ( � \ 1 r • • • r \ / 1 r • • • r 
r 1 … r r 2 … r � S 二 ，（6) S = ， (3.1) 
• • . • • , • • • • • • • • 
• • • • 暑 . 》 » 
\ r r • • • 1 y 乂 r r . . . p 乂 
where the off-diagonal elements take the same value r for simplicity. In 
(a), the covariance matrix is replaced by a correlation matrix with same 
off-diagonal elements as we are interested in whether the effect to the corre-
lation affecting the shape of the cluster. In (b), the covariance matrix with 
different diagonal values but same off-diagonal elements is used. A range of 
r = 0，0.3,0.6，0.9 were used. These constructions ensure the covariance ma-
trix to be positive definite (Bhatia, 2007). The sample size n = 500 and the 
dimension p = 5,10，50，200,400 were used to see the effect of the different 
dimension to sample size p/n ratios. 
There are totally ( 4 x 5 x 2 =) 40 sets of designs for our simulation studies. • 
The number of replications for each design is 100. The replications are used 
to calculate the number of correct conclusions (out of 100) for each design. 
* 
3.1.2 Two separated clusters 
The second part of the simulation study is to generate dataset with two 
separated clusters. There are many ways to generate two separated clusters 
by controlling the shape, the orientation and the separation between the two 
clusters. One cluster with sample size n = 500 was generated from the p-
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variate normal Np{fj,i,T,) distribution, with mean fii equals zero vector and 
covariance matrix S equals to either (a) or (b) in (3.1) with r 二 0,0.3，0.6’ 0.9. 
Another cluster with the same sample size n = 500 was also generated from 
the j?-variate normal iVp(/_i2,S) distribution, with the same covariance S as 
the first cluster and with mean 
/X2 = Ml + 狄deb X "p， 
where deb is the smallest interpoint distance between the boundary points 
and the first cluster center Xc (found by the minimum row total of distri-
bution matrix D as described in Chapter 2), h = 0.8,1,1.2, and "p is the 
eigenvector corresponding to the smallest eigenvalue Xp of S (Fig. 3.1). It 
means that the second cluster center is located along the direction of Vp with 
distance 2/icU from the first cluster center for different degrees of separation. 
In simulating two separated clusters, the most difficult cases for k-means 
clustering could be the overlapping clusters. The extent of overlapping would 
affect the clustering results. Large proportion of overlapping would be iden-
tified as one single cluster. The generation of two separated clusters are 
controlled by three factors: orientation, separation and shape. For the ori-
entation, the second cluster center is located along the direction of Up (eigen-
vector corresponds to the smallest eigenvalue Xp of S). For the separation 
between the two cluster centers, the closest distance without overlapping 
should be double the interpoint distance between the boundary points and 
the first cluster center if the shape of each cluster is the same. Two separated 
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clusters with the same shape and equal sample size are used to simplify the 
simulation results. Details of identifying boundary points of a cluster i s�a 
crucial step in our method and is given as follow. 
。①。•^多 ％。。 
: 。 。 響 
• 。 、 ， 二 叙 。 。 。 。 
O O 0° O 
^ - oO o o O ® o o 
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X1 
Figure 3.1: Setting of cluster 1 (blue dots) and cluster 2 (red dots). Two 
cluster centers (xc and i/c) has the separation distance 2cU (h = 1) and along 
the direction "2. , 
For a given dataset X, we can compute an nxn distance matrix D using 
equation (2.1) and the total squared distance for each row in D by equation 
(2.2). Let Xc be the cluster center obtained from the minimum of di. in ( 2 . 2 ) . , 
First, two points on the boundary are selected by searching for the largest 
interpoint distance {dij} in D. Suppose that the i-th and j-th observation 
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have the largest distance. These two points obviously lie in the boundary of 
the data cluster. A third boundary point Xk is found by choosing k such that 
[dik + djk + dck) 一 \dik — djkl (3.2) 
• I. 
is maximum. 
This third boundary point Xk has the largest sum of distance with point 
Xi, Xj and the cluster center Xc while it has the smallest distance difference 
between the point Xi and Xj. We remove the first point Xi and store it as 61. 
Then use the remaining two data points xj and Xk as Xi and Xj and repeat the 
same procedure until a set of boundary points {61, &2, • • •, ^g} are obtained. 
The number of boundary points g in outward layer is determined by rounding 
0.2n to the nearest integer (Li and Liu, 2008), where n is the total number 
of data points. 20% of the data points are considered as the most outward 
points. Figure 3.2 demonstrates an example of a cluster generated from a 
bivariate normal distribution with sample size 300 and correlation 0.8. Red 
dots represent the (0.2 x 300 =) 60 boundary points and black dot represents 
the cluster center. 
Now we summarize the procedure for finding the boundary points for-
mally as follow: ‘ 
1. Compute the total squared distance for each row in D, i.e. 
n 
di. = for i = 1 , . . . ,n. 
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2. Find d � = min{(4，.. •，（4.}. That is, the point Xc has the smallest 
total squared distance from data points, or x � c a n be considered as the 
center in the data cluster. 
3. Search for the largest interpoint distance {dij} in D and denote point 
by [i] and [ / . 
4. Find the third boundary point [k] by choosing the k which maximizes 
Wik + djk + dck) 一 Mifc - djk\). 
5. Store the first boundary point to bi. Replace a ; � by xy] and X[j] 
by xik]. Repeat step 4 until a set of boundary points {61,62, • • • 
are obtained. The number of boundary points g in outer-most layer is 
determined by rounding 0.2n to the nearest integer. 
After obtaining the boundary points, the smallest interpoint distance 
between the boundary points and the first generated cluster center c is 
the smallest value in c-th row in D among the boundary points, deb = •-
min{( ic6 i ’， • . •，dcbg}- The second cluster center with distance 2h x deb 
from the first cluster center is along the direction of "p (eigenvector corre-
sponds to the smallest eigenvalue Ap of S), where S is the sample covariance 
matrix of the first cluster and h = 0.8,1，1.2，is the separation parameter. If * 
the separation parameter is small, the proportion of overlapping is large and 
vice versa. Overlapping datasets are more difficult to identify and can be 
used to examine the accuracy of our proposed method and the Gap statistic. 
There are totally (4 x 5 x 2 x 3 =) 120 sets of designs and 100 replicates 
are used for each design. The procedure described in Section 2.1 is then 
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applied to the simulated datasets. For each dataset, the Gap statistic is also 
used to estimate the number of clusters and compared the number of correct 
conclusions (out of 100) with our proposed method. 
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Figure 3.2: A cluster generated from a bivariate normal distribution with 
sample size 300 and correlation 0.8. Red dots represent the (0.2 x 300 =) 60 
boundary points and black dot represents the cluster center. 
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3.2 Measure of Performance 
Simulated datasets are used to test in the procedure described in Section 2.1 
and compare with the Gap statistic defined in (1.2). The percentage of cases 
that the number of clusters are correctly identified in the simulated dataset 
is the measure of performance of our proposed method. For the simulated 
dataset with one single cluster, \i k = 2 and < 30%, the original 
dataset is combined with the artificial cluster to form a new dataset. K-
means clustering is applied to the combined dataset and R{2) and R{2,) are 
computed. If R[2) > R{3), the original dataset is one single cluster. Other-
wise, the original dataset is considered to have more than one cluster. 
The performance of our proposed method in testing one homogeneous 
cluster can be accessed by the percentage of R{2) > R(3) in the combined 
dataset, which correctly classified the original dataset as a one-single-cluster 
dataset. 
The simulated datasets with two separated clusters are also used to com-
pare the accuracy of our procedure with the Gap statistic. The performance 
was accessed by the percentage of R(3) > R(2) in the combined dataset, • 
which correctly classified the combined dataset into three clusters. That 
means the original dataset is considered as two separated clusters. 
For each combination of n,p and r for one-cluster dataset and n, p, r and h 
for two-cluster dataset, 100 replicates are used to compare the percentage of 
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correct conclusions out of 100 of our proposed method with the Gap statistic. 
3.3 Simulation Results 
3.3.1 One single cluster 
Table 3.1 and Table 3.2 show the results of testing one homogeneous cluster 
in the simulated datasets. Different sets of original datasets with sample 
size n = 500 were generated by p-variate normal iVp(0, E) distribution. Two 
types of covariance matrices (a) and (6) were used. The column "r (a)" 
means the covariance matrix is type (a) with the corresponding correlation 
r. Similarly, the column "r (b)" means the covariance matrix type (b) is 
used. The number of replications of each design was 100. In each design, 
both our proposed method and the Gap statistic were applied to estimate 
the number of clusters of the original dataset. The number of cases with 
R{2) is maximum and < 30% is listed in the forth column. It is the 
number of cases that needs to generate an additional artificial cluster. The 
number of correct conclusions in 100 replications for both methods is shown 
in the last two columns. 
Both Table 3.1 and Table 3.2 show that the percentage of correct con-
clusions in our proposed method is higher than that of the Gap statistic for 
all combinations of p and r. It means that our proposed method is better 
than the Gap statistic in the one single cluster cases. In fact, our proposed 
method has 100% accuracy while the Gap statistic has some wrong conclu-
sions especially when r is small or when type (b) covariance matrix is used. 
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Size Dimension r Need artificial Classified as one cluster in 100 cases 
打 P (a) cluster cases "Proposed Method Gap Statistic 
0 100 100 ^ 
500 5 0.3 100 100 89 
0.6 100 100 97 
0.9 100 100 
0 100 而 82 
500 10 0.3 100 100 87 
0.6 100 100 97 
100 
0 涵 ^ 
500 50 100 100 89 
0.6 100 100 97 
0-9 100 . 100 100 
0 涵 ^ 
500 200 100 100 90 
0.6 100 100 99 
0.9 100 ^ 100 
0 丽 U 
500 400 0.3 100 100 84 
0.6 100 100 98 
0.9 100 100 
Table 3.1: Simulation results: Datasets with covariance matrix type (a). 
Each design was repeated 100 times. The number of correct conclusions of •“ 
each method were shown in the last two columns. 
条 
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Size Dimension r Need artificial Classified as one cluster in 100 cases 
n p (b) cluster cases Proposed Method Gap Statistic 
0 ^ 
0.3 100 100 79 
500 5 06 100 100 80 
0.9 100 88 
0 ^ 
^ 0.3 100 100 64 
500 10 0.6 100 100 69 
0.9 100 60 
0 ^ 
_ .n 0-3 100 100 78 
5 ㈨ 0.6 100 100 74 
0.9 100 68 
0 ^ 
… 0.3 100 100 77 
500 200 0 6 100 100 81 
0.9 100 76 
0 100 ^ 
mn _ 0.3 100 100 70 
500 400 0.6 100 100 78 
0.9 100 75 
Table 3.2: Simulation results: Datasets with covariance matrix type (b). 
Each design was repeated 100 times. The number of correct conclusions of 
each method were shown in the last two columns. 
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3.3.2 Two separated clusters 
Table 3.3 and Table 3.4 shows the simulation results of testing two separated 
clusters in the simulated datasets. Two separated clusters, each with sample 
size n = 500, were generated by ；?-variate normal Np{0, S) distribution. Two 
types of covariance matrices (a) and (6) were also examined. The separation 
distance (sep.) between two cluster centers is set to be 2h x cU, where deb 
is the smallest interpoint distance between the boundary points and the first 
generated cluster center. The second cluster center is located at a distance 
X deb from the first cluster center is along the direction of i/p, the eigen-
vector corresponds to the smallest eigenvalue Xp of S, where h = 0.8，1，1.2, 
to see the effect of separation. If the separation parameter h is small, the 
proportion of overlapping is large and vice versa. The number of replica-
tion for each design is also set to 100. In each design, both our proposed 
method and the Gap statistic were applied to estimate the number of cluster 
of the original dataset. The number of cases with R{2) is maximum and .. 
只(％2�3) < 30% is listed the fifth column. It is the number of cases that 
needs to generate an additional artificial cluster. The number of correct con-
clusions in 100 replications for both methods is shown in the last two columns. 
» 
First note that in Table 3.3 and 3.4，the larger separation between the 
centers of the two clusters, the higher the percentage of correct conclusions. 
It is obvious since the proportion of overlapping points decreases as the sep-
aration increases. .. 
Table 3.3 shows our proposed method performs better than the Gap 
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statistic by comparing the percentage of correct conclusions. Both meth-
ods work well in datasets with lower correlations 0 and 0.3. If the variables 
are highly correlated like 0.6 and 0.9, the error rate is high. One of the 
possible reasons is that the higher the correlation, the more data points are 
concentrated along "i, the eigenvector corresponding to the largest eigen-
value Ai of S. This will make the two clusters closer to each other and hence 
it is more difficult to identify them. 
Table 3.4 shows that the percentage of correct conclusions of our pro-
posed method is almost 100% except for three cases in p = 5. Our proposed 
method also outperforms the Gap statistic for all combinations of p, r and h. 
Overall, our proposed method outperforms the Gap statistic in term of 
percentage of correct conclusions no matter the original dataset is a one 
single cluster or two separated clusters. From the computational efficiency 
point of view, the Gap statistic requires to simulate the null uniform distri-
bution many times in the p-dimensional space, which is very time-consuming 
and expensive. However, our proposed method only needs to compute the 
interpoint distance matrix D, perform the k-means clustering several times 
(5 times in our simulations) and compute the corresponding R{k) statistic 
which is relatively fast. 
31 
Size Dim. r Sep. Need artificial Classified as 2 clusters in 100 cases 
_ ^ j _ _ _ g _ � a ) h cluster cases "Proposed Method Gap Statistic一 
^ 0 100 100 
0 1.0 0 100 100 
1-2 0 100 
08 74 10^ ^ 
0.3 1.0 9 100 100 
500 5 O 1 ^ 100 
each 98 M 12 
0.6 1.0 99 70 29 
1.2 ^ ^ 71 
O ^ 0 
0.9 1.0 100 53 0 
90 81 0 
^ 0 100 
0 1.0 0 100 100 
1-2 0 100 
KS ^ 100 
0.3 1.0 5 100 100 
500 10 1 100 
each 0.8 44 0 
0.6 1.0 83 70 35 
1-2 79 ^ 78 
98 ^ 0 .. 
0.9 1.0 95 50 0 
1：2 ^ 78 0 
0.8 0 100 100 
0 1.0 0 100 100 
1.2 0 100 
08 ^ Wr 
0.3 1.0 29 99 100 ‘ 
500 50 L? 0 m 100 
each 08 7 I 
0.6 1.0 83 44 43 
1.2 60 ^ 78 
08 18 0 ~ “ 
0.9 1.0 98 37 0 
I I 1.2 I 93 ^ •• 0 
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Size Dim. r Sep. Need artificial Classified as 2 clusters in 100 cases 
n p (a) h cluster cases Proposed Method Gap Statistic 
08 0 100 100 
0 1.0 0 100 100 
1.2 0 100 
08 1 
0.3 1.0 6 100 100 
500 1 ^ 100 
each 0 0 8 ^ 1 
0.6 1.0 79 62 46 
1.2 m W 87 
^ ^ ^ 0 
0.9 1.0 86 54 0 
57 ^ 1 
08~" 0 loo 
0 1.0 0 100 100 
^ 0 100 
O 0 m 
0.3 1.0 0 100 100 
500 1.2 0 100 
each ^ m ^ 2 
0.6 1.0 80 83 52 
1.2 ^ 96 
^ ioo : M 0 
0.9 1.0 83 55 1 
I I 1.2 I 32 I . 78 0 
Table 3.3: Simulation results: Datasets with covariance matrix type (a). 
Each design was repeated 100 times. The number of correct conclusions of 
each method were shown in the last two columns. 
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Size Dim. r Sep. Need artificial Classified as 2 clusters in 100 cases “ 
h cluster cases "Proposed Method Gap Statistic— 
^ i 
0 1.0 0 100 100 
1-2 0 100 
^ ^ M 
0.3 1.0 10 100 100 
500 5 0 m 100 
each O ^ ^ 75 
0.6 1.0 13 100 • 95 
1-2 2 100 
^ 98 17 
0.9 1.0 7 100 77 
1：2 2 100 94 
O l 0 100 
0 1.0 0 100 100 
1.2 0 100 
^ 4 loo 100 
0.3 1.0 1 100 100 
500 10 1 100 
each i 100 
0.6 1.0 0 100 100 
1.2 0 100 
9 ^ .. 
0.9 1.0 4 100 100 
0 100 
^ 0 
0 1.0 0 100 100 
1-2 0 100 
^ 2 100 
0.3 1.0 0 100 100 ‘ 
500 50 1.2 0 m 100 
each 0.8 10 lOO 
0.6 1.0 3 100 100 
1.2 0 ^ 100 
2 loo 100"^ 
0.9 1.0 1 100 100 
I I 1.2 I 0 100 •• 100 
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Size Dim. r Sep. Need artificial Classified as 2 clusters in 100 cases 
n p (b) h cluster cases Proposed Method Gap Statistic 
08 0 m 100 
0 1.0 0 100 100 
1.2 0 m 100 
^ 0 
0.3 1.0 0 100 100 
500 1.2 0 m 100 
each ^ 0 loo 100 
0.6 1.0 0 100 100 
1.2 0 100 
0 loo Too 
0.9 1.0 0 100 100 
0 100 
0 100 100 
0 1.0 0 100 100 
1.2 0 100 
^ 0 100 Too 
0.3 1.0 0 100 100 
500 0 100 
each 0 8 0 
0.6 1.0 0 100 100 
1.2 0 m 100 
0 
0.9 1.0 0 100 100 
I 1.2 I 0 I . 100 100 
Table 3.4: Simulation results: Datasets with covariance matrix type (b). 
Each design was repeated 100 times. The number of correct conclusions of 
each method were shown in the last two columns. 
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Chapter 4 
Conclusion and further research 
In Chapter 1，we have mentioned that the R{k) statistic for k-means cluster-
ing is not defined for k = 1. For almost all clustering methods, the number 
of clusters has to be specified in advance. The result of the cluster analysis 
depends on the prior information of the correct number of clusters. Many 
research works have attempted to determine the number of clusters using dif-
ferent approaches, for example, the Gap statistic (Tibshirani, Walther and •• 
Hastie，2001). In Chapter 2, a new method by generating an artificial cluster 
based on interpoint distance of the original dataset is proposed. The artificial 
cluster is generated from multivariate normal distribution with appropriate 
参 
mean and covariance matrix to avoid overlapping with the original dataset. 
The original data and the artificial data are combined to form a new dataset. 
statistic is computed from this combined dataset to obtain the most 
suitable k. Then the number of clusters in the original dataset will hek-1. • 
It is shown in the simulation studies that our proposed method with the 
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help of the i?(/c) statistic can correctly identify the number of clusters, es-
pecially for dataset with one single cluster. It is also shown that the correct 
classification rate of our proposed method is better than that of the Gap 
statistic. Besides, the computational time of our proposed method is shorter 
that of the Gap statistic which requires much longer time in simulating the 
null uniform distribution. 
As our proposed method is based on some experimental results without 
theoretical support, there are rooms for improvement and further research. In 
generating the artificial cluster, it is simulated from p-variate normal iVp(/i, E) 
distribution with fi = Xc + kitr{S)i^p and S = k2S. The values of ki and k � 
are purely from prior simulation studies and without any theoretical support. 
The new cluster center /z is located along the direction of "p as "p is perpen-
dicular to "1’...，i/p_i. The direction chosen is purely based on geometric 
view and also without theoretical support. 
From the simulation designs in Chapter 3，the smallest interpoint distance 
between the boundary points and the cluster center is used to determine the 
center of the artificial cluster. Furthermore, the procedure for finding the 
boundary points as described in sub-section 3.1.2 can be extended to com-
pute the data depth of multivariate data. 
37 
4.1 Constructing Data depth 
Descriptive measures and sample statistics are commonly used to capture 
the higher dimensional features of multivariate data. Several geometric ap-
proaches such as data depth have been proposed. Data depth is a new con-
cept that provides center-outward orderings of points in Euclidean space. It 
also provides many new perspectives to aspects of probability. The extensive 
development of data depth in recent years has caused many attractive and 
informative depth-based tools for non-parametric multivariate data analysis, 
with a wide range of applications (Liu, Serfling and Souvaine, 2003). 
A data depth (see Li and Liu, 2008) is a measure of "depth" of a given 
point with respect to a multivariate data cloud or its underlying distribution, 
and it gives rise to a natural center-outward ordering of the points in a mul-
tivariate sample. Although the actual depth value has been used widely to 
develop robust multivariate inference, the concept of depth-ordering is less 
understood and not commonly used. In the past, data depth is not fully 
developed but nowadays data depth in multivariate data analysis is being 
emphasized. Existing depth functions in data depth include: Mahalanobis 
depth, half-space depth, simplicial depth, projection depth, etc. ‘ 
To help facilitate the multivariate spacings, we use the simplicial depth 
to illustrate the general concept of data depth and its corresponding center-
outward ordering. Let {Xi，...，X^} be a random sample from tHe distribu-
tion F{') e > 2. Consider the bivariate setting, p = 2. Let A(o,6, c) 
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denote the triangle with vertices a, b and c. Let /(•) be the indicator func-
tion, that is I{A) = 1 (or 0) if A occurs (or not). For the given sample 
{Xi,.. .,Xn}, the sample simplicial depth of x is defined as 
D f ^ x ) = f ^ ) ' j ^ I i x e A(X“,Xi2’不3))， （4.1) 
which is the fraction of the triangles generated from the sample that contain 
the point x. Here (*) runs over all possible triplets of {Xi, . •., A larger 
value of Djp^ (x) indicates that x falls in more triangles generated from the 
sample, and thus lies deeper within the data cloud. 
The above can be generalized to dimension p by counting simplices rather 
than triangles, that is 
" F n ⑷二 (4.2) 
where (*) runs over all possible subsets of {Xi , . . . ,Xn} of size (p + 1). Here 
spQi，...，不 p+i] is the closed simplex whose vertices are [Xi^,...，及 p+i }• 
For the given sample {Xi ,X2, . . • we calculate the depth values 
D/r„pQ)，s and then order the Xi,s according to their descending depth value. 
Denoting by Xy] the sample point associated with the j-th largest depth 
value, we then obtain the sequence {X[i],X[2], • . . , X[n]} which is the depth 
order statistics of X^'s, with X[i] being the deepest point, and X[n] being the 
most outlying point. Here, a larger order is associated with a more outlying 
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position with respect to the underlying distribution. 
Different depth functions are capable of capturing different aspects of the 
probabilistic geometry, and may lead to different ordering schemes. However, 
all the depth orderings are basically from the center outward. 
Prom (4.2), the simplicial depth involves counting the number of points 
in all possible subsets of simplices of size {p + 1)，which is extremely time-
consuming. However, our procedure for finding boundary points as described 
in sub-section 3.1.2 can be easily extended to compute the data depth of mul-
tivariate data. 
Let us briefly describe the procedure as follow: 
1. Compute the total squared distance for each row in D, i.e. 
n 
di- = ^ d f j for z = 1 , . . . , n 
j=i 
2. Find d � = min{4，... ’ That is, the point Xc has the smallest 
total squared distance from data points, or Xc can be considered as the • 
center in the data cluster, 
3. Search for the largest interpoint distance {dij} in D and denote point 
by [i] and [ j . 
4. Find the third boundary point [k] by choosing the k which maximizes 
Wik + djk + dck) - \dik - rfjfcl}. 
. 40 
5. Store the first boundary point X[{i to Replace X[{\ by x^] and replace 
xy] by X[k]. Repeat step 4 until a set of boundary points {61,62,...，bg} 
are obtained. The number of boundary points g in outer-most layer is 
determined by rounding 0.2n to the nearest integer. 
6. Removing the outer-most layer from X to form X, repeat step (2) to 
(5) to find the "second layer" in the data cluster. 
7. Continue with step 6, finally the dataset is divided into five layers. 
Roughly speaking, the above procedure divided the data cluster into five 
layers by "peeling" the data from the outer-most layer to inter-most layer. 
Figure 4.1 demonstrates an example of a cluster generated from a bivariate 
normal distribution with sample size 500 and correlation 0.5. Each colour 
consists of 100 data points, representing one layer in the cluster. The whole 
procedure only relies on the interpoint distance matrix D. The computa-
tional time is much faster than the simplicial depth as defined in (4.2). 
We believe that our algorithm for finding boundary points works well 
for convex data cluster such as multivariate normal density. However, other 
non-convex data clusters such as U-shape or ring data clusters will usually 
create difficulties for center-based clustering method. Further research work 
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Figure 4.1: A cluster generated from bivariate normal distribution with sam-
ple size 500 and correlation 0.5. Five layers with different colours are shown. 
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