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Abstract
We show that any BRST invariant quantum action with open or
closed gauge algebra has a corresponding local background gauge in-
variance. If the BRST symmetry is anomalous, but the anomaly can be
removed in the antifield formalism, then the effective action possesses
a local background gauge invariance. The presence of antifields (BRST
sources) is necessary. As an example we analyze chiral W3 gravity.
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1 Introduction.
Certain two dimensional field theories can be covariantly quantized by choos-
ing a gauge in which all gauge fields are set equal to corresponding back-
ground fields. An example is chiral gravity coupled to scalars χα with quan-
tum Lagrangian
Lq = −1
2
∂¯χα∂χα +
1
2
h∂χα∂χα + d(h−H)− b(∂¯c− h∂c+ c∂h). (1)
The classical action is invariant under local gauge transformations δgχ
α =
ǫ∂χα, δgh = ∂¯ǫ−h∂ǫ+ǫ∂h, and the quantum action is BRST invariant under
δBRSTχ
α = c∂χα, δBRSTh = ∂¯c−h∂c+ c∂h, δBRSTc = −c∂c, δBRSTb = d and
δBRSTd = 0. The action in (1) has then the following background gauge
invariance
δχα = ǫ∂χα, δh = ∂¯ǫ− h∂ǫ+ ǫ∂h, δH = ∂¯ǫ−H∂ǫ+ ǫ∂H
δc = ǫ∂c− c∂ǫ, δb = ∂bǫ+ 2b∂ǫ, δd = ∂dǫ+ 2d∂ǫ. (2)
Eliminating the fields d and h by integrating over them in the path integral
replaces h by H in (1), while δBRSTb = Tm + Tgh
1 but the background
symmetries for χα,H, c, and b do not change.
In ref. [1] a general class of two dimensional theories was considered
with classical gauge transformation rules δgφ
I = RIj ǫ
j which were assumed
to yield a closed gauge algebra. Fixing the gauge by Lfix = dj(hj − Hj),
where hj will be denoted by “quantum gauge fields” and Hj by “background
gauge fields”, it was found that the action was background invariant, with
or without dj , provided the following condition holds
∑
α
Rij,αR
α
k = 0. (3)
Here Rij,α denotes ∂R
i
j/∂ϕ
α with ϕα those quantum fields which are not
equal to hj (the “matter fields”), so φI = {hi, ϕα}. The background trans-
formation rules of ref. [1] read
δhi = Rijǫ
j , δϕα = Rαj ǫ
j,
δCi = −f ijkǫkCj, δBi = −Bj(Rjl ǫl),i (4)
1 Tm = −
1
2
∂χα∂χα, Tgh = −2b∂c− ∂bc
1
In the example in (1) hj corresponds to h, ϕα corresponds to χα, and (3) is
satisfied because δgh is independent of χ
α.
The usefulness of local background gauge invariance of quantum actions
for Yang-Mills theories is well known. In addition, local background gauge
invariance for the type of theories considered in ref.[1] allows one to compute
the anomalies in each of the gauge symmetries separately, and not only their
sum as in the case of BRST anomalies2. However, in all these cases the gauge
algebra was assumed closed. Although it is a widespread belief that local
background gauge symmetry exists in any BRST invariant system its precise
form is not known in general. It is the purpose of this letter to provide the
explicit form of the local background transformations for any anomaly-free
gauge theory.
We shall use the Batalin-Vilkovisky (BV) formalism[2]. In this language
a necessary condition for local background invariance is the existence of a
gauge fermion which is invariant under the background symmetry. We shall
show that such a gauge fixing fermion exists for a generic gauge theory.
Then the local background transformations which leave the quantum action
invariant will be constructed. These considerations are at the level of the
quantum action. However, the BRST symmetry might be broken at the
quantum level by anomalies. Then the local background symmetry will be
anomalous as well. In some cases anomalies can be cancelled by adding
suitable counterterms to the BV action which is equivalent to adding extra
terms to the quantum action and to the transformation rules of the fields.
Then the quantum action ceases to be BRST invariant but the effective
action becomes BRST invariant. We shall show that in such cases we can
also obtain local background transformations which leave the effective action
invariant.
An example, which actually started our investigation, is chiralW3 gravity
with classical Lagrangian[3]
Lcl = −1
2
∂¯χα∂χα +
1
2
h∂χα∂χα +
1
3
bdαβγ∂χα∂χβ∂χγ . (5)
It is invariant under local ǫ(spin-2) and λ(spin-3) gauge transformations,
of which h and b are the gauge fields, respectively. The classical gauge
2 In ref. [1], the covariant action of gravity coupled to scalars had several gauge
symmetries (Einstein, Weyl, Lorentz), and requiring that each corresponding symmetry
be free from anomalies, fixed completely the “measure” of the quantum fields.(“Measure”
meaning the integers k, l,m in the definition of path integral variables χ˜α = ekχα, c˜ =
elc, b˜ = emb where e = detemµ with e
m
µ the vielbein field).
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algebra is open: the commutator of two spin-3 gauge transformation on the
matter fields χα is proportional to the spin-2 field equation, while the same
commutator on h is proportional to (minus) the matter field equations[4].
Furthermore, since the classical transformation rules of the spin-2 gauge
field h contains a term with the matter stress tensor ∂χα∂χα the condition
(3) is violated. Yet, we shall show that the effective action for this system
in the gauge h = H and b = B has local background gauge invariance.
One can study either noncritical W3 gravity (similar to Polyakov’s chiral
gravity), or critical W3 gravity. In the former case the remaining symmetries
are anomalous and one should not introduce ghosts, while in the latter
case all anomalies cancel and one can then use the Batalin-Vilkovisky (BV)
formalism3. To cancel all spin-3 anomalies, one should use a matter system
with central charge c = 100, but one cannot take 50 scalars doublets to
achieve this since theW3 algebra is nonlinear[3, 5]. Rather, as first proposed
in [4] and achieved in [7], one should add “background charges”[6] to the
action, i.e., terms of the form
√
h¯h∂2ϕ+ h¯b∂3ϕ+ · · ·. The quantum action is
then no longer BRST invariant at order h¯, but the effective action becomes
BRST invariant to all orders in h¯. We shall show that when the antifields
are present the effective action possesses background gauge invariance on
top of the rigid BRST symmetry.
In section 2, we prove that any anomaly-free theory with open or closed
gauge algebra possesses background gauge invariance. Then, in section 3, we
analyze the critical W3 gravity as an example of the general formalism. Two
appendices follow. In appendix A we present details of the BV quantization
of W3 gravity with background charges. In particular, we explicitly show
how to obtain the terms depending on “background charges” from the BV
approach. Finally, appendix B contains the (rather lengthy) background
transformation rules which leave the W3 system invariant.
2 The general case.
Let us now drop the examples and consider the general case. At the end we
shall specialize the results to background transformations for the chiral W3
system. We consider theories with an open gauge algebra, so it is natural
to work with the Batalin-Vilkovisky (BV) formalism. In the BV formalism
one introduces for each field φA (in our case, the fields hi which will be
3 Let us mention, however, recent attempts to quantize anomalous theories within the
framework of BV[14].
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gauge fixed by setting them equal to a background value, the corresponding
ghosts Ci and the rest of the fields ϕα) an antifield4 φ∗A which has opposite
statistics from the field φA. Fields and antifields are conjugate variables in
the sense that they obey the canonical relations
(φA, φ∗B) = δ
A
B ; (φ
A, φB) = (φ∗A, φ
∗
B) = 0, (6)
where ( , ) is the BV antibracket defined by
(A,B) = ∂A/∂φA
∂
∂φ∗A
B − ∂A/∂φ∗A
∂
∂φA
B. (7)
∂
∂φ and ∂ /∂φ denote left and right derivative, respectively. A ghost number
is assigned to each field and antifield. The ghost number of the fields hi and
ϕα is equal to zero, of the ghosts Ci it is equal to one5, of the antighosts Bi it
is equal to minus one and for the antifields we have gh(Φ∗A) = −gh(ΦA)− 1.
The BV action, which is a bosonic functional of ghost number zero, is given
as a power series in antifields6 S = S0 + S1 + S2 + · · ·, where Si contains i
antifields, and it is determined by solving the “master equation”
(S, S) = 0. (8)
The gauge fixing is performed at the very end by adding to the action the
so-called non-minimal term diB
∗i,
Sgf = S + diB
∗i, (9)
where di are the BRST auxiliary fields and B
∗i is the antifield antighost.
Then a canonical transformation is performed
(φA)′ = eψφA ≡ φA + (ψ, φA) + 1
2
(ψ, (ψ, φA)) + · · · , (10)
(φ∗A)
′ = eψφ∗A ≡ φ∗A + (ψ, φ∗A) +
1
2
(ψ, (ψ, φ∗A)) + · · · , (11)
4 Antifields is another word for sources for BRST variations. They were first intro-
duced by Zinn-Justin[8] in order to control the renormalization of the (non-linear) BRST
variations and used in the study of renormalization of Yang-Mills theories.
5 We consider only irreducible theories. Our results can be straightforwardly extended
to the case of reducible theories.
6 Alternatively, one can expand the action in antighost (sometimes called also antifield)
number[9, 10]. The antighost number is equal to zero for fields and to minus the ghost
number for antifields. This formulation provides a convenient framework for the study
of the antibracket cohomology[11]. However, we will stick to the original version of the
method since it is conceptually simpler and for practical calculations there is no real
difference between the two formulations.
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where ψ is the gauge fixing fermion. One may check that after the gauge
fixing Sgf(φ
A, φ∗A = 0) gives a well-defined theory (propagators are well-
defined for all fields). However, we choose to keep the antifields (BRST
sources) present. In this way the BRST transformations are always nilpo-
tent independently of whether the gauge algebra is closed or open. These
transformation rules read
δBRSTφ
A = (φA, Sgf) =
∂Sgf
∂φ∗A
, (12)
δBRSTφ
∗
A = (φ
∗
A, Sgf) = −
∂Sgf
∂φA
. (13)
We wish to examine whether the BRST invariant system is also invari-
ant under local background gauge transformations. In the case of ordinary
Yang-Mills theories in four dimensions these transformations are local gauge
transformations for the background gauge fields and homogeneous transfor-
mations for the rest of the fields[12]. The standard way to introduce the
background fields is to split the gauge fields hi into a background part H i
and a quantum part hiq (we are suppressing the spacetime index),
hi = hiq +H
i. (14)
The gauge transformations are also split into quantum gauge transforma-
tions, which will be gauge fixed, and background gauge transformations,
(the latter are from now on always denoted by δ)
δqh
i
q = D(hq +H)η
i; δqH
i = 0, (15)
δhiq = f
i
jkh
k
qη
j ; δH i = D(H)ηi, (16)
where D(h)ηi = ∂ηi + f ijkh
kηj is the covariant derivative of the gauge field
hi. Then a gauge fixing condition is chosen which transforms covariantly
under the background gauge transformations. The most common choice is
D(H)hiq = 0. This insures that the gauge fixing and the Faddeev-Popov part
of the action are invariant under the background gauge transformations. If
one then changes variables from hiq to h
i in the path integral, the classical
action only depends on hi and the background fields enter only through the
gauge fixing condition. In the BV language this means that only the gauge
fermion depends on the background field. In the Yang-Mills case we achieved
background invariance by choosing a gauge fixing condition that transforms
covariantly. This translates in the BV language into a gauge fermion which
5
is invariant under background transformations. It is precisely this point
which will be our guiding principle in the search for background invariance
in theories with open gauge algebras.
We restrict our attention to gauge fermions of the form
ψ = BiF
i, (17)
where Bi is the antighost and F
i is the gauge fixing condition. This choice
of the gauge fermion leads to a delta function type gauge fixing. If we
would add an extra term of the form Bidi in the right hand side of (17) we
would get a Gaussian type gauge fixing. Since we do not expect that in a
generic theory we can find such F i that transforms covariantly under the
background symmetry (so that the F 2 term in the action will be invariant)
we will not consider this case. On the other hand, the choice (17) allows for
a generic solution. Indeed, if we declare that the background gauge fields
transform the same way as the gauge fields but with the gauge fields in
the transformation rules replaced by background fields then their difference
transforms homogeneously,
δ(hi −H i) = f ijk(hk −Hk)ηj , (18)
where f ijk is, in general, field dependent and with no symmetry in the indices
i, j, k. It is clear that the choice7
F i = (hi −H i), (19)
leads to a background invariant gauge fermion if we choose the transforma-
tion rules of the antighost field appropriately, namely
δBi = −Bjf jkiηk(−1)ǫ(h)ǫ(η), (20)
where ǫ(A) is equal to 0 (1) if A is a boson (fermion).
Next we perform the canonical transformation. From (17), (10) and (11)
we find
(B∗i)′ = B∗i + hi −H i, (21)
(h∗i )
′ = h∗i +Bi. (22)
7 A little bit more general choice is also possible, namely F i = aij(h
i
−Hi), where aij
is either constant invertible matrix or differential operator. In the first case appropriate
factors of aij and its inverse should be added to the right hand side of (20), whereas in
the second one, we integrate by part aij so that it acts on Bi (schematically, Bi → a
j
i Bj
after the integration by parts). Then Bi should be replaced by a
j
i Bj in (20).
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Since the antighost Bi always appears together with the antifield h
∗
i , for
notational simplicity we will denote their sum by hˆ∗i ,
hˆ∗i = h
∗
i +Bi. (23)
(Note, however, that the antighost Bi is a field which we integrate over in
the path integral whereas h∗i is an external field). The field hˆ
∗
i transforms
under BRST (use (12) and (13)) as follows
δBRSThˆ
∗
i = δBRSTh
∗
i + δBRSTBi = (h
∗
i , S)
∣∣∣
h∗i=hˆ
∗
i
. (24)
Similarly, we denote the difference between the antifield antighosts B∗i and
the background fields H i by Hˆ i,
Hˆ i = H i −B∗i. (25)
Furthermore, let us denote by Sˆ the solution of the master equation (8)
with the antifields h∗i replaced by hˆ
∗
i . In this notation the gauge fixed action
reads
Sgf = Sˆ + di(h
i − Hˆ i). (26)
We now claim that the BRST invariant action in (26) is invariant under
the following transformations
δφA = ∂(φA, Sˆ)/∂Ciηi, (27)
δφ∗A = ∂(φ
∗
A, Sˆ)/∂C
iηi, (28)
δHˆ i = δhi
∣∣∣
hi=Hˆi
, (29)
δdi = −dkfkjiηj(−1)ǫ(h)ǫ(η), (30)
where φA = {hi, ϕα, Ci} and φ∗A = {hˆ∗i , ϕ∗α, C∗i } and ηi(x) is a local parame-
ter. Notice that we have already determined the transformation rules of the
antighost in equation (20). Hence (28) uniquely determines the transforma-
tion rules of the antifield h∗i .
The non-minimal term
di(h
i − Hˆ i), (31)
is invariant by itself whereas for the minimal terms we have
δSˆ = ∂Sˆ/∂φAδφA + ∂Sˆ/∂φ∗Aδφ
∗
A
=
1
2
∂(Sˆ, Sˆ)/∂Ciηi = 0, (32)
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since (Sˆ, Sˆ) = 0 by construction.
Notice that unless the gauge algebra is closed with field independent
structure constants the antifields cannot be set consistently equal to zero
(i.e. δφ∗A 6= 0 when φ∗A = 0). In contrast, one can project the BRST
transformations rules for the fields (12) onto hypersurface φ∗A = 0 and set
the BRST variation of the antifields consistently equal to zero (in fact this
is precisely what is called “BRST variation” of fields and antifields in the
original papers of Batalin and Vilkovisky[2]).
This concludes our treatment of theories without anomalies. We now ex-
tend our consideration to theories with anomalies. If a theory is anomalous,
then
(Γ,Γ) = i∆ · Γ, (33)
where Γ is the effective action
Γ = S + h¯Γ1 + h¯
2Γ2 + · · · , (34)
and Γ ·∆ denotes the set of all 1PI graphs with an insertion of the composite
operator ∆,
∆ = h¯∆1 + h¯
2∆2 + · · · . (35)
Clearly, the breakdown of BRST symmetry implies the breakdown of the
background symmetry as well. The anomaly in the background symmetry
is then given by
∆back =
1
2
∂∆/∂Ciηi. (36)
In certain two dimensional theories (e.g. W3-gravity), one can make the
effective action BRST invariant by adding background charges to the action.
The quantum action becomes then a series in half-integer powers of h¯
S = S0 + h¯
1/2S1/2 + h¯S1 + · · · , (37)
where S0 = S
0 + S1 + · · ·. The new terms serve as counterterms which
cancel the anomalies. The effective action becomes also a power series in
half-integer powers of h¯. The Zinn-Justin equation, (Γ,Γ) = 0, reads
(S0, S0) = 0, (38)
(S0, S1/2) = 0, (39)
(S1/2, S1/2) + 2(S0, S1) = i∆1, etc., (40)
where we have assumed that the anomaly appears for first time at order h¯.
Equation (40) involves only local quantities because the anomaly is always
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local when it first appears. At higher order in h¯ the Zinn-Justin equation
involves non-local expressions and loop calculations.
Equation (38) is just the old master equation (8). The new equations are
solved recursively in the number of antifields (see appendix A). Equations
(38-40) together with the Wess-Zumino consistency condition,
(Γ,∆ · Γ) = 0, (41)
determine the anomaly-free quantum action (if it exists) up to BRST exact
terms once the antifield independent part of the classical action in (37) and
the anomaly in (33) is given[10].
It is clear from (40) that the classical action is not BRST invariant any
more. However, the effective action is BRST invariant to all orders
(Γ,Γ) = 0. (42)
This last relation ensures also the local background invariance of the effective
action since
δΓ =
1
2
∂(Γ,Γ)/∂Ciηi = 0. (43)
The proof is identical to that in (32).
3 Example: chiral W3 gravity
We now apply the general formalism to chiral W3 gravity. The classical
action is given by[3]
I =
1
π
∫
d2x[−1
2
∂¯χα∂χα +
1
2
h∂χα∂χα +
1
3
bdαβγ∂χα∂χβ∂χγ ], (44)
where χα (α = 1, . . . , n) are scalar fields, and h and b are spin-2 and spin-3
gauge fields, respectively. This action is invariant under the following local
gauge transformations
δgχ
α ≡ Rχj ηj = ǫ∂χα + λ∂χβ∂χγdαβγ , (45)
δgh ≡ Rhj ηj = ∂¯ǫ− h∂ǫ+ ǫ∂h+ (λ∂b− b∂λ)∂χα∂χα, (46)
δgb ≡ Rbjηj = ǫ∂b− 2b∂ǫ+ ∂¯λ− h∂λ+ 2λ∂h, (47)
where ηj = {ǫ, λ}, provided that the dαβγ symbol is completely symmetric
and satisfies the following identity[3]
dα(βγdδ)ǫα = δ(βγδδ)ǫ. (48)
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It is well known that the gauge algebra of W3 gravity is open. Moreover,
the condition (3) is not satisfied. Indeed,
(Rhλλ),χR
χ
j η
j = (λ∂b− b∂λ)∂χα∂(ǫ∂χα + λ∂χβ∂χγdαβγ) 6= 0. (49)
Hence, the methods of ref.[1] are not applicable. In order to apply the for-
malism of the previous section we need as a starting point the BV quantized
theory.
The BV quantization of W3 without background charges was carried
out in ref.[4]. There it was also shown that anomalies cannot be removed
by adding to the action counterterms of order h¯ and it was suggested that
introduction of background charges might lead to anomaly-free theory. The
anomaly-freeW3 gravity was first constructed in ref.[7]. The extension of the
BV scheme to include the case of background charges was given in ref.[10].
However, there a modified version of the BV scheme was used (see footnote
6). In the appendix we present a derivation of the same results based on the
original BV scheme. Here we just quote the final answer for the quantum
action.
S =
1
π
∫
d2x
[
Lcl +
√
h¯[hαα∂
2χα + eαβb∂χ
α∂2χβ]
+h¯fαb∂
3χα
+h∗[∂¯c+ c∂h − h∂c+ (γ∂b− b∂γ)∂χα∂χα
+
√
h¯[2(γ∂b− b∂γ)αα∂2χα − 2αα∂χ∗αγ∂γ]
+h¯
25
24
(2γ∂3b− 3∂γ∂2b+ 3∂b∂2γ − 2b∂3γ)]
+b∗[c∂b− 2b∂c+ ∂¯γ + 2γ∂h− h∂γ]
+c∗[−c∂c− γ∂γ∂χα∂χα]
−
√
h¯2ααγ∂γ∂
2χα − h¯25
24
(2γ∂3γ − 3∂γ∂2γ)
+γ∗[−c∂γ + 2∂cγ]
+χ∗α[c∂χ
α + γ∂χβ∂χγdαβγ + 2h∗γ∂γ∂χα
+
√
h¯[−αα∂c+ (eαβ − eβα)γ∂2χβ − eβα∂γ∂χβ ]
+h¯fα∂
2γ]
]
, (50)
where c and γ are the ghosts for the ǫ and λ symmetry, respectively, h∗, b∗,
χ∗α, c
∗, γ∗ the antifields, and αα, eαβ and fα constants which satisfy the fol-
lowing complete set of equations[6]
e(αβ) − dαβγαγ = 0, (51)
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dαβδ(eδγ − eγδ) + 2dγδ(αeβ)δ = 2δαβαγ , (52)
3fα − αβeβα = 0 (53)
dαββ − 6eαβαβ + 6fα = 0 (54)
dαγδdβγδ + 6dαβγfγ − 3eαγeβγ = 261
8
δαβ (55)
12αααα − n+ 100 = 0. (56)
Equations (51-55) were originally derived by requiring that the W3 algebra
closes at the quantum level in the presence of background charges[6]. Then
additional effort was necessary in order to obtain an action which possesses
the W3 symmetry at the quantum level[7]. However, this method did not
provide the transformation rules which leave the action invariant. In con-
trast, the BV scheme provides the action, the transformation rules of fields
and antifields and the above set of equations at the same time. (Of course,
one can also use the Hamiltonian formalism of Batalin-Fradkin-Vilkovisky
(BFV) to obtain both the action and the transformation rules. For a recent
work in this direction see ref.[13]8.)
We gauge fix by adding to the action the non-minimal term
dhB
∗h + dbB
∗b, (57)
and then performing a canonical transformation with gauge fermion,
ψ = Bh(h−H) +Bb(b−B), (58)
where H, B are background fields, Bh, Bb the antighosts for the spin-2 and
spin-3 symmetry, respectively, B∗h, B∗b the corresponding antifields and
dh, db the BRST auxiliary fields. After the gauge fixing the action becomes
Sgf = S(h
∗ = hˆ∗, b∗ = bˆ∗) + dh(h− Hˆ) + db(b− Bˆ, ) (59)
where the hatted “antifields” have been defined in (23), and the hatted
background fields in (25).
Once we have the BRST invariant theory, the equations (27- 30) give
the background transformation rules under which the effective action is in-
variant. The explicit form of these (lengthy) transformation rules is given
in appendix B. Here we just mention that the presence of antifields is nec-
essary in order the system to have background invariance. Indeed, since
8 The results of ref.[13] follow directly from Hamiltonian BFV formalism. I am indebted
to Peter van Nieuwenhuizen and to Andrew Waldron for pointing out this to me.
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hˆ∗ = h∗ + Bh, the variation of hˆ
∗ (B.6) is never zero (similarly δbˆ∗ 6= 0).
Hence, from (B.8) and (B.10) we infer that δχ∗α 6= 0 and δγ∗ 6= 0. And from
that it follows that δc∗ 6= 0 as well. Therefore, only the antifields h∗ and b∗
can be consistently set equal to zero.
Having established the background symmetry we can write down Ward
identities. Moreover, since BRST anomalies imply anomalies in the back-
ground symmetry, one may choose to study the background symmetry in-
stead of the BRST one (see, for example ref.[15]). However, this has the
serious disadvantage that antifields must necessarily be present. In contrast,
in the case of the BRST anomalies one has to calculate only the antifield in-
dependent part of the anomaly since the rest follows from the Wess-Zumino
consistency condition[10].
Acknowledgement: I would like to thank Peter van Nieuwenhuizen for
suggesting me this problem, for carefully reading the manuscript and for
discussions. Discussions with J. de Boer, M. Rocˇek and K. Stelle are also
acknowledged.
A Appendix
Equation (39) is solved by writing S1/2 as a polynomial in antifields,
S1/2 = S
0
1/2 + S
1
1/2 + S
2
1/2 + · · · . (A.1)
Then (39) becomes the system of equations
(I, S11/2) + (S
0
1/2, S
1
0) = 0, (A.2)
(S10 , S
1
1/2) + (I, S
2
1/2) + (S
2
0 , S
0
1/2) = 0, etc., (A.3)
where I is the classical gauge invariant action, for example (44). This system
determines the antifield dependent part of S1/2 once the antifield indepen-
dent part, S01/2, is given. Equation (A.2) provides also a consistency check.
Clearly, (I, S11/2) is proportional to field equations. So, in order the system
to have solution (S01/2, S
1
0) has to be proportional to field equations.
For the case of the W3 gravity the antifield independent part of S1/2 is
taken to be
S01/2 =
1
π
(hαα∂
2χα + eαβb∂χ
α∂2χβ). (A.4)
To motivative this choice note that the above expression is nothing but
hT + bW , where T and W are the spin-2 and spin-3 currents, with one
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matter field removed from each current and then the indices contracted
appropriately with the help of new constants. This justify also the order in
h¯ of that term.
Equation (A.2) then requires that (51) and (52) hold and determines S11/2
up to terms proportional to ghost antifields. These terms are determined at
the next level together with the S21/2. The results are
S11/2 =
1
π
[2h∗(γ∂b− b∂γ)αα∂2χα
+χ∗α[−αα∂c+ (eαβ − eβα)γ∂2χβ − eβα∂γ∂χβ ]
−2c∗ααγ∂γ∂2χα], (A.5)
S21/2 = −
1
π
2ααh
∗∂χ∗αγ∂γ. (A.6)
The higher order equations (in antifields) are satisfied identically.
At the next level the input is the antifield independent parts of S1 and
∆1. Equation (40) becomes
2[(I, S11 ) + (S
1
0 , S
0
1) + (S
0
1/2, S
1
1/2)] = i∆
0
1 (A.7)
2[(I, S21 ) + (S
1
0 , S
1
1) + (S
2
0 , S
0
1) + (S
0
1/2, S
2
1/2)] + (S
1
1/2, S
1
1/2) =
= i∆11, etc. (A.8)
Equation (A.7) determines S11 (and similarly with (A.2) provides a con-
sistency condition), but equation (A.8) seems that it has two unknowns,
namely S21 and ∆
1
1. However, ∆
1
1 can be determined from the Wess-Zumino
consistency condition (41). At the one-loop level and up to two-antifields
(41) reads
(I,∆11) + (S
1
0 ,∆
0
1) = 0, (A.9)
(I,∆21) + (S
1
0 ,∆
1
1) + (S
2
0 ,∆
0
1) = 0. (A.10)
One continues in a similar fashion going up in h¯ with step h¯1/2. Of
course, in order to determine the higher order terms in the effective action
one needs to perform loop calculations. For example, Γ3/2 is determined by
one-loop calculations with vertices from S1/2. If a new anomaly appear at
this level it will be local. Then one looks for a possible counterterm S3/2
such that the new anomaly is cancelled. At each level in h¯ the resulting
equations are solved perturbatively in antifields. This procedure terminates
when all equations are satisfied identically.
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Going back to W3 we need as input the antifield independent part of the
one-loop anomaly and the antifield independent part of S1. For the latter
we take
S01 =
1
π
fαb∂
3χα. (A.11)
The motivation is the same as for the case of S01/2 (this time we remove two
scalar fields). The antifield independent one-loop anomaly can be obtained
by either calculating Feynman graphs[4] or regularizing the path integral[10].
The result reads
i∆01 =
n− 100
6π
c∂3h− 1
3π
dααβ∂χβ(b∂3c− γ∂3h)
+
2
3π
dαγδdβγδγ∂χα∂3(b∂χβ)− 2
π
(γ∂b− b∂γ)∂3χα∂χα
+
1
3π
∂χα∂χα(−5γ∂3b+ 5∂3γb+ 12∂γ∂2b− 12∂2γ∂b). (A.12)
With these data we solve (A.7). This requires that equations (53-56) hold9
and yields S11 up to ghost antifields terms,
S11 = h
∗
25
24π
(2γ∂3b− 3∂γ∂2b+ 3∂b∂2γ − 2b∂3γ)
+
1
π
χ∗αfα∂
2γ + · · · , (A.13)
where the dots indicate the ghost antifields terms. These are determined at
the next level (equation (A.8)). To solve equation (A.8) we need ∆11. This
is obtained by solving equation (A.9) and (A.10) (to get the c∗ part).
i∆11 =
1
3π
c∗γ∂γ(n∂3c+ 2dααβ∂3(γ∂χβ))
+
1
3π
h∗[(γ∂b− b∂γ)(−n∂3c− 2dααβ∂3(γ∂χβ)
+γ∂γ(n∂3h+ 2dααβ∂3(b∂χβ))]
+
1
3π
χ∗α[− dαββγ∂3c− 2dαγδdβγδγ∂3(γχβ)
+12∂(γ∂γ∂2χα) + 18∂2γ∂γ∂χα + 16γ∂3γ∂χα], (A.14)
9 In fact, one gets as necessary conditions the equations (53, 54, 56) and eαβeβα = yδαβ,
dαγδdβγδ+6dαβγfγ−3eαγeβγ = 3zδαβ , and 6d
αβγfγ+eγαeγβ−4αααβ = (3z+4y−2)δαβ .
Then self-consistency of the system determines z = 87/8, y = −49/8.
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which agrees with the result given in ref.[10]. Now, equation (A.8) yields
the undetermined part from the level 1, and vanishing result for S21 ,
S11 = · · · −
25
24π
c∗(2γ∂3γ − 3∂γ∂2γ), (A.15)
where the dots now indicate the terms written in (A.13). One finally checks
that all the higher order equations both in h¯ and in antifields are satisfied
identically.
B Appendix
The transformations rules for the classical fields are given by
δh = ∂¯ǫ− h∂ǫ+ ǫ∂h+ (λ∂b− b∂λ)∂χα∂χα
+
√
h¯2αα[(λ∂b − ∂λb)∂2χα + ∂χ∗α(λ∂γ − γ∂λ)]
+h¯
25
24
(2λ∂3b− 3∂λ∂2b+ 3∂b∂2λ− 2b∂3λ), (B.1)
δb = ǫ∂b− 2b∂ǫ+ ∂¯λ− h∂λ+ 2λ∂h, (B.2)
δχα = ǫ∂χα + λ∂χβ∂χγdαβγ − 2hˆ∗(λ∂γ − γ∂λ)∂χα
+
√
h¯[(−αα∂ǫ+ (eαβ − eβα)λ∂2χβ − eβα∂λ∂χβ)
+2∂[hˆ∗(λ∂γ − γ∂λ)] + h¯fα∂2λ, (B.3)
δc = ǫ∂c− c∂ǫ+ (λ∂γ − γ∂λ)∂χα∂χα,
+
√
h¯2αα(λ∂γ − γ∂λ)
+h¯
25
24
(2γ∂3λ− 2λ∂3γ − 3∂γ∂2λ+ 3∂λ∂2γ), (B.4)
δγ = ǫ∂γ − 2γ∂ǫ− c∂λ+ 2λ∂c. (B.5)
The background fields transform the same way as the corresponding fields.
The transformations of the hatted “antifields” are the following
δhˆ∗ = ∂hˆ∗ǫ+ 2hˆ∗∂ǫ+ 2∂bˆ∗λ+ 3bˆ∗∂λ, (B.6)
δbˆ∗ = λ∂(hˆ∗∂χα∂χα) + 2hˆ∗∂λ∂χα∂χα + ∂bˆ∗ǫ+ 3bˆ∗∂ǫ
+2
√
h¯αα[λ∂(hˆ
∗∂2χα) + 2hˆ∗∂λ∂2χα]
+h¯
25
24
(2∂3hˆ∗λ+ 9∂2hˆ∗∂λ+ 15∂hˆ∗∂2λ+ 10hˆ∗∂3λ). (B.7)
The “genuine” antifields transform as
δχ∗α = ∂
[
2hˆ∗(λ∂B −B∂λ)∂χα + 2c∗(λ∂γ − γ∂λ)∂χα
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+χ∗αǫ+ 2λd
αβγχ∗β∂χ
γ − 2χ∗αhˆ∗(λ∂γ − γ∂λ)
+
√
h¯[(eαβ − eβα)∂(χ∗βλ)− eβαχ∗β∂λ]
−αα∂[hˆ∗(λ∂b− b∂λ)] + 2αα∂[c∗(λ∂γ − γ∂λ)]
]
, (B.8)
δc∗ = ∂c∗ǫ+ 2c∗∂ǫ+ 2∂γ∗λ+ 3γ∗∂λ, (B.9)
δγ∗ = ∂γ∗ǫ+ 3γ∗∂ǫ
+λ∂(c∗∂χα∂χα) + 2c∗∂λ∂χα∂χα
−4χ∗αhˆ∗∂λ∂χα − 2λ∂(χ∗αhˆ∗∂χα),
+
√
h¯2αα[λ∂(hˆ
∗∂χα) + 2∂λhˆ∗∂χα
+λ∂(c∗∂2χα) + 2∂λc∗∂2χα]
+h¯
25
24
(−2c∗∂3λ+ 3∂2c∗∂λ− 3∂c∗∂2λ+ 2∂3c∗λ). (B.10)
Finally, we give the transformation rules for the BRST auxiliary fields
δdh = ∂dhǫ+ 2dh∂ǫ+ 2∂dbλ+ 3dh∂λ, (B.11)
δdb = λ∂(dh∂χ
α∂χα) + 2∂λdh∂χ
α∂χα + 3db∂ǫ+ ∂dbǫ
+2
√
h¯αα[λ∂(dh∂
2χα) + 2∂λdh∂
2χα]
+h¯
25
24
(2∂3dhλ+ 9∂
2dh∂λ+ 15∂dh∂
2λ+ 10dh∂
3λ). (B.12)
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