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A colloidal particle is a prominent example of a stochastic system, and, if suspended in a simple
viscous liquid, very closely resembles the case of an ideal random walker. A variety of new phenomena
have been observed when such colloid is suspended in a viscoelastic fluid instead, for example
pronounced nonlinear responses when the viscoelastic bath is driven out of equilibrium. Here,
using a micron-sized particle in a micellar solution, we investigate in detail, how these nonlinear
bath properties leave their fingerprints already in equilibrium measurements, for the cases where
the particle is unconfined or trapped in a harmonic potential. We find that the coefficients in an
effective linear (generalized) Langevin equation show intriguing inter-dependencies, which can be
shown to arise only in nonlinear baths: For example, the friction memory can depend on the external
potential that acts only on the colloidal particle (as recently noted in simulations of molecular
tracers in water in Phys. Rev. X 7, 041065 (2017)), it can depend on the mass of the colloid, or,
in an overdamped setting, on its bare diffusivity. These inter-dependencies, caused by so-called
fluctuation renormalizations, are seen in an exact small time expansion of the friction memory
based on microscopic starting points. Using linear response theory, they can be interpreted in
terms of microrheological modes of force-controlled or velocity-controlled driving. The mentioned
nonlinear markers are observed in our experiments, which are astonishingly well reproduced by a
stochastic Prandtl-Tomlinson model mimicking the nonlinear viscoelastic bath. The pronounced
nonlinearities seen in our experiments together with the good understanding in a simple theoretical
model make this system a promising candidate for exploration of colloidal motion in nonlinear
stochastic environments.
I. INTRODUCTION
Almost any matter consists of nonlinearly interacting
components, giving rise to complex properties, as can be
observed in prominent experiments [1–5], or computer
simulations [6–10]. This poses a serious and timely chal-
lenge of understanding such nonlinear systems, both from
an experimental or phenomenological viewpoint as well
as theoretically: The theoretical treatment of nonlinear
systems typically requires approximations, and various
schemes have been developed [11–15]. In particular non-
linear stochastic systems have proven useful in physics,
chemistry, and biology, as, inter alia, in describing tran-
sition phenomena [16, 17], kinetics of phase separation
[18, 19], non-equilibrium thermodynamics [20, 21], or
nonlinear fluctuational-electrodynamics [22]. Regarding
fluids, a variety of formal approaches exist [23–25].
Systems near equilibrium can generally be captured
by linear (stochastic) equations, with linear coefficients
renormalized by the underlying nonlinear interactions,
as, e.g., exemplified by projection operator techniques
[26, 27].
The renormalization of linear coefficients is widely
known, for example regarding the linear optical response
given by the permeability ε [28]; For a typical solid, ε is a
function of temperature, one reason for it being the men-
tioned underlying nonlinear interactions of atoms. De-
spite the presence of such examples, it appears that un-
derstanding of these effects in explicit experimental sys-
tems is still rare. Detecting and describing such nonlin-
ear properties is especially important for non-equilibrium
systems, as nonlinear properties also dictate the far-from-
equilibrium behavior which is typically even less under-
stood.
In this paper, we experimentally and theoretically in-
vestigate the clean and rich system of a Brownian parti-
cle suspended in a complex, viscoelastic bath, a system
which has in various forms been addressed before [5, 29–
32], and which indeed shows unexplained non-equilibrium
properties [33, 34]. In particular, we investigate how the
nonlinear character of the bath manifests itself in equi-
librium measurements, performed in presence or absence
of a harmonic trapping potential, finding strong effects
which can only be present in nonlinear baths. These
investigations are supported by an analytical analysis
within the framework of projection operator formalism:
Starting from either Newtonian or overdamped dynam-
ics, we demonstrate how microscopic interactions give
rise to nontrivial dependencies (“fluctuation renormal-
izations” [35]) of linear coefficients; for example the de-
pendence of the friction kernel on the external potential,
which has recently been observed for solutes in water [36].
These dependencies are theoretically analyzed in several
theoretical models which couple the colloidal particle to
a single bath particle, finding that a stochastic Prandtl-
Tomlinson model can well describe our experiments. We
finally connect the equilibrium analysis to microrheology
also discussing the limiting cases of weak and strong ex-
ternal confinement [37].
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2II. EXPERIMENT: NON-GAUSSIAN
DISPLACEMENTS
The experimental analysis is performed in an equimo-
lar solution of surfactant, cetylpyridinium chloride mono-
hydrate (CPyCl) and sodium salicylate (NaSal) in
deionised water at a concentration of 7 mM and at room
temperature, T = 298 ± 0.2 K. After overnight mixing,
worm-like micelles form and deform dynamically in such
solvents [38]. They build a highly dynamical entangled
viscoelastic network which exhibits a comparatively large
structural relaxation time of τs = 2.5± 0.2 s determined
by a recoil experiment [33] and macrorheological mea-
surements, thereby giving rise to highly non-Newtonian
properties [33, 34]. The length of wormlike micelles is
typically found between 100 and 1000 nm [39], and the
characteristic mesh size is on the order of 30 nm [40]. We
examine the thermal equilibrium fluctuations of a sin-
gle mesoscopic silica particle of diameter 2R = 2.73µm.
While the particle naturally lives in a three dimensional
surrounding, far from any boundaries, we concentrate on
its x-component. The particle is trapped by a highly fo-
cused laser beam, which creates a static parabolic poten-
tial Vext =
1
2κx
2, with x the spatial coordinate relative
to the potential minimum, see Fig. 1. The focal plane
is adjusted to the middle of the sample cell, so that the
trap position is more than 40µm away from any walls
and hydrodynamic interactions with walls can be ruled
out. x(t) is recorded at rates of at least 100 fps.
As mentioned, this system displays highly nonlinear
properties when driven out of equilibrium [33, 34], which
triggers the question whether and how these nonlinear
properties can already be detected in equilibrium, where
the particle positions follow the Boltzmann distribution
as shown in Fig. 2, P (x) ∝ e−V (x)/kBT , with Boltz-
mann constant kB (P (x) thus allows determination of
the value of κ). In order to address this, we start with
the case κ = 0, and investigating the particle’s free dif-
fusion (again regarding the x coordinate). A well-known
FIG. 1. Experimental setup of a colloidal particle in a micellar
solution subjected to a harmonic confinement potential. The
micrometer-sized particle performs a typical random walk in
the limited configurational space in thermal equilibrium.
 0
 0.2
 0.4
 0.6
 0.8
 1
-100 -50  0  50  100  150  200
P(
x)
x [nm]
P(x)
Boltzmann distribution
 0
 1
 2
 3
 4
 5
-80 -60 -40 -20  0  20  40  60  80
V e
xt
(x)
 [k
B 
T]
x [nm]
FIG. 2. Main graph: Probability distribution P (x) for a har-
monically trapped particle, which is well described by the
Boltzmann distribution shown as a red line. Inset: Measured
trap potential (symbols) and a parabolic fit (solid line), from
which the trap stiffness κ is extracted.
measure of nonlinearity is then given by the incoherent
dynamic structure factor [41]
Ss(k, t) ≡ 〈exp(ik(x(0)− x(t)))〉 ≡ exp
(−D(k, t)k2t) .
(1)
The right-hand side of Eq. (1) defines the diffusion coef-
ficient D(k, t), which depends in general on wavevector
k and time t (and has recently attracted a lot of interest
[42–44]). As evident from Eq. (1), a Gaussian process, as
found in purely linear systems, shows no k-dependence
in D, so that such k-dependence is a direct indicator for
a non-Gaussian and nonlinear process.
Fig. 3 shows the long time limit of D(k, t), obtained as
lim
t→∞D(k, t) = − limt→∞
1
k2t
log (〈exp(ik(x(0)− x(t)))〉) ,
(2)
and normalized on D(0, t → ∞) = 204.8 nm2/s. The
figure shows that D indeed depends on k, starting to
decrease at a wavenumber around k ≈ 107 m−1. This
value is connected to a length scale 2pi/k of roughly 600
nm, which is indeed a good estimate for a typical length
of micellar particles [40].
As the particle is probing length scales comparable to
the length scale of (nonlinear) interaction with the bath
(recall that the length of worm-like micelles is between
100 and 1000 nm [39], and the typical mesh size is on the
order of 30 nm [40]), it apparently experiences a greater
resistance which is reflected in a decrease of the diffusion
coefficient. In the opposite regime of small wavenumbers,
k → 0, the continuous properties of the bulk system enter
and the diffusion coefficient reaches its plateau value D0.
Note that resolving the long-time diffusion coefficient for
high k becomes more and more difficult due to a finite
spatial accuracy of 4 nm in the experiment [45], and a
sharper decay of the average in Eq. (2) over time.
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FIG. 3. Main graph: Normalized wavenumber-dependent
long-time diffusion coefficient D(k, t → ∞) extracted from a
long-time 2D free diffusion measurement of a tracer particle
in a micellar bath. Error bars show the statistical error es-
timated from partitioning the measured trajectory into two
pieces. Inset: Recorded experimental trajectory (x(t), y(t))
over a time period of 1800 s.
Having obtained a first indication of the pronounced
nonlinear properties of the micellar bath without con-
finement, we next develop a theoretical understanding of
nonlinear markers in the presence of a confining poten-
tial.
III. THEORY: HOW NONLINEAR
INTERACTIONS ENTER LINEAR
COEFFICIENTS
In this section we aim to analyze how nonlinear inter-
actions can modify or enter linear coefficients. Using the
well-known Zwanzig Mori projection operator technique,
we obtain a linearized equation of motion for a single
(the colloidal) degree of freedom, coupled to bath parti-
cles making up the viscoelastic medium. This analysis
will be performed in the two cases of Hamilton dynamics
as well as overdamped dynamics.
A. Hamilton dynamics
As discovered by Mori in 1965 using projection opera-
tor techniques, the Liouville equation [46], describing the
dynamics of a Hamiltonian system, can be transformed
into a linear equation for an observable A of interest
(which can be vector in space of observables) [47, 48]
∂
∂t
A(t) = iΩ ·A(t)−
∫ t
0
dsM(s) ·A(t− s) + F (t) , (3)
with the matrices (in space of observables) Ω and M
given by
iΩ = (LA,A) · (A,A)−1 , (4)
M(t) = (F (t), F (0)) · (A,A)−1 . (5)
L is the Liouville operator and the parentheses ( · , · )
specify an inner product weighted with the equilibrium
distribution function feq
(A,B) =
∫
dX feq(X)A(X)B
∗(X) = 〈AB∗〉eq . (6)
Note that the asterisk denotes the complex conjugate.
The integral over X ≡ (p, q) is meant to be over all phase
space variables (here position and momentum degrees of
freedom q and p). The process of integrating out degrees
of freedom to arrive at Eq. (3) renders it non-Markovian,
and also gives rise to a random force (noise) F (t) . It is
given by the projected dynamics
F (t) = et(1−P )L(1− P )LA , (7)
where the projector P , projecting on A, has been intro-
duced. Its action on a variable B is
PB = (B,A) · (A,A)−1 ·A . (8)
Notably, Eq. (5) may be identified with the fluctuation-
dissipation theorem, linking the memory matrix M(t) to
the equilibrium noise correlator.
Applying this to the case of a colloidal particle in a
complex bath, we start from the following microscopic
Hamiltonian,
H =
p2
2m
+ Vext(x) +
N∑
j=1
p2j
2mj
+ Vint({ξj}) . (9)
Here, m is the mass of the colloid, and Vext(x) is an
external potential acting on it, e.g., imposed by optical
forces as mentioned above. mj are the masses of the
N -bath particles. p and pj are corresponding momenta.
The potential Vint({ξj}) is the interaction potential of the
N+1 particles involved, which is not necessarily pairwise
additive. Since Vint({ξj}) is invariant under displacing all
particles by the same vector, it can be given in terms of
{ξj}, where ξj ≡ qj − x is the distance between tracer
and bath particle j. For simplicity, we consider a one-
dimensional system, expecting the qualitative discussion
to be equivalent in other dimensions.
Aiming to describe the dynamics of the colloid, we nat-
urally choose A = (x, p)T , i.e., the vector formed by its
position and momentum. Using PB = 〈Bx〉〈x2〉−1x +
〈Bp〉〈p2〉−1p, we obtain from Eq. (3) the explicit result
[35]
x˙(t) = p(t)/m (10)
mx¨(t) = −κx(t)−
∫ t
0
dsΓ(s)x˙(t− s) + F (t) . (11)
4While the applied technique is well known, it is worth
reminding that despite the fact that the Hamiltonian in
Eq. (9) contains nonlinear interactions Vext and Vint, the
resulting Eq. (11) is linear in p and x. Indeed, the non-
linear character of Vext and Vint finds its way into the
linear coefficients appearing in Eq. (11). First, an effec-
tive spring constant κ appears [35],
κ =
kBT
〈x2〉eq . (12)
which depends on Vext (via the equilibrium distribution
feq) and thermal energy kBT . It is however independent
of Vint. The so-called memory kernel Γ(t) reads
Γ(t) = m(et(1−P )L(1− P )Lp,Lp) (p, p)−1 . (13)
Compared to κ in Eq. (12), the form of Γ in Eq. (13) is
more involved, containing the projected dynamics, and
no closed form for it is known. However, the series ex-
pansion in time t can be given, in principle, to any order,
yielding more insight. Writing this expansion
Γ(t) =
∞∑
n=0
Γ(2n)
(2n)!
t2n , (14)
we note that only even powers of t contribute due to
the intrinsic time reversal symmetry Γ(t) = Γ(−t) seen
in Eq. (5). By expanding the operator exponential in
Eq. (13), and using the anti-Hermitian property of the
Liouville operator, L = −L†, the Taylor coefficients in
Eq. (14) are found to be given by the quadratic form
Γ(2n) = (−1)nm〈p2〉−1eq 〈[(1− P )L]n+1p]2〉eq . (15)
For simplicity, we shall in the following consider the case
of Vext(x) =
1
2κx
2. We find for the first two coefficients
(where β = (kBT )
−1)
Γ(0) = β〈F 2int〉eq (16)
Γ(2) = − 1
m
∑
j,k
〈∂jFint ; ∂kFint〉eq
−
∑
j
1
mj
〈(∂jFint)2〉eq .
(17)
We introduced the covariance 〈A ;B〉 = 〈AB〉 − 〈A〉〈B〉
in Eq. (17), and denote Fint({ξj}) =
∑
j ∂jVint({ξj}),
the force acting on the tracer particle due to interactions
with the bath particles. While the leading term for short
times, Eq. (16), depends on this interaction potential in
an expected manner, already the second term, Eq. (17),
is more interesting: The first term on the right-hand side
of Eq. (17) depends on the mass m of the colloidal par-
ticle. The presence of this term is worth noting, as it
goes against a naive expectation that the friction ker-
nel should only depend on properties of the bath, and
be independent of tracer mass. Indeed, this term carries
the covariance of force gradients as a prefactor, and is
thus absent for harmonic couplings, as e.g. employed in
the models by Caldeira-Leggett [49]. Such dependence on
the tracer mass is hence a signature of nonlinear coupling
to the bath. Going one term further, we have
Γ(4) =
κ
m2
∑
j,k
〈∂jFint ; ∂kFint〉eq +O(κ0) . (18)
This term shows the emergence of another interesting de-
pendence: The friction kernel does not only depend on
the properties of bath and tracer, but also on the stiff-
ness κ of the surrounding potential. (Let us be reminded
that this potential does not act on the bath particles in
Eq. (9), in contrast to the analysis provided in Ref. [50]).
This dependence has indeed been observed in computer
simulations of molecular solutes in water in Ref. [36]. No-
tably, that term does also depend on the mass of the
tracer particle, and it vanishes for harmonic tracer-bath
coupling. It is thus another marker for nonlinear interac-
tions, being absent in linear processes. This can be seen
also in the higher-order terms in t, which take the form,
Γ(2n) = (−1)nκ
n−1
mn
∑
j,k
〈∂jFint ; ∂kFint〉eq +O(κn−2) .
(19)
B. Overdamped dynamics
A similar analysis as done in the previous subsection
is feasible for the case of overdamped dynamics, where a
simple model consists of two coupled Brownian particles,
i.e.,
γx˙(t) = −V ′int(x− q)− ∂xVext(x(t)) + F (t) ,
γbq˙(t) = V
′
int(x− q) + Fb(t) .
(20)
Here the position of the tracer particle x(t) (the colloid)
is confined by a potential, which, as above, we take har-
monic, Vext =
1
2κx
2, and it interacts via an arbitrary in-
teraction potential Vint(x− q) with the second Brownian
particle (the bath particle). The noise sources of tracer
and bath particles are assumed to be white, Gaussian,
and independent ((i, j) ∈ {F, Fb})
〈Fi(t)〉eq = 0 , 〈Fi(t)Fj(t′)〉eq = δij2kBTγiδ(t− t′) .
(21)
Similarly to the above, one may obtain a linearized equa-
tion of motion for the position of the tracer particle,
which reads
0 = −κx(t)−
∫ t
0
dsΓ(s)x˙(t− s) + F (t). (22)
In this case, the memory kernel takes on the following
expansion
Γ(t) = γδ(t) +
∞∑
n=0
Γ(n)
n!
tn, (23)
5which differs from Eq. (14): In the overdamped case, Γ(t)
is a nonanalytic function of time, carrying an instanta-
neous response ∼ δ(t), and, despite its time-symmetry,
even and odd powers of t. A straightforward calculation
then yields the coefficients in Eq. (23)
Γ(0) = β〈F 2int〉eq (24)
Γ(1) = − 1
γ
〈F (1)int ;F (1)int 〉eq
+
1
γb
(
β〈F 2intF (1)int 〉eq + 〈FintF (2)int 〉eq
) (25)
Γ(2) =
κ
γ2
〈F (1)int ;F (1)int 〉eq +O(κ0) (26)
...
Γ(n) = (−1)nκ
n−1
γn
〈F (1)int ;F (1)int 〉eq +O(κn−2). (27)
The noted dependence on colloidal mass m in, e.g.,
Eq. (17) is here, in the overdamped case, mirrored by the
dependence on γ in Eq. (25): It is worth noting that the
memory kernel depends on the bare tracer friction γ (and
not only on bath properties). As is the case in Eq. (17),
the term involves the force variance, i.e., it vanishes for
harmonic tracer-bath couplings. Also the appearance of
κ in Eq. (26) is similar as in Eq. (18), with the mass
replaced by the bare friction coefficient. Again, in any
higher order in t, κ and γ appear, in combination with
the covariance of the derivative of the interaction force.
IV. EXPLORING DIFFERENT TRACER-BATH
COUPLINGS
A. Model
Section III explicitly described the dependencies of the
coefficients arising in a linearized equation; the friction
memory of the bath may depend on the mass or the bare
friction of the tracer, or the potential that the tracer is
subjected to. Here we aim to study these using specific
forms of Vint in Eq. (20), employing the model sketched
in Fig. 4: The (overdamped) colloidal particle is sub-
ject to a harmonic potential Vext(x) =
1
2κx
2. Addition-
ally, the colloid is coupled to another overdamped par-
ticle, accounting for the bath. This model is thus given
by Eq. (20), and is designed to mimic our experimental
setup.
To compute the correlation function from simulated
trajectories we deploy a stochastic Runge-Kutta method
of weak convergence order three [51]. A high convergence
order algorithm in combination with sufficient statistics
is essential for our analysis, as will be demonstrated in
subsection IV B.
While, from Eqs. (25) and (26), interesting behavior of
the friction kernel upon varying the colloidal bare friction
γ or κ is expected, we will restrict ourselves to varying κ,
FIG. 4. Model of tracer and bath. The tracer particle (co-
ordinate x) is confined by a potential Vext(x) =
1
2
κx2, tracer
and bath are coupled via an interaction potential Vint(x− q),
where q is the coordinate of the bath particle.
as this is easily done in our experiments, and also allows
comparison to results of Ref. [36].
In the following, we set the friction coefficients of tracer
and bath particle to be γ = 1 and γb = 10, respectively.
Further, we consider inverse temperature β = 1 and also
all parameters appearing in the interaction potential Vint
to unity. κ can thus be thought of being given in units
of kBT/d
2
0 (see e.g. Eq. (33) below for d0), so that the
length
√〈x2〉eq = √kBT/κ is compared to the length
scale d0 appearing in the interaction potential. The ta-
ble of parameters used in this section are provided in
Appendix B.
B. Harmonic coupling
We start with the simplest case of a harmonic coupling,
i.e., Vint(ξ) =
1
2κlξ
2, which can be treated analytically
[23, 35, 49]. One obtains the following linear equation
for the colloidal particle∫ t
−∞
dsΓ(t− s)x˙(s) = −κx(t) + F˜ (t) . (28)
The kernel and noise are
Γ(t) = 2γδ(t) + κle
− κlγb t , (29)
F˜ (t) = F (t) +
κl
γb
∫ t
−∞
ds e
− κlγb (t−s)Fb(s) . (30)
As expected from section III and literature [23, 35, 49],
the kernel Γ(t) in Eq. (29), apart from the trivial term
2γδ(t) depends only on bath properties, i.e., γb and the
interaction strength κl.
The harmonic coupling allows to test the quality of nu-
merical simulations, applied to Eqs. (20). These are used
to create particle trajectories, from which the correlation
function Cxx(t) = 〈x(t)x(0)〉eq is computed. Aiming to
extract Γ(t), we turn to Laplace space, where Eq. (28)
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FIG. 5. Main graph: Memory kernel Γˆ(s) − γ for harmonic
coupling, in Laplace space, as obtained in numerical simu-
lations, for different values of κ. The black line represents
the analytical solution given in Eq. (29). Inset: Simulated
correlation function 〈x(t)x(0)〉 plotted against the analytical
solution. The simulation parameters are provided in Table II.
reads
Γˆ(s) =
κCˆxx(s)
kBT
κ − Cˆxx(s)s
(31)
with Laplace transforms hˆ(s) =
∫∞
0
dte−sth(t). Note
that we used in this derivation the equal time correlation
function to be given by Cxx(0) = 〈x2〉eq = kBTκ , i.e., the
bath is prepared in thermal equilibrium at t = 0.
Figure 5 shows the results for different values of κ. The
data points for Γ(s) (main graph) and Cxx(t) (inset) fol-
low well the analytical forms (solid lines). For values
of κ spanning five orders of magnitude, Γ(s), as found
from simulations, takes identical forms. This requires
high numerical accuracy, as may be illustrated by re-
garding the case of κ = 103: Here, the correlator quickly
decays to a the very small value of ∼ 10−3, reaching a
plateau value there. This plateau, which is easily over-
looked, is however essential to obtain the correct value
of Cxx(s) as s → 0. In the limit of large κ, the relax-
ation time scales set by the trap and the bath are well
separated and the latter is decisive for the Laplace trans-
form of the correlation function. Note that in the limit
of large s (small times) the particle diffuses freely, i.e. we
have lims→∞ Γˆ(s) = γ, while for small s (large times)
Γˆ(s = 0) = γ + γb due to the bounded potential.
C. Double-well interaction potential
Going one step beyond subsection IV B, we consider a
nonlinear interaction potential. A useful choice for such
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FIG. 6. Main graph: Memory kernel Γˆ(s) − γ for a double
well coupling, in Laplace space, as obtained in numerical sim-
ulations, for various values of κ. Inset: Simulated correlation
function 〈x(t)x(0)〉. The simulation parameters are provided
in Table III.
nonlinear potential is a symmetric double well
Vint(ξ) =
V0
d40
(ξ − d0)2(ξ + d0)2 , (32)
where V0 is the height of the potential barrier between
the wells, and d0 is half the distance between their min-
ima. Note that for a single particle moving in such a
potential interesting barrier-crossing kinetics were found
for a Langevin equation with bi-exponential memory only
recently [52].
The results for the Laplace transformed memory ker-
nel Γˆ(s) are illustrated in Fig. (6). In contrast to the case
of harmonic coupling, the memory kernel shows indeed,
as expected from Eq. (26), a dependence on the external
trap stiffness κ for finite values of s. However, for small
and large values of s, Γˆ(s) takes the same limiting val-
ues as for the harmonic coupling, shown in Fig. 5. For
large s, the colloid, as before, does not notice the pres-
ence of the bath. For small s, the two particles behave
as a composite particle, with the sum of bare friction co-
efficients. This is because the two particles are coupled
by a bound potential, so that on large time scales, they
move together.
D. Stochastic Prandtl-Tomlinson model
Given the observation of subsection IV C, we now
look for a model where colloid and bath particle are
not bound, which brings us to the so called Prandtl-
Tomlinson (PT) model. This model is popular in the
field of frictional processes on the atomic scale, and was
introduced by Prandtl to describe plastic deformations in
crystals as well as dry friction [53]. The model consists
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FIG. 7. Main graph: Memory kernel Γˆ(s)−γ for the stochas-
tic Prandtl-Tomlinson model, in Laplace space, as obtained
in numerical simulations, for various values of κ. Inset: Simu-
lated correlation function 〈x(t)x(0)〉. The limiting curves for
κ→ 0 and κ→∞ shown in the main graph will be discussed
in Sec. VI. The simulation parameters are provided in Table
IV
of a particle in a periodic potential that is damped by a
frictional force and harmonically coupled to a host solid.
The theoretical framework derived by Prandtl has been
extensively deployed and modified to be applicable to a
wide range of physical applications [54]. Most promi-
nently it well describes the damped motion of a nanotip
of an atomic force microscope driven over a (corrugated)
surface [55–57].
Using
Vint(ξ) = V0 cos
(
2pi
d0
ξ
)
, (33)
with a wavelength d0 and amplitude V0, with Eq. (20)
yields an extension of the PT model: It is a PT model
where the sinusoidal potential is not fixed in space, but
is the interaction potential with a bath particle, which
by itself is stochastic with finite friction and diffusion
coefficients (given through γb). The physical intuition
is that the micellar bath of our experiments is indeed a
non-static background with a finite relaxation time.
In contrast to subsection IV C, Vint in Eq. (33) is un-
bounded. Figure 7 shows the results obtained from sim-
ulations of the stochastic PT model for different values
of κ. As expected, Γˆ(s) does strongly depend on κ, and,
as the potential is unbound, also in the limit of s → 0.
The value of Γˆ(s = 0) differs by more than a factor of
three between very large and very small values of κ (a
ratio which can of course be tuned by varying the model
parameters).
Can the stochastic PT model describe our experi-
ments? Before addressing this question quantitatively
in section V below, we first study the diffusion coefficient
D(k, t), obtained as in Fig. 3, but here from simulation
 0
 0.2
 0.4
 0.6
 0.8
 1
110-1 101
D
(k,
t ➝
 
∞
)/D
(0,
t ➝
 
∞
)
k
limκ ➝ 0
FIG. 8. Normalized wavenumber-dependent long-time diffu-
sion coefficient D(k, t → ∞) extracted from a free particle
simulation of the stochastic PT model.
trajectories performed at κ = 0. Figure 8 shows the re-
sulting values as a function of wavevector k (see Eq. (2)).
As was observed in Fig. 3, the data points Fig. 8 decrease
with increasing k, while they approach limiting values for
both large and small k. While in Fig. 3 the characteristic
wavevector was identified with the size of micellar parti-
cles, it is here related to the chosen value of d0 (which is
unity).
Encouraged by the qualitative agreement between our
experiments and the stochastic PR model, we continue
with a detailed and quantitative comparison in the next
section.
V. STOCHASTIC PRANDTL-TOMLINSON
MODEL AND EXPERIMENTS
Having discussed several signatures of bath-
nonlinearity in equilibrium systems, we now aim to
discuss these in quantitative detail for our experiments,
in comparison with the stochastic PT model.
Starting with the diffusion coefficients, Fig. 9 shows the
experimental data of Fig. 3 together with those obtained
from the SPT model, showing good agreement. The fit
parameters of the model are provided in Table I.
Notably, the SPT model can be used to link our ex-
perimental data of free diffusion to the cases with optical
trap present; Fig. 10 finally shows the experimental cor-
relation functions 〈x(t)x(0)〉eq for the trapped particle,
at three different values of trapping strength κ (inset).
The main graph gives, in the same manner as Figs. 5-
7, the extracted form of the friction memory Γ(s). We
restrict to the experimentally accessible range of s. In-
deed, our experiments also strongly show the marker of
nonlinearity exhibited in Γ, as this function displays a
dependence on the given κ.
The solid lines shown in Fig. 10 have been obtained
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FIG. 9. Normalized wavenumber-dependent long-time diffu-
sion coefficient D(k, t → ∞) for a micellar bath, obtained
from experiments as well as from the stochastic PT model.
As in Fig. 3 above, bars show the statistical error estimated
by partitioning the measured trajectory into two pieces.
from the SPT model, with parameters given in Table I.
The agreement with the data is very good, underpinning
our conclusion that the effects seen in Figs. 9 and 10 have
the same physical origin: Nonlinear interactions on the
micellar length scale.
Ideally, one set of parameters of the SPT model should
suffice to describe all experimental data shown in Figs. 9
and 10. We have, however, slightly adjusted the param-
eters to obtain optimal agreement. Additionally to the
circumstance that the stochastic PT model is a rather
coarse representation of the micellar bath, there are also
possibilities for systematic errors causing these parame-
ter variations: Optical traps as used in our experiments
are usually optimized for trap stiffnesses that are smaller
than the largest ones used here, so that studying the men-
tioned effects requires going beyond the typical regime of
stiffnesses. This may introduce local heating, promotion
of ageing effects, or a slight anharmonicity of trap shape;
Indeed, the relative standard error for κ is roughly 2%
for its smallest value and 5% for the largest. With these
comments in mind, the quantitative agreement between
experimental data and the stochastic PT model is satis-
factory and convincing.
We also point out that the used version of SPT model
cannot correctly account for the prefactor D(0, t → ∞)
used to normalize the data in Fig. 9. Indeed, Fig. 9 shows
only a small range of k, and processes on other length
scales may influence D(0, t → ∞). The observation of
the missmatch of D(0, t → ∞) suggests the presence of
other important length scales, which theoretically could
be accounted for by adding more bath particles with dif-
ferent values of d0. In the absence of more experimental
evidence at present, we leave this discussion for future
work. We note that adding another bath particle with a
distinct length scale would not change the curves shown
κ [µN/m] V0 [kBT ] d0 [nm] γ [µNs/m] γb [µNs/m]
0 2.1 98 0.16 148
1.89 1.9 210 0.18 66.7
2.81 2.11 210 0.168 68.2
7.29 1.4 120 0.189 148.3
TABLE I. Parameters of the stochastic PT model used for
the curves shown in Figs. 9 and 10.
in Fig. 10.
The simulation parameters provided in Table I may
now be interpreted in terms of experimental scales. The
amplitude V0 is a typically potential barrier formed by
micelles surrounding the tracer particle, and its value
being of order of kBT is thus reasonable. The length
scale d0 sets the dominant length scale of (nonlinear)
interactions between tracer particle and bath. It is here of
the order of a few hundred nanometers, which is in great
agreement with sizes of micellar particles [40]. Finally,
the relaxation time of the bath for a fixed tracer position
can be estimated from γb and the curvature of Vint at
its minimum. It is of the order of a few seconds for the
parameters of Table I, matching the order of magnitude
of the measured structural relaxation time by a recoil
experiment [33]. The STP model thus well describes our
experiments, with physically plausible parameters.
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FIG. 10. Main graph: Memory kernel Γˆ(s) of a micellar sys-
tem, in Laplace space, as obtained from experimental data,
for three values of κ. Error bars show the statistical error ob-
tained from partitioning the measured trajectories into two
pieces. Inset: Correlation function 〈x(t)x(0)〉eq from experi-
mental data. In both main graph and inset, the solid black
lines are obtained from the stochastic PT model, with param-
eters given in table I.
9VI. CONNECTION TO MICRO-RHEOLOGY
AND LIMITING CASES
In this section, we establish ties between the results
from previous sections and the viscosity or friction co-
efficient obtained from microrheology [58–64]. This will
also allow to better understand the limiting curves of Γ(s)
for very large and very small values of κ, as e.g. shown
in Fig. 7.
In a typical setting of (active) microrheology, the po-
tential trap moves at a constant velocity v0, switched on
at time t = 0. The external potential is thus given by
Vext =
1
2
κ(x− v0t)2 . (34)
Due to the motion of the trap, the colloidal particle is
dragged through the bath, thereby giving rise to a fric-
tion force. The mean force exerted by the particle on
the external potential (or vice versa), κ|〈x〉(t) − v0t|, is
thus the observable of interest. Division by v0 yields the
time dependent friction coefficient γ(t). Using linear re-
sponse theory (see Appendix D) γ(t) may be connected
to fluctuations of the colloid measured at rest,
γ(t) ≡ κ|〈x〉(t)− v0t|
v0
= βκ2
∫ t
0
dt′ 〈x(t′)x(0)〉eq . (35)
Performing a small s expansion of Cˆxx(s) in Eq. (31), we
find a connection between the long-time friction coeffi-
cient of microrheology and the memory kernel defined in
the generalized Langevin equation, given by
γ ≡ lim
t→∞ γ(t) = Γˆ(0) =
∫ ∞
0
dt′ Γ(t′) . (36)
This relation provides an insightful connection: The pre-
viously discussed and analyzed form of Γ(s), i.e., its de-
pendence on parameters such as the colloidal mass or
the trapping potential coefficient κ, thus translate to mi-
crorheological observations. Indeed, it has been noticed
before, that, e.g., the value of the trapping potential co-
efficient κ can influence the measured microrheological
viscosity [37, 65–67].
This insight becomes even stronger when discussing
the limit of large and small κ. Taking the limit of
κ→∞ allows neglecting the term on the left hand side of
Eq. (28). Using this, as well as 〈f(t)f(0)〉eq = β−1Γ(|t|)
and Eq. (35), we obtain, in the limit κ→∞,
lim
κ→∞ Γˆ(s) = limκ→∞ sγˆ(s) . (37)
Eq. (37) is the extension of Eq. (36) for any s, valid
for large κ. The microrheological setup corresponding to
the limit κ→∞ is the case where the colloidal particle is
moving at constant velocity v0. The dashed line in Fig. 7,
giving the limit for large κ, thus corresponds to the mi-
crorheological case of driving at constant velocity. In our
simulations, we obtained it by measuring the correlator
of forces acting on the tracer held at fixed position.
FIG. 11. Long-time friction coefficient γ ≡ limt→∞ γ(t) =
Γˆ(0) =
∫∞
0
dt′ Γ(t′) of the particle in a slowly moving trap
from the stochastic PT model. Dashed lines give the limiting
cases κ → 0 and κ → ∞ as discussed in the main text. The
simulation parameters are provided in Table IV.
In order to address the reverse limit of vanishing trap
stiffness, i.e., κ→ 0, we introduce the particle mobility
µ(t) via the Einstein relation,
µ(t) ≡ β
2
d
dt
〈(x(t)− x(0))2〉eq . (38)
Expressing the right hand side in terms of the time
derivative of Cxx(t), we obtain from Eq. (31) an equa-
tion for µ(s)
µˆ(s) =
1
sΓˆ(s) + κ
=
1
sΓˆ(s)
+O(κ) . (39)
In the second equality we expanded for small κ. (Note
that the limits s → 0 and κ → 0 do not commute). We
thus find
lim
κ→0
Γˆ(s) = lim
κ→0
1
sµˆ(s)
. (40)
We thus connected the limit of vanishing trap stiffness κ
to the mobility µ of the particle in absence of the trap.
In the language of microrheology, this mobility is found
by applying a constant force to the tracer. The second
limiting curve in Fig. 7 corresponds thus to the microrhe-
ological mobility of constant applied force. The curve in
the figure was obtained by measuring the diffusion pro-
cess of of the tracer in absence of external potential.
Expanding Eq. (2) for small k and comparing to
Eq. (38) yields the well-known relation
lim
κ→0
Γˆ(0) =
1
βD(0, t→∞) . (41)
Fig. 8, where we included the corresponding value taken
from the limiting curve in Fig. 7 as a dashed line, displays
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this relation. No such relation has been obtained in the
opposite limit for k →∞.
We thus conclude that the measurement of linear re-
sponse coefficients limκ→∞ γ(t) and limκ→0 µ(t) gives in-
formation on the κ-dependence of the memory kernel Γ(t)
if the effective dynamics of the system is modeled by a
linear generalized Langevin equation.
Note that a related discussion of linear response co-
efficients was presented in Ref. [37] for a system with
hard-sphere interactions. The authors analyze the linear
response coefficients of the two extreme modes (constant
force and constant velocity) and demonstrate their differ-
ence. Here, however, we aimed at a connection between
the linear response coefficients and the friction memory
kernel Γ as frequently used in the description of effective
Brownian dynamics.
Figure 11 shows Γ(s = 0) as a function of κ, obtained
in the stochastic Prandtl Tomlinson model, including the
two limiting cases for large and small κ.
VII. SUMMARY
Combining experimental measurements, analytical
computations, and simulations of a stochastic Prandtl-
Tomlinson model, we investigated several equilibrium-
properties of a colloidal particle suspended in a nonlinear
bath. Additionally to displacements being non-Gaussian,
a nonlinear bath shows up by unexpected properties of
the coefficients of a linearized equation; For example, in
a nonlinear bath, the effective friction memory of the
bath can depend on the stiffness of a potential trapping
the particle, as has been observed in molecular simula-
tions [36], or on the mass or bare friction of the colloidal
particle. These dependencies are observed in our experi-
ments, so that the friction memory of the trapped particle
varies by more than a factor of two for trap stiffnesses κ
ranging from 1.89µN/m . . . 7.29µN/m. The mentioned
dependencies are also demonstrated in an exact analytic
expansion of the memory kernel for small times, for the
case of Hamilton and Brownian dynamics.
Linear response theory provides the link between the
measurements of the particle in the trap at rest and mi-
crorheological quantities. This allows to determine the
limiting forms for the friction kernel for small and large
trapping stiffness, and also connects this discussion to
microrheological cases of “constant force” or “constant
velocity”.
Analyzing several models, we develop a stochastic
Prandtl-Tomlinson, which is easy to be evaluated numer-
ically and which well describes all aspects of our experi-
mental data. The resulting parameters of the model are
physically plausible, so that this model promises to be
useful in analysis of complex tracer-baths systems.
The observed “fluctuation renormalisation” of linear
coefficients, already pointed out by Zwanzig, must be
taken into account when describing nonlinear stochas-
tic systems, and are pronounced for colloidal motion in
viscoelastic solvents. External forces, inertial forces, and
forces from a bath, which are strictly independent on a
microscopic level, become dependent on each other in a
linearized description.
Colloidal motion in viscoelastic baths, here exempli-
fied by a micellar suspension, provide a new paradigmatic
case of stochastic motion, with various phenomena that
go far beyond the well-studied cases of colloids in pure
solvents. It is thus important to develop basic under-
standing of such systems, and the studies performed here
provide a first step towards systematic investigation and
modeling. With the given findings at hand, future work
will address non-equilibrium cases, and investigate how
the equilibrium observations and modeling will determine
nonlinear responses and far from equilibrium properties,
such as those found in Refs. [33, 34].
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Appendix A: Extraction of Laplace-transformed
memory kernel and numerical error
To extract the Laplace-transformed memory kernel
Γˆ(s) from numerical (experimental or simulated) data,
we use its unique relation to the position autocorrela-
tion function Cˆxx(s) in Laplace domain given by Eq. (31)
in the main text. We restrict our analysis of Laplace
transforms to the real axis in Laplace domain, i.e. we set
Im[s] = 0. The Laplace transform of the equilibrium cor-
relation function Cˆxx(s) =
∫∞
0
dt e−stCxx(t) is computed
numerically up to a truncation time tmax. The equilib-
rium correlation function can be typically approximated
by a sum of exponentially decaying function and thus we
can approximate the relative numerical truncation error
by
∆rel(s, tmax) = 1−
∫ tmax
0
e−stf(t) dt∫∞
0
e−stf(t) dt
, (A1)
where f(t) = e−t/τmax is now the exponential decay with
the longest relaxation time τmax. By introducing rescaled
variables s˜ = sτmax and t˜max = tmax/τ and computing
the integrals in Eq. (A1) analytically, the relative nu-
merical truncation error takes on a form that does not
explicitly depend on τmax
∆¯rel(s˜, t˜max) = exp
(
− t˜max
(1 + s˜)−1
)
. (A2)
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FIG. 12. Relative numerical truncation error ∆¯rel(s˜, t˜max)
in rescaled units for a finite upper integration limit t˜max in
the Laplace transform of an exponentially decaying function
f(t˜) = e−t˜ over a large range of s˜ values.
The relaxation time of the numerical truncation error in
rescaled units is bounded in the interval [0, 1] for any
positive real value of s˜. The important time scales in the
studied system under overdamped conditions are set by
the relaxation time in the trap τκ = γ/κ and the relax-
ation time(s) of the memory kernel, which in the experi-
ment is typically given by the structural relaxation time
τs. The relative numerical truncation error converges ex-
ponentially to zero as shown in Fig. 12 and is negligibly
small even for small values of s˜ provided that t˜max is
a multiple of the longest relaxation time of the system.
While the numerical truncation error is of negligible sig-
nificance for simulated data (very long trajectories can
easily be created), it might play a role for experimental
data as the measurement time is limited e.g. due to aging
effects of the solution.
Appendix B: Simulation parameters
In this appendix, we provide the simulation parameters
used for creation of the figures in section IV and VI not
given in the main text.
1. Harmonic coupling
κ ntraj nstep dt β γ γb κl teq
0.1 1.8 · 106 106 10−2.5 1 1 10 1 300
1 1.8 · 106 106 10−2.7 1 1 10 1 100
10 1.8 · 106 106 10−2.9 1 1 10 1 60
100 1.8 · 106 106 10−3.4 1 1 10 1 40
1000 1.8 · 106 106 10−3.4 1 1 10 1 20
TABLE II. Simulation parameters for the case of harmonic
coupling. ntraj denotes the number of trajectories, nstep is
the number of time steps dt of a single trajectory, and teq is
the equilibration time used in the simulation.
2. Double-well interaction potential
κ ntraj nstep dt β γ γb V0 d0 teq
0.1 1.2 · 104 106 10−2.5 1 1 10 1 1 300
1 1.2 · 104 106 10−2.7 1 1 10 1 1 100
10 1.2 · 104 106 10−2.9 1 1 10 1 1 60
100 1.2 · 104 106 10−3.4 1 1 10 1 1 40
1000 1.2 · 104 106 10−4 1 1 10 1 1 20
TABLE III. Simulation parameters for the double-well inter-
action potential.
3. Stochastic Prandtl-Tomlinson model
κ ntraj nstep dt β γ γb V0 d0 teq
0.1 2.4 · 103 106 10−2.5 1 1 10 1 1 100
1 2.4 · 103 106 10−2.7 1 1 10 1 1 30
10 2.4 · 103 106 10−2.9 1 1 10 1 1 10
100 2.4 · 103 106 10−3.4 1 1 10 1 1 5
1000 2.4 · 103 106 10−3.6 1 1 10 1 1 4
TABLE IV. Simulation parameters for the stochastic PT
model.
Appendix C: Derivation of Eq. (31) and the
fluctuation-dissipation theorem
In this appendix, we derive Eq. (31) and prove
the fluctuation-dissipation theorem by direct calculation
for the overdamped generalized Langevin equation in
Eq. (28). The route presented here is similar to the one
shown in Ref. [68] for the underdamped case, but with
the presence of an external harmonic field. In Eq. (28)
the initial preparation of the system has been shifted to
the infinite past as is reflected by the lower integration
boundary in the memory integral. In order to directly
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apply the convolution theorem to Eq. (28), the equation
of motion needs to be slightly recast according to∫ t
0
dsΓ(t− s)x˙(s) = −κx(t) + ∆f(t) + f(t) , (C1)
where we introduced a shift of the random force ∆f(t) =
− ∫∞
0
dsΓ(t + s)x˙(−s). We then obtain the equation of
motion for the position autocorrelation function Cxx(t)
by multiplying both sides of the equation with x(0) and
subsequently perform an equilibrium average∫ t
0
dsΓ(t− s)C˙xx(s) = −κCxx(t) + 〈f˜(t)x(0)〉eq , (C2)
where we used the abbreviation f˜(t) = ∆f(t) + f(t). In
order to reach consistency with the Mori equation [47]
(where the system is prepared at t = 0 in a certain initial
configuration), we require the relation 〈f˜(t)x(0)〉eq = 0,
i.e.
〈f(t)x(0)〉eq =
∫ ∞
0
dsΓ(t+ s)C˙xx(−s) . (C3)
By Laplace transforming Eq. (C2) together with this re-
lation, we derive Eq. (31) where the bath is prepared in
thermal equilibrium at t = 0. Replacing the lower inte-
gration boundary in the memory integral of Eq. (31) by
the initial preparation time t = 0 is thus at the cost of
specifying initial conditions for particle and bath as was
amply discussed in Ref. [68].
It can now be shown by direct calculation that Eq. (28)
together with the relation in Eq. (C3) implies the correct
form of the fluctuation-dissipation theorem
〈f(t)f(0)〉eq = kBTΓ(t) , t > 0 , (C4)
and hence correctly describes the equilibrium properties
of the Brownian particle. Note that a similar deriva-
tion of the FDT has been presented in Ref. [50] for the
underdamped case by transforming the Mori equation
into Laplace domain. In our proof no transformation to
Laplace domain is necessary. We multiply both sides of
Eq. (28) with f(0) and perform a subsequent equilibrium
average to obtain
〈f(t)f(0)〉eq = κ〈f(t)x(0)〉+
∫ 0
−∞
dsΓ(−s)〈f(t)x˙(s)〉 .
(C5)
By application of the requirement for the fluctuating
force-position correlator in Eq. (C3), we may write
〈f(t)f(0)〉eq = −κ
∫ ∞
0
dsΓ(t+ s)C˙xx(s)
+
∫ 0
−∞
ds
∫ ∞
0
ds′ Γ(−s)Γ˙(t− s+ s′)C˙xx(s′) .
(C6)
A partial integration of the first term yields
〈f(t)f(0)〉eq = κΓ(t)Cxx(0)
−
∫ ∞
0
ds
∫ s
0
ds′ Γ˙(t+ s)Γ(s− s′)C˙xx(s′)
+
∫ ∞
0
ds
∫ ∞
0
ds′ Γ(s)Γ˙(t+ s+ s′)C˙xx(s′) .
(C7)
Now using the fact that Cxx(0) =
kBT
κ in equilibrium
and realizing with some algebra that the last two terms
compensate each other, we obtain the form of the FDT
in Eq. (C4).
Appendix D: Linear-response theory of a moving
harmonic trap
We want to derive the linear-response relation for
the time-dependent friction coefficient γ(t) as defined in
Eq. (35). We consider a system of a harmonically trapped
tracer particle that is arbitrarily coupled to a heat bath.
The position of the minimum of the trap follows a time
protocol x0(t) and we ask for its effect on the mean posi-
tion of the tracer particle. The time-dependent external
potential then reads
Vext =
1
2
κ(x− x0(t))2 . (D1)
For small dragging velocities x0(t) =
∫ t
0
dt′ v0(t′) we may
linearize the perturbation Hamiltonian
Hpert(t) = −κxv0tθ(t) +O(v20) , (D2)
where we assumed the perturbation to be switched on at
t = 0 and the velocity to be constant over time. Direct
application of the general form of the FDT yields [46]
〈x〉(t) = −β
∫ t
0
dt′
d
dt
〈x(0)x(t− t′)〉eqκv0t′ . (D3)
By means of partial integration and the fact that 〈x2〉eq =
kBT
κ in equilibrium we then obtain
〈x〉(t)− v0t = −βκv0
∫ t
0
dt′ 〈x(0)x(t′)〉eq . (D4)
From this relation Eq. (35) follows immediately.
13
[1] K. Ikeda. Multiple-valued stationary state and its insta-
bility of the transmitted light by a ring cavity system.
Opt. Commun., 30(2):257–261, 1979.
[2] M. Faraday. Xvii. on a peculiar class of acoustical fig-
ures; and on certain forms assumed by groups of parti-
cles upon vibrating elastic surfaces. Philos. Trans. Royal
Soc., 121:299–340, 1831.
[3] A. L’Huillier and Ph. Balcou. High-order harmonic gen-
eration in rare gases with a 1-ps 1053-nm laser. Phys.
Rev. Lett., 70:774–777, Feb 1993.
[4] R. Morandotti, U. Peschel, J. S. Aitchison, H. S. Eisen-
berg, and Y. Silberberg. Experimental observation of lin-
ear and nonlinear optical bloch oscillations. Phys. Rev.
Lett., 83:4756–4759, Dec 1999.
[5] J. R. Gomez-Solano and C. Bechinger. Probing linear
and nonlinear microrheology of viscoelastic fluids. EPL,
108(5):54008, dec 2014.
[6] D. Frenkel and B. Smit. Understanding molecular simula-
tion: from algorithms to applications, volume 1. Elsevier,
2001.
[7] M. P. Allen and D. J. Tildesley. Computer simulation of
liquids. Oxford university press, 2017.
[8] M. Newman and G. Barkema. Monte carlo methods in
statistical physics chapter 1-4. Oxford University Press:
New York, USA, 1999.
[9] D. P. Landau and K. Binder. A guide to Monte Carlo
simulations in statistical physics. Cambridge university
press, 2014.
[10] M. Tuckerman. Statistical mechanics: theory and molec-
ular simulation. Oxford university press, 2010.
[11] H. T. Davis. Introduction to nonlinear differential and
integral equations. Courier Corporation, 1962.
[12] H. K. Khalil. Nonlinear Systems. Pearson Education.
Prentice Hall, 2002.
[13] M. Vidyasagar. Nonlinear systems analysis, volume 42.
Siam, 2002.
[14] S. Abbasbandy. An approximation solution of a nonlinear
equation with riemann–liouville’s fractional derivatives
by he’s variational iteration method. J. Comput. Appl.
Math., 207(1):53–58, 2007.
[15] L. Debnath. Nonlinear partial differential equations for
scientists and engineers. Springer Science & Business
Media, 2011.
[16] W. Horsthemke. Noise induced transitions. In Non-
Equilibrium Dynamics in Chemical Systems, pages 150–
160. Springer, 1984.
[17] H. Haken. Laser theory. Springer Science & Business
Media, 2012.
[18] C. Y. Mou and R. Lovett. The kinetics of phase sep-
aration in a liquid binary mixture. J. Chem. Phys.,
62(8):3298–3309, 1975.
[19] A. J. Bray. Theory of phase-ordering kinetics. Adv. Phys.,
51(2):481–587, 2002.
[20] S. R. De Groot and P. Mazur. Non-equilibrium thermo-
dynamics. Courier Corporation, 2013.
[21] U. Seifert. Stochastic thermodynamics, fluctuation the-
orems and molecular machines. Rep. Prog. Phys.,
75(12):126001, 2012.
[22] H. Soo and M. Kru¨ger. Fluctuational electrodynamics
for nonlinear media. EPL, 115(4):41002, 2016.
[23] R. Zwanzig. Nonlinear generalized langevin equations.
Journal of Statistical Physics, 9(3):215–220, 1973.
[24] Y. L. Klimontovich. Nonlinear brownian motion. Phys.-
Uspekhi, 37(8):737, 1994.
[25] T. D. Frank. Nonlinear Fokker-Planck equations: funda-
mentals and applications. Springer Science & Business
Media, 2005.
[26] H. Mori. A continued-fraction representation of the time-
correlation functions. Prog. Theor. Phys., 34(3):399–416,
1965.
[27] R. Zwanzig. Lectures in theoretical physics, edited by
brittin w., vol. 3, 1961.
[28] J. D. Jackson. Classical Electrodynamics. Wiley, New
York, 1999.
[29] Y. Tseng, T. P. Kole, and D. Wirtz. Micromechanical
mapping of live cells by multiple-particle-tracking mi-
crorheology. Biophys. J., 83(6):3162–3176, 2002.
[30] M. Fuchs and M. E. Cates. Schematic models for dynamic
yielding of sheared colloidal glasses. Faraday Discuss.,
123:267–286, 2003.
[31] S. Ciliberto. Experiments in stochastic thermodynamics:
Short history and perspectives. Phys. Rev. X, 7:021051,
Jun 2017.
[32] E. M. Furst and T. M. Squires. Microrheology. Oxford
University Press, 2017.
[33] J. R. Gomez-Solano and C. Bechinger. Transient dynam-
ics of a colloidal particle driven through a viscoelastic
fluid. New J. Phys., 17(10):103032, 2015.
[34] J. Berner, B. Mu¨ller, J. R. Gomez-Solano, M. Kru¨ger,
and C. Bechinger. Oscillating modes of driven colloids in
overdamped systems. Nat. Commun., 9(1):999, 2018.
[35] R. Zwanzig. Nonequilibrium statistical mechanics. Ox-
ford University Press, 2001.
[36] J. O. Daldrop, B. G. Kowalik, and R. R. Netz. External
potential modifies friction of molecular solutes in water.
Phys. Rev. X, 7:041065, Dec 2017.
[37] T. M. Squires and J. F. Brady. A simple paradigm
for active and nonlinear microrheology. Phys. Fluids,
17(7):073101, 2005.
[38] M. E. Cates and S. J. Candau. Statics and dynamics of
worm-like surfactant micelles. Journal of Physics: Con-
densed Matter, 2(33):6869, 1990.
[39] Lynn M. Walker. Rheology and structure of worm-like
micelles. Current opinion in colloid & interface science,
6(5-6):451–456, 2001.
[40] M. Buchanan, M. Atakhorrami, J. F. Palierne, F. C.
MacKintosh, and C. F. Schmidt. High-frequency
microrheology of wormlike micelles. Phys. Rev. E,
72:011504, Jul 2005.
[41] J. Dhont. An introduction to dynamics of colloids, vol-
ume 2. Elsevier, 1996.
[42] P. S. Burada, P. Ha¨nggi, F. Marchesoni, G. Schmid,
and P. Talkner. Diffusion in confined geometries.
ChemPhysChem, 10(1):45–54, 2009.
[43] D. Ernst and J. Ko¨hler. Measuring a diffusion coefficient
by single-particle tracking: statistical analysis of experi-
mental mean squared displacement curves. Phys. Chem.
Chem. Phys., 15(3):845–849, 2013.
[44] A. Dechant. Estimating the free-space diffusion coeffi-
cient of trapped particles. EPL, 125(2):20010, 2019.
[45] J. C. Crocker and D. G. Grier. Methods of digital video
microscopy for colloidal studies. J. Colloid Interface Sci.,
14
179(1):298–310, 1996.
[46] J.-P. Hansen and I. R. McDonald. Theory of simple liq-
uids: with applications to soft matter. Academic Press,
2013.
[47] H. Mori. Transport, collective motion, and brownian mo-
tion. Prog. Theor. Phys., 33(3):423–455, 1965.
[48] J. T. Hynes and J. M. Deutch. Nonequilibrium problems–
projection operator techniques. Physical Chemistry, an
Advanced Treatise, Academic Press, New York, 1975.
[49] A. O. Caldeira and A. J. Leggett. Influence of dissipation
on quantum tunneling in macroscopic systems. Phys.
Rev. Lett., 46(4):211, 1981.
[50] V. Lisy` and J. To´thova´. Generalized langevin equation
and the fluctuation-dissipation theorem for particle-bath
systems in a harmonic field. Results Phys., 12:1212–1213,
2019.
[51] K. Debrabant. Runge-kutta methods for third order
weak approximation of sdes with multidimensional ad-
ditive noise. BIT Numer. Math., 50(3):541–558, 2010.
[52] J. Kappler, V. B. Hinrichsen, and R. R. Netz. Non-
markovian barrier crossing with two-time-scale memory
is dominated by the faster memory component. Eur.
Phys. J. E, 42(9):119, 2019.
[53] L. Prandtl. Ein gedankenmodell zur kinetischen theorie
der festen ko¨rper. J. Appl. Math. Mech., 8(2):85–106,
1928.
[54] V. L. Popov and J. A. T. Gray. Prandtl-tomlinson
model: History and applications in friction, plasticity,
and nanotechnologies. J. Appl. Math. Mech., 92(9):683–
708, 2012.
[55] E. Gnecco, R. Bennewitz, T. Gyalog, Ch. Loppacher,
M. Bammerlin, E. Meyer, and H.-J. Gu¨ntherodt. Ve-
locity dependence of atomic friction. Phys. Rev. Lett.,
84:1172–1175, Feb 2000.
[56] L. Jansen, H. Ho¨lscher, H. Fuchs, and A. Schirmeisen.
Temperature dependence of atomic-scale stick-slip fric-
tion. Phys. Rev. Lett., 104:256101, Jun 2010.
[57] M. H. Mu¨ser. Velocity dependence of kinetic friction in
the prandtl-tomlinson model. Phys. Rev. B, 84:125419,
Sep 2011.
[58] P. Cicuta and A. M. Donald. Microrheology: a review of
the method and applications. Soft Matter, 3(12):1449–
1455, 2007.
[59] I. Gazuz, A. M. Puertas, Th. Voigtmann, and M. Fuchs.
Active and nonlinear microrheology in dense colloidal
suspensions. Phys. Rev. Lett., 102:248302, Jun 2009.
[60] T. M. Squires and T. G. Mason. Fluid mechanics of
microrheology. Annu. Rev. Fluid Mech., 42, 2010.
[61] L. G. Wilson, A. W. Harrison, W. C. K. Poon, and A. M.
Puertas. Microrheology and the fluctuation theorem in
dense colloids. EPL, 93(5):58007, 2011.
[62] Ch. J. Harrer, D. Winter, J. Horbach, M. Fuchs, and Th.
Voigtmann. Force-induced diffusion in microrheology. J.
Phys. Condens. Matter, 24(46):464105, oct 2012.
[63] A. M. Puertas and Th. Voigtmann. Microrheology of col-
loidal systems. J. Phys. Condens. Matter, 26(24):243101,
may 2014.
[64] J.-F. Berret. Local viscoelasticity of living cells mea-
sured by rotational magnetic spectroscopy. Nat. Com-
mun., 7:10134, 2016.
[65] A. I. Bishop, T. A. Nieminen, N. R. Heckenberg,
and H. Rubinsztein-Dunlop. Optical microrheology us-
ing rotating laser-trapped particles. Phys. Rev. Lett.,
92:198104, May 2004.
[66] R. R. Brau, J. M. Ferrer, H. Lee, C. E. Castro, B. K. Tam,
P. B. Tarsa, P. Matsudaira, M. C. Boyce, R. D. Kamm,
and M. J. Lang. Passive and active microrheology with
optical tweezers. J. Opt. A: Pure and Applied Optics,
9(8):S103, 2007.
[67] A. Yao, M. Tassieri, M. Padgett, and J. Cooper. Mi-
crorheology with optical tweezers. Lab Chip, 9(17):2568–
2575, 2009.
[68] H. K. Shin, C. Kim, P. Talkner, and E. K. Lee. Brownian
motion from molecular dynamics. Chem. Phys., 375(2-
3):316–326, 2010.
