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PREFACE 
The statistical sampling plan described in this course was developed by Haskins & Sells 
and their statistical consultant, and has been used extensively since 1962 in the Firm's 
audit practice. As a result of further study and of constructive suggestions by those using 
the plan, it has undergone several modifications that enhance its usefulness. 
This plan was developed specifically for use in auditing, and includes certain unique features 
to overcome five major problems inherent in most audit applications of statistical sampling. 
These problems are: (1) the need for expressing precision limits in monetary terms, (2) the 
relatively low proportion of errors often found in populations of accounting data, (3) the 
limitations that the first two conditions impose on the applicability of the assumptions im­
plicit in conventional sampling plans based on normal-distribution theory, (4) the need for 
integration with audit purposes, and (5) the need for simplicity and practicality of appli­
cation. 
This plan is designated as Audit Sampling to identify its primary purpose and to distinguish 
it from other plans such as acceptance sampling, discovery sampling, and estimation sampling. 
Although Audit Sampling includes some features common to other plans, the statistical assur­
ance it provides does not depend on any assumptions concerning unknown data, and it does 
not require burdensome calculations or extensive tables. 
The primary purpose of this course is to illustrate practical applications of Audit Sampling. 
Consequently, the course does not purport to explain comprehensively the underlying math­
ematical concepts, or to furnish proofs of the formulas used. The limited discussion of basic 
concepts in Section 1 is intended only to provide a general understanding of the statistical 
meaning of reliability and precision as used in Audit Sampling. 
The reliability and precision required for audit samples are matters of auditing judgment. 
This course discusses certain criteria to be considered in exercising such judgment but does 
not propose definitive guidelines. The reliability and precision used in particular examples 
or problems in this course are illustrative only, and do not purport to represent the policy 
of Haskins & Sells in this respect. 
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HOW TO USE THIS COURSE 
This course uses a technique known as "programmed instruction." The purposes of this technique 
are to make learning easier and more enjoyable, and to facilitate retention by the student. Although 
this technique may initially appear cumbersome, its step-by-step feature has proven to be effective 
because it requires the student to absorb each point thoroughly before going on to the next. Conse­
quently, investment of the time required (probably not less than 20 hours, more than one-quarter 
of which should be spent on Section 4) in the prescribed manner should be beneficial. 
Flip through the course for a minute. Notice that each page is divided on the right into three para­
graphs or "frames." Almost every frame contains a question for you to answer. One type of ques­
tion consists of a blank line for you to fill in. Look at Example 1. 
EXAMPLE 1. This book is a programmed instruction course for Sampling. 
You have already seen that this book is a programmed instruction course for Audit Sampling, so 
naturally you would fill in the word "Audit" in the blank space. 
Sometimes you will be asked to fill in several words, perform a calculation, or work out a problem. 
Another type of question consists of a choice or multiple choice for you to circle. Look at 
Example 2. 
EXAMPLE 2. This (IS/IS NOT) an ordinary book. 
You have already seen that this is not an ordinary book, so you would circle the choice as follows: 
(IS IS NOT). 
Obviously, most of the questions in the course will not be this simple. However, there are always a 
few hints given. If you read each frame carefully in the sequence programmed, you should get the 
correct answer almost every time. 
After you have read the frame and made your response, turn the page immediately. You will find 
the correct answer on the following page in the space to the left of the next frame. If a frame re­
quires more than one answer, the correct answers are printed one under another in the same order 
as the related questions. In many cases, explanations are printed in parentheses immediately below 
the correct answers. If your answer is correct, go on to the next frame. If your answer is wrong, turn 
back and find out why; then cross out your answer and substitute the correct one. However, follow 
any special directions that are printed in A L L CAPITAL LETTERS. 
Sometimes there will be no answer required from you. In that case, read the frame and then simply 
go on to the next frame on the following page. 
Notice that you do not read down the page as you would in an ordinary book. Rather, you read the 
frames in numerical order across the book. After you have finished the top row of frames in each 
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section, you will be directed to go back and start the middle row. When all three rows have been 
finished, you will have completed a section. The recommended procedure is to complete each 
section at one, uninterrupted sitting. 
Sections 1 and 2 of this course follow the first divider and Sections 3 and 4 follow the second. 
Even-numbered sections are printed upside down on the back of odd-numbered sections. As each 
section is completed, therefore, it is necessary to flip the book in order to continue with the next 
section on the pages that were previously upside down. Until that time, these pages should be ig­
nored. 
Frame outlines of the subjects covered in each section begin on page iv. 
Problems referred to in the course are bound separately in a Problem Section, which is removable 
from the back of this book. Whenever the designation PROBLEM appears at the top of a frame, 
reference is to that problem number in the Problem Section. 
NOW BEGIN SECTION 1. 
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section 1 
Basic Concepts of 
Audit Sampling 
SECTION 1. BASIC CONCEPTS OF AUDIT SAMPLING 
1-1. Sampling is a procedure whereby conclusions are drawn about 
data based upon examination of some portion of that data. In other 
words, sampling is testing. Sampling is used whenever it is impractical 
to examine every item in a body of data. In most audit assignments, it 
(IS/IS NOT) practical to examine every item individually. 
CIRCLE THE CHOICE YOU THINK CORRECT AND THEN TURN 
THE PAGE. 
- 1 -
IS NOT 
(The correct answer always 
appears in this space.) 
NOW GO ON TO THE FRAME 
AT THE RIGHT. 
1-2. Auditors base their opinions to a large extent upon examination 
of samples drawn from accounting data. If the items to be included in 
the sample are determined by the auditor's judgment, such samples 
are referred to as samples. 
WRITE THE CORRECT ANSWER AND THEN TURN THE PAGE. 
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judgment REMINDER 
As you go through this book, remember that you will ignore the mate­
rial in the rows above and below the one you are reading. 
If you make a mistake, the recommended procedure is to go back, find 
out why, cross out your answer, and substitute the correct one. 
TURN THE PAGE AND GO ON TO FRAME 1-3. 
1-41. The statistical assurance desired, which is a matter of audit 
judgment, is the key determinant of the appropriate sample size in 
designing audit samples. In addition, audit samples are evaluated in 
terms of statistical assurance after the particular sample items have 
been examined individually. Statistical assurance refers to a combi­
nation of and reliability. 
1-79. The Audit Practice Manual incorporates policy decisions of 
Haskins & Sells concerning the minimum statistical assurance neces­
sary to determine whether the reliance placed on internal control is 
warranted when one of the purposes of an audit sample is to test for 
- 3 -
1-3. In any sampling or testing, some part of the data will not be ex­
amined. Consequently, there is an inherent risk of being wrong in form­
ing conclusions about all of the data, some of which is not examined. 
precision 1-42. In forming a conclusion based upon a judgment sample, a pru­
dent person will make allowance for some range of error inherent in 
any estimate he makes. For example, he might estimate the average 
height of American men to be 70 inches, plus or minus one inch. The 
"plus or minus one inch" range of error corresponds to the precision 
of a (JUDGMENT/STATISTICAL) sample. 
compliance deviations 1-80. We noted earlier that, in Audit Sampling, the auditor's evaluation 
of the potential effectiveness of a company's internal control procedures 
is a key determinant in assigning the initial factor. The factors 
specified in the Audit Practice Manual reflect the policy decisions made 
by Haskins & Sells concerning the minimum statistical assurance necessary 
for samples designed to test for with internal control proce­
dures. 
- 4 -
No answer required. 1-4. In choosing a judgment sample, and forming a conclusion based 
upon his sample findings, the auditor will be concerned about this risk 
of being wrong. He will, therefore, examine as many items as he feels 
are necessary to reduce the risk to a tolerable level. Generally, selecting 
(MORE/FEWER) items for examination will reduce the level of risk. 
STATISTICAL 1-43. In certain types of statistical sampling, the range of error is 
specified as an upper and lower limit around the estimate. For example, 
the precision limits may be the estimate plus $5,000, and the estimate 
minus $5,000. If this estimate is $50,000, the upper precision limit 
would be and the lower precision limit would be 
reliability 
compliance 
1-81. If one of the purposes of a sample designed by Haskins & Sells 
personnel is to test for compliance with internal control procedures, 
the procedures must be to reliance on internal control 
and evidence of absence of compliance must exist for 
there to be a compliance deviation. Compliance with other procedures 
that depend primarily on appropriate segregation of duties and leave 
no audit trail of documentary evidence is tested through inquiry, re­
ference to written instructions, and observation of office personnel 
and routines. 
- 5 -
MORE 1-5. In determining a tolerable level of risk for any audit test, the 
auditor's opinion of the potential effectiveness of the company's in­
ternal control procedures will affect his decision. Where the available 
evidence leads him to believe that controls are not effective, he will 
examine (MORE/FEWER) items. 
$55,000 
($50,000 + $5,000) 
$45,000 
($50,000 - $5,000) 
1-44. An auditor is primarily interested in obtaining reasonable assur­
ance that errors are not sufficiently material to affect his opinion on 
the financial statements. Therefore, his concern is ordinarily with the 
upper precision limit. Thus, he is concerned that errors do not exceed, 
say, $25,000. Consequently, Audit Sampling emphasizes the 
precision limit. 
essential 
documentary 
1-82. After audit samples are designed and selected, they are evaluated 
quantitatively based upon the results of the examination of the particular 
sample items selected. As in other types of statistical sampling, the quanti­
tative evaluation of audit samples is made in two stages. In the first stage, 
an estimate is made of the condition of the population. In Audit Sampling, 
this estimate ordinarily is of the errors in the population. In monetary 
sampling, errors can be classified as errors and 
deviations. In numerical sampling, errors can be classified as 
errors and 
- 6 -
MORE 1-6. Since the auditor is also concerned with materiality, items of 
larger dollar amounts will be of greater concern to him than smaller 
amounts. He will, therefore, ordinarily examine a higher percentage 
of larger items than of smaller ones. In selecting his sample, he ordi­
narily will select a (HIGHER/LOWER) percentage of $10,000 items 
than $1,000 items. 
upper 1-45. In Audit Sampling, the auditor should decide the approximate 
maximum number or amount of errors he considers not material in 
relation to the financial statements. This judgment, reduced to reflect 
any company expectations in the particular circumstances, comprises 
the desired (PRECISION/RELIABILITY) used in designing the sample. 
monetary 
compliance 
numerical 
1-83. In the second stage of quantitative evaluation of audit samples, 
the statistical assurance concerning the estimated condition of the pop­
ulation is determined. This assurance is expressed in terms of the 
and of the sample. 
compliance deviations 
- 7 -
HIGHER 1-7. Despite the reliance that has traditionally been placed upon judg­
ment sampling in auditing, this technique has certain limitations. For 
example, in a judgment sample the auditor does not have any quanti­
tative measure of the risk involved. Therefore, judgment sampling 
(DOES/DOES NOT) permit the auditor to make a quantitative evalu­
ation of his findings. 
PRECISION 1-46. Any particular sample is only one of many possible samples 
of the same size that ordinarily could be obtained from the same pop­
ulation; likewise, the estimate and the set of precision limits calculated 
from any particular sample is only one of the many estimates and related 
sets of precision limits that could be so obtained. Some of the possible 
sets of precision limits would include the actual population value of what­
ever is being estimated, while others would not. The probability of obtain­
ing a sample whose precision limits would include the actual value of what­
ever is being estimated is referred to in this course as the reliability or reli­
ability level of the sample. For example, if a sample from a population of 
receivables results in an estimate of $50,000 for past-due receivables, with 
an upper precision limit of $55,000 at a 95% reliability level, the latter 
expresses the probability that any sample of the same size would result 
in a higher upper precision limit if the population actually included more 
than $55,000 of past-due receivables. 
precision 
reliability 
1-84. If an audit sample contains no errors, as is often the case, the 
estimate will be that there are no errors in the population. In addition, 
the precision and reliability specified in designing the sample will be 
attained. Consequently, the statistical actually attained 
will be identical to the amount specified in designing the sample, and 
no further quantitative evaluation will be necessary. 
- 8 -
DOES NOT 1-8. Another limitation of judgment sampling is that, in essentially 
identical circumstances, judgment can vary from auditor to auditor, 
from assignment to assignment, and from day to day. 
No answer required. 1-47. In the preceding example, the precision is the $5,000 range between 
the estimate of $50,000 and the upper precision limit of $55,000. Con­
versely, the upper precision limit is the $55,000, consisting of the estimate 
of $50,000 plus the precision of $5,000. In that example, the reliability 
level is 
assurance 1-85. If audit samples contain at least one error, a quantitative evalu­
ation of sample results should be made, as is discussed in subsequent 
sections of this course. In making a quantitative evaluation of any sample 
that contains a compliance deviation, Haskins & Sells personnel should 
always use the largest reliability factor for designing samples that is set 
forth in the Firm's Audit Practice Manual. This is because it is not con­
sidered appropriate to rely on internal control procedures for the pur­
pose of testing the degree of compliance with them, and this reliability 
factor is used when no reliance is placed on internal control. 
- 9 -
No answer required. 1-9. In statistical sampling, the auditor applies statistical techniques 
to the design, selection, and evaluation of his sample. Unlike judgment 
sampling, statistical sampling provides the auditor with a quantitative 
measure of his risk. Judgment sampling (DOES/DOES NOT) provide 
the auditor with such a quantitative measure. 
95% 1-48. In designing audit samples, the auditor should also evaluate the 
potential effectiveness of the company's internal control procedures. 
In Audit Sampling, this evaluation is the key determinant in assigning 
the reliability factor required to achieve the desired reliability level 
The auditor will generally want a higher reliability level (i.e., math­
ematical probability) as the potential effectiveness of the company's 
internal control procedures grows (BETTER/WORSE). 
No answer required. 1-86. In making quantitative evaluations of audit samples, certain 
"precision adjustment factors" are used, as will be seen in subsequent 
sections of this course. In making a quantitative evaluation of any sam­
ple that contains a deviation, Haskins & Sells personnel 
should always use the precision adjustment factors corresponding to 
the largest reliability factor for designing samples. These precision ad­
justment factors are set forth in the Firm's Audit Practice Manual. 
- 1 0 -
DOES NOT 1-10. The mathematical concepts that provide the quantitative basis 
for statistical sampling are best illustrated by analogies to familiar situ­
ations involving measurable probabilities. For example, if one card is 
drawn from a well-shuffled, legitimate deck of 52 cards, there are 13 
chances out of 52, or a 0.25 probability, that the card will be a spade. 
Similarly, there is a 0.25 probability that it will be a diamond. Calculate 
the probability that the card will be some suit other than spades. 
WORSE 1-49. This course includes a table with a range of reliability factors and 
corresponding reliability levels that should be sufficient to enable auditors 
to design samples they consider appropriate for their purposes. Haskins & 
Sells personnel should refer to the Firm's Audit Practice Manual for further 
guidance in this respect. The reliability factors and levels used in this course 
are for convenience of illustration only. 
compliance 1-87. In evaluating compliance deviations, the use by Haskins & Sells 
personnel of the largest reliability factor for designing samples and of 
the corresponding precision adjustment factors means that no reliance 
is placed on the company's internal control procedures. Consequently, 
deviations are evaluated at a reliability level the Firm 
considers reasonable in light of factors other than the procedures them­
selves. This policy decision accords with the recommendations of the 
Committee on Statistical Sampling of the AICPA, as set forth in its 
special report entitled "Relationship of Statistical Sampling to Gen­
erally Accepted Auditing Standards." 
- 1 1 -
0.75 
(1.00 - 0.25, or 39 out of 52) 
1-11. Consider the case where two cards are drawn from the deck. 
After the first is drawn, it is replaced in the deck and, therefore, may 
be drawn again. The probability of selecting a spade on the first draw 
is . The probability of selecting a spade on the second 
draw is 
No answer required. 1-50. In statistical sampling, the risk of being wrong is the complement 
of the reliability level. Thus, if the reliability level is 95%, the risk is 5% 
(100% minus 95%). For a reliability level of 95%, there is a 
mathematical probability of being right and a mathematical 
risk of being wrong in evaluating a sample. What is the risk for a reliability 
level of 90%? 
compliance 1-88. For those who do not have access to the Audit Practice Manual, 
this course contains a table that sets forth a range of reliability factors, 
reliability levels, and corresponding precision adjustment factors. This 
table should be sufficient to enable them to consider a similar policy 
decision. To accord with the AICPA Committee's recommendations, 
therefore, compliance deviations should be evaluated using the reli­
ability factor and corresponding precision adjustment factors that in­
dicate the level at which it is decided that reliance is 
placed on internal control. 
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0.25 
(13/52) 
0.25 
(13/52) 
1-12. Continuing the previous example, the probability of 0, 1, or 2 
spades being included in the 2 card "sample" can be readily calculated. 
For example, there are 13 possibilities of selecting a spade on the first 
draw. Since a card, once drawn, is being returned to the deck, there are 
still possibilities of selecting a spade on the second draw, 
regardless of the suit of the first card. 
95% 
5% 
10% 
1-51. The auditor should recognize that there are two basic types of 
risks in statistical sampling. One is the inherent risk of being wrong in 
forming conclusions about all of the population due to examining only 
a sample from it. This may be called sampling risk and is the 
of the reliability level. 
no 1-89. In addition to the quantitative evaluation of audit samples that 
contain one or more errors, the auditor should give appropriate attention 
to the qualitative aspects of any errors. This requires judgment in consider­
ing the nature and causes of errors, the relation of the errors to other phases 
of the audit, and the possibility of making suggestions for improving the 
company's procedures. 
- 13 -
13 1-13. Therefore, considering the order in which particular spades could 
be selected, how many different possibilities exist for selecting a sample 
of 2 spades? 
a. 26 (IF THIS IS YOUR ANSWER, GO TO FRAME 1-14.) 
b. 169 (IF THIS IS YOUR ANSWER, GO TO FRAME 1-15.) 
complement 1-52. The other type of risk may be called non-sampling risk. This is 
the risk of being wrong in forming conclusions about the particular 
sample items that are examined individually. For example, an auditor 
might not recognize a selected voucher as being improper. Statistical 
sampling does not measure risk. Similarly, Audit Sampling 
cannot furnish any aid in the recognition of errors and obviously cannot 
give effect to any unrecognized errors included in samples. 
No answer required. 1-90. In earlier frames, some concepts of mathematical probability 
were discussed. Having considered briefly the three basic steps in sam­
pling applications, which are sample , , and 
, and certain other terms used in Audit Sampling, we will 
expand the discussion of these concepts. 
i 
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1-14. YOUR ANSWER: a. 26 
This is incorrect. If, for example, the ace of spades were selected on the 
first draw, it could be matched with any of the 13 possibilities for obtain­
ing a spade on the second draw, to give AA, AK, AQ, et seq. Similarly, 
there are 13 possibilities of KA, K K , KQ, et seq. Since each of the 13 
spades that might be selected on the first draw can be matched with 
each of the 13 that might be selected on the second draw, there are 
13 x 13 or 169 possibilities. 
GO TO FRAME 1-16. 
non-sampling 1-53. In designing audit samples, the desired statistical assurance, which 
is a combination of and , is the key determinant 
of the appropriate sample size. Sample size, designated by the symbol n, 
may be expressed as an absolute number of items, such as 100 or 200. For 
convenience of selection, however, sample sizes are frequently converted 
to sampling intervals or sampling rates. 
design 
selection 
1-91. In our earlier discussion of the probabilities of selecting spades 
from a deck of cards, we saw the difference between sampling with re­
placement and sampling without replacement. 
evaluation Statistical tables developed for sampling from finite populations with re­
placement or from infinite populations (e.g., continual processes) are based 
upon the "binomial" probability distribution. However, since samples in 
auditing are usually selected from (FINITE/INFINITE) populations (WITH/ 
WITHOUT) replacement, this distribution is seldom appropriate for audit 
samples. 
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1-15. YOUR ANSWER: b. 169 
This is correct. Any of the 13 spades that might be selected on the first 
draw could be followed by any of the 13 that might be selected on the 
second draw (to give AA, A K , AQ, et seq., KA, KK, KQ, et seq.) for a 
total of 13 x 13 or 169 possibilities. 
CONTINUE WITH FRAME 1-16. 
precision 
reliability 
1-54. Assume that a sample size (n) of 100 items is to be selected from 
a population (N) of 2,000 items. Under this assumption, the sampling 
interval (i) would be 20 (2,000 ÷ 100). In other words, every 20th item 
in the population would be selected. Thus, a general formula for calculat­
ing a sampling interval is: 
i = N/n 
For a sample size (n) of 200 items to be selected from a population (N) 
of 1,000 items, the sampling interval (i) is . In this case, the 
auditor would select every item in the population. 
FINITE 
WITHOUT 
1-92. The "hypergeometric" probability distribution applies to sampling 
from finite populations without replacement, the type of sampling ordinar­
ily used in auditing. The probabilities under the hypergeometric distribution 
are more complex to calculate than under the binomial distribution. In 
addition, the available tables of the hypergeometric distribution are somewhat 
limited. Nevertheless, the (BINOMIAL/HYPERGEOMETRIC) distribution 
is ordinarily appropriate for audit samples. 
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No answer required. 1-16. Compute the number of possibilities of selecting no spades in 
two draws where the first card drawn is returned to the deck prior to 
the second draw (sampling with replacement). 
5 
(1,000/200) 
5th 
1-55. Similarly, we can convert a sample size (n) of 100 items to be 
selected from a population (N) of 2,000 items to a sampling rate (r). 
In this case, we would select .05 (100 ÷ 2,000) of the population 
items. Thus, a general formula for calculating a sampling rate is: 
r = n/N 
For a sample size (n) of 200 items to be selected from a population (N) 
of 1,000 items, the sampling rate (r) is . In this case, the 
auditor would select % of the items in the population. 
HYPERGEOMETRIC 1-93. There is a third probability distribution called the "Poisson" 
distribution. Like the binomial distribution, the Poisson distribution 
is not dependent on the size of the population. However, the Poisson 
distribution can be made to reflect the size of the population by a 
simple adjustment called the "finite adjustment factor," which will be 
discussed subsequently. As used in the Haskins & Sells Audit Sampling 
Plan this adjustment will cause the Poisson distribution to approximate 
closely — but conservatively — the distribution that is or­
dinarily appropriate for audit samples. 
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1,521 
(39 x 39) 
1-17. Two spades could be drawn only by selecting SS. Similarly, no 
spades could be drawn only by selecting X X (where X is a card of any 
suit other than spades). However, there are two sequences that could 
produce one spade. These are SX and XS. The possibilities of drawing 
SX are 13 x 39, or 507. The possibilities of drawing XS are 
.20 
(200/1,000) 
20 
1-56. The sampling rate is also the reciprocal of the sampling interval. 
Therefore, another formula for calculating a sampling rate is: 
r=l / i 
Using this formula, what is the sampling rate where the sampling interval 
is 5? For a sample size (n) of 200 items to be selected from 
a population (N) of 1,000 items, the sampling interval is 5 and the sam­
pling rate is . 
hypergeometric 1-94. Because the Poisson distribution can be made to approximate 
closely the hypergeometric distribution that ordinarily applies to audit 
samples, and because Poisson probabilities are readily available, the 
Haskins & Sells Audit Sampling Plan uses the Poisson distribution as a 
matter of convenience, with the finite adjustment factor where signifi­
cant. Compared to the hypergeometric distribution, the 
distribution as used in Audit Sampling (IS/IS NOT) conservative and 
is particularly appropriate when samples contain no errors or relatively 
few errors, as is often the case in auditing. 
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507 
(39x13) 
\ 
1-18. How many possibilities exist for selecting exactly one spade in 
two draws if the first card is replaced in the deck prior to the second 
draw? 
.20 
(1/5) 
.20 
(200/1,000) 
1-57. Statistical selection methods are a prerequisite to valid statistical 
evaluation, because such methods are necessary to satisfy a condition that 
is an integral part of the mathematical concepts underlying statistical sam­
pling. This condition is that each item in a population must have an equal 
or otherwise determinable probability of being selected. 
Poisson 
IS 
1-95. The Haskins & Sells Audit Sampling Plan uses the Poisson distri­
bution to express the mathematical probability of including at least one 
error in a sample of size n selected from a population of size N if the 
actual error proportion exceeds P. If the actual error proportion is P, 
we would expect to include nP errors in a sample of size n. Thus, i f a 
sample of 300 items were selected from a population of 2,000 items 
with an actual error proportion of .02, we would expect the sample to 
include errors. Similarly, if a sample of 600 items were 
selected from a population of 5,000 items with an actual error pro­
portion of .01, we would expect the sample to include 
errors. 
- 1 9 -
1,014 
(507 possibilities of drawing XS 
plus 507 possibilities of drawing 
SX) 
1-19. Now we can summarize the possibilities of selecting 0, 1, or 2 
spades in two draws when sampling with replacement. They are as 
follows: 
Number Number of 
of Spades Possibilities 
0 1,521 
1 1,014 
2 169 
2,704 
The probability of selecting 0 spades is 1,521 ÷ 2,704, or .5625. The 
probability of 1 spade is 1,014 ÷ 2,704, or .3750. Therefore, the prob­
ability of 2 spades is 
No answer required. 1-58. Statistical selection methods satisfy the condition that each item 
in a population must have an or otherwise 
probability of being selected by eliminating every form of bias from the 
selection process. 
6 
(300 x .02) 
1-96. Examine the table below, which is based on the Poisson distribu­
tion: 
6 
(600 x .01) 
Errors in Probabilities 
Sample nP = 1.0 nP=2.0 nP = 3.0 
None .37 .14 .05 
One or more .63 .86 .95 
1.00 1.00 1.00 
From this table, we can determine the probability of including at least one 
error in a sample of size n if the actual error proportion in the population 
exceeds P. For example, if P = .02 and our sample (n) consists of 150 items, 
then the third column of probabilities (nP = 3.0) tells us that there is only 
a .05 probability that the sample will include no errors and a 
probability that the sample will include one or more errors. 
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.0625 
(169 ÷ 2,704, or 1.0000-
.5625 - .3750) 
1-20. Given the following probabilities of selecting 0, 1, or 2 spades 
with replacement after each draw, what is the probability of selecting 
at least one spade in two draws? 
Number 
of Spades Probabilities 
0 0.5625 
1 0.3750 
2 0.0625 
1.0000 
a. 0.4375 (IF THIS IS YOUR ANSWER, GO TO FRAME 1-21.) 
b. 0.3750 (IF THIS IS YOUR ANSWER, GO TO FRAME 1-22.) 
equal 
determinable 
1-59. In the examples of the probability of selecting spades from a deck 
of cards, we assumed that the cards were thoroughly shuffled and, there­
fore, that each card had an equal probability of selection. If the cards were 
not thoroughly shuffled, the calculated probabilities would not apply. 
Similarly, if due to personal bias, we always drew the top card, the deck 
could easily be stacked to make sure that we never selected a spade. 
.95 1-97. A sample of 200 items is selected from a population with an actual 
error proportion of .01. What is the expected number of errors in the 
sample? Referring to the table in the preceding frame, what 
is the probability that the sample will contain: 
a. No errors? 
b. One or more errors? 
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1-21. YOUR ANSWER: a. 0.4375 
This is correct. The probability of selecting at least one spade is the 
probability of 1 spade (0.3750) plus the probability of 2 spades 
(0.0625). This probability may also be calculated by subtracting the 
probability of 0 spades (0.5625) from the sum of all the probabilities 
(1.0000). 
GO TO FRAME 1-23. 
No answer required. 1-60. There are two basic statistical selection methods: random selec­
tion and systematic selection. 
Random selection is a technical statistical term that implies more than 
casual, arbitrary, haphazard, or impartial selection. However, discussion 
of the theoretical concept of randomness is beyond the scope of this 
course. For auditing, random selection is often excessively time consum­
ing. 
2.0 
(nP = 200 x .01=2.0) 
a. .14 
(where nP = 2.0) 
b. .86 
(where nP = 2.0) 
1-98. Refer to the table in Frame 1-96. 
If a sample of 40 items contained no errors, the probability of obtaining 
such a sample if nP is 2.0 is only .14. Therefore, we can conclude with 
.86 reliability that the actual error proportion in the population does not 
exceed a P of .05, since: 
n 40 
At what reliability level can we conclude that P does not exceed .025 if 
a sample of 40 items contains no errors? 
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1-22. YOUR ANSWER: b. 0.3750 
This is incorrect. The question called for the probability of selecting at 
least one spade in two draws. This requirement can be satisfied by select­
ing 1 spade (SX or XS) or 2 spades (SS). Therefore, the probability of 
selecting at least one spade is the probability of one spade (0.3750) plus 
the probability of 2 spades (0.0625). This probability may also be calcu­
lated by subtracting the probability of .0 spades (0.5625) from the sum 
of all the probabilities (1.0000). 
CONTINUE WITH FRAME 1-23. 
No answer required. 1-61. If, in sampling disbursement vouchers, an auditor arbitrarily 
selected a month and examined all the vouchers for that month, he 
might select certain months more frequently than others, possibly be­
cause the vouchers for those months were more readily available. Fur­
thermore, there is no assurance that he would select a month that would 
be typical of the entire year. Since his selection is (RANDOM/ARBI­
TRARY), he (COULD/COULD NOT) apply concepts of mathematical 
probability to his findings. 
.63 
(For a sample size of 40 and 
a P of .025, nP is 1.0. With 
this nP, there is a .63 prob­
ability of obtaining a sam­
ple that contains no errors.) 
1-99. If no errors are contained in the sample discussed previously, 
there would be a .37 probability of obtaining such a sample if the 
actual error proportion is as much as .025. There would be a 
(GREATER/LESSER) probability of obtaining such a sample if the 
actual error proportion is less than .025. 
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No answer required. 1-23. In the previous example, we have considered sampling with re-
placement, the first card being returned to the deck prior to the second 
draw. In auditing, however, sampling ordinarily is without replacement. 
This (WILL/WILL NOT) have an effect on the probabilities. 
ARBITRARY 
COULD NOT 
1-62. Random selection is selection by use of random numbers. These 
numbers are usually, but not necessarily, obtained from random number 
tables. Casual selection of numbers that are truly random is virtually im­
possible. For example, personal bias will ordinarily prevent a person from 
picking the extreme numbers if he is asked to pick a number at random 
from a range of numbers. Ask persons to choose a number from, say, 
1 to 10 and rarely will 1 or 10 be chosen. 
GREATER 1-100. Since, in a sample of 40 items containing no errors, there is 
only a .37 probability of obtaining such a sample if the actual error 
proportion is as much as .025, we can state that we have .63 reliability 
that the actual error proportion in the population does not exceed 
; otherwise, there is a .63 probability that the sample 
would have contained one or more errors. 
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WILL 1-24. Consider the possibilities of selecting 2 spades when sampling 
without replacement. There are 13 chances out of 52 that a spade will 
be selected as the first card. If the first card is a spade, there are 
chances out of that the second card will also be a spade. 
No answer required. 1-63. In using random selection, the number of random numbers re­
quired to identify the particular items to be examined individually is 
determined by the sample size (n) expressed in terms of an absolute 
number of items. If random selection is used for a sample size of 200 
items, how many random numbers are required? Since 
the numbers obtained from a random number table will be in random 
order, the use of random selection will ordinarily require either that the 
random numbers be arranged in sequential order or that the sample be 
selected by skipping back and forth across the population. This will 
obviously be time consuming. 
.025 1-101. If a sample of 40 items contains no errors, we can state that we 
have .63 reliability that the actual error proportion does not exceed .025; 
otherwise, the sample would have contained one or more errors. The .025 
is referred to in Audit Sampling as the upper precision limit, at a reliability 
level of .63. If we were to increase the reliability to .95 (nP = 3.0) and the 
sample of 40 items contained no errors, the upper precision limit (P) would 
be . Thus, increasing the reliability would (INCREASE/DE­
CREASE) the upper precision limit. 
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12 
(13 -1 ) 
51 
(52 -1 ) 
1-25. Previously, we said that there were 169 (13 x 13) possibilities 
of selecting 2 spades when sampling with replacement. Without replace­
ment, however, there are only 156(13x 12) since a first spade, once 
selected, can only be followed by one of the 12 remaining spades. Cal­
culate the number of possibilities of selecting 0 spades. 
200 1-64. Systematic selection is selection of sample items in a recurring 
pattern. The nature of the pattern depends on the particular technique 
being used, as will be discussed later. 
Systematic selection from accounting data usually is more efficient than 
random selection. For systematic selection to be a valid equivalent of 
random selection, however, it is important to observe one precaution. This 
is to determine that the population does not have any recurring pattern 
of items that is related to the incidence of occurrence of errors or other 
features of interest and that coincides with the sampling interval or with 
any multiple or sub-multiple of it. 
.075 
(P = nP/n = 3.0/40) 
INCREASE 
1-102. Refer to the table in Frame 1-96, and assume no errors are found 
in a sample of 100 items. At a reliability level of .63, the upper precision 
limit would be .01, since: 
P = nP/n = 1.0/100 =.01 
At a reliability level of .86, nP would be and P would be 
. At a reliability level of .95, nP would be and 
P would be 
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1,482 
(39 x 38 = 1,482. There are 39 
possibilities of selecting X on 
the first draw. If the first card 
is not a spade, there are only 
38 possibilities of selecting X 
on the second draw.) 
1-26. One spade can be selected on either the first or second draw 
(SX or XS). There are 13 possibilities of S on the first draw followed 
by 39 possibilities of X on the second, a total of 507 (13 x 39) pos­
sibilities of selecting SX. How many possibilities exist for selecting 
XS? 
No answer required. 1-65. If there is a coinciding pattern, systematic selection may not 
properly be regarded as the equivalent of random selection. For ex­
ample, if a payroll consisted of several work crews with a recurring 
pattern of a foreman and nine workmen being listed in consecutive 
order, a sampling interval of 5 or 10 would result either in all of the 
foremen being selected or in none of them being selected . Consequent­
ly, a pattern would be present. With a sampling interval 
of 9, however, the recurring pattern of foremen (WOULD/WOULD 
NOT) coincide with the interval. 
2.0 1-103. If a sample of 200 items contains no errors, we could form any 
of the following conclusions: 
.02 
(P = nP/n = 2.0/100) "We have .63 reliability that the actual error proportion 
does not exceed .005. We have .86 reliability that this 
proportion does not exceed . We have 
reliability that this proportion does not 
exceed .015." 
3.0 
.03 
(P = nP/n = 3.0/100) 
In Audit Sampling, however, conclusions are usually expressed at the same 
reliability level as was used in designing the sample. 
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507 
(39 x 13 = 507. There are 39 
possibilities of selecting X on 
the first draw. The possibilities 
of selecting S on the second 
draw remain 13.) 
1-27. In summary, when sampling without replacement, the prob­
abilities of drawing 0, 1, or 2 spades are as follows: 
Number Number of 
of Spades Possibilities Probabilities 
0 1,482 0.5588 
1 1,014 0.3824 
2 156 0.0588 
2,652 1.0000 
What is the probability of selecting at least one spade in two draws 
when sampling without replacement? 
coinciding 
WOULD NOT 
1-66. The possibility of a coinciding pattern should be considered in 
each case before using systematic selection. This consideration should 
include a study of the process by which data are developed to see 
whether there is any reason to expect such a pattern and a scanning 
of the data to observe any evidence of a pattern. 
.01 
(P = nP/n = 2.0/200) 
.95 
(nP= 200x.015 = 3.0) 
1-104. In a sample of 200 items selected from a population with an 
actual error proportion of .005, nP would be 1.0. If the sample con­
tained no errors, we could conclude that we have re­
liability that the actual error proportion does not exceed .005 and 
reliability that the actual error proportion does not 
exceed .01. 
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0.4412 
(0.3824 plus 0.0588) 
1-28. When sampling without replacement, the probability of select­
ing at least one spade in two draws is 0.4412 (1.0000 - 0.5588). When 
sampling with replacement, however, this probability is only 0.4375 
(1.0000 — 0.5625). Therefore, the probability of selecting at least one 
spade is (LARGER/SMALLER) when sampling without replacement, 
the type of sampling ordinarily used in auditing. 
coinciding 1-67. Coinciding patterns are believed to occur infrequently in account­
ing data. Furthermore, "monetary sampling" (selecting samples based up­
on the monetary amounts of individual items) tends to reduce the likeli-
hood of such patterns. For these reasons, (SYSTEMATIC/RANDOM) 
selection is expected to be appropriate for most audit samples. 
.63 
(nP = 200 x .005 = 1.0) 
.86 
(nP = 200x.01 =2.0) 
1-105. If a sample of 200 items contains no errors, we have .86 reli­
ability that the actual error proportion does not exceed .01, whereas in 
a sample of 100 items that contains no errors we have only 
reliability that the actual error proportion does not exceed .01. 
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LARGER 1-29. When sampling without replacement, the number of cards that 
can be drawn is finite; the number cannot exceed 52. However, when 
sampling with replacement, the number of cards that can be drawn is 
infinite. Therefore, the probability of selecting a specified number of 
spades in a specified number of draws (WILL/WILL NOT) be the same 
when sampling without replacement as when sampling with replacement. 
SYSTEMATIC 1-68. Systematic selection ordinarily utilizes sampling intervals or 
sampling rates. 
In one technique of systematic selection, the first sample item is selected 
at random and the remaining items are selected using the sampling interval. 
For example, if the random starting point were the third item in the pop­
ulation and the sampling interval were 10, then the 3rd, 13th, 23rd, 
, et seq. items would be selected. 
.63 
(nP= 100 x . 01 = 1.0) 
1-106. As the sample size increases, for a stated precision and assuming 
the sample contains no errors, the reliability level (INCREASES/DE­
CREASES). 
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0.4412 
(0.3824 plus 0.0588) 
1-28. When sampling without replacement, the probability of select­
ing at least one spade in two draws is 0.4412 (1.0000 - 0.5588). When 
sampling with replacement, however, this probability is only 0.4375 
(1.0000 - 0.5625). Therefore, the probability of selecting at least one 
spade is (LARGER/SMALLER) when sampling without replacement, 
the type of sampling ordinarily used in auditing. 
coinciding 1-67. Coinciding patterns are believed to occur infrequently in account­
ing data. Furthermore, "monetary sampling" (selecting samples based up­
on the monetary amounts of individual items) tends to reduce the likeli-
hood of such patterns. For these reasons, (SYSTEMATIC/RANDOM) 
selection is expected to be appropriate for most audit samples. 
.63 
(nP = 200 x .005 = 1.0) 
.86 
(nP = 200x.01 = 2.0) 
1-105. If a sample of 200 items contains no errors, we have .86 reli­
ability that the actual error proportion does not exceed .01, whereas in 
a sample of 100 items that contains no errors we have only 
reliability that the actual error proportion does not exceed .01. 
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LARGER 1-29. When sampling without replacement, the number of cards that 
can be drawn is finite; the number cannot exceed 52. However, when 
sampling with replacement, the number of cards that can be drawn is 
infinite. Therefore, the probability of selecting a specified number of 
spades in a specified number of draws (WILL/WILL NOT) be the same 
when sampling without replacement as when sampling with replacement. 
SYSTEMATIC 1-68. Systematic selection ordinarily utilizes sampling intervals or 
sampling rates. 
In one technique of systematic selection, the first sample item is selected 
at random and the remaining items are selected using the sampling interval. 
For example, if the random starting point were the third item in the pop­
ulation and the sampling interval were 10, then the 3rd, 13th, 23rd, 
, et seq. items would be selected. 
.63 
(nP= 100 x.01= 1.0) 
1-106. As the sample size increases, for a stated precision and assuming 
the sample contains no errors, the reliability level (INCREASES/DE­
CREASES). 
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WILL NOT 1-30. In sampling with replacement, it can be calculated that the prob­
ability of selecting exactly 13 spades in 52 draws is .127. The probabil­
ity of selecting exactly 13 spades in 52 draws when sampling without 
replacement is 
33rd 1-69. In the technique of systematic selection described in the preced­
ing frame, the sampling interval is used by counting the population until 
43rd either the (RANDOM/ARBITRARY) starting point or the sampling in­
terval is reached. Because the items in accounting populations (e.g., 
checks and vouchers) are usually numbered, the use of a systematic tech­
nique based on terminal digits will often be more efficient than counting 
the population. The terminal digits technique, which utilizes sampling 
rates, is described and illustrated in Section 2. 
INCREASES 1-107. When an auditor examines a sample of 100 items that contains 
no errors, his estimate is that there are no errors in the population. When 
he states that he has .63 reliability that P is .01 or .95 reliability that P 
is .03, he is stating the probability of obtaining a sample whose upper 
precision limit would exceed the actual error proportion. In the first case, 
the precision ranges from the estimate of 0 to an upper limit of .01 and 
in the second case from 0 to an upper limit of .03. Obviously, as the upper 
precision limit increases, he can conclude with (GREATER/LESSER) reli­
ability that the actual error proportion does not exceed the precision limit. 
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1.00 
(When you have drawn all 52 
cards, you must have selected 
all 13 spades.) 
1-31. Having illustrated the difference between sampling with replace­
ment and sampling without replacement, we will now consider some 
other terms used in statistical sampling. 
In the order of their occurrence, statistical sampling applications involve 
three basic steps: design, selection, and evaluation. In the following frames, 
we will define these terms and also discuss certain considerations relating 
to each step. 
RANDOM 1-70. Once the particular sample items to be examined individually 
have been identified through either a random or selection 
technique, the auditor can proceed with such examination to provide 
the basis for the evaluation of the sample results. Obviously, the pur­
pose of the test must be clearly understood by the auditor or an im­
proper evaluation may result. Since an auditor is generally testing for 
errors, a clear definition of errors is required so that the auditor can rec­
ognize any errors and thus minimize the (SAMPLING/NON-SAMPLING) 
risk. 
GREATER 1-108. The following table was given in Frame 1-96: 
Errors in Probabilities 
Sample nP= 1.0 nP = 2.0 nP = 3.0 
None .37 .14 .05 
One or more .63 .86 .95 
1.00 1.00 1.00 
An auditor seeks to determine with .95 reliability that the actual error 
proportion does not exceed .01. He must determine the sample size that, 
if no errors are found, will provide this determination. From the table he 
determines that an nP of is required to provide a reliability 
of .95 that the sample will include at least one error if the actual error 
proportion exceeds .01. 
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No answer required. 1-32. Sample design consists basically of determining the appropriate 
sample size to be selected in order to form conclusions about the data. 
Sample selection consists of identifying the particular items to be ex­
amined individually. Sample consists of forming con­
clusions about the data based upon the results of the examination of 
individual sample items. 
systematic 
NON-SAMPLING 
1-71. Errors can be evaluated in numerical or monetary terms. Using 
95% reliability, for example, a conclusion that a population was not 
overstated by more than $50,000 would be a (NUMERICAL/MONE­
TARY) evaluation whereas a conclusion that it did not contain more 
than 65 errors would be a evaluation. 
Under Audit Sampling, sample designs similarly may be numerical or 
monetary. In this course, numerical sampling is discussed in Section 2. 
The subsequent sections discuss sampling, which ordinarily 
is more appropriate for auditing financial statements because they con­
tain dollar amounts. 
3.0 1-109. If nP = 3.0 and the upper precision limit (P) is .01, then the 
required sample size (n) is determined by: 
n = nP/P 
Calculate n. 
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evaluation 1-33. List the three basic steps in a statistical sampling application: 
1. 
2. 
3. 
MONETARY 
numerical 
monetary 
1-72. Under both numerical and monetary sampling in this course, 
deviations from essential internal control procedures are classified as 
compliance deviations. Under numerical sampling, other types of errors 
or features of interest are classified as (NUMERICAL/MONETARY) 
errors. Under monetary sampling, errors that affect the amount of an 
item shown in the financial statements are classified as (NUMERICAL/ 
MONETARY) errors. 
300 
(n = nP/P= 3.0/.01) 
1-110. To prove this calculation, assume that the auditor's sample of 
300 items contained no errors. Then there is only a .05 probability that 
the actual error proportion is as high as .01. If nP = 3.0 and the sample 
size (n) is 300, then P = . Therefore, he (HAS/HAS NOT) 
met the criteria of his sample design. 
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1. Design 1-34. In this course, the data from which samples are selected are 
referred to as the population. (Elsewhere, the population is also re­
ferred to as the universe or field.) Thus, in applying a statistical sam­
pling procedure to test accounts receivable, the subsidiary accounts 
or trial balance of accounts receivable constitutes the (SAMPLE/ 
POPULATION). The particular accounts receivable to be examined 
individually constitute the (SAMPLE/POPULATION). 
2. Selection 
3. Evaluation 
NUMERICAL 1-73. Under monetary sampling, inaccurate extension, pricing, or foot­
ing of a voucher would be an example of a (NUMERICAL/MONETARY) 
error. MONETARY 
.01 1-111. Which one of the following factors was not considered in deter­
mining the appropriate sample size in the preceding examples? (P = nP/n = 3.0/300) 
HAS a. Reliability 
b. Precision 
c. Population size 
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POPULATION 
SAMPLE 
1-35. Defining the population to be sampled requires an auditing 
decision that depends primarily on the purpose and nature of the 
auditing procedures to be performed. This decision is also influenced 
by certain statistical considerations. 
Assume an auditor decides to use statistical sampling to test cash dis­
bursements under $ 1,000 for proper approval. In this case, the pop­
ulation would be comprised of which of the following? 
a. A l l cash disbursements. 
b. A l l cash disbursements under $ 1,000. 
MONETARY 1-74. A credit memorandum lacking essential approval, but otherwise 
in order, would be an example of a deviation. 
c. Population size 1-112. In the preceding examples, the population size was not considered 
in determining the appropriate sample size. However, we said earlier that, 
by a simple adjustment called the "finite adjustment factor," the 
(POISSON/HYPERGEOMETRIC) distribution can be made to reflect 
the size of the population. 
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b. Al l cash disbursements under 
$1,000. 
1-36. In Audit Sampling, the number of items in a population is desig­
nated by the symbol N and the monetary total of the population is des­
ignated by the symbol M. For a population of 5,000 disbursement 
vouchers with a monetary total of $7,000,000, N would be 5,000 and 
M would be $7,000,000. For a population of 10,000 accounts receiv­
able with a monetary total of $5,000,000, M would be 
and N would be 
compliance 1-75. A monetary error is any discrepancy that would affect the dollar 
amount of the population. A compliance deviation would not necessarily 
affect the dollar amount of the population but would indicate some vio­
lation of the requirements of an essential pro­
cedure. 
POISSON 1-113. The finite adjustment factor is ordinarily reflected in calculating 
the sampling interval (i). Previously, we said that a general formula for 
calculating the sample interval is: 
i = N/n 
Were the above formula to reflect the finite adjustment factor, it would 
be written as: 
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i = N n + f 
In this formula, the finite adjustment factor is represented by the symbol 
$5,000,000 
10,000 
1-37. In statistical sampling, the conclusions based upon samples are 
applicable only to the populations from which the samples are selected 
and do not extend to any items that were not available for selection. 
For example, conclusions based upon a sample selected from the trans­
actions for a month are applicable only to that month, but not to the 
entire year. Similarly, conclusions based upon a sample selected from 
one branch office only (DO/DO NOT) apply to any other branch. 
internal control 1-76. Under Audit Sampling, two conditions must exist before one of 
the purposes of a sample is considered to be to test for compliance de­
viations. First, the procedure tested should be one (such as proper approval) 
that is considered essential to reliance on internal control. Second, docu-
mentary evidence (such as signatures, initials, audit stamps, and the like) 
should be available concerning performance of the essential procedure. 
Would a compliance deviation necessarily affect the dollar amount of the 
population? (YES/NO) Could sample items evidencing compliance devia­
tions also evidence other types of errors, including monetary errors? (YES/ 
NO) 
1-114. In the following formula for calculating the sampling interval: 
i = N n + f 
the "f" term represents the adjustment factor. Where it is 
desired to use the f factor, it takes on a value of 0.5. Thus, the above 
formula can also be written as: 
i = N n + 0.5 
As used in Audit Sampling, the finite adjustment factor provides a con­
servative approximation of the mathematical effect of sampling from 
(INFINITE/FINITE) populations (WITH/WITHOUT) replacement, the 
type of sampling ordinarily used in auditing. 
f 
- 3 8 -
DO NOT 1-38. Since conclusions are applicable only to the populations from 
which samples are selected, it follows that statistical conclusions are 
not applicable to individual items that are omitted from populations 
and thereby are not available for selection. For example, conclusions 
based upon a sample of sales invoices selected from a sales register 
(WOULD/WOULD NOT) apply to any invoices omitted from the 
register. 
NO 
YES 
1-77. One of the purposes of Audit Sampling is considered to be to test 
for compliance deviations only when two conditions exist. The procedure 
should be to reliance on internal control, and 
evidence should be available concerning performance of the procedure. 
finite 
FINITE 
WITHOUT 
1-115. The effect of f = 0.5 can be illustrated by assuming a finite pop­
ulation of 1,000 items and a sampling interval of 10. If a sample is selected 
with replacement, sample size will be 100 items (1,000/10). Without replace­
ment, however, an average of only 950 population items will be available, 
since each sample selection will reduce the remaining population by one item; 
considering this, a sampling interval of 10 would require a sample size of only 
items. If 0.5 is added to the sampling interval of 10, what sam­
ple size would result based on the original 1,000 population items? 
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WOULD NOT 1-39. In our discussion of judgment sampling, we stated that the auditor 
was concerned about the risk that conclusions based upon a sample might 
be wrong. In positive terms, therefore, the auditor requires reasonable 
assurance of being right. 
essential 
documentary 
1-78. If one of the purposes of an audit sample — whether numerical 
or monetary — is to test for compliance with internal control procedures, 
or, in other words, to test for deviations, Haskins & Sells 
personnel should refer to the Firm's Audit Practice Manual for the initial 
reliability factor to be used in designing the sample. 
95 
(n = N/i = 950/10) 
95 
(n = N/i= 1,000/10.5) 
1-116. The effect of the finite adjustment factor becomes negligible 
when the sampling interval is relatively large. For convenience, there­
fore, it may often be ignored. When the finite adjustment factor (f) 
is used, its effect is to consider the population size as being (FINITE/ 
INFINITE) in determining the sample size. 
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No answer required. 1-40. In this course, statistical assurance refers to a combination of 
precision and reliability. (Reliability is also referred to elsewhere as 
confidence.) These statistical terms are inseparably interrelated. To 
cite the precision of a sample without simultaneously citing the 
is meaningless. 
compliance 
NOW TURN BACK TO PAGE 3 AND BEGIN THE BOTTOM ROW 
WITH FRAME 1-79. 
FINITE 1-117. This completes our consideration of basic concepts of Audit 
Sampling. Before beginning the sections that deal with particulars, it 
should be emphasized that Audit Sampling is not a substitute for pro­
fessional judgment. Among other things, decisions as to materiality, 
the evaluation of internal control, the definition of errors, and the 
qualitative aspects of errors are matters of audit judgment. The func­
tion of Audit Sampling is to provide a means for expressing judgments 
of the desired statistical assurance in objective terms and for measuring 
the sufficiency of audit tests on this basis. 
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reliability 
NOW TURN BACK TO PAGE 3 AND BEGIN THE MIDDLE ROW 
WITH FRAME 1-41. 
No answer required. 
END OF SECTION 1. 
NOW TURN THE PAGE, FLIP THE BOOK OVER, AND BEGIN THE 
TOP ROW OF SECTION 2 WITH FRAME 2-1. 
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section 2 
Numerical Sampling 
SECTION 2. NUMERICAL SAMPLING 
2-1. Most applications of the Haskins & Sells Audit Sampling Plan are 
based on the monetary amount of population items. However, certain 
accounting populations do not have any monetary amount associated 
with individual items. Audit samples from such populations therefore 
can only be designed to be evaluated in terms of the number of errors 
or of other features of interest. Such sampling is referred to in this 
course as numerical sampling. In statistical terminology, numerical 
sampling is the equivalent of sampling for attributes. 
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No answer required. 2-2. A numerical sample is designed to be evaluated in terms of the 
number of errors or of other features of interest in the population. Con­
versely, a monetary sample is designed to be evaluated in terms of the 
(NUMBER/MONETARY AMOUNT) of errors. 
2-41. Assume that an auditor obtains the digits 074 from a dollar bill. 
Using these digits to enter the Consecutive Numbers column of Sheet 4 
of Problem 1, the auditor finds that the adjacent random number is 746. 
If the sampling interval is 500, would the 746th item become the random 
starting point? (YES/NO) Please explain your answer. 
2-79. In using the table for numerical sampling purposes, the column 
on the left headed Rank of Errors should be interpreted as meaning 
Number of Errors. For a numerical sample containing 2 errors, evaluated 
using an R factor of 2.0, the auditor should use the (TOP/BOTTOM) 
half of the table and add 1.51 to 1.38 (the circled numbers on Sheet 3 
of Problem 1) to give Σpe of . For a numerical sample con­
taining 4 errors, evaluated using a reliability level of 95%, the sum of the 
precision adjustment factors would be . 
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MONETARY AMOUNT 2-3. Which of the following evaluations would apply to a numerical 
sample? 
a. "I have .95 reliability that disbursement vouchers unsupported 
by a receiving record do not exceed .05 of the number of such 
vouchers." 
b. "I have .95 reliability that disbursement vouchers unsupported 
by a receiving record do not aggregate more than $50,000." 
NO 
The number 746 exceeds the 
sampling interval of 500. 
2-42. If a random number exceeds the sampling interval, the auditor may 
proceed along a predetermined route until he locates a random number 
that is equal to or less than the sampling interval. Assuming the auditor 
proceeds down the Random Numbers column of Sheet 4 of Problem 1 
from the random number 746 (consecutive number 074), the first random 
number equal to or less than a sampling interval of 500 would be 
This number would constitute the random starting point. Therefore, the 
first item to be selected for the sample would be the th in the 
population. 
TOP 
2.89 
(1.51 + 1.38) 
6.17 
(1.75 + 1.56 + 1.46 + 1.40) 
IF YOU A R E CORRECT, GO 
TO FRAME 2-82. IF NOT, 
CONTINUE WITH FRAME 
2-80. 
2-80. In numerical sampling, the sum of the precision adjustment factors 
(Σp e ) is obtained by adding as many individual factors from Sheet 3 of 
Problem 1 as there are errors. The individual factors added are those cor­
responding to the reliability factor (R) used to evaluate the errors. Thus, 
for a numerical sample containing 3 errors that are evaluated using an R 
factor of 2.0, the first (TWO/THREE) individual precision adjustment 
factors that are shown for a reliability level of would be added 
to obtain Σpe. In determining such factors, the column Rank of Errors 
is interpreted as meaning of Errors. 
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"I have .95 reliability that dis­
bursement vouchers unsupported 
by a receiving record do not ex­
ceed .05 of the number of such 
vouchers." 
None .37 .14 .05 
One or more .63 .86 .95 
1.00 1.00 1.00 
2-4. In Section 1, the following table of Poisson probabilities was given: 
Probabilities Errors in 
nP= 1.0 nP - 2.0 nP = 3.0 
It was stated in Section 1 that the Poisson distribution gives a close — but 
conservative — approximation of the probabilities under the 
distribution, which is applicable to sampling from finite populations 
(WITH/WITHOUT) replacement, the type of sampling ordinarily used in 
auditing. 
294 
294 
2-43. With a random starting point of 294 and a sampling interval of 
500, the auditor will count the population items and select the 294th, 
th, and th items as the first three sample items. 
As a practical matter, counting the population can be time consuming. 
However, other systematic selection techniques can be utilized in lieu 
of the counting process. One of these is based on terminal digits, which 
will be illustrated later. 
THREE 
86% 
Number 
2-81. In Sheet 3 of Problem 1, the first three individual precision adjust­
ment factors that are shown for a reliability level of 86% are 1.51, 1.38, 
and . Therefore, the sum of the precision adjustment factors 
(Σp e ) for a sample containing 3 errors that are evaluated using an R factor 
of 2.0 is 
- 4 6 -
hypergeometric 
WITHOUT 
2-5. As a matter of convenience, the Haskins & Sells Audit Sampling 
Plan uses the (POISSON/BINOMIAL) distribution as a conservative 
approximation of the hypergeometric distribution. Under Audit Sam­
pling, nP is designated by the symbol "R", which denotes the reliability 
factor. Therefore, 
R = nP 
In this formula, R designates the (PRECISION/RELIABILITY) factor 
and is equal to the product of n times P. 
794 
(294 + 500) 
1,294 
(794 + 500) 
2-44. PROBLEM 1. In the Standard Supply problem, the sampling in­
terval (i) is 100. Therefore, the random starting point should not exceed 
. Assume that the auditor enters the random number table 
(Sheet 4) at consecutive number 121 for which the adjacent random 
number is 409. Proceeding down the column of random numbers, the 
first random number that does not exceed the sampling interval is 
1.31 
4.20 
(1.51 + 1.38 + 1.31) 
2-82. PROBLEM 1. In the Standard Supply problem, the auditor's 
sample contains 3 numerical errors. Complete lines 1 and 2 of Sheet 5 
(Sample Evaluation Worksheet). 
Because the auditor examined only 1 out of each 100 sales orders, from 
the 3 errors found he can estimate that the population contains 300 
(100 x 3) errors. This would therefore be the (ACTUAL/ESTIMATED) 
condition of the population. In making this estimate (as well as in com­
puting the statistical assurance), the auditor should multiply by the 
sampling interval actually used (after any rounding) or by the reciprocal 
of the sampling rate actually used. 
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POISSON 
RELIABILITY 
2-6. Since R = nP, the table of Poisson probabilities given in Frame 
2-4 is written under the Haskins & Sells Audit Sampling Plan as: 
Errors in 
Sample 
None 
One or more 
Probabilities 
R= 1.0 R = 2.0 R = 3.0 
.37 .14 .05 
.63 .86 .95 
1.00 1.00 1.00 
If nP = 3.0 in a particular sample, the reliability factor (R) is 
100 
053 
2-45. PROBLEM 1. Since the random starting point is 053, the first 
sample item would be the 53rd population item. With the sampling in­
terval (i) of 100, the second sample item would be the 153rd (53 + 100) 
population item. The third, fourth, and fifth sample items would be the 
rd, rd, and rd population items. 
1. 3 
2. 100 
ESTIMATED 
2-83. PROBLEM 1. The three numerical errors found will be evaluated 
at the reliability level used in designing the sample. Indicate on line 3 of 
the Sample Evaluation Worksheet (Sheet 5) the reliability factor for this 
reliability level. 
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3.0 2-7. In designing numerical samples, the reliability factor (R) deter­
mines the mathematical probability that the sample will contain at 
least one error if the actual error proportion in the population exceeds 
the upper precision limit (P). This probability is called the reliability 
level. Based on the table in the preceding frame, indicate the reliability 
level when the reliability factor (R) is: 
1.0 
2.0 
3.0 
253 
353 
453 
2-46. Because the items in accounting populations (e.g., checks and 
vouchers) are usually numbered, the use of a systematic selection tech­
nique called terminal digits will often be more efficient than counting 
the population. "Terminal digits" refers collectively to the one or more 
rightmost digits to be used as a unit of identification in the selection 
process. In check number 7,492, what is the rightmost digit? 
What are the two rightmost digits? What are the three right­
most digits? If that check were selected on the basis of the 
two rightmost digits, the terminal digits would be 
A "set" of terminal digits consists of one or more terminal digits. If all 
checks with the terminal digits 68 and 92 were to be selected, these two 
terminal digits would be a 
3. 1.0 2-84. PROBLEM 1. Complete line 4 of the Sample Evaluation Work­
sheet (Sheet 5). 
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.63 
.86 
.95 
2-8. Assume that sample size (n) is 200 items and the upper precision 
limit (P) is .01. What is the reliability factor? What is the 
corresponding reliability level that the sample will contain at least one 
error if the actual error proportion in the population exceeds P? 
(The probability of one or more 
errors in a sample is also the prob­
ability of at least one error. This 
probability is the reliability level.) 
2 
92 
2-47. The terminal digits technique utilizes the sampling rate (r), which 
is the (RECIPROCAL/COMPLEMENT) of the sampling interval (i), as 
indicated by the following formula: 
492 r = 1/i 
92 What is the sampling rate where the sampling interval is 10? 
set 
4. 20,000 2-85. PROBLEM 1. From Sheet 3, determine the individual precision 
adjustments factors for each of the three errors in the sample and indicate 
these factors below. 
P 
Error 1 
Error 2 
Error 3 
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2.0 
(R = nP = 200 x .01) 
.86 
2-9. If a sample size (n) of 200 items is selected from a population with 
an unknown error proportion (this proportion would rarely be known) 
and the sample contains no errors, there would be a .86 reliability 
(FACTOR/LEVEL) that the actual error proportion does not exceed 
.01. In this example, therefore, the upper precision limit of the sample 
would be at .86 reliability. 
RECIPROCAL 
.10 
(r = 1/i = 1/10) 
2-48. To apply the terminal digits technique in numerical sampling, 
one or more digits should be chosen at random to represent the item 
numbers in the population. These digits should have a rate yield equal 
to or slightly greater than that required by the sampling (INTERVAL/ 
RATE). 
To illustrate the terminal digits technique, assume that the required sam­
pling rate is .10. If the auditor selects all population items whose numbers 
end in one rightmost digit, say the terminal digit 6, the rate yield will be 
of the population items. 
1.15 
1.12 
1.10 
2-86. PROBLEM 1. Determine the sum of the precision adjustment 
factors (Σp e ) . Enter your answer on line 5 of the Sample Evaluation 
Worksheet (Sheet 5). 
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LEVEL 
.01 
2-10. In this course, the tolerable upper limit of the actual error 
proportion is designated by the symbol P, which is defined as the 
upper (RELIABILITY/PRECISION) limit as a proportion of the 
population. Since R = nP, the upper precision limit may be calcu­
lated using the formula: 
P = R/n 
In designing numerical samples, P is a hypothesis to be tested. 
If R = 3.0 and n=200,P = 
RATE 
.10 
(The digit 6 represents 10% of 
the possible one-digit numbers, 
0-9.) 
2-49. The rate yield of terminal digits and sets of terminal digits can 
be determined by the following general rules: 
A single digit in a specified place in a series of item numbers 
yields a sampling rate of .10. 
A set of all single digits identified by a common parity prop­
erty (even or odd) — a "parity set" — yields a sampling rate 
of .50. 
The rate yield of terminal digits is the product of the yields 
of the elements comprising the terminal digits. 
The rate yield of a set of terminal digits is the sum of the yields 
of the mutually exclusive terminal digits comprising the set. 
5. 3.37 
(1.15 + 1.12 + 1.10) 
2-87. PROBLEM 1. Calculate the revised upper precision limit (P') 
for the Standard Supply problem using the formula: 
_ i ( R + Σpe) 
N 
Round your answer to three decimal places and enter your answer on 
line 6 of the Sample Evaluation Worksheet (Sheet 5). 
In this problem, N is 20,000. Therefore, the revised numerical precision 
(NP') expressed as the maximum number of errors is 440 (20,000 x .022). 
Having made this calculation, we have increased the precision limit based 
on the number of errors in the sample so that we can use the same reli­
ability level in evaluating the sample as in designing it. 
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PRECISION 
.015 
(P = R/n = 3.0/200) 
2-11. What is the upper precision limit where the reliability factor 
is 2.0, the sample size is 200 items, and the sample contains no errors? 
What reliability level is associated with a reliability factor 
of 2.0? 
No answer required. 2-50. A single digit in a specified place in a series of item numbers yields 
a sampling rate of .10. Since a single digit can only be 1 of the 10 possible 
one-digit numbers (0-9), the sampling rate yielded by any terminal digit 
of one number is 1/10, or . For example, if the auditor select­
ed all items whose numbers ended in the digit 3, he would select 
of the population items. The digit 3 should be chosen at 
6. .022 
100(1.0 + 3.37) 
20,000 
2-88. PROBLEM 1. At this point, the auditor can conclude that he has 
a reliability level of that the actual error proportion does not 
exceed the revised upper precision limit (P') of . What reli­
ability level was used in designing the sample? What upper 
precision limit (P) was used in designing the sample? 
The revised numerical precision (NP') of 440 (20,000 x .022) errors is 
comprised of the following: 
NP specified in designing the sample 
(see Frame 2-27) 100 
Estimated errors in the population 
(see Frame 2-82) 300 1 Approximately 
Effect of precision adjustment factors i times Σpe 
(p) and rounding calculations 40 
440 
Therefore, NP' is an precision limit. 
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.01 
(P = R/n= 2.0/200) 
.86 
2-12. Since R = nP, the formula for sample size may be written as: 
n = R/P 
What is the appropriate sample size where the reliability factor is 2.0 
and the upper precision limit is .01? 
2-51. A parity set (even or odd) yields a sampling rate of .50. Of the 10 
possible digits (0-9), an even parity set consists of the numbers 0, 2, 4, 6, 
and 8, and an odd parity set consists of the numbers 1, 3, 5, 7, and 9. 
Since each parity set consists of (FIVE/TEN) individual digits, one parity 
set yields a sampling rate of . For example, if the auditor se­
lected all items whose numbers ended in an odd digit, he would select 
of the population items. 
2-89. PROBLEM 1. Since the revised upper precision limit (P') of 
.022 exceeds the upper precision limit (P) of .005 used in designing the 
sample, the auditor must decide whether or not, at a reliability level of 
, an upper limit of .022 on the actual error proportion is 
tolerable in the circumstances. (Obviously, the precision limit used in de­
signing a sample is a relative rather than an absolute judgment, since there 
are no authoritative criteria for exact computations; consequently, further 
consideration of the upper limit after evaluation is justifiable.) If it is not, 
he should take some other action, such as having the company's personnel 
compare all sales orders to sales invoices and make the necessary corrections. 
In addition, he should make a qualitative evaluation of his findings, includ­
ing determining, if possible, the reasons for the 3 errors found. 
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63% 
.022 
63% 
(R=1.0) 
.005 
upper 
.10 
.10 
random 
200 
(n = R/P = 2.0/.01) 
2-13. Since R = nP, we can solve for any one factor if we know the 
other two factors for the formula. 
Assume sample size is 50 items and the upper precision limit is .02. 
What is the reliability factor? What is the reliability 
level that the sample will contain at least one error if the actual 
error proportion exceeds P? 
FIVE 
.50 
(5/10) 
.50 
2-52. The rate yield of terminal digits is the product of the yields of 
elements comprising the terminal digits. Since a single digit yields a 
sampling rate of .10, terminal digits comprised of the two rightmost 
digits yield a sampling rate of (.10 x .10). Since two 
rightmost digits can only be 1 of the 100 possible two-digit numbers 
(00-99), the sampling rate yielded by any terminal digit of two num­
bers is 
63% 2-90. If a numerical sample contains compliance deviations, because 
evidence is found that internal control proce­
dures have been violated, the quantitative evaluation of such compliance 
deviations by Haskins & Sells personnel should be made by using the 
largest reliability factor (R) for designing samples that is set forth in the 
Firm's Audit Practice Manual. In addition to calculating a revised upper 
precision limit (P'), compliance deviations will be evaluated at an increased 
reliability level unless this same reliability factor was used in designing the 
sample. 
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1.0 
(R = nP = 50 x .02) 
2-14. For a sample size of 50 items and a reliability factor of 1.0, 
what is the upper precision limit if the sample contains no errors? 
.63 
.01 
.01 
(1/100) 
2-53. The rate yield of terminal digits that are comprised of three right­
most digits is . Since three rightmost digits can only be 1 of 
the 1,000 possible three-digit numbers (000-999), the sampling rate yielded 
by any terminal digit of three numbers is 
documentary 
essential 
2-91. The use by Haskins & Sells personnel of the largest reliability fac­
tor (R) for designing samples in evaluating in 
numerical samples is indicated in the Program for Evaluating Samples con­
tained in the Firm's Audit Practice Manual. In the COMPLIANCE EVAL­
UATION section of this program, the instructions relating to E' state this 
reliability factor, and the formula for compliance precision (CP) uses a 
numerical factor that actually is this reliability factor. This reliability fac­
tor corresponds to a reliability level the Firm considers reasonable in light 
of factors other than the internal control procedures themselves since, at 
this level, no reliance is placed on internal control. 
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.02 
(P = R/n = 1.0/50) 
2-15. What sample size would be required for a reliability factor of 
1.0 and an upper precision limit of .02? 
.001 
(.10 x .10 x .10) 
.001 
(1/1,000) 
2-54. A parity set yields a sampling rate of .50 and a single digit 
yields a sampling rate of .10. Therefore, a single digit preceded by 
one parity set yields a sampling rate of .05 (.50 x .10). If the single 
digit 9 were preceded by an odd parity set, the terminal digits would 
be comprised of 19, 39, 59, 79, and 99. Since these rightmost digits 
represent 5 of the possible two-digit numbers (00-99), 
the rate yield of these terminal digits is 
compliance deviations 2-92. If a numerical sample contains compliance deviations, Haskins & 
Sells personnel should evaluate such deviations by using the largest re­
liability factor (R) for designing samples and the corresponding precision 
adjustment factors (p). These factors are used in the following formula 
for the revised upper precision limit: 
i ( R + Σpd) 
N 
In this formula, Σpd represents the sum of the precision adjustment 
factors corresponding to the number of compliance deviations (d) 
found in the sample. 
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50 
(n = R/P= 1.0/.02) 
2-16. To obtain a smaller upper precision limit at a constant reliability 
level requires a larger sample size. Thus, at a reliability level of .86, the 
sample size is 100 items for an upper precision limit of .02. For an upper 
precision limit of .01, the required sample size is items. 
100 
.05 
(5/100) 
2-55. The general rules for determining rate yields of terminal digits can 
be used to yield virtually any necessary sampling rate. If, for example, a 
rate yield of .005 were necessary, the auditor could choose at random a 
two-digit number preceded by a parity set. The rate yield of these elements 
would be calculated as .50 x .10 x .10= . The rate yield of a 
one-digit number preceded by an even parity set is 
No answer required. 2-93. When Haskins & Sells personnel evaluate compliance deviations, 
the revised upper precision limit (P') should be used to determine an 
adjusted reliability factor (R'). This adjusted reliability factor (COULD/ 
COULD NOT) result in a reduced reliability level. 
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200 
(n = R/P=2.0/.01) 
2-17. To obtain a larger reliability level at a constant upper precision 
limit requires a larger sample size. Thus, for an upper precision limit of 
.01, the required sample size is 200 items at a reliability level of .86. At 
a reliability level of .95, the required sample size is items. 
.005 
.05 
(.50 x .10) 
2-56. To yield a sampling rate of .10, an auditor could select at random 
a -digit number as the terminal digit. To yield a rate of .01, 
he could select a -digit number. How could he obtain a rate 
yield of .005? 
COULD NOT 
(See Frame 2-73) 
2-94. Haskins & Sells personnel should determine an adjusted reliability 
factor (R') for compliance deviations by reference to the Firm's Audit 
Practice Manual. This is done by comparing P', calculated as indicated in 
Frame 2-92, with the column headed Adjusted Precision Limits as to 
Compliance Deviations (P') in a table. The adjusted reliability factor 
(R') to be used is the one that corresponds to the initial evaluation of 
internal control, that is given in the rightmost column of the table, and 
that corresponds to the range of P', as set forth in the table, within which 
the calculated P' falls. 
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300 
(n = R/P=3.0/.01) 
2-18. For an upper precision limit of .01 and a reliability level of .95, 
the required sample size is 300 items. 
For a reliability factor of 3.0 and an upper precision limit of .005, the 
required sample size is items and the reliability level is 
one 
two 
A two-digit number preceded by a 
parity set (.50 x .10 x .10) or 5 
three-digit numbers (5x .10x .10 
x .10). 
2-57. If a sample design required a sampling rate of .03, an auditor 
could choose at random 3 two-digit numbers, such as 34, 71, and 95, 
as the terminal digits. Since a two-digit number yields a sampling rate 
of .01, three such numbers would yield a sampling rate of 
No answer required. 2-95. If, in addition to compliance deviations, a numerical sample 
includes other types of errors, Haskins & Sells personnel should 
evaluate these other errors using the formula: 
P' = i (R' + Σpe) 
N 
In using this formula, the sum of the precision adjustment factors (Σp e ) 
should be obtained by adding those individual factors that correspond 
to the (INITIAL/ADJUSTED) reliability factor and the number of factors 
added should correspond to the number of errors (e) other than compli­
ance deviations. In numerical sampling, it should therefore be obvious 
that (COMPLIANCE DEVIATIONS/NUMERICAL ERRORS) should be 
evaluated first. 
- 6 0 -
600 2-19. In Section 1, it was stated that a sample size (n) expressed as 
an absolute number of items may be converted to a sampling interval 
(i) by the general formula: 
(n = R/P = 3.0/.005) 
.95 
i = N/n 
For a population of 3,000 items and a sample size of 100 items, the 
sampling interval is 
.03 2-58. Indicate the rate yield achieved by the following sets of terminal 
digits: (3 x .01) 
a. 8 three-digit numbers 
b. 7 two-digit numbers 
c. 3 one-digit numbers each preceded by an odd parity 
set 
ADJUSTED 2-96. PROBLEM 1. Since testing for compliance with internal control 
procedures (IS/IS NOT) one of the purposes of the numerical sample in 
Problem 1, Haskins & Sells personnel would evaluate all errors using the 
initial reliability factor (R) specified in designing the sample. In Problem 
1, this reliability factor is 
COMPLIANCE DEVIATIONS 
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30 
(i = N/n = 3,000/100) 
2-20. To make a direct calculation of a sampling interval, the formula 
for calculating sample size (n = R/P) as an absolute number of items may 
be substituted in the general formula for the sampling interval (i), as 
follows: 
i = N/n = N÷ R = P N x 
P 
R 
NP 
R 
For a population of 3,000 items, an upper precision limit of .03, and a 
reliability factor of 3.0, the sampling interval is . 
In the above formula, NP designates numerical precision, the upper precision 
limit expressed as a number of errors. In many cases, NP is the product of 
N times P, which is established based on the population. In other cases, how­
ever, NP is independent of the particular population. In either event, NP 
should designate the (AMOUNT/NUMBER) of errors considered not mate­
rial in the circumstances. 
a. .008 
(8 x . l0 x .10 x .10) 
b. .07 
(7 x .10 x .10) 
c. .15 
(3 x .50 x .10) 
2-59. If a rate yield of .09 were necessary, the auditor could choose at 
random a one-digit number (say, 3) and specify that this number is to be 
used except when it is preceded by, say,the digit 7. Thus, the terminal 
digits would consist of 03, 13, 23, 33, 43, 53, 63, 83, and 93. Since these 
rightmost digits represent of the 100 possible two-digit num­
bers (00-99), the rate yield of these terminal digits is . 
IS NOT 
1.0 
2-97. PROBLEM 1. Haskins & Sells personnel should answer the 
supplementary questions asked on Sheet 7 of this problem and com­
pare their answers to those on Sheet 8. 
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30 
(i = 
NP 
R 
3,000 x .03 
3.0 ) 
NUMBER 
2-21. For a population of 3,000 items, a sampling interval of 30 would 
result in a sample size of items. 
9 
.09 
(9/100) 
2-60. The rate yield of a one-digit number is . The rate 
yield of a parity set is . The rate yield of terminal digits 
is the (SUM/PRODUCT) of the yield of the elements comprising the 
terminal digits. Terminal digits should be chosen at . 
No answer required here. 2-98. In the next few frames, we will review what we have learned about 
numerical sampling. 
Numerical sampling is used when samples are designed to be evaluated in 
terms of the (NUMBER/MONETARY AMOUNT) of errors. 
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100 
(n = N / i = 3,000/30) 
2-22. The preceding formula for the sampling interval (i) is applicable 
to sampling from infinite populations and from finite populations with 
replacement. Since numerical samples in auditing are ordinarily selected 
from (FINITE/INFINITE) populations without replacement, the formula 
for direct calculation of the sampling interval applicable to this type of 
sampling is: 
i = NP 
R 
+ f 
In the above formula, the symbol f designates the 
factor. 
.10 
.50 
PRODUCT 
random 
2-61. If the terminal digits technique is used in numerical sampling, the 
sampling interval (i) should not be rounded down. Rather, the sampling 
rate, which is the reciprocal of the sampling , should be based 
on the calculated interval. If the calculated sampling rate is inconvenient 
for selection, the rate should ordinarily be rounded up to a convenient 
rate. For example, a calculated sampling rate of .176 could be rounded to 
which of the following rates? 
a. .15 
b. .17 
c. .20 
NUMBER 2-99. In numerical sampling, the product of any sample size (n) multiplied 
by any upper precision limit (P), as used under the Poisson distribution, is 
designated by the symbol R, which denotes the reliability (FACTOR/ 
LEVEL). Therefore, 
R = 
FINITE 
finite adjustment 
2-23. In the formula for direct calculation of the sampling interval, the 
finite adjustment factor is designated by the symbol f, which takes a 
value of 0.5. Therefore, this formula may also be written as: 
For a population of 3,000 items, an upper precision limit of .03, and a 
reliability factor of 3.0, the sampling interval is using the 
finite adjustment factor. 
interval 
c. .20 
2-62. What is the sampling rate (r), rounded up to three decimal places, 
where the sampling interval (i) is 30.5? For a population of 
3,000 items, the sample size (n) using this rate would be 99 items, since 
n = rN. If this rate were rounded up to .035, sample size would be 
items and, using a reliability factor (R) of 3.0 and the formula 
P = R/n, the upper precision limit would be . 
FACTOR 
nP 
2-100. For the conditions specified below, indicate the reliability 
factor. 
R n P 
a. 100 .03 
b. 200 .015 
c. 300 .01 
d. 500 .006 
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i = NP R + 0.5 
2-24. In many instances, the effect of using the finite adjustment factor 
will be to calculate a sampling interval (i) that may not be convenient for 
selection. For example, it would be difficult to select every 30.5th item. 
In this event, the calculated interval should ordinarily be rounded down 
to a convenient interval. Rounding the calculated interval down will 
(INCREASE/DECREASE) the sample size. 
.033 
(r= 1/i=1/30.5) 
105 
(n = rN = .035 x 3,000) 
.029 
(P = R/n= 3.0/105) 
2-63. For a sampling rate (r) of .033, a sample size (n) of 99 items, and 
a reliability factor (R) of 3.0, the upper precision limit (P) would be 
. Therefore, rounding this rate up to .035 causes P to be 
(LARGER/SMALLER). At the same time, this rounded rate of .035 
could be yielded conveniently by using two-digit num­
bers each preceded by a parity set. 
a. 3.0 
b. 3.0 
c. 3.0 
d. 3.0 
2-101. Each reliability factor (R) has a corresponding reliability level 
under the Poisson distribution. For a reliability factor of 3.0, the reli­
ability level is . This reliability level designates the math­
ematical probability that the sample will contain at least one error if 
the actual error proportion in the population (IS LESS THAN/EX­
CEEDS) the upper precision limit (P). 
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30.5 
(i = 
NP 
R + 0.5 
3,000 x .03 
3.0 
+ 0.5) 
INCREASE 2-25. The effect of rounding a calculated interval (i) down becomes 
negligible when the interval is relatively large. Such rounding often 
negates the increase in the interval caused by the finite adjustment 
factor. For convenience, therefore, the finite adjustment factor may 
often be ignored. For a population of 3,000 items, what sample size 
would result from using a sampling interval of 30.5? 
of 30? 
.030 
(P = R/n = 3.0/99) 
SMALLER 
(.029) 
7 
(7 x .50 x .10 x .10 = .035) 
2-64. PROBLEM 1. In this problem, the calculated sampling interval 
is 100.5, derived as follows: 
i = NP R + 0.5 = 
20,000 x .005 + 0.5 = 100.5 
What is the sampling rate (r), rounded up to five decimal places? 
95% 
EXCEEDS 
2-102. The key determinant in assigning a reliability factor is the auditor's 
evaluation of the potential effectiveness of internal control. An evaluation 
that internal control is good would permit a (LARGER/SMALLER) reli­
ability factor than would an evaluation that internal control is bad. Such 
a reliability factor would have a (LARGER/SMALLER) corresponding 
reliability level. 
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98 
(n = N/i= 3,000/30.5) 
100 
(n = N/ i = 3,000/30) 
2-26. For a population of 3,000 items, rounding a sampling interval 
down from 30.5 to 30 increases the sample size only slightly. However, 
an interval may also be rounded up (say from 95 to 100) but only if the 
effect on the upper precision limit is minor. For a population of 5,700 
items and a sampling interval of 95, sample size is 60 items, and the upper 
precision limit (P) would be .05 with a reliability factor (R) of 3.0. If the 
interval were rounded up to 100, the upper precision limit at the same re­
liability level would be 
.00996 
( r = 1/i = 1/100.5) 
2-65. PROBLEM 1. Using the sampling rate of .00996, sample size can 
be calculated from the formula: 
n = rN 
Since the population in this problem consists of 20,000 sales orders, the 
sample size, rounded up to the nearest whole number, would be 
items. 
SMALLER 
SMALLER 
2-103. In numerical sampling, the symbol P designates the (UPPER/ 
LOWER) precision limit. The key determinant in specifying this preci­
sion limit is the auditor's judgment concerning the maximum proportion 
of errors in the population that is considered (MATERIAL/NOT MATE­
RIAL) in the circumstances. 
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.053 
(n = N/i= 5,700/100 = 57 
P = R/n = 3.0/57 = .053) 
2-27. PROBLEM 1. Read Sheet 1 of Problem 1, relating to Standard 
Supply. Determine the upper precision limit (P) and the population size 
(N). Enter your answers on lines 1 and 2 of Sheet 2. 
(Note: Whenever the designation, PROBLEM , appears at the top 
of the frame, the frame refers to a problem in the separate Problem Sec­
tion.) 
In Problem 1, the numerical precision (NP) is 100 (20,000 x .005) errors, 
which is the upper precision limit expressed as the maximum (PROPOR­
TION/NUMBER) of errors considered not material in the circumstances. 
200 
(n = rN = .00996 x 20,000 = 199.2, 
rounded up to 200) 
2-66. PROBLEM 1. If the calculated sampling rate of .00996 in this 
problem were rounded up to a rate of .01, the sample size would be 
items. 
UPPER 
NOT MATERIAL 
2-104. In numerical sampling, the formula for calculating the sampling 
interval is: 
NP i = R + 0.5 
In the above formula, N designates the number of items in the (SAMPLE/ 
POPULATION), and 0.5 is the factor. N need 
not be determined exactly; a reasonable estimate (preferably on the low 
side) will suffice in designing a numerical sample. 
(It should be remembered that NP designates numerical precision, the 
upper precision limit expressed as the maximum number of errors that 
is considered not material in the circumstances.) 
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1..005 
2. 20,000 
NUMBER 
2-28. PROBLEM 1. The next step in our sample design is to assign 
the reliability factor (R). Earlier we said that the auditor's evaluation 
of the potential effectiveness of internal control is the key determinant 
in assigning the reliability factor. In addition, if one of the purposes of 
a numerical sample is to test for compliance deviations, Haskins & Sells 
personnel should refer to the Firm's Audit Practice Manual in assigning 
the reliability factor. 
Is such testing one of the purposes of the sample in Problem 1? (YES/NO) 
200 
(n = rN =.01 x 20,000) 
2-67. PROBLEM 1. A sampling rate of .01 would obviously be more 
convenient for selection then a rate of .00996. A rate yield of .01 could 
be achieved by choosing at random which of the following? 
a. A one-digit number. 
b. A two-digit number. 
c. A three-digit number. 
POPULATION 
finite adjustment 
2-105. Assume a population estimated to contain 10,000 items, an upper 
precision limit of .01, and a desired reliability level of 86%. Calculate the 
sampling interval and round down to the nearest whole number. 
Assume it is later determined that the population actually contained 11,000 
items. Had this been known in advance, the sampling interval would have been 
, and the sample size would have been items. Using 
a sampling interval of 50, however, actual sample size would have been 
items. 
- 70 -
NO 
(There is no documentary 
evidence of compliance, be­
cause the problem states, 
"There are no signatures, 
initials, audit stamps, and 
the like on the sales 
orders.") 
2-29. PROBLEM 1. Based upon the statement of the problem on 
Sheet 1, enter on line 3 of Sheet 2 (Sample Design Worksheet) the 
appropriate reliability factor (R) for the Standard Supply problem. 
b. A two-digit number. 2-68. PROBLEM 1. Assume that the sales orders in this problem are 
numbered from 5,354 through 25,353 and that the auditor chooses at 
random the two-digit number of 44 as the terminal digit. Under these 
assumptions, the first sales order in the sample would be number 
5,444, the second would be number , and the third would 
be number . Since the sample would therefore include 1 
sales order out of every 100, the rate yield would be . 
2-106. In numerical sampling, the formula for calculating the sampling 
rate is: 
r = 1/i 
Therefore, the sampling rate (r) is the (COMPLEMENT/RECIPROCAL) 
of the sampling interval (i). 
50 
10,000 x.01 
( 2.0 + 0.5 = 50.5, 
rounded down to 50) 
55 
11,000 x .01  
( 2.0 + 0.5 = 55.5, 
rounded down to 55) 
200 
(n = N/ i = 11,000/55) 
220 
(n = N / i = 11,000/50) 
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3. 1.0 2-30. PROBLEM 1. The sampling interval for numerical sampling is 
calculated from the following formula: 
For a particular population size, decreasing the sampling interval will 
(INCREASE/DECREASE) the sample size. 
In Problem 1, the value of NP for use in the above formula is 
which represents the (NUMERICAL/MONETARY) precision desired. 
5,544 
5,644 
.01 
(1/100) 
2-69. In addition to counting the population or using terminal digits, 
other systematic selection techniques are available. One of these is 
designated as measured intervals. For example, if the listing of 20 pop­
ulation items consumes 4 inches of an adding-machine tape, a sampling 
interval of 100 could be obtained by measuring inches of 
the tape. Alternatively, a tape of 100 numbers from the same adding 
machine could be used to measure that interval by laying it beside the 
tape on which the population is listed. 
RECIPROCAL 2-107. Calculate the sampling rate where the sampling interval is 50. 
. For a population size (N) of 10,000 items, this sampling 
items. rate would result in a sample size (n) of 
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i = 
NP 
R + 0.5 
INCREASE 
100 
(NP = 20,000 x .005) 
NUMERICAL 
2-31. PROBLEM 1. In a judgment sample, an auditor would examine 
more items if he had less confidence in the company's internal control 
procedures. From the formula for the sampling interval (i), you can see 
that increasing the reliability factor (R) from 1.0 to 3.0 in Problem 1 
would decrease the sampling interval and thereby (INCREASE/DE-
CREASE) the sample size. Increasing the reliability factor, which in­
creases the reliability level and decreases the sampling risk, would in­
dicate that the auditor was placing (MORE/LESS) reliance on the com­
pany's internal control procedures. 
20 2-70. Another systematic selection technique is designated as specified 
positions. Assume, for example, that each page of a population contains 
50 lines. To obtain a sampling interval of 100, one line (say, the 12th) 
might be chosen at random as the specified position, and the population 
item appearing on the 12th line of every (SECOND/THIRD) page could 
be selected for the sample. 
.02 
(1/50) 
200 
(n = rN = .02x 10,000) 
2-108. If a numerical sample were selected by counting the population, 
a (RANDOM/SYSTEMATIC) selection technique, the first sample item 
selected would be the point. The remaining 
sample items would be selected by counting the population using the 
sampling (RATE/INTERVAL). 
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INCREASE 
LESS 
2-32. PROBLEM 1. In a judgment sample, an auditor would examine 
fewer items if he could tolerate a larger error proportion. From the formula 
for the sampling interval (i), you can see that increasing the upper precision 
limit (P) from .005 to .01 in Problem 1 would increase the sampling interval 
and thereby (INCREASE/DECREASE) the sample size. Increasing the up­
per precision limit would indicate that the auditor could tolerate (MORE/ 
FEWER) errors in the population. 
SECOND 2-71. PROBLEM 1. If a numerical sample contains no errors, the 
precision and reliability specified in designing the sample will be 
attained and no further quantitative evaluation will be necessary. In 
Problem 1, therefore, the auditor would have a reliability level of 
that the actual error proportion does not exceed 
of the population, if the sample contained no errors. 
SYSTEMATIC 
random starting 
2-109. If the sampling interval is 50, the random starting point should 
not exceed 
INTERVAL 
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DECREASE 
MORE 
2-33. PROBLEM 1. Calculate the sampling interval (i) for the Standard 
Supply problem and round the calculated interval down to the nearest 
whole number. Enter your answer on line 4 of Sheet 2. 
.63 
(R=1.0) 
.005 
2-72. If a numerical sample contains at least one error, the auditor should 
make a quantitative evaluation of his findings. This can either increase the 
upper precision limit or reduce the reliability level. In other words, the 
auditor in Problem 1 could have (MORE/LESS) reliability that the upper 
precision limit does not exceed .005 of the population, or he could have 
.63 reliability that the upper precision limit is a certain proportion 
(LARGER/SMALLER) than .005 of the population. 
50 2-110. If a numerical sample is selected by using the (RANDOM/ 
SYSTEMATIC) selection technique of terminal digits, the terminal 
digits necessary to obtain the rate yield should be chosen (AT RAN­
DOM/SYSTEMATICALLY). The required rate yield would be deter­
mined by the sampling (RATE/INTERVAL). 
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100 
20,000 x .005  
( 1.0 + 0.5 = 100.5, 
rounded down to 100) 
2-34. PROBLEM 1. The auditor now knows he must select every 100th 
sales order at Standard Supply to test, at a reliability level of , 
whether or not the actual error proportion in the population exceeds the 
upper precision limit of . 
LESS 
LARGER 
2-73. In the Haskins & Sells Audit Sampling Plan, the quantitative 
evaluation of errors is made by increasing the upper precision limit 
without reducing the reliability level used in designing the sample. 
The revised upper precision limit as a proportion of the population 
is designated by the symbol P' (read, P prime). Thus, if a sample con­
taining no errors would yield a .63 reliability that the upper precision 
limit (P) is .005, a sample containing some errors would yield a .63 
reliability that the actual error proportion does not exceed (P/P'). 
SYSTEMATIC 
AT RANDOM 
RATE 
2-111. If the sampling rate (r) is .02, the required rate yield of terminal 
digits is . This rate yield can be obtained by choosing at ran­
dom which of the following? 
a. 2 two-digit numbers 
b. 4 two-digit numbers preceded by a parity set 
c. 20 three-digit numbers 
d. Any of the above 
.63 
.005 
2-35. In selecting a sample, the auditor may use either a random or a 
selection method. Statistical selection methods satisfy 
the condition that each item in a population must have an 
or otherwise determinable probability of being selected. 
P' 2-74. If a numerical sample does contain errors, which of the following 
should the auditor using the Haskins & Sells Audit Sampling Plan do? 
a. Calculate a revised upper precision limit (P'). 
b. Reduce the reliability level. 
.02 
d. Any of the above 
2-112. If a numerical sample contains no errors, the precision and re­
liability specified in designing the sample will be attained. If the sample 
does contain errors, however, the auditor should make a quantitative 
evaluation of the statistical , which is expressed in terms 
of the and of the sample. 
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systematic 
equal 
2-36. In one technique of systematic selection, the first sample item 
is selected at random and the remaining items are selected by counting 
the population using the sampling interval. Under this technique, the 
first sample item, which is called the random starting point, must be 
selected on a (ARBITRARY/RANDOM) basis. The remaining sample 
items are selected on a (RANDOM/SYSTEMATIC) basis using the sam­
pling 
a. Calculate a revised upper 
precision limit (P'). 
2-75. Under numerical sampling, the revised upper precision limit is 
calculated using the formula: 
P' = i (R + Σpe) 
N 
In this formula, Σpe represents the sum of the "precision adjustment 
factors" corresponding to the number of errors (e) found in the sample. 
Each reliability factor (R) has corresponding precision adjustment factors. 
Sheet 3 of Problem 1 is a table of Reliability Factors and Related Precision 
Adjustment Factors. Please locate this sheet. 
assurance 
precision 
reliability 
2-113. Under the Haskins & Sells Audit Sampling Plan, the quantitative 
evaluation of statistical assurance is made in numerical sampling by which 
of the following? 
a. Reducing the reliability level specified in designing the sample. 
b. Increasing the upper precision limit. 
RANDOM 2-37. Under this systematic selection technique, the random starting 
point should be equal to or less than the sampling interval (i). Assume 
a sampling interval of 50. In this event, the random starting point should 
not exceed 
SYSTEMATIC 
interval 
No answer required. 2-76. The table reproduced as Sheet 3 of Problem 1 shows various Re­
liability Factors (R) and the corresponding Reliability Levels. As we have 
seen earlier, a reliability level of 63% corresponds to an R factor of 1.0. 
What is the reliability level corresponding to an R factor of 2.0? 
of 3.0? 
b. Increasing the upper precision 2-114. The formula for the revised upper precision limit is: 
limit. 
i ( R + Σpe) 
N 
In this formula, Σpe designates the sum of the 
factors corresponding to the number of (NUMERICAL ERRORS/COM­
PLIANCE DEVIATIONS), and the revised upper precision limit is expressed 
as the (PROPORTION/NUMBER) of errors in the population. 
- 7 9 -
50 2-38. A random starting point may be determined from a random num­
ber table, the serial number of a dollar bill, or other sources. A random 
number table from the Haskins & Sells Audit Practice Manual is included 
as Sheet 4 of Problem 1. This table is divided into columns headed Con­
secutive Numbers and Random Numbers. The consecutive numbers are 
useful in locating the adjacent random numbers and for other purposes. 
Ordinarily, however, a random starting point would-be determined from 
the column headed (CONSECUTIVE/RANDOM) Numbers. 
86% 
95% 
2-77. The remainder of the table reproduced as Sheet 3 of Problem 1 
shows the precision adjustment factors (p) for evaluating samples using 
various reliability factors (R). For monetary sampling purposes, this table 
shows the precision adjustment factors for errors of both overstatement 
and understatement. Because numerical errors have no associated monetary 
amounts, they can have no direction. In this section of the course, therefore 
we will be concerned only with the top half of the table. 
precision adjustment 
NUMERICAL ERRORS 
PROPORTION 
2-115. In obtaining the sum of the precision adjustment factors, as many 
individual factors should be added as the (NUMBER/AMOUNT) of errors, 
and the factors added should be those corresponding to the reliability factor 
used to evaluate the errors. 
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RANDOM 2-39. In numerical sampling, every item in a population must have an 
equal probability of being selected. (This is because there are no dollar 
amounts associated with the individual items, as there are in monetary 
sampling.) Consequently, each possible random starting point should 
have an (EQUAL/DETERMINABLE) probability of being chosen. For 
a sampling interval of 35, the random starting point should not exceed 
No answer required. 2-78. To find the sum of the precision adjustment factors (Σp e ) for any 
number of errors, the auditor must add the individual precision adjustment 
factors shown in the (TOP/BOTTOM) half of the table that correspond to 
the reliability factor (R) used in evaluating the sample. The number of errors 
(e) determines the number of individual factors to be added in obtaining 
Σpe. 
NUMBER 2-116. Determine Σpe for a sample containing 4 errors that are evaluated 
at a reliability level of 86%. 
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EQUAL 
35 
2-40. A random starting point may be determined in several ways. 
An auditor may refer to a dollar bill, obtain therefrom the necessary 
digits of the serial number, and use these digits as the random starting 
point. Alternatively, three digits from the serial number may be used 
to enter the Consecutive Numbers column of a random number table 
such as the one reproduced as Sheet 4 of Problem 1. Beginning at the 
adjacent random number, the auditor may then proceed along a pre­
determined route (usually down the column of random numbers) until 
he locates a random number that is equal to or less than the sampling 
interval. This number could then constitute the starting 
point. 
TOP 
NOW TURN BACK TO PAGE 44 AND BEGIN THE BOTTOM ROW 
WITH FRAME 2-79. 
5.47 
(1.51 + 1.38 + 1.31 + 1.27) 
2-117. Compute the revised upper precision limit (P') at a reliability 
level of 86% for a sample of 200 items selected from a population of 
10,000 items where the sample contains 4 errors. Round your answer 
up to 4 decimal places. Therefore, NP' is 
errors. 
- 8 2 -
random 
NOW TURN BACK TO PAGE 44 AND BEGIN THE MIDDLE ROW 
WITH FRAME 2-41. 
.0374 
(i =N/n= 10,000/200 = 50 
P'= i (R + Σpe) 
N 
= 50 (2.0 + 5.47) 
10,000 
= .03735, rounded up to 
.0374) 
374 
(10,000 x .0374) 
END OF SECTION 2. 
NOW FLIP THE BOOK OVER, TURN TO PAGE 84 FOLLOWING THE 
DIVIDER, AND BEGIN THE TOP ROW OF SECTION 3 WITH FRAME 
3-1. 
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section 3 
Cumulative Monetary 
Amounts Sampling 
SECTION 3. CUMULATIVE MONETARY AMOUNTS SAMPLING 
3-1. Cumulative monetary amounts sampling is a monetary sampling 
technique frequently used in instances in which the auditor must also 
test the footings of the population being sampled. This technique may 
be used for selecting receivables for confirmation and for most other 
audit tests of monetary amounts. 
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No answer required. 3-2. In numerical sampling, the monetary amount, if any, of each pop­
ulation item did not affect its probability of selection. If the sampling 
rate (r) was .10, for example, each population item had a 10% probabil­
ity of selection, irrespective of its amount. Therefore, the probability 
of selecting a $ 1,000 item was (GREATER THAN/EQUAL TO) the prob­
ability of selecting a $100 item. Yet, an auditor usually would be (MORE/ 
LESS) interested in a $1,000 item than in a $100 item. 
3-59. Assume a composite judgment factor of $10,000 and a sample 
item (I) with an amount of $2,000. Under these assumptions, the sam­
pling rate is and the sampling interval is 
For a sampling rate of .20, the sampling interval is . When 
J = $10,000, the determinable probability of selecting a $2,000 popula­
tion item is 
3-116. If the only compliance deviation (in Account Number 8700) 
in Problem 3 was evaluated at a reliability level of 95%, E' would be 
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EQUAL TO 
MORE 
3-3. Cumulative monetary amounts sampling is a (NUMERICAL/MONE­
TARY) sampling technique in which the determinable probability of se­
lecting each population item ordinarily is proportional to its amount. We 
say "ordinarily" because this probability cannot be greater than certainty 
(i.e., 1.00 or 100%). For convenience hereafter in this course, however, 
we will consider this probability to be proportional. On this basis, there­
fore, the probability of selecting a $1,000 population item is 10 times as 
large as the probability of selecting a $100 item and times 
as large as a $ 1 item. 
.20 
(r = I/J= $2,000/$10,000) 
5.0 
(i = J/I= $10,000/$2,000) 
5.0 
(i = 1/r=1/.20) 
3-60. For errors in items (I) equal to or greater than the composite 
judgment factor (J), there is no need to calculate a sampling interval 
(i s) since all such items are selected for the sample. Items equal to or 
greater than the composite judgment factor (J) are referred to as top-
stratum items. Similarly, errors in these items are referred as 
errors. Top-stratum items are selected (WITH/WITHOUT) 
certainty. 
.20 
($2,000/$ 10,000) 
$17,545.75 
(E' = ΣEt + ΣEop 
= 0+ ($10,026.14 x 1.75)) 
3-117. The adjusted upper precision limit as to estimated compliance 
deviations is calculated on the worksheet in 2 ways. Under the first way, 
the compliance precision (CP) is calculated in monetary terms. In this 
calculation, J, which designates the factor, is 
multiplied times the initial reliability factor used in designing the sam­
ple. In Problem 3, this reliability factor was 
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MONETARY 
1,000 
3-4. Which of the following statements would apply to cumulative 
monetary amounts sampling? 
a. Each population item has an equal probability of selection. 
b. Each population item has a determinable probability of selection 
that is proportional to its amount. 
top-stratum 
WITH 
3-61. PROBLEM 3. Since every item in the top stratum is selected, the 
sampling interval (i) always equals 1.0 for top-stratum items, as this in­
terval is the reciprocal of the 1.00 probability of selection. Thus, the cor­
rect value to be entered in the Sampling Intervals (i s) column on the Sam­
ple Evaluation Worksheet is for all top-stratum errors. 
In the MONETARY EVALUATION section on the left of the worksheet 
(Sheet 3), the formula Ej- = e t (the subscript t designates "top stratum") 
under the Estimate sub-section indicates that the sampling interval for top-
stratum errors is . In Problem 3, Account Number 8687 is a 
top-stratum item and Sheet 3 therefore shows the sampling interval to be 
composite judgment 
3.0 
3-118. In the formula for compliance precision (CP), the multiplication 
of the composite judgment factor times the initial reliability factor gives 
MP, the precision originally specified in designing the sample. 
In this same formula, the total amount of precision adjusted errors (E') is 
expressed in (NUMERICAL/MONETARY) terms. Therefore, compliance 
precision (CP) is expressed in terms. 
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b. Each population item has a 
determinable probability of 
selection that is proportional 
to its amount. 
3-5. In auditing, monetary amounts are obviously of primary interest 
since the financial statements on which auditors express opinions are 
stated in dollars. Therefore, populations should ordinarily be defined 
in terms of dollars or monetary amounts (M). In a sample of 100 items 
selected from a population of 2,000 accounts receivable, the auditor 
would be more interested in which of the following? 
a. The number of balances that are in error. 
b. The monetary amount of balances that are in error. 
1.0 
1.0 
(This interval is not specifically 
stated.) 
1.0 
3-62. PROBLEM 3. For the error in Account Number 8682, Sheet 3 
shows that i s is 2.2, calculated as follows: 
i s ≥ J/I = $ 10,000/$4,671.80 = 2.2 
For the $50.00 error of overstatement in Account Number 8700, enter on 
Sheet 3 the sampling interval rounded up to one decimal place. This interval 
indicates a determinable probability of selecting 1 out of every 
population items whose amounts are exactly $1,617.12 in Problem 3. 
monetary 
MONETARY 
3-119. In Problem 3, the monetary precision was $30,000 and, under 
the assumptions in preceding frames, E' is $17,545.75. Therefore, com­
pliance precision (CP) would be 
monetary 
4 
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b. The monetary amount of 
balances that are in error. 
3-6. Assume an auditor uses cumulative monetary amounts sampling 
to select receivable balances for confirmation. In examining the con­
firmation replies, the auditor could form a meaningful conclusion if 
there was no evidence of which one of the following types of errors? 
a. Compliance deviations. (IF THIS IS YOUR ANSWER, GO TO 
FRAME 3-7.) 
b. Monetary overstatements. (IF THIS IS YOUR ANSWER, GO TO 
FRAME 3-8.) 
c. Monetary understatements. (IF THIS IS YOUR ANSWER, GO TO 
FRAME 3-9.) 
6.2 3-63. In the three columns of the Sample Evaluation Worksheet headed 
ESTIMATED POPULATION ERRORS, errors are classified three ways: (i s ≥ J/I ≥ $10,000/$1,617.12) 
6.2 1. Top Stratum (E t) 
2. Overstatements — Other Stratums (E o ) 
3. Understatements — Other Stratums (E o ) 
Top-stratum errors (designated by the subscript "t") are errors in items 
(I) that are (EQUAL TO OR GREATER/LESS) than the composite judg­
ment factor (J). 
$47,545.75 
($30,000 + $17,545.75) 
3-120. Under the second way of calculating the adjusted upper precision 
limit as to estimated compliance deviations, compliance precision is ex­
pressed as the proportion (P') of compliance deviations in the population. 
Assuming the monetary total of the population in Problem 3 was 
$500,000, this proportion rounded up to 3 decimal places would be 
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3-7. YOUR ANSWER: a. Compliance deviations. 
This is incorrect. The balances could be correct even if the company's 
personnel had not complied with essential internal control procedures. 
If no exceptions were taken to the balances for which confirmations 
were requested, the evidence would therefore not be conclusive that 
there were no compliance deviations. Consequently, compliance with 
internal control procedures would have to be tested by some auditing 
procedure other than confirmation. 
GO BACK TO FRAME 3-6 AND SELECT ANOTHER ANSWER. 
EQUAL TO OR GREATER 3-64. All errors except top-stratum errors (E t) are classified as errors 
in other stratums (E o ). (The subscript o designates "other".) These are 
further classified as overstatements or 
.096 
P' = CP/M 
= $47,545.75/$500,000) 
3-121. When Haskins & Sells personnel evaluate compliance deviations, 
the revised upper precision limit as a proportion (P') should be used to 
determine an adjusted reliability factor (R'). This adjusted reliability 
factor (COULD/COULD NOT) result in a reduced reliability level but 
could result in a higher reliability level. A higher reliability level would 
be used when evaluation of compliance deviations indicates that the 
preliminary reliance placed on the potential effectiveness of the internal 
control procedures was not warranted. 
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3-8. YOUR ANSWER: b. Monetary overstatements. 
This is correct. It is in a customer's self-interest to take exception to an 
overstated balance for which confirmation was requested. Since excep­
tion might not be taken to an understated balance, however, confirma­
tion replies would not give conclusive evidence of the absence of mone­
tary understatements. Similarly, absence of evidence of compliance de­
viations would not be conclusive, since the balances could be correct 
even if the company's personnel had not complied with essential in­
ternal control procedures. 
GO TO FRAME 3-10. 
understatements 3-65. PROBLEM 3. Estimated population errors in other stratums 
(E o ) are calculated by multiplying each sample error (eo) times the 
corresponding sampling interval (i s). Thus, the appropriate formula 
is Eo = e o i s , as shown in the Estimate sub-section of the MONETARY 
EVALUATION section on the left of the Sample Evaluation Worksheet. 
Compute the estimated population error for the $50.00 error of over­
statement. Enter your answer on the Worksheet (Sheet 3) for Problem 
3. 
COULD NOT 3-122. The adjusted reliability factor (R') for compliance deviations is 
determined by reference to a table contained in the Firm's Audit Practice 
Manual. In using this table, Haskins & Sells personnel should compare P' 
with the ranges of P' set forth in the column headed Adjusted Precision 
Limits as to Compliance Deviations. Under the assumptions described 
previously, therefore, what P' would be compared with the table? 
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3-9. YOUR ANSWER: c. Monetary understatements. 
This is incorrect. A customer might not take exception to an understated 
balance for which confirmation was requested and, therefore, absence of 
evidence of monetary understatements would not be conclusive. In addi­
tion, i f the population were understated by omitting balances from it, 
the omitted balances could not be selected. Therefore, confirmation could 
not give conclusive evidence of the absence of monetary understatement. 
GO BACK TO FRAME 3-6 AND SELECT ANOTHER ANSWER. 
$310.00 overstatement 
($50.00 x 6.2) 
3-66. PROBLEM 3. By this multiplication, we have statistically pro­
jected to the population the same proportion of error as we found in 
Account Number 8700. This projection is based on the fact that the 
determinable probability in Problem 3 of selecting the $1,617.12 sam­
ple item that contained the $50.00 overstatement was equivalent to a 
sampling interval of . Therefore, we estimate that the pop­
ulation error is times as much as the $50.00 sample error. 
.096 3-123. The adjusted reliability factor (R') to be used by Haskins & Sells 
personnel is the one that is given in the rightmost column of the table, 
that corresponds to the applicable evaluation of internal control, and 
that corresponds to the range of P', as set forth in the table, within which 
the calculated P' falls. This adjusted reliability factor (COULD/COULD 
NOT) result in an increased reliability level. 
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No answer required. 3-10. In the preceding section, the sampling interval (i) for numerical 
sampling was calculated from the formula: 
NP 
i = R + 0.5 
In this formula, the "0.5" represents the 
factor. 
6.2 
6.2 
(The sampling interval) 
3-67. PROBLEM 3. As shown on Sheet 3, we estimated that the pop­
ulation error is times as much as the $75.00 sample error of 
understatement we found in the $4,671.80 sample item. We did not, how­
ever, project a larger population error from the $960.00 error of overstate­
ment in the $11,114.12 top-stratum sample item; this is because every top-
stratum item (WAS/WAS NOT) included in the sample. 
COULD 3-124. If a cumulative monetary amounts sample includes 
deviations, Haskins & Sells personnel should also make a monetary evalu­
ation using the adjusted reliability factor (R'). This is true whether or not 
the sample also includes monetary errors. 
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finite adjustment 3-11. Without the use of a computer, there is no practicable way to 
utilize the finite adjustment factor in cumulative monetary amounts 
sampling. Consequently, the finite adjustment factor is (USED/ 
IGNORED) in cumulative monetary amounts sampling. 
2.2 
(The sampling interval) 
WAS 
3-68. In the worksheet column headed Rank of Errors in Other Stratums, 
errors of overstatement and understatement are ranked separately from the 
largest to the smallest amount of estimated population error. The largest 
error is always ranked number 1, and the rankings of understatements are 
enclosed in parentheses (e.g., (1), (2), (3), et seq.) to distinguish them from 
the rankings of overstatements. Top-stratum errors (i.e., errors in items 
with amounts equal to or greater than the composite judgment factor) 
(ARE/ARE NOT) ranked in this column. 
compliance 3-125. If a cumulative monetary amounts sample includes compliance 
deviations but not monetary errors, the adjusted reliability factor (R') 
is used by Haskins & Sells personnel only in calculating the adjusted 
upper precision limit as to estimated monetary errors — expressed as 
monetary precision (MP'). The formula for this calculation is: 
It should be obvious that (COMPLIANCE DEVIATIONS/MONETARY 
ERRORS) should always be evaluated first. 
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IGNORED 3-12. The formula given in Frame 3-10 for a numerical sampling 
interval is converted for use in cumulative monetary amounts sam­
pling by (USING/IGNORING) the finite adjustment factor and by 
substituting J for i and M for N. Therefore, in cumulative monetary 
amounts sampling: 
J = MP/R 
Since M designates the monetary total of the population, J is expressed 
in terms of a (NUMBER OF ITEMS/MONETARY AMOUNT). 
ARE NOT 3-69. Given the list of other stratum errors below, rank the overstate-
ments. 
Rank 
Sample 
Items 
Sample 
Errors 
Estimated 
Population Errors 
a. $ 500 $ 75 $ 750 
b. $2,500 $ 85 $ 170 
c. $ 750 $(15) $(100) 
MP' = JR' + E' 
COMPLIANCE DEVIATIONS 
3-126. If a cumulative monetary amounts sample includes compliance 
deviations but not monetary errors, the value of E' in the formula: 
MP' = JR' + E' 
will be . Therefore, the increase in MP' will be attributable 
solely to the increase in the factor. 
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IGNORING 
MONETARY AMOUNT 
3-13. In the formula for i used in numerical sampling, NP designates 
numerical precision, the desired upper precision limit in terms of the 
number of errors. In the formula for J used in monetary sampling, MP 
designates the desired upper precision limit in terms of the (NUMBER/ 
MONETARY AMOUNT) of errors. 
a. 1 
b. 2 
c. This is an error of understate-
ment. 
(The frame required ranking the 
overstatements.) 
(Remember, the estimated pop-
ulation errors are ranked.) 
3-70. Given the list of other stratum errors below, rank the overstate­
ments and the understatements. 
Rank 
Sample Sample Estimated 
Items Errors Population Errors 
a. $ 400 $ 60 $ 720 
b. $2,400 $ 40 $ 80 
c. $ 800 $(10) $ (60) 
d. $ 600 $(20) $(160) 
0 
(zero) 
reliability 
3-127. If a cumulative monetary amounts sample includes compliance 
deviations and monetary errors, the adjusted reliability factor (R') is 
also used by Haskins & Sells personnel in calculating (MP/MP'). In addi­
tion, the individual precision adjustment factors (p) used in monetary 
evaluation should correspond to (R/R'). 
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MONETARY AMOUNT 3-14. In the Haskins & Sells Audit Sampling Plan, the desired upper 
precision limit in terms of the monetary amount of errors is called the 
monetary precision and is designated by the symbol (NP/MP). In design­
ing audit samples, the monetary precision should be based on the auditor's 
judgment of the (NUMBER/MONETARY AMOUNT) of errors he would 
consider not material in relation to the financial statements. This judgment, 
reduced to reflect any company expectations in the circumstances, should 
comprise the (UPPER/LOWER) precision limit used in designing the sam­
ple. 
a. 1 
b. 2 
c. (2) 
d. (1) 
(Remember, the rankings of 
understatements are enclosed 
in parentheses to distinguish 
them.) 
3-71. PROBLEM 3. In this problem, there is only one estimated pop­
ulation error of overstatement in other stratums; this error of $310.00 
is therefore ranked on Sheet 3 as number 1. Similarly, the one estimated 
population error of understatement in other stratums is , 
and the rank of this error is shown on Sheet 3 as number 
Why isn't the estimated population error of $960.00 ranked on Sheet 3? 
MP' 3-128. PROBLEM 3. Haskins & Sells personnel should answer the 
supplementary questions asked on Sheet 6 of this problem and com­
R' pare their answers to those on Sheet 7. 
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MP 
MONETARY AMOUNT 
UPPER 
3-15. The monetary precision (MP) reflects the auditor's judgment of 
the maximum monetary error in the financial statements that would be 
considered not material. This judgment will vary from audit to audit. For 
example, an error of $10,000 would probably not be material in the audit 
of a major manufacturer, but probably (WOULD/WOULD NOT) be mate­
rial in the audit of a single drug store. 
$165.00 
(1) 
Because this is a top-stratum 
error and only estimated pop­
ulation errors in other stratums 
are ranked. 
3-72. The Precision Adjustment Factors (p) required for the next column 
of the Sample Evaluation Worksheet are obtained from the Table of Reli­
ability Factors and Related Precision Adjustment Factors, which is re­
produced as Sheet 4 of Problem 3. 
No answer required here. 3-129. As indicated by note ** on the Sample Evaluation Worksheet 
(Sheet 3 of Problem 3), a quick and conservative approximation of E' 
can be made for both compliance and evaluation. (Re­
member, E' designates the total or net amount of precision adjusted 
errors.) This approximation is made by substituting (ΣE o )p ' for 
in the formula for (E/E'). 
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WOULD 3-16. In cumulative monetary amounts sampling, the method of deter­
mining the initial reliability factor (R) is similar to the method used in 
numerical sampling. Therefore, the initial R factor for cumulative mone­
tary amounts sampling depends primarily upon the auditor's preliminary 
judgment of the potential effectiveness of the company's 
procedures. 
No answer required. 3-73. The precision adjustment factors (p) are used to convert the 
estimated population errors in other stratums (E o ) to precision adjusted 
errors (E op). The column of factors to be used from the table depends on 
the applicable reliability factor (R). You will note that the top half of the 
table (Sheet 4 of Problem 3) relates to errors of overstatement and the 
bottom half to errors of 
monetary 
Σ(EoP) 
E' 
3-130. In calculating (ΣE o )p ' , ΣEo represents the separate sums of the 
errors of overstatements (or deviations) and of , respectively, 
and p' represents the precision adjustment factor for the (SMALLEST/ 
LARGEST) Eo of overstatement and of understatement, respectively. 
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internal control 3-17. As in numerical sampling, however, if one of the purposes of a 
cumulative monetary amounts sample is to test for compliance with 
internal control procedures, Haskins & Sells personnel should assign the 
initial reliability factor (R) by referring to the Firm's Audit Practice 
Manual. Tests for compliance deviations are not possible unless there is 
evidence that (DESIRABLE/ESSENTIAL) internal control 
procedures have or have not been violated. If the potential effectiveness of 
the internal control procedures is evaluated as "bad", there is no reason 
to test for compliance, since the procedures are not relied upon; in this 
event, therefore, there is no special need to refer to the manual. 
understatement 3-74. To determine the precision adjustment factor (p) for any estimated 
population error of overstatement from this table, locate the column cor­
responding to the applicable R factor and use the value that intersects the 
row corresponding to the rank of the error. Thus, for an R factor of 2.0 
and a rank 1 error, p would be 1.51. For a rank 2 error, p would be 
. If the R factor were increased from 2.0 to 3.0, p for a rank 
2 error would (INCREASE/DECREASE) to 
understatements 
LARGEST 
3-131. Assume that in a sample design using an initial reliability factor 
of 2.0, the following estimated population errors of overstatement (under­
statement) were disclosed. 
Top Stratum (E t) $12,000 and $(5,000) 
Other Stratums (E o ) $1,000, $800, $50, $(450), and $(200) 
What would be the separate sums of the estimated population errors in 
other stratums of: 
Overstatements? 
Understatements? 
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documentary 
ESSENTIAL 
3-18. In referring to the Firm's Audit Practice Manual, Haskins & Sells 
personnel should use the upper precision limit as a proportion (P). In 
some applications of cumulative monetary amounts sampling, this pro­
portion will be specified in designing the sample. In other applications, 
particularly where the monetary precison (MP) is independent of the 
population, this proportion should be calculated from the following 
formula: 
P = MP/M 
It is not necessary to carry this calculation to more than three decimal 
places, and any rounding of the calculation should be upward. 
3-75. Similarly, the precision adjustment factor (p) for any error of 
understatement is determined from the bottom half of the table. For an 
R factor of 2.0, p would be .14 for a rank (1) error, and 
for a rank (2) error. For a rank (2) error and an R factor of 3.0, p would 
be . 
1.38 
INCREASE 
1.56 
$1,850 
($1,000 + $800 + $50. The 
$12,000 overstatement error 
in the top stratum is not in­
cluded in E o . ) 
$(650) 
($450 + $200. The $5,000 
understatement error in the 
top stratum is not included 
in E o . ) 
3-132. The reliability factor of 2.0 was assumed in the preceding frame. 
By referring to Sheet 4 of Problem 3, determine p' for the estimated pop­
ulation errors of: 
Overstatements 
Understatements 
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No answer required. 3-19. Assume that one of the purposes of a sample to be selected from 
a population with a monetary total (M) of $1,000,000 is to test for com­
pliance deviations. What upper precision limit as a proportion (P) would 
be used by Haskins & Sells personnel to refer to the Firm's Audit Practice 
Manual if: 
a. Monetary precision of $20,000 was established independent of the 
population? 
b. The desired upper precision limit was 2% of the monetary total of 
the population? 
.49 3-76. PROBLEM 3. For Problem 3, enter the precision adjustment 
factors (p) for the first and third errors on the worksheet. (Remember, 
R = 3.0.) .30 
1.51 
(From the top half of Sheet 4 
for a reliability factor of 2.0 
and a number 1 ranked error.) 
3-133. Using ΣEo of $1,850 and -$650 and p' of 1.51 and .14 for the 
errors of overstatement and understatement, respectively, calculate 
(ΣE o )p ' for: 
Overstatements 
.14 
(From the bottom half of 
Sheet 4 for a reliability factor 
of 2.0 and a number (1) ranked 
error.) 
Understatements 
Combined overstatements and understatements 
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a. .02 
(P = MP/M = 
$20,000/$1,000,000) 
b. .02 
3-20. If one of the purposes of a cumulative monetary amounts sample 
is to test for deviations, Haskins & Sells personnel should 
compare the upper precision limit as a proportion (P), whether specified 
in advance or calculated from the formula, with the maximum precision 
limits (P-max) shown in a table in the Firm's Audit Practice Manual. The 
initial reliability factor (R) corresponding to the applicable evaluation of 
internal control and the smallest P-max that equals or exceeds P should 
then be used by Haskins & Sells personnel in designing the sample. If the 
internal control is evaluated as "bad", would this comparison be required. 
(YES/NO) 
.05 Rank(1) 
1.75 Rank 1 
3-77. PROBLEM 3. Why isn't there a precision adjustment factor for 
the $960.00 error of overstatement? 
$2,793.50 3-134. For combined overstatements and understatements, (ΣEo)p' 
is $2,702.50. Remembering the net estimated population errors in the 
top stratum (ΣE t ) of $7,000 ($12,000 - $5,000) and assuming there 
were no adjustments (a), what would be the quick and conservative 
approximation of E'? 
($1,850 x 1.51) 
-$91.00 
(-$650 x .14) 
$2,702.50 
($2,793.50 - $91.00) 
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compliance 
NO 
3-21. Under the Haskins & Sells Audit Sampling Plan, the result of the 
division of monetary precision (MP)\by the reliability factor (R) is re­
ferred to as the composite judgment factor (J). Therefore, the composite 
factor is calculated using the formula: 
J = MP/R 
What is the composite judgment factor when the monetary total of the 
population is $500,000, the upper precision limit as a proportion is .02, 
and the reliability level is 63%? 
Only estimated population errors 
in other stratums (E o ) are preci­
sion adjusted, as indicated by the 
last column heading. The $960.00 
overstatement is a top-stratum 
error (E t) and there is no need to 
precision adjust such errors be­
cause all top-stratum items have 
been included in the sample. 
3-78. PROBLEM 3. The Precision Adjusted Errors (E op) can be calcu­
lated by multiplying each estimated population error in other stratums 
(E o ) times the precision adjustment factor (p) corresponding to its rank. 
Enter the Precision Adjusted Errors on the Sample Evaluation Worksheet, 
and compute the net total of the Precision Adjusted Errors. 
Having made these calculations, we have increased the precision limit 
based on the errors in the sample so that we can use the same reliability 
level in evaluating the sample as in designing it. In Problem 3, this level 
was 
$9,702.50 
(E' = ΣEt + ( Σ E o ) p ' - a 
= $7,000+$2,702.50 - 0) 
3-135. For the estimated population errors in other stratums assumed 
in Frame 3-131, completion of the Sample Evaluation Worksheet would 
appear as follows (you should be able to verify these figures): 
Estimated Population Errors Rank of 
Errors in 
Other 
Stratums 
Precision 
Adjustment 
Factors 
Precision 
Adjusted 
Errors 
Other Stratums (E o ) 
Over-
Statements 
Under­
statements (P) (EoP) 
$1,000 1 1.51 $1,510.00 
800 2 1.38 1,104.00 
50 3 1.31 65.50 
$(450) (1) .14 (63.00) 
(200) (2) .49 (98.00) 
$2,518.50 
Were (ΣE o )p ' not substituted for Σ(Eop), what would E' be? 
- 104 -
judgment 
$10,000 
(MP = $500,000 x .02 = $10,000 
J = MP/R= $10,000/1.0 = 
$10,000) 
3-22. Determine the composite judgment factor for each of the follow­
ing cases: 
MP R 
a. $ 50,000 1.0 
b. 50,000 2.0 
c. 100,000 2.0 
d. 150,000 2.0 
-$8.25 understatement 
(-$165.00 x .05) 
$542.50 overstatement 
($310.00 x 1.75) 
$534.25 net overstatement 
($542.50 - $8.25) 
95% 
(R = 3.0) 
3-79. PROBLEM 3. Now that all columns across the top of the Sample 
Evaluation Worksheet have been completed, the auditor can complete 
the sample evaluation on the left side of the worksheet. Since the sample 
in Problem 3 was not intended to test for compliance with internal control 
procedures, he will ignore the section headed COMPLIANCE EVALUATION. 
Therefore, he will deal only with the section headed EVALU­
ATION. 
$9,518.50 
(E' = ΣEt + Σ(Eop) - a 
= $7,000+ $2,518.50-0) 
3-136. The quick approximation of E' is $9,702.50 compared with 
$9,518.50. Since E' designates the total or net amount of estimated 
population errors, is the quick approximation conservative? (YES/NO) 
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a. $50,000 
($50,000/1.0) 
b. $25,000 
($50,000/2.0) 
3-23. As the reliability factor (R) in the formula increases, the com­
posite judgment factor (J) will (INCREASE/DECREASE). As the mone­
tary precision (MP) in the formula increases, J will (INCREASE/DE­
CREASE). 
c. $50,000 
($100,000/2.0) 
d. $75,000 
($150,000/2.0) 
MONETARY 3-80. PROBLEM 3. As in other types of sampling, the first stage of 
monetary evaluation is to compute the estimated condition of the pop­
ulation. On the left side of the Sample Evaluation Worksheet under the 
heading MONETARY EVALUATION, this is done on the sub-section 
headed 
YES 
(It is larger.) 
3-137. Assuming JR' was $100,000, MP' would be $109,518.50 using 
E' of $9,518.50. Using E' of $9,702.50, MP' would be 
Consequently, the quick approximation of E' would result in a larger 
and therefore more estimate of MP'. 
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DECREASE 
INCREASE 
3-24. If the monetary precision (MP) is $30,000 and the reliability 
factor (R) is 1.0, the composite judgment factor (J) is calculated as: 
J = MP/R = $30,000/1.0 = $30,000 
IF YOU ARE CORRECT, GO 
TO FRAME 3-25. IF NOT, CON­
TINUE WITH FRAME 3-24. 
If MP is $30,000 but R is increased to 3.0,the composite judgment 
factor (INCREASES/DECREASES) to . If R is 1.0 but 
MP is increased to $40,000, J (INCREASES/DECREASES) to 
Estimate 3-81. PROBLEM 3. On the line "a - (adjustments)", the auditor 
enters the net amount of adjustments recorded to correct errors in the 
population sampled. Adjustments should include any provision for 
estimated errors that was made as a result of the sample. For Problem 
3, enter the amount of such adjustments on Sheet 3. 
$109,702.50 
(MP' = JR' + E' 
= $100,000 + $9,702.50) 
conservative 
3-138. In the succeeding frames, we will review what we have learned 
about cumulative monetary amounts sampling. 
This type of sampling is a (NUMERICAL/MONETARY) sampling 
technique frequently used when the auditor must also test the foot­
ings of the population being sampled. 
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DECREASES 
$10,000 
(J = MP/R= $30,000/3.0) 
INCREASES 
$40,000 
(J = MP/R = $40,000/1.0) 
3-25. PROBLEM 2. Examine Sheet 1 of Problem 2, and assume that 
the auditor will use cumulative monetary amounts sampling to select a 
sample from the 25 population items shown. The first column shows the 
population item numbers. The second column shows the individual amount 
of each item in the population. The third column shows the cumulative 
population amount. For example, the cumulative population amount at 
item number 1 is $ 100, at item number 2 is $ 1,100 ($ 100 + $ 1,000), at 
item number 3 is $2,600 ($1,100 + $1,500), et seq. Enter on Sheet 1 the 
cumulative population amount at item numbers 4, 5, and 6. 
0 
(The problem states that none 
of the errors found were sub­
sequently adjusted.) 
3-82. PROBLEM 3. On the Sample Evaluation Worksheet, the symbol 
E designates the total or net amount of estimated population errors. In 
the MONETARY EVALUATION section, therefore, E represents the 
estimated total or net amount of (COMPLIANCE DEVIATIONS/MONE­
TARY ERRORS) in the population. Problem 3 assumes (NO/THREE) 
monetary errors. In evaluating these errors we use the section of the work­
sheet headed 
MONETARY 3-139. Cumulative monetary amounts sampling can be used to detect 
errors that are classified as monetary errors, , 
or both. In turn, monetary errors can be errors of overstatement or 
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4 $3,100 
5 $3,400 
6 $5,400 
3-26. PROBLEM 2. In cumulative monetary amounts sampling, the 
auditor should choose a random start not greater than the composite 
judgment factor (J). Assume that in Problem 2 the auditor uses a com­
posite judgment factor of $2,000 and chooses a random start of $1,000. 
He will then select for his sample the item at which the cumulative pop­
ulation amount equals or exceeds $1,000 (the random start), the item at 
which it equals or exceeds $3,000 (the random start plus the composite 
judgment factor), the item at which it equals or exceeds 
et seq. 
MONETARY ERRORS 
THREE 
MONETARY EVALUATION 
3-83. PROBLEM 3. Enter the total or net amount of estimated pop­
ulation errors (E) for this problem on Sheet 3. 
Were a provision for estimated errors made by establishing a reserve, for 
example, it should be made for the sum of ΣEt plus ΣEo. Since this sum 
would then also represent an adjustment (a), E would then be 
compliance deviations 
understatement 
3-140. In designing cumulative monetary amounts samples, the key 
formula is: 
J = MP/R 
In this formula, J designates the 
MP designates the , and R designates the 
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$5,000 
($3,000 + $2,000) 
3-27. PROBLEM 2. Assume the composite judgment factor is 
$2,000 and the random start is $1,000. The first item selected will 
be item number 2, since at this item the cumulative population 
amount is $1,100, which equals or exceeds the random start. The next 
item selected will be the item where the cumulative population amount 
equals or exceeds the random start ($1,000) plus the composite judg­
ment factor ($2,000). Therefore, the second item selected would be 
item number where the cumulative population amount is 
$1,105.00 
0 
3-84. PROBLEM 3. In computing the total designated as E, the 
(ESTIMATED POPULATION/SAMPLE) errors in the top stratum 
and in other stratums are used. For the top stratum, these errors 
amount to 
IF YOU ARE CORRECT, GO 
TO FRAME 3-87. IF NOT, 
CONTINUE WITH FRAME 
3-84. 
composite judgment factor 
monetary precision 
reliability factor 
3-141. Monetary precision (MP) represents the auditor's preliminary 
judgment of the aggregate (NUMBER/MONETARY AMOUNT) of errors 
he considers (MATERIAL/NOT MATERIAL) in the circumstances. There­
fore, MP is an (UPPER/LOWER) precision limit. 
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4 
$3,100 
3-28. PROBLEM 2. The auditor will then select the items where the 
cumulative population amount equals or exceeds $5,000, $7,000, $9,000, 
$11,000, et seq. List below the item numbers at which the cumulative pop­
ulation amounts equal or exceed the following selection amounts. 
a. $ 5,000 
b. 7,000 
c. 9,000 
d. 11,000 
e. $13,000 
f. 15,000 
g. 17,000 
ESTIMATED POPULATION 
$960.00 
(ΣE t ) 
3-85. PROBLEM 3. For other stratums, the estimated population errors 
are: 
of overstatement and 
of understatement. 
Consequently, the net overstatement in other stratums is 
MONETARY AMOUNT 
NOT MATERIAL 
UPPER 
3-142. In some applications of cumulative monetary amounts sampling, 
the auditor will base his judgment of the monetary amount that is not 
material on the population to be sampled. In this event, he will likely first 
establish an upper precision limit as a proportion, which is designated by 
the symbol , and then obtain the product of M times P to be 
used as MP. The symbol M designates the (NUMERICAL/MONETARY) 
total of the population. 
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a. 6 
b. 9 
c. 11 
d. 16 
e. 18 
f. 21 
g. 23 
3-29. PROBLEM 2. Assume the composite judgment factor is $2,000 
and the random start is $1,325. The first three population items to be 
selected for the sample would be those where the cumulative population 
amount equals or exceeds $1,325, , and . This 
occurs at population item numbers 3, and 
$310.00 
$165.00 
$145.00 
($310.00 - $165.00) 
MONETARY 
3-143. In other applications of cumulative monetary amounts sampling, 
the auditor's judgment of MP will be measured on some base other than 
the population to be sampled. Based upon the financial statements as a 
whole, for example, the auditor may decide that a fixed amount of $50,000 
would not be material in the circumstances. In this event, the upper precision 
limit as a proportion (P) may be calculated using the formula: 
- 1 1 2 -
3-86. PROBLEM 3. For all stratums, the total amount of estimated pop­
ulation errors is . Since there are no adjustments (a), E there­
fore is . Had a reserve been established for $1,105.00, how­
ever, E would have been . 
p 
$3,325 
($1,325 + $2,000) 
$5,325 
($3,325 + $2,000) 
5 
6 
3-30. In cumulative monetary amounts sampling, the determinable 
probability of selecting any population item corresponds to the sampling 
rate (r), which may be computed as: 
r = I/J 
In the above formula, I designates the amount of the item and J designates 
the composite factor. If J is $5,000, what is the sampling rate 
for an $8,000 item? for a $4,000 item? 
$1,105.00 
(ΣE t + ΣEo = $960.00 + $145.00) 
$1,105.00 
0 
(E = ΣEt + ΣEo - a 
= $960.00+ $145.00-
$1,105.00) 
3-87. As in other types of sampling, the next stage of monetary evaluation 
is to compute the statistical assurance concerning the estimated condition 
of the population. This assurance is expressed in terms of the 
and of the sample. 
P = MP/M 3-144. As in numerical sampling, the reliability factor (R) used in cumu­
lative monetary amounts sampling is based on the (HYPERGEOMETRIC/ 
POISSON) distribution. Each reliability factor has a corresponding reli­
ability , which designates the mathematical probability that 
the sample will contain at least one error if the actual population errors 
(EQUAL/EXCEED) MP. 
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judgment 
1.00 
(The sampling rate cannot be 
greater than certainty.) 
3-31. We indicated earlier that valid statistical evaluation requires each 
population item to have an equal or otherwise determinable probability 
of being selected. In cumulative monetary amounts sampling, each pop­
ulation item has (AN EQUAL/A DETERMINABLE) probability of 
selection, which ordinarily is to its amount. 
.80 
(r = I/J = $4,000/$5,000) 
precision 
reliability 
3-88. As in numerical sampling, the evaluation of cumulative monetary 
amounts samples is made by increasing the upper precision limit without 
reducing the reliability level used in designing the sample. On the section 
of the Sample Evaluation Worksheet headed MONETARY EVALUATION, 
this is done on the sub-section headed 
POISSON 
level 
EXCEED 
3-145. In designing a cumulative monetary amounts sample, the key 
determinant in assigning a reliability factor is the auditor's evaluation of 
the (ACTUAL/POTENTIAL) effectiveness of the company's internal con­
trol procedures. 
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A DETERMINABLE 
proportional 
3-32. In cumulative monetary amounts sampling, the determinable 
probability of a higher dollar value item being selected for the sample 
is greater than that of a lower dollar value item. Which of the following 
statements is true? 
a. Any item with an amount equal to or greater than the composite 
judgment factor will always be selected for the sample. (IF THIS 
IS YOUR ANSWER, GO TO FRAME 3-33.) 
b. The probability of selecting any item with an amount greater than 
the composite judgment factor is less than 1.00. (IF THIS IS YOUR 
ANSWER, GO TO FRAME 3-34.) 
Upper Precision Limit 3-89. PROBLEM 3. The revised upper precision limit is calculated on 
the worksheet in two phases. In the first phase, the total or net amount of 
precision adjusted errors (E', read as "E prime") is calculated by adding 
the estimated population errors in the top stratum (ΣE t , where the symbol 
Σ represents "sum o f ) to the net sum of the precision adjusted errors in 
other stratums (ΣE o p, as obtained from the rightmost column of the work­
sheet) and then deducting any adjustments (a). For Problem 3, calculate 
E' on the Sample Evaluation Worksheet (Sheet 3). 
POTENTIAL 3-146. When the auditor's evaluation is that internal control is potentially 
good, he will place greater reliance on it. Therefore, he will use a (LARGER/ 
SMALLER) reliability factor than when internal control is evaluated as bad. 
This will result in a (LARGER/SMALLER) sample size. 
- 1 1 5 -
3-33. YOUR ANSWER: a. Any item with an amount equal to or 
greater than the composite judgment 
factor will always be selected for the 
sample. 
This is correct. The probability of any item being selected for the sample 
is equal to the amount of the item (I) divided by the composite judgment 
factor (J) but cannot be greater than certainty (1.00). An item whose 
amount equals or exceeds the composite judgment factor is called a "top-
stratum item" and the probability of selecting such items is 1.00. 
GO TO FRAME 3-35. 
$1,494.25 
(E' = ΣEt + Σ(Eop) - a 
= $960.00 + $534.25 - 0) 
3-90. PROBLEM 3. In the second phase of calculating statistical assur­
ance, the revised upper precision limit as to estimated monetary errors — 
expressed as monetary precision (MP') is calculated using the formula: 
MP' = JR' + E' 
If there is no compliance evaluation or any compliance evaluation has no 
effect on the initial reliability factor, then R' = R and JR' = MP, the mone­
tary precision specified in designing the sample. 
In Problem 3, the monetary precision originally specified was 
SMALLER 
SMALLER 
3-147. Without the use of computer, there is no practicable way to 
utilize the finite adjustment factor in cumulative monetary amounts 
sampling. Therefore, this factor, which causes the Poisson distribution 
to more closely approximate the (BINOMIAL/HYPERGEOMETRIC) 
distribution that is ordinarily appropriate in auditing, is (USED/ 
IGNORED) in this type of sampling. 
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3-34. YOUR ANSWER: b. The probability of selecting any item with 
an amount greater than the composite 
judgment factor is less than 1.00. 
This is incorrect. The probability of any item being selected for the sample 
is equal to the amount of the item (I) divided by the composite judgment 
factor (J) but cannot be greater than certainty (1.00). An item whose 
amount equals or exceeds the composite judgment factor is called a "top-
stratum item" and the probability of selecting such items is 1.00. Since the 
selection amounts that are compared to the cumulative population amounts 
cannot be more than J apart, each top-stratum item is selected with certain­
ty. 
CONTINUE WITH FRAME 3-35. 
$30,000 3-91. PROBLEM 3. In this Problem, there is no compliance evaluation. 
Consequently, R' = R, as stated on Sheet 1. In designing this sample, R 
was and J was . Therefore, JR' is , 
the monetary precision originally specified. 
HYPERGEOMETRIC 
IGNORED 
3-148. In cumulative monetary amounts sampling, the determinable 
probability of selecting any population item ordinarily is the amount of 
the item divided by the composite judgment factor. Therefore, this prob­
ability ordinarily is proportional to the (NUMBER/AMOUNT) of pop­
ulation items. 
- 1 1 7 -
No answer required. 3-35. In designing a cumulative monetary amounts sample, the auditor 
must first determine the composite judgment factor. The composite judg­
ment factor (J) is calculated from the formula: 
J = 
Calculate the composite judgment factor for a monetary precision of 
$ 10,000 and a reliability factor of 2.0. A reliability factor 
of 2.0 indicates a reliability level of that the sample will 
contain at least one error if the actual error amount exceeds MP. 
3.0 
$10,000 
3-92. PROBLEM 3. As indicated previously, the revised upper precision 
limit as to estimated monetary errors — expressed as monetary precision 
(MP') is calculated using the formula: 
$30,000 
($10,000 x 3.0) 
MP' = JR' + E' 
For Problem 3, the total or net amount of precision adjusted errors (E') 
is .Enter MP' on Sheet 3. It should be noted that the formula 
for E' includes all of the terms in the formula for E. The formula for E', 
however, uses Σ(Eop) whereas the formula for E uses only ΣEo. Therefore, 
E' reflects E plus the effect of the precision adjustment factors (p). 
AMOUNT 3-149. Cumulative monetary amounts sampling is a (RANDOM/ 
SYSTEMATIC) selection technique. As a first step in selecting a 
cumulative monetary amounts sample, the auditor chooses a ran­
dom start, which should not be greater than (MP/J) and which 
should contain the same number of digits as (MP/J). 
- 1 1 8 -
MP/R 3-36. To select the sample, the auditor should first determine a random 
start. The random start may be determined from a random number table. 
$5,000 There are two restrictions on the random number used. First, it should be 
(J = MP/R = $10,000/2.0) equal to or less than the composite judgment factor (J). Second, it should 
contain the same number of digits as the composite judgment factor. If J 
.86 is $5,000, which of the following numbers is a suitable random start? 
a. 5236 
b. 236 
c. 0236 
$1,494.25 
$31,494.25 
(MP' = JR' + E' = $30,000.00 + 
$1,494.25) 
3-93. PROBLEM 3. We now find that the revised monetary precision 
(MP') of $31,494.25 (EXCEEDS/FALLS WITHIN) the monetary precision 
limit originally specified. MP' was calculated using the formula . 
In Problem 3, R' = R and, therefore, JR' = MP. Since E' reflects E plus the 
effect of the precision adjustment factors (p), the MP' of $31,494.25 is 
comprised of the following elements: 
MP specified in designing the sample 
Estimated errors (E) in the population 
Effect of precision adjustment factors (p) 
$30,000.00 
1,105.00 
389.25  
$31.494.25 
} E' 
Consequently, MP' is the upper (PRECISION/PRECISION LIMIT). 
SYSTEMATIC 3-150. In cumulative monetary amounts sampling, the auditor compares 
the cumulative population amounts with certain selection amounts. The 
first selection amount is (J/THE RANDOM START). Additional selection 
amounts consist of the previous selection amount plus (J/THE RANDOM 
START). 
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c. 0236 
(5236 is greater than the com­
posite judgment factor and 
236 has only 3 digits.) 
3-37. PROBLEM 3. Read Sheet 1 of Problem 3. What is the monetary 
precision? The monetary .total (M) of the accounts receivable 
in this problem is $500,000. Therefore, the precision as a proportion (P) 
is 
EXCEEDS 
MP' = JR' + E' 
PRECISION LIMIT 
3-94. PROBLEM 3. If this sample had contained no errors, we would 
have had 95% reliability that any overstatement in the population of ac­
counts receivable did not exceed $30,000, and no quantitative evaluation 
would have been necessary. Since the sample did contain errors, however, 
we have 95% reliability that the overstatement does not exceed 
Consequently, the auditor at this point would have to decide whether MP' 
was acceptable and, if not, what further action (such as establishing a re­
serve) to take. (Obviously, the monetary precision used in designing a sam­
ple is a relative rather than an absolute judgment, since there are no author­
itative criteria for exact computations; therefore, further consideration of 
the upper limit after evaluation is justifiable.) In addition, he would make a 
(QUANTITATIVE/QUALITATIVE) evaluation of the errors, including, if 
possible, ascertaining their causes and the effect of those causes on other 
phases of the examination. 
THE RANDOM START 
J 
3-151. Those population items that cause the cumulative population 
amounts to equal or the selection amounts are selected as 
the sample items using cumulative monetary amounts sampling. Therefore, 
top-stratum items (ARE/ARE NOT) selected with certainty. 
- 1 2 0 -
$30,000 
.06 
(P = MP/M = $30,000/$500,000) 
3-38. PROBLEM 3. As stated on Sheet 1 of this problem, the cumu­
lative monetary amounts sample is not intended to test for compliance 
deviations. Consequently, Haskins & Sells personnel (WOULD/WOULD 
NOT) compare the P of .06 to P-max as shown in the Firm's Audit 
Practice Manual. 
$31,494.25 
(MP') 
QUALITATIVE 
3-95. In Problem 3, there were no compliance deviations. However, if 
one of the purposes of the cumulative monetary amounts sample in this 
problem had been to test for compliance with internal control procedures 
and compliance deviations were found, the section of the Sample Evaluation 
Worksheet headed (COMPLIANCE/MONETARY) EVALUATION would 
also have been completed. 
exceed 
ARE 
(The largest possible difference 
between selection amounts is J. 
Consequently, any item whose 
amount equals or exceeds J will 
be selected.) 
3-152. Errors detected in examining sample items using cumulative 
monetary amounts sampling are classified as compliance deviations, 
errors, or both. In evaluating samples, compliance de­
viations are treated as errors of (OVERSTATEMENT/UNDERSTATE­
MENT) and are evaluated (AFTER/BEFORE) the evaluation of any 
monetary errors. 
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WOULD NOT 3-39. PROBLEM 3. What is the initial reliability factor for this prob­
lem? Since monetary precision is $30,000. the composite 
judgment factor is 
COMPLIANCE 3-96. In evaluating compliance deviations, the procedures are basically 
the same as in evaluating monetary errors. These basic procedures have 
already been demonstrated in Problem 3. 
In the following frames, the difference between evaluating monetary 
errors and will be discussed. 
monetary 
OVERSTATEMENT 
3-153. Monetary errors detected using cumulative monetary amounts 
sampling are either overstatements or 
BEFORE 
- 1 2 2 -
3.0 
$10,000 
(J = MP/R = $30,000/3.0) 
3-40. PROBLEM 3. When the composite judgment factor (J) has 
been calculated, the auditor knows the (MAXIMUM/MINIMUM) value 
of his random start. In Problem 3, the composite judgment factor is 
. Therefore, the random start should not exceed $ 
compliance deviations 3-97. The full amount of any sample item (I) that bears 
evidence of the omission of internal control procedures 
is treated for compliance evaluation purposes as the amount of the 
compliance deviation (d). Therefore, d = . As in the case of 
numerical sampling, such deviations are treated as errors of (UNDER­
STATEMENT/OVERSTATEMENT). 
understatements 3-154. In evaluating a cumulative monetary amounts sample, the 
amount of the sample item in which an error is detected is designated 
by the symbol (I/S). A compliance deviation is designated by the 
symbol and a monetary error by the symbol 
- 1 2 3 -
MAXIMUM 3-41. PROBLEM 3. In Problem 3, the auditor chooses a random start 
of $3,383. Therefore, the first item selected for the sample will be Ac­
$10,000 count Number , where the cumulative population amount 
equals or exceeds the selection amount of 
10,000 
documentary 3-98. Assume that the error in Account Number 8700 disclosed in Prob­
lem 3 was a compliance deviation in addition to being a monetary error. 
essential (However, remember that the absence of compliance deviations cannot 
be disclosed conclusively by confirmation of receivables.) On the Sample 
I Evaluation Worksheet, what amount would be entered in the column 
headed Items (I)? What amount would be entered in the 
OVERSTATEMENT column headed Compliance Deviations (d)? 
I 3-155. In evaluating a cumulative monetary amounts sample, the amount 
of the sample item (I) is substituted for the Related Upper Cut-off, which 
d is designated by the symbol on the Sample Evaluation Work­
sheet. This is because each I is equivalent to a separate stratum, and there­
e fore, its amount is equivalent to the upper cut-off. 
- 1 2 4 -
8682 3-42. PROBLEM 3. Since the composite judgment factor (J) is 
$3,383 
$10,000, and the random start is $3,383, the auditor will select the 
items at which the cumulative population amount equals or exceeds 
(The random start.) selection amounts of $3,383, $13,383, , , 
et seq. 
$1,617.12 3-99. The procedure for computing the sampling interval is the same 
in compliance evaluation as in monetary evaluation. For a compliance 
$1,617.12 deviation in Account Number 8700, what amounts would be entered 
(d = I) on the Sample Evaluation Worksheet in the columns headed: 
a. Related Upper Cut-offs (Us)? 
b. Sampling Intervals (is)? 
U s 3-156. In cumulative monetary amounts sampling, the sampling interval 
used to calculate the estimated population error (E) is derived from the 
formula: 
i s ≥ J / U s 
Since I is substituted for U s , this formula may also be written as: 
The symbol — indicates that any rounding of this calculation should be 
(UPWARD/DOWNWARD). 
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$23,383 
$33,383 
3-43. PROBLEM 3. Identify the Account Numbers to be selected as 
the second, third, and fourth sample items. 
The second sample item is a top-stratum item because its 
amount (EQUALS OR EXCEEDS/IS LESS THAN) the composite judg­
ment factor. Therefore, this item (WOULD/WOULD NOT) be selected 
if the random start were some amount other than $3,383. 
a. $1,617.12 
(U S = I) 
b. 6.2 
The finite adjustment factor 
(f) is not used in cumulative 
monetary amounts sampling.) 
3-100. In compliance evaluation, the estimated population errors are 
calculated by multiplying the compliance deviations (d) times the cor­
responding sampling intervals (i s). For a compliance deviation in Ac­
count Number 8700, therefore, the estimated population error would 
be . 
3-157. For errors in items (I) equal to or greater than the composite 
judgment factor (J), the sampling interval is . Such items 
are referred to as - items. For a top-stratum 
monetary error (et) of $12,000, the estimated population error (E t) is 
. For a top-stratum compliance deviation (d t) of $12,000, 
E t is . 
i s ≥ J / I 
UPWARD 
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(i s ≥J/I 
≥$10,000/$1,617.12. 
8687 
8689 
8695 
EQUALS OR EXCEEDS 
3-44. PROBLEM 3. In selecting the sample, the auditor's first sample 
item will be that item at which the cumulative population amount first 
equals or exceeds the random start of $3,383. The second will be that 
item at which the cumulative population amount equals or exceeds the 
random start plus the composite judgment factor (J). This selection 
amount is 
WOULD 
(Top-stratum items are selected 
with certainty.) 
IF YOU ARE CORRECT, GO 
TO FRAME 3-47. IF NOT, 
CONTINUE WITH FRAME 
3-44. 
$10,026.14 
($1,617.12 x 6.2. Note that Eo 
for compliance deviations will 
always approximate J, with any 
difference being attributable to 
rounding the sampling interval 
upward. Therefore, J may be 
used as Eo for each compliance 
deviation in other stratums.) 
3-101. A compliance deviation in Account Number 8700 would be an 
estimated population error of (OVERSTATEMENT/UNDERSTATE­
MENT) in the (TOP STRATUM/OTHER STRATUMS). As shown in the 
sub-section headed Estimate under the COMPLIANCE EVALUATION 
section of the worksheet, the appropriate formula for computing the 
estimated population error for this compliance deviation is: 
1.0 
top-stratum 
$12,000 
(E t = e t) 
3-158. Estimated population errors in stratums other than the top 
stratum are designated by the symbol . For compliance 
deviations, the formula for calculating these estimated population 
errors is: 
$12,000 
(E t = d t) 
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$13,383 3-45. PROBLEM 3. The selection amount of $13,383 is equaled or 
exceeded at Account Number 8687, where the cumulative population 
amount is $23,276.18. Since the amount of this item (I) is 
which equals or exceeds J, this a - item that is 
selected with certainty. This will occur irrespective of the random start 
because selection amounts cannot be more than J apart. The next (third) 
sample item will occur where the cumulative population amount equals 
or exceeds the random start plus 2J, or at a selection amount of 
OVERSTATEMENT 
OTHER STRATUMS 
3-102. A compliance deviation (d) in a sample item (I) whose amount 
equals or exceeds the composite judgment factor constitutes an estimated 
population error in (THE TOP STRATUM/OTHER STRATUMS). For such 
estimated population errors, the sampling interval to be entered in the col­
umn of the worksheet headed Sampling Intervals (i s) is .In 
the sub-section headed Estimate under the COMPLIANCE EVALUATION 
section, the appropriate formula for computing the estimated population 
error for these compliance deviations is given as: 
Eo 3-159. For monetary errors, the formula for calculating Eo is: 
Eo = dois 
Eo (IS/IS NOT) calculated separately for monetary errors of overstate­
ment and of understatement. 
- 1 2 8 -
$11,114.12 
top-stratum 
$23,383 
3-46. PROBLEM 3. The third sample item is, therefore, Account 
Number 8689, where the cumulative population amount is $24,137.28. 
The fourth sample item will be the account at which the cumulative 
population amount equals or exceeds the random start plus 3J. This 
would occur at Account Number 
THE TOP STRATUM 
1.0 
E t = d t 
3-103. In compliance evaluation, the estimated population errors in 
other stratums (E o ) are ranked in the same way as in monetary evaluation, 
except that estimated compliance deviations are all treated as errors of 
(OVERSTATEMENT/UNDERSTATEMENT). If the only compliance de­
viation in Problem 3 was in Account Number 8700, what would be its rank? 
Eo = e o i s 
IS 
3-160. In evaluating a cumulative monetary amounts sample, the estimated 
population errors in (THE TOP STRATUM/OTHER STRATUMS) are rank­
ed from the largest to the smallest. The error is always ranked 
number 1, and the rankings of understatements are enclosed in parentheses 
to distinguish them from 
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8695 3-47. PROBLEM 3. In Problem 3, the auditor selects 10 accounts 
(identified by an asterisk on Sheet 2) for his confirmation sample. He 
then examines each reply for evidence of monetary overstatement or 
understatement. Can he detect all understatements of accounts receiv­
able from this examination? (YES/NO) Please explain your answer. 
OVERSTATEMENT 
1 
3-104. It was previously stated that Haskins & Sells personnel should 
evaluate compliance deviations by using the reliability factor (R) and 
corresponding individual precision adjustment factors (p) applicable to 
that evaluation of internal control for which (SOME/NO) reliance is 
placed on the company's internal control procedures. Use of these fac­
tors results in the evaluation of at a reliability 
level the Firm considers reasonable in light of factors other than the in­
ternal control procedures themselves. 
OTHER STRATUMS 
largest 
overstatements 
3-161. Estimated population errors in other stratums are multiplied 
by certain factors to obtain the precision 
adjusted errors (E op). These factors, which are obtained from a table, 
vary with the factor used to evaluate the sample. Com­
pliance deviations should be evaluated using the factors for the reli­
ability level at which it is decided that (SOME/NO) reliance is placed 
on internal control. 
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NO 
Examination of these replies 
would not necessarily detect 
any understated balances be­
cause a customer might not 
take exception to such a 
balance. In addition, omitted 
balances would not be subject 
to selection. 
3-48. In order to detect understatements of accounts receivable caused 
by understated or omitted balances, the auditor should test a reciprocal 
population. For example, a test for understatement of sales would simul­
taneously test for understatement of recorded debits to receivables and 
for omission of debit balances. Therefore, tests for understatement of 
sales (the reciprocal population) would test for understatement of re­
ceivables, the primary population. Confirmation would, of course, test 
receivables for overstatement. 
NO 
compliance deviations 
3-105. Assuming the only compliance deviation (in Account Number 
8700) in Problem 3 was to be evaluated at a reliability level of 95%, what 
would be the precision adjustment factor (p) (from Sheet 4 of Problem 3) 
for this deviation? 
precision adjustment 
reliability 
3-162. For a reliability factor of 3.0, the precision adjustment factor 
for a rank 5 estimated population error is . For a rank (3) 
error, p is 
NO 
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No answer required. 3-49. Auditing procedures designed principally to detect understate­
ments in a primary population ordinarily and preferably consist of select­
ing items from a population and examining them for any 
evidence of understatement of the primary population. For example, 
auditors customarily examine subsequent disbursements and vouchers 
(the reciprocal population) as a test for understatement of recorded ac­
counts payable at the audit date (the primary population). Similarly, 
comparing paid checks returned in a subsequent period (the reciprocal 
population) with the list of outstanding checks at the audit date (the 
primary population) serves as a test for understatement of such list. 
1.75 
(At R = 3.0, which corresponds 
to a 95% reliability level.) 
3-106. Assuming the compliance deviation in Account Number 8700 
in Problem 3 was to be evaluated using a precision adjustment factor 
(p) of 1.75, what would be the precision adjusted error (E op) for this 
deviation? 
1.36 
.46 
3-163. In cumulative monetary amounts sampling, are top-stratum 
compliance deviations or monetary errors multiplied by precision ad­
justment factors to derive precision adjusted errors? (YES/NO) Please 
explain your answer. 
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reciprocal 3-50. In applying this type of auditing procedure, any item included in 
the reciprocal population that is improperly excluded from the primary 
population is an understatement of the primary population and, in this 
context, is also an overstatement of the population. Con­
sequently, the upper precision limit as to overstatement of the 
population is also the precision limit as to any (UNDER/OVER)statement 
of the primary population arising from items improperly included in the 
reciprocal population. This precision limit as to understatements does not, 
however, comprehend any items not included in the reciprocal population, 
such as disbursements recorded subsequent to the period tested. 
$17,545.75 
($10,026.14 x 1.75) 
3-107. The preceding frames have discussed and illustrated the method 
of completing the columns of the Sample Evaluation Worksheet, where 
deviations are disclosed through cumulative monetary 
amounts sampling. In the following frames, we will discuss the comple­
tion of the section of the worksheet headed COMPLIANCE EVALUA­
TION. 
NO 
Only estimated population errors 
in other stratums are precision 
adjusted as indicated by the 
symbol E o p . This is because all 
top-stratum items have been in­
cluded in the sample. 
3-164. As in other types of sampling, the quantitative evaluation of 
cumulative monetary amounts samples is performed in two stages. In 
the first stage, we calculate an of the condition of the pop­
ulation. This is designated by the symbol . If a sample con­
tains no errors, our estimate is that the population contains 
errors. 
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reciprocal 3-51. PROBLEM 3. After examining the confirmation replies, the 
auditor for Receivables Factoring, Inc. can proceed with the (DESIGN/ 
SELECTION/EVALUATION) of his statistical sampling application. As 
shown on Sheet 2, the auditor discovers three monetary errors of over­
statement (understatement) as follows: 
reciprocal 
UNDER 
Monetary 
Account No. Error 
8682 $(75.00) 
8687 $960.00 
8700 $ 50.00 
He then enters these errors in the appropriate columns of the Sample 
Evaluation Worksheet (Form 301-E), which is reproduced as Sheet 3 
of Problem 3. 
compliance 3-108. In numerical sampling, any compliance deviations are evaluated 
by increasing the upper precision limit, which is ordinarily expressed as 
the proportion (P') of errors in the population but which may also be 
expressed as the (DOLLAR AMOUNT/NUMBER) of errors. The reliability 
level (IS/IS NOT) reduced. 
estimate 3-165. In the second stage of quantitative evaluation, we calculate 
the statistical assurance, which is expressed in terms of the precision 
and of the sample. If a sample contains no errors, the 
statistical assurance (DIFFERS FROM/ IS THE SAME AS) that spec­
ified in designing the sample. 
E 
no 
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EVALUATION 3-52. PROBLEM 3. The SAMPLE ITEMS and SAMPLE ERRORS 
columns of the Sample Evaluation Worksheet (Sheet 3) have been com­
pleted for the monetary errors detected in Account Numbers 8682 and 
8687. Complete the same columns for the monetary error detected in 
Account Number 8700. 
NUMBER 
IS NOT 
3-109. Since cumulative monetary amounts sampling is a (NUMERICAL/ 
MONETARY) sampling technique, compliance deviations disclosed by this 
type of Audit Sampling are evaluated in monetary terms. As in evaluating 
monetary errors, the first stage of compliance evaluation is the computation 
of the estimated condition of the population. On the section of the Sample 
Evaluation Worksheet headed (COMPLIANCE/MONETARY) EVALUA­
TION, this is done on the sub-section headed Estimate. 
reliability 
IS THE SAME AS 
3-166. The reliability of a cumulative monetary amounts sample con­
taining errors (IS/IS NOT) reduced from the reliability used in designing 
the sample. However, the upper precision limit is revised by (INCREAS­
ING/DECREASING) the limit used in designing the sample. The revised 
upper precision limit as to estimated monetary errors — expressed as 
monetary precision — is calculated using the formula: 
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SAMPLE ITEMS 
References 8700 
Amounts 
Items (I) $1,617.12 
SAMPLE ERRORS 
Monetary over 
(under) state­
ments (e) $50.00 
3-53. PROBLEM 3. In cumulative monetary amounts sampling, the 
amounts of the items (I) in which errors are found are entered in the 
column headed Related Upper Cut-offs (U s) on the Sample Evaluation 
Worksheet. The amount of each item (I) is equivalent to a separate cut­
off; this is called "optimum stratification" because the selection prob­
abilities are proportional to the amount of each item. (In other types 
of stratified monetary samples, which are not comprehended in this 
book, U s is derived differently.) For the errors in Account Numbers 
8682 and 8687, therefore, the worksheet shows I as U s . For the 
$50.00 error of overstatement in Account Number 8700, enter U s 
on Sheet 3. 
MONETARY 
COMPLIANCE 
3-110. In the Estimate sub-section under COMPLIANCE EVALUATION, 
two formulas are given for computing the estimated population error for 
each compliance deviation. The first formula: 
E t = d t 
pertains to compliance deviations in the stratum and indicates 
that the sampling interval to be used is 
IS NOT 
INCREASING 
MP' = JR' + E' 
3-167. In cumulative monetary amounts sampling, the revised com­
pliance precision is designated by the symbol when ex­
pressed in monetary terms and by the symbol when ex­
pressed as a proportion of the population. 
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$1,617.12 
(I) 
3-54. The next column to be completed is headed Sampling Intervals 
(i s). In the upper left corner of the Sample Evaluation Worksheet (Sheet 
3 of Problem 3) under the heading ERROR ESTIMATION FACTORS, 
the following formula for the sampling interval is given: 
i s ≥(J /U s ) + f 
The symbol — indicates that any rounding of this calculation should be 
(DOWNWARD/UPWARD). In cumulative monetary amounts sampling, 
J is the composite factor and Us = 
top 
1.0 
3-111. In the preceding frames, a compliance deviation was assumed in 
Account Number 8700 in Problem 3, and the estimated population error 
for this deviation was calculated to be $10,026.14. The formula used in 
making this calculation was 
CP 
P' 
3-168. In cumulative monetary amounts sampling, the total or net 
amount of precision adjusted errors is designated by the symbol E'. 
Is the formula used for calculating E' in compliance evaluation the 
same as in monetary evaluation? (YES/NO) Please explain your an­
swer. 
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UPWARD 
( ≥ means i s , as used, should be 
equal to or greater than the 
calculated interval.) 
3-5 5. In the formula for the sampling interval given on the worksheet, 
the "f" term represents the factor. Since this 
factor (IS/IS NOT) used in cumulative monetary amounts sampling, its 
value is (0.5/0) when evaluating such samples. 
judgment 
I 
Eo = dois 3-112. The total estimated population errors expressed as compliance 
deviations are designated on the worksheet by the symbol E. What is E 
for the 1 compliance deviation under the assumptions described previous-
ly? 
Note that E for compliance evaluation differs from E for monetary evalua­
tion because the term for adjustments (a) is excluded from the formula. 
This is because compliance deviations (CAN/CANNOT) be retroactively 
adjusted. 
NO 
In compliance evaluation, E' 
is not reduced for adjustments 
(a). Compliance deviations can­
not be retroactively corrected. 
3-169. A quick and approximation of E' for monetary 
evaluation may be made by using the formula: 
In this formula, the symbol designates the precision adjust­
ment factor for the largest Eo of overstatement and of understatement, 
respectively. 
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finite adjustment 
IS NOT 
0 
3-56. In cumulative monetary amounts sampling, the sampling interval 
(i s) is derived from the formula: 
i s ≥ J / U s 
which ignores the factor. Since Us = I in this 
type of sampling, the above formula may also be written as: 
i s ≥ J/I 
If the composite judgment factor is $10,000 and the amount of the 
sample item is $2,000, the sampling interval is .This interval 
indicates a determinable probability of selecting 1 out of every 
population items whose amounts are exactly $2,000. 
$10,026.14 
(E = ΣEt + ΣEo 
= 0 +$10,026.14) 
CANNOT 
3-113. The ratio of estimated population errors to the monetary total 
of the population is indicated on the worksheet as: 
E/M 
Assuming the monetary total of the population in Problem 3 was 
$500,000, this ratio for the 1 compliance deviation (in Account Num­
ber 8700) would be 
conservative 
E' = ΣEt + (ΣE o )p ' - a 
P' 
3-170. If a cumulative monetary amounts sample contains compliance 
deviations, an (INITIAL/ADJUSTED) reliability factor is used in com­
puting MP'. This factor is designated by the symbol . Would 
this factor be used even if the sample did not contain monetary errors? 
(YES/NO) 
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finite adjustment 
5.0 
( i s - J / I = $10,000/$2,000) 
3-57. It was stated earlier that a sampling rate (r) is the (RECIPROCAL/ 
COMPLEMENT) of a sampling interval (i), as shown by the following 
formula: 
r = 1/i 
5 
Consequently, a sampling interval is also the (RECIPROCAL/COMPLE­
MENT) of a sampling rate. 
When the sampling interval is 5.0, the sampling rate is 
When the sampling rate is .20, the sampling interval is 
.020 
(E/M = $10,026.14/$500,000) 
3-114. In the sub-section headed Upper Precision Limit, the statistical 
concerning the estimated condition of the population is 
calculated. This is expressed in terms of the and 
of the sample. 
ADJUSTED 
R' 
YES 
(MP' would be computed 
even if the sample contained 
no monetary errors. In this 
event, however, MP' = JR' 
since E' = 0.) 
3-171. If a cumulative monetary amounts sample contains no errors, 
there is a specified reliability that any overstatement does not exceed 
(MP/MP'). If the sample contains errors, however, there is a specified 
reliability that any overstatement does not exceed (MP/MP'). 
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RECIPROCAL 
RECIPROCAL 
.20 
(r = 1/i=1/5.0) 
5.0 
(i = 1/r=1/.20) 
3-58. In Frame 3-30, it was stated that, in cumulative monetary 
amounts sampling, the determinable probability of selecting any pop­
ulation item corresponds to the sampling rate, which may be computed 
as: 
r = I/J 
Since a sampling interval is the reciprocal of a sampling rate, the formula 
for i in cumulative monetary amounts sampling is derived as follows: 
assurance 
precision 
reliability 
3-115. The total amount of precision adjusted errors is designated on 
the worksheet by the symbol E' and the formula for this calculation 
virtually parallels the similar formula under MONETARY EVALUA­ 
TION. Under COMPLIANCE EVALUATION, however, the formula 
for E' does not reflect the term "a", which designates the total or net 
amount of recorded to correct errors. Compliance de­
viations cannot be retroactively corrected. 
MP 
MP' 
3-172. In addition to making a quantitative evaluation of errors detected 
in a cumulative monetary amounts sample, the auditor would make a 
evaluation of the causes of the errors, etc. 
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i = 1/r = 1 ÷ J = 1x 
J = J/I 
This formula (IS/IS NOT) equivalent to the second formula given in 
Frame 3-56. 
IS 
NOW TURN BACK TO PAGE 85 AND BEGIN THE MIDDLE ROW 
WITH FRAME 3-59. 
adjustments 
NOW TURN BACK TO PAGE 85 AND BEGIN THE BOTTOM ROW 
WITH FRAME 3-116. 
qualitative 
END OF SECTION 3. 
NOW TURN THE PAGE, FLIP THE BOOK OVER, AND BEGIN THE 
TOP ROW OF SECTION 4 WITH FRAME 4-1. 
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section 4 
Subsampling 
SECTION 4. SUBSAMPLING 
4-1. The subsampling technique described in this section is a monetary 
sampling technique that is an extension of the basic procedures for cumu­
lative monetary amounts sampling, which was discussed in the preceding 
section. Subsampling is defined as the sampling of the components of a 
sampling unit. The discussion in this section encompasses subsampling 
items and subsampling footings. 
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No answer required. 4-2. In designing, selecting, and evaluating any audit sample, it is 
necessary to define the population unit to be treated as an "item." 
This unit is referred to as the "sampling unit." For confirmation of 
receivables, for example, the sampling might be either 
the account balances or the individual uncollected invoices compris­
ing those balances. 
4-57. PROBLEM 5. The third sample page will be the one that causes 
the cumulative population amount to equal or exceed a selection amount 
of . Consequently, the third sample page is page no. 
where the cumulative population amount is 
4-112. PROBLEM 6. Page no. 20 in Problem 6 is a top-stratum page 
because the largest positive amount on it equals or exceeds "small j " of 
. How many deductions of "small j " are made before the 
random selection excess is less than "small j"? (ONE/THREE) What is 
the smallest random selection excess for page no. 20? 
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unit 4-3. If several disbursement vouchers are paid by a single check, the 
sampling unit for a test of disbursements might be which of the follow­
ing? 
a. The checks. 
b. The individual disbursement vouchers supporting the checks. 
c. The individual vendors' invoices supporting the individual 
disbursement vouchers. 
d. The individual amounts distributed to the various accounts. 
e. Any of the above. 
$217,428 
($167,428 + $50,000. The 
cumulative population amount 
of $195,052 at page no. 3 ex­
ceeds the preceding selection 
amount of $167,428.) 
4-58. PROBLEM 5. The other sample pages are selected in a similar 
manner. On Sheet 2 of Problem 5, the selection amounts are inserted 
adjacent to the cumulative population amounts that caused certain 
pages to be selected as sample pages. For each sample page, the cumu­
lative population amount equals or (EXCEEDS/IS LESS THAN) one 
or more selection amounts. 
5 
$234,639 
$1,000 4-113. PROBLEM 6. By reference to Sheet 2 of Problem 6, indicate 
the smallest random selection excesses for page nos. 2, 6, 15, and 19. 
and THREE 
$198 
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e. Any of the above. 4-4. Insofar as is consistent with the audit purpose of the sample, the 
choice of the sampling unit should be based on considerations of audit 
efficiency. These considerations include sample size, convenience in 
selection, and the time required to examine the selected items. 
EXCEEDS 4-59. PROBLEM 5. The "random selection excesses" for each sample 
page are determined by subtracting each selection amount from the cu­
mulative population amount. To arrive at the random selection excess of 
$2,240 for page no. 2, therefore, is subtracted from 
. This excess is random because the selection amounts are 
based upon a start. 
$40 
$355 
4-114. Depending on the procedure to be used in footing to target totals, 
as will be explained subsequently, the target total for tests for underfoot-
ings may be either of the following: 
$0 
$290 
Primary target total — The product of the smallest random 
selection excess for the sample page multiplied by the divisor 
used in computing "small j . " 
Alternative target total — The total shown (T). 
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No answer required. 4-5. A population with a given monetary total (M) will ordinarily 
contain more smaller units (e.g., individual vendors' invoices) than 
larger units (e.g., checks). At the same time, there will ordinarily be 
fewer top-stratum items (i.e., items whose amounts equal or exceed 
the composite judgment factor) using the smaller unit. Consequently, 
the sample size required to attain a particular statistical assurance will 
differ depending on the choice of the sampling unit. However, this dif­
ference will seldom be significant. 
Assume a population with a monetary total of $ 1,000,000 is sampled 
using a J of $10,000. If a smaller unit is used and the population con­
tains no top-stratum items, sample size will be 100 items (n = M/J = 
$1,000,000/$10,000). If a larger unit is used and the population then 
contains one top-stratum item of $50,000, sample size will consist of 
how many items? 
$17,428 
$19,668 
random 
4-60. PROBLEM 5. As shown on Sheet 2 of Problem 5, there are three 
selection amounts applicable to page no. 3. These amounts are $67,428, 
$ 117,428 and . Consequently, there should be (ONE/THREE) 
random selection excesses for this sample page. 
No answer required. 4-115. PROBLEM 6. Assume the total shown (T) for page no. 1 in 
Problem 6 is $4,382. What is the: 
a. Primary target total? 
b. Alternative target total? 
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96 
(Top-stratum item = 1 
Other stratums — 
n = $1,000,000 - $50,000 
$10,000 
= 95 
Total 96) 
4-6. Convenience in selection depends largely on the units in which list­
ings or files of the population are available. From a voucher register, for 
example, which of the following would be more convenient to select? 
a. Vouchers. 
b. Vendors' invoices supporting vouchers. 
$167,428 
THREE 
4-61. PROBLEM 5. Determine the three random selection excesses for 
page no. 3 and the one excess for page no. 7. Enter your answers on Sheet 
2. 
4-116. PROBLEM 6. The total shown for page no. 2 in Problem 6 is 
$12,000, as indicated on Sheet 3. What is the primary target total? 
What is the primary target total for page no. 20? 
a. $1,550 
($31 x 50) 
b. $4,382 
(The total shown.) 
a. Vouchers. 4-7. If vouchers are attached to check copies and the check copies are 
filed in numerical order, which of the following would be more conve­
nient to select? 
a. Vouchers. 
b. Vendors' invoices supporting vouchers. 
c. Checks. 
$127,624 
($195,052- $67,428) 
$77,624 
($195,052- $117,428) 
$27,624 
($195,052- $167,428) 
$12,519 
($279,947 - $267,428) 
4-62. PROBLEM 5. For sample page nos. 2, 5, 9, 10, 11, 12, 13, and 
16, the random selection excesses are indicated on Sheet 2. These excesses 
were determined by which of the following procedures? 
a. Subtracting the selection amounts from the cumulative population 
amounts. 
b. Subtracting the cumulative population amounts from the selection 
amounts. 
c. Subtracting the totals shown from J. 
$2,000 
($40 x 50) 
$9,900 
($198 x 50. Remember, the 
smallest random selection 
excess is used in this com­
putation.) 
4-117. The selection excesses determined by deducting "small j " are 
random because the (CUMULATIVE/SELECTION) amounts are based 
on a random start, which is entered first in the adding machine. The ex­
cesses determined can be used unless there is evidence of a (RECURRING/ 
COINCIDING) pattern in the population. Such evidence would be indicated 
if significantly more than half of the smallest random selection excesses 
were more than 50% of the largest positive amount (or "small j " if lower). 
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c. Checks. 4-8. The time required to examine the selected items may or may not 
vary with the size of the sampling unit. To obtain confirmation of ac­
count balances, for example, the audit time required would usually 
(EXCEED/NOT EXCEED) the time required to obtain confirmation 
of the uncollected invoices comprising the balances. However, the audit 
time required to apply alternative procedures to non-responses concern­
ing account balances would probably (EXCEED/NOT EXCEED) the time 
for non-responses concerning uncollected invoices. 
a. Subtracting the selection 
amounts from the cumu­
lative population amounts. 
4-63. PROBLEM 5. The cumulative monetary amounts sample used to 
select sample pages in Problem 5 can simultaneously be used to determine 
random target totals for such pages. For tests for overfootings, the target 
total is the largest random selection excess for the sample page. By refer­
ring to Sheet 2 of Problem 5, indicate below the target totals for page no.: 
3 
7 
11 
CUMULATIVE 
COINCIDING 
4-118. If there is evidence of a coinciding pattern in the population, the 
smallest random selection excess for each sample page should be deter­
mined by choosing a separate random number (including zero) that is 
smaller than the largest positive amount (or "small j " if lower). If "small 
j " is $1,000, the separate random number should be from zero to 
for a page with a largest positive amount of $3,500 and to 
for a page with a largest positive amount of $850. 
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NOT EXCEED 
EXCEED 
4-9. Insofar as is consistent with the audit purpose of a sample, the 
smaller sampling unit should be used throughout the , 
selection, and evaluation whenever any reduced time required to 
audit the smaller unit is expected to offset any greater sample size 
(such as that illustrated in Frame 4-5) and whenever little or no 
inconvenience in selection is added. 
$127,624 
(The largest random selection 
excess.) 
$12,519 
(The only, and thereby the 
largest, excess.) 
4-64. PROBLEM 5. If any random selection excess is zero, the total 
shown should be substituted for zero and should be used as the largest 
random selection excess. Since the target total is the largest random 
selection excess, (ZERO/THE TOTAL SHOWN) should be used as the 
random target total for the applicable sample page. For page no. 16 
in Problem 5, the target total is 
$56,332 
(The largest excess.) 
$999 
(Which is smaller than "small 
j " of $1,000.) 
$849 
(Which is smaller than the 
largest positive amount of 
$850.) 
4-119. In tests for underfootings, the smallest random selection excesses 
determined either by using cumulative monetary amounts sampling or by 
choosing separate random numbers will be smaller than the largest positive 
amount (or "small j " if lower). The primary target total will therefore be 
smaller than T m a x (or J if lower). On any sample page, therefore, an 
underfooting that equals or exceeds J (SHOULD/SHOULD NOT) be 
detected. 
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design 4-10. Whenever substantial inconvenience in selection would result 
from using the smaller sampling unit, the use of subsampling may be 
advantageous. In such use, an original selection is based on "items" 
(I), defined in terms of a larger unit, but a subsequent selection, ex­
amination, and evaluation is based on "sub-items" (S), defined in 
terms of a smaller unit. 
THE TOTAL SHOWN 
$10,210 
(The total shown.) 
4-6$. PROBLEM 5. Using cumulative monetary amounts sampling, 
population pages are selected as sample pages when the cumulative 
population amount equals or (EXCEEDS/IS LESS THAN) the selec­
tion amount. Therefore, a random selection excess of zero can occur 
only when the cumulative population amount (EQUALS/EXCEEDS) 
the selection amount. Since this (DOES/DOES NOT) occur for page 
no. 16 in Problem 5, the total shown is substituted for zero and is 
used as the random target total. 
SHOULD 4-120. In footing to primary target totals for test for underfootings, 
the auditor should foot until the maximum underfooting (T) is equal 
to or less than the primary target total. This may be done by footing 
columns from the left and replacing the initial maximum total (T m a x ) 
with progressively reduced maximums until the maximum underfoot­
ing is equal to or less than the (PRIMARY/ALTERNATIVE) target 
total for the sample page. The total shown (T) (WILL/WILL NOT) be 
affected by the amount of footing performed. 
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No answer required. 4-11. Assume accounts receivable balances are listed by customer in 
an aged trial balance of ledger cards in which collections and credits are 
keyed off against invoices. Would it be inconvenient to make an original 
selection for confirmation based on the individual uncollected invoices 
comprising the balances? (YES/NO) Would it be inconvenient to make 
a subsequent selection for applying alternative procedures to non-re­
sponses based on the uncollected invoices? (YES/NO) 
In these circumstances, the use of subsampling would permit individual 
uncollected invoices to be selected subsequent to an original selection 
of account balances, as will be explained in subsequent frames. 
EXCEEDS 
EQUALS 
DOES 
4-66. The method of selecting sample pages and determining target 
totals that is illustrated in Problem 5 is convenient when the population 
shows cumulative page totals. In such event, the cumulative page totals 
(ARE/ARE NOT) the "cumulative population amounts" that are com­
pared with the selection amounts. In handwritten accounting records, 
for example, it is not unusual for a cumulative page total to be deter­
mined for each page and then carried forward as the first amount on 
the succeeding page. When such records are available,the method de­
scribed previously (WILL/WILL NOT) be convenient. 
PRIMARY 
WILL NOT 
4-121. When the initial maximum underfooting (T') is equal to or less 
than the primary target total, the sample page may be accepted without 
any footing. This compensates statistically for the fact that the selection 
of sample pages on the convenient basis of T m a x instead of T' results in 
selecting (MORE/FEWER) than the minimum number of pages required 
for tests for underfootings. 
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YES 
(Reference would have to be 
made to the ledger cards rather 
than to the more convenient 
trial balance.) 
NO 
(Reference would have to be 
made only to the ledger cards 
supporting those balances for 
which response was not re­
ceived.) 
4-12. In some cases, the audit purpose of a sample will require that, in 
addition to the examination of sub-items (S) selected, the items (I) selected 
be examined for matters common to all of the sub-items. For example, sub-
items comprised of vendors' invoices supporting vouchers should be ex­
amined for account distribution, presence of necessary documentation (e.g., 
purchase orders and receiving reports), etc. In addition, however, the 
vouchers themselves should be examined for proper approvals and other 
matters applicable to the vouchers as a whole. 
ARE 
WILL 
4-67. If cumulative page totals are not shown in a population, it may be 
more convenient to select sample pages and determine target totals as 
follows: 
1. Enter a random start not greater than J in an adding 
machine. 
2. Add totals shown and select those pages that cause the 
cumulative amount to equal or exceed J. 
3. Deduct J until the random selection excess is less than J. 
4. Repeat steps 2 and 3 for the remaining pages in the pop­
ulation. 
MORE 
(T is subtracted from T m a x to 
arrive at T'. Therefore, T m a x 
must be larger than T', the total 
of ultimate sample interest.) 
4-122. PROBLEM 6. Sheet 4 of Problem 6 illustrates how the auditor 
for Tool Corporation foots to the primary target total for page no. 2, 
which has a total shown (T) of $12,000. Before doing any footing, the 
initial maximum total (T m a x ) for page no. 2 is $50,450. This is the 
product of the largest positive amount of on the page 
multiplied by , which is the divisor used in computing 
"small j . " 
- 1 5 4 -
No answer required. 4-13. As in cumulative monetary amounts sampling, the determinable 
probability of selecting a subsample item ordinarily is proportional to 
its amount. Assuming a composite judgment factor (J) of $50,000, the 
determinable probability of selecting a $5,000 sample item (I) using 
cumulative monetary amounts sampling would be .10 ($5,000/ 
$50,000). The determinable probability of selecting from that $5,000 
sample item (I) a sub-item (S) of $ 1,000 using subsampling would be 
($l,000/$5,000). 
No answer required. 4-68. Assume the composite judgment factor is $20,000, the random 
start is $ 13,200, and the first 2 pages in the population have totals shown 
of $2,700 and $24,100. Using the technique described in the preceding 
frame, what would be the cumulative amounts after adding the total 
shown for page 1 and for page 2? and Which, 
if any, of the 2 pages would be selected for the sample? 
$1,009 
50 
4-123. PROBLEM 6. Before doing any footing, the initial maximum 
total (T m a x ) for page no. 2 is $50,450 and the total shown (T) is 
$12,000. Therefore, the initial maximum underfooting (T) is 
as shown on the first line of Sheet 4. For page no. 2, the smallest random 
selection excess is and the primary target total is 50 times 
this excess, or , as also shown on Sheet 4. Since the maximum 
underfooting is not equal to or less than the primary target total, the auditor 
must do some footing. 
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.20 4-14. The over-all probability of selecting a subsample item can be 
determined by multiplying the probability of selecting the sample item 
(I) times the probability of selecting the sub-item (S). In the preceding 
example, therefore, the over-all probability of selecting the $ 1,000 sub-
item as a subsample item is 
$15,900 
(The total shown of $2,700 
added to the random start of 
$13,200 that was entered in 
the machine as the first step.) 
4-69. After adding the $24,100 total shown for page 2, the cumulative 
amount of $40,000 would exceed the J of $20,000 and the page would 
be selected. How many deductions of J would be made? (ONE/TWO) 
Why? 
$40,000 
($15,900 +$24,100) 
page 2 
(The cumulative amount of 
$40,000 equals or exceeds J 
of $20,000.) 
$38,450 
(T' = T m a x — T 
= $50,450- $12,000) 
$40 
4-124. PROBLEM 6. Sheet 3 shows the amounts on page no. 2 of 
the sales register. Foot the leftmost column of these amounts and in­
dicate the total. Since this leftmost column has a place 
value of ($10,000/$1,000), this total actually is , which 
is the first entry in the "Total Footed" column on Sheet 4. 
$2,000 
(50 x $40) 
- 156 -
.02 
(.10 x .20) 
4-15. If the sampling unit in the preceding example had originally 
been defined in terms of the smaller sub-items, the determinable 
probability of selecting the $1,000 sub-item using cumulative mone­
tary amounts sampling and a composite judgment factor (J) of 
$50,000 would be . By subsampling items, this deter­
minable probability is achieved in (ONE/TWO) stages. 
TWO 
After deducting J once, the 
random selection excess of 
$20,000 would not be less 
than J of $20,000. After the 
second deduction, however, 
the excess of zero would 
be less than $20,000. 
4-70. Under the alternative technique described in Frame 4-67, the 
target total for tests for overfootings is also the (SMALLEST/LARGEST) 
random selection excess for the sample page. However, if any excess is 
zero, the target total is the total shown. Consequently, the target total for 
page 2 under the preceding assumptions is 
2 
$1,000 
$2,000 
(2 x $1,000) 
4-125. PROBLEM 6. The "maximum carryover" is the maximum 
total that could occur in all columns to the right of the footed columns. 
This maximum would occur if all of the digits in these unfooted columns 
were 9. For page no. 2 of Problem 6, this would occur if each of the 50 
lines showed $999.99 to the right of the thousands column. For conve­
nience and conservatism, the $999.99 is rounded to $1,000, the place 
value of the column footed, when calculating the maximum carryover. 
After footing the $1,000 place value, therefore, the maximum carry­
over in Problem 6 is 
157 -
.02 
($l,000/$50,000) 
TWO 
4-16. In both cumulative monetary amounts sampling and sub-
sampling, the determinable probability required in selecting items 
or sub-items is achieved basically through the random start. Assume 
a number not greater than $50,000 was chosen as a random start. 
How many numbers could be chosen that would cause a $1,000 
sub-item to be selected? What, therefore, would be 
the determinable probability of selecting the $1,000 sub-item? 
LARGEST 
$24,100 
(The total shown since, 
after the second deduction 
of J, the excess is zero.) 
4-71. The random target totals determined by using the techniques 
described previously can be used unless there is evidence of a "coin­
ciding pattern" in the population. Such evidence would be indicated 
if significantly more than half of the totals shown minus the target 
totals were more than 50% of the totals shown (or J if lower). For 
purposes of making this comparison when cumulative page totals are 
shown, "total shown" means the difference between the cumulative 
page totals. If the cumulative page totals are $10,000 and $35,000 
for pages 2 and 3, respectively, the "total shown" for page 3 is 
$50,000 
($1,000 x 50) 
4-126. PROBLEM 6. After doing some footing, the maximum total 
that could exist on any page is the total the auditor has actually footed 
plus the maximum carryover. After footing the thousands column, the 
maximum total is $2,000 plus $50,000, or $52,000. Since the total shown 
(T) is $ 12,000, the maximum underfooting is , which (IS/ 
IS NOT) equal to or less than the primary target total of $2,000. 
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1,000 
.02 
(1,000/50,000, since the random 
start could be any of 50,000 
numbers.) 
4-17. The process for selecting subsample items (e.g., individual un­
collected invoices comprising account balances) is basically the same 
as the process for selecting sample items using cumulative monetary 
amounts sampling. Thus, the sub-items (S) selected should be those 
that cause the amount footed to equal or exceed a random start, the 
random start plus J, the random start plus 2J, et seq. In subsampling 
items, however, the random start should not exceed the amount of 
the sample item (I) from which the subsample item (S) (or items) is 
to be selected (or J if lower). J designates the 
factor. 
$25,000 
($35,000 $10,000) 
4-72. If there is evidence of a pattern, the target total 
for each sample page should be determined by choosing a separate ran­
dom number not greater than the total shown (or J if lower). 
If J is $ 100,000 and the total shown (T) is $240,000, the random num­
ber should not exceed $ . If J is $100,000 and T is $85,000, 
the random number should not exceed $ 
$40,000 
($52,000- $12,000) 
IS NOT 
4-127. PROBLEM 6. Since the auditor is not yet able to accept the 
page after footing the thousands column, he must move to the next 
column to the right, the hundreds column. The total of the hundreds 
on Sheet 3 is 98, which is $9,800 considering the place value. When 
this is added to the $2,000 footed in the thousands column, therefore, 
the total footed is . The maximum carryover for the hun­
dreds column is and the reduced maximum total after 
footing the hundreds column therefore is . 
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composite judgment 4-18. Assume that the composite judgment factor (J) is $50,000 
for the confirmation of accounts receivable balances. Assume further 
that alternative procedures are to be applied to a balance of $63,200 
(I) for which no confirmation reply is received. If individual uncollect­
ed invoices (S) included in this $63,200 top-stratum item are selected 
by using subsampling, the random start should not exceed $ 
coinciding 
100,000 
(J is lower than T) 
4-73. If any separate random number is based on the total shown (be­
cause T does not exceed J), the target total is the random number. If J 
is $100,000, T is $85,000, and the separate random number is 74,928, 
the random target total is 
85,000 
(T is lower than J) 
$11,800 
($2,000 + $9,800) 
$5,000 
($100 x 50) 
4-128. PROBLEM 6. At this point, the auditor's reduced maximum 
total is $16,800. Since the total shown (T) is $12,000, the reduced 
maximum underfooting is , which (IS/IS NOT) equal to 
or less than the primary target total of $2,000. 
$16,800 
($11,800+ $5,000) 
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50,000 
(J is lower than I) 
4-19. If the composite judgment factor (J) is $50,000 and the sample 
item (I) is $ 12,000, the random start for subsampling should not ex­
ceed $ 
$74,928 4-74. If any separate random number is based on J (because J is lower 
than T), successive multiples of J should be added to the random number 
until the sum exceeds T minus J. The target total is the final nsum, and the 
random number and each intermediate sum comprises a random selection 
excess. If J is $100,000, T is $240,000, and the separate random number 
is 074,928, the random target total is 
$4,800 
($16,800- $12,000) 
IS NOT 
4-129. PROBLEM 6. Since the maximum underfooting of $4,800 
after footing the hundreds column is not equal to or less than the pri­
mary target total, the auditor foots the tens column on Sheet 3. Add­
ing the amount of thereby obtained to the $ 11,800 al­
ready footed, the auditor arrives at a total footed of $13,980. At this 
point, the maximum carryover is , and the maximum 
underfooting of still is not equal to or less than the pri­
mary target total of $2,000. 
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12,000 
(I is lower than J) 
4-20. As given previously, the rule for determining the random start 
in subsampling has the effect of requiring the selection of at least one 
subsample item (S) from each sample item (I). When I is lower than J, 
the random start should not exceed I; therefore, one subsample item 
will be selected. When J is lower than I, the random start should not 
exceed J, and the selection of (ONE/MORE THAN ONE) subsample 
item may be required. 
$174,928 
($74,928 + $100,000 = $174,928, 
which exceeds T minus J of 
$140,000) 
4-75. In tests for overfootings, the target totals determined by any of 
the techniques described previously will exceed T minus J but will hot 
exceed T. On any sample page, therefore, an overfooting that equals 
or exceeds J should be detected. If J is $100,000, T is $240,000, and 
the separate random number is 074,928, the target total of $174,928 
(WILL/WILL NOT) exceed T - J and (WILL/WILL NOT) exceed T. 
$2,180 
$500 
(50 x $10) 
$2,480 
($14,480- $12,000) 
4-130. PROBLEM 6. After footing the rightmost column on Sheet 3, 
the total footed is $14,190. The maximum carryover is 
because every amount on the page has been footed. Since the maximum 
underfooting is reduced to $2,190, can the auditor accept the page? 
(YES/NO) Please explain your answer. 
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MORE THAN ONE 4-21. Assume J is $50,000 and 1 is $63,200, which is comprised of 
(One will be required. More than the following sub-items (S): 
one may be required, depending 
on the random start.) $ 4,700 
10,800 
19,200 
12,500 
16,000 
$63,200 
Under these assumptions, the random start cannot exceed $50,000 (J). 
(J is lower than I and I, therefore, is a top-stratum item.) If the random 
start were $7,900, the amount of the first sub-item selected would be 
and the amount of the second would be 
WILL 4-76. PROBLEM 5. For page no. 3 in Problem 5, the total shown (T) 
(T - J = $240,000 - $100,000 = is $175,384. Since J is $50,000, the target total should exceed T minus 
$140,000; $174,928 will exceed J ($125,384) but should not exceed T ($175,384). The random target 
$140,000.) total of for this sample page (DOES/DOES NOT) satisfy 
these rules. Are all top-stratum pages (i.e., those with totals shown that 
WILL NOT equal or exceed J) in Problem 5 selected for the sample? (YES/NO) 
($174,928 will not exceed 
$240,000.) 
0 4-131. PROBLEM 6. In footing to primary target totals, the only time 
(Zero) the maximum underfooting will not be equal to or less than the primary 
target total is when (a) every amount on the sample page has been footed 
NO and (b) there is an underfooting error. Has every amount on page no. 2 of 
Problem 6 been footed? (YES/NO) Is there an underfooting error? (YES/ 
The maximum underfooting NO) 
of $2,190 is not equal to or 
less than the primary target 
total of $2,000. 
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$10,800 
(At this sub-item, the cumulative 
amount of $15,500 ($4,700 + 
$10,800) equals or exceeds the 
random start of $7,900.) 
$16,000 
(At this sub-item, the cumulative 
amount of $63,200 equals or 
exceeds the random start plus J, 
or $57,900.) 
4-22. If the random start for the previous illustration had been $ 16,800, 
how many sub-items would be selected from the top-stratum item? 
With the random start based on $50,000 (J is lower than I), 
there is a probability of .264 (13,200/50,000) that the random number 
will be equal to or less than 13,200 and, thereby, that more than one sub-
item will be selected from the $63,200 item. Any sub-item equal to or 
larger than J (WILL/WILL NOT) be selected with certainty. 
$127,624 
(Remember, the target total is 
the largest random selection 
excess.) 
DOES 
4-77. In footing to target totals for tests for overfootings, each sample 
page should be footed until the amount footed equals or exceeds the 
target total. Otherwise, the amount footed should be subtracted from 
the total shown (T) to determine the amount of the overfooting error. 
For a sample page with a total shown of $ 14,700 and a target total of 
$ 13,200, the amount footed should equal or exceed 
YES 
YES 
YES 
4-132. PROBLEM 6. To determine the amount of an underfooting error 
when footing to primary target totals, the total shown (T) should be sub­
tracted from the amount footed. What is the amount of the underfooting 
error on page no. 2 in Problem 6? 
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one 
(At the $19,200 sub-item, the 
cumulative amount of $34,700 
equals or exceeds the random 
start of $16,800. However, the 
$63,200 amount of the sample 
item does not equal or exceed 
the random start plus J, or 
$66,800. Therefore, only one 
sub-item is selected.) 
4-23. If a sample item (e.g., an accounts receivable balance) contains 
negative sub-items (e.g., unallocated collections or credit memorandums), 
the total (or conservative overestimate) of negative sub-items should be 
added back to the amount of the item (I) in determining the random start. 
In this event, therefore, the random start should not exceed the (ORIGI­
NAL/INCREASED) amount of I (or J if lower). 
WILL 
$13,200 4-78. Assume that, after footing every amount on a sample page with 
a total shown of $14,700, the amount footed is $12,155, which does 
not equal or exceed the target total of $ 13,200. Under these assumptions, 
the correct page total is and the overfooting error, if any, is 
$2,190 
($14,190 - $12,000. It should be 
noted that this is the maximum 
underfooting after every amount 
on the sample page has been footed, 
as shown on Sheet 4 of Problem 
6.) 
4-133. PROBLEM 6. While the tabulation on Sheet 4 of Problem 6 
illustrates more clearly the concept involved in tests for underfootings, 
the sample objective can be accomplished more conveniently by footing 
columns from the left until the maximum page total equals or is less than 
the total shown (T) plus the primary target total. If this procedure is used, 
no such tabulation should be necessary and repeated subtractions of the 
total shown can be avoided. For page no. 2 in Problem 6, the successive 
maximum page totals would be compared with a constant amount of 
. After footing every amount on the sample page, the maxi­
mum page total would be and the auditor (WOULD/WOULD 
NOT) accept the page. 
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INCREASED 4-24. The addition of negative sub-items to the amount of an item 
causes the increased amount of I to reflect only positive sub-items. 
The total of positive sub-items included in a $12,000 sample item 
that contains $2,000 of negative sub-items is . If J is 
$50,000, the random start to subsample this item should not ex­
ceed $ 
$12,155 
(After footing every amount, the 
amount footed is the correct page 
total.) 
4-79. In subsampling for overfootings, the auditor accepts the total 
shown (T) if the amount footed equals or (EXCEEDS/IS LESS THAN) 
the target total. Accepting the sample page means that any undetected 
overfooting error will not exceed which of the followng? 
$2,545 
($14,700- $12,155) 
a. Zero. 
b. The total shown (T) minus the amount footed. 
$14,000 
($12,000 + $2,000) 
4-134. A simplified alternative procedure, which utilizes the alternative 
target total, is as follows: 
$14,190 
(The correct page total.) 
WOULD NOT 
($14,190 is not equal to or less 
than $14,000.) 
1. Foot the "target column," which is the column containing 
the leftmost digit in the smallest random selection excess 
for the sample page, and all columns to the left, disregard­
ing any carryover from the unfooted columns. 
2. Determine that the amount footed equals or is less than the 
(PRIMARY/ALTERNATIVE) target total. 
The alternative target total consists of (T/T m a x ). 
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$14,000 
($2,000 + $12,000) 
14,000 
(Increased I is lower than J.) 
4-25. Assume I is comprised of the following sub-items: 
$ 1,000 
(500) 
2,500 
6,000 
(1,500) 
2,000 
2,500 
$12,000 
What is the total of positive sub-items included in the $ 12,000 item? 
EXCEEDS 
b. The total shown (T) minus 
the amount footed. 
4-80. In footing to the target total to test a sample page for overfooting, 
the auditor may either (a) start with the leftmost column (or convenient 
group of such columns) and proceed column by column, disregarding the 
carryover from the unfooted columns, or (b) start with the first amount 
on the sample page and proceed amount by amount. In most instances, it 
will be faster to start with the leftmost column. Using either technique, 
the auditor must foot the page until the amount footed equals or ex­
ceeds the (PAGE/TARGET) total in order to accept the sample page. 
ALTERNATIVE 
T 
4-135. Using the alternative target total provides assurance that the sam­
ple objective will be accomplished in the same way that using the primary 
target total does. However, this alternative procedure may require the 
footing of a few extra sample pages, since there is no convenient way to 
determine when a sample page may be accepted without any footing to 
compensate for the selection of pages on the basis of in­
stead of T'. In addition, an extra column may be footed on some sample 
pages. Nevertheless, the simplicity in determining the extent of footing 
necessary is likely to make this alternative procedure more efficient. 
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$14,000 
($1,000+ $2,500+ $6,000 
+ $2,000+ $2,500, or $500 
+ $1,500 + $12,000) 
4-26. Since the audit purpose for subsampling items is to test for over­
statement of positive sub-items, the addition of negative sub-items to I 
causes the increased amount of I to reflect only (NEGATIVE/POSITIVE) 
sub-items. Therefore, only positive sub-items should be accumulated in 
selecting the subsample; negative sub-items should be (ACCUMULATED/ 
IGNORED). 
TARGET 4-81. PROBLEM 5. Sheet 3 of Problem 5 shows the amounts that 
comprise the total of $7,362 on page no. 2 of the print-out of accounts 
receivable. For this sample page, the target total is . Start­
ing with the first amount and proceeding amount by amount, the amount 
footed equals or exceeds this target total after the individual amount of 
is footed. At this individual amount, the amount footed is 
Tmax 4-136. PROBLEM 6. For page no. 2 in Problem 6, the smallest random 
selection excess is $40, as indicated on Sheet 2, and the total shown (T) 
is $ 12,000, as indicated on Sheet 3. Therefore, the alternative target total 
is ($2,000/$12,000) and the target column is the ($1,000/$10) place value. 
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POSITIVE 
IGNORED 
4-27. Assume J is $50,000 and I is $ 12,000, which is comprised of the 
following sub-items (S): 
$ 1,000 
(500) 
2,500 
6,000 
(1,500) 
2,000 
2,500 
$12,000 
If the random start is $8,700, the amount of the one sub-item selected 
for the subsample will be . 
$2,240 
($19,668- $17,428) 
$24 
$2,258 
($1,082 + $48 + $567 + $118 
+ $419 + $24) 
4-82. PROBLEM 5. The amount obtained by footing the leftmost 
column on Sheet 3 is . Since the leftmost column is 
thousands of dollars, the amount footed is actually $4,000, disregard­
ing the carryover from the unfooted columns to the right. This amount 
(DOES/DOES NOT) equal or exceed the target total for page no. 2. 
For page no. 2, footing to the target total starting with the leftmost 
column was (SLOWER/FASTER) than footing amount by amount. 
4-137. PROBLEM 6. For page no. 2 in Problem 6, the auditor foots 
the target column, which is the $10 place value, and all columns to the 
left. By doing so, he arrives at a total footed of . He 
(ESTIMATES/DISREGARDS) any carryover from the unfooted units 
column. 
$12,000 
(The alternative target total 
is the total shown.) 
$10 
(The leftmost digit of 4 in 
the excess of $40 indicates 
that the target column is the 
$10 place value.) 
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$6,000 
(At this positive sub-item, the 
cumulative amount of positive 
sub-items, which is $9,500 
($1,000 + $2,500 + $6,000) 
equals or exceeds the random 
start of $8,700.) 
4-28. PROBLEM 4. In the preceding frames, the selection of sub-
sample items was discussed. In the following frames, the evaluation of 
errors in subsample items will be illustrated through Problem 4. Please 
read Sheet 1 of this problem concerning Lem Company. What composite 
judgment factor was used to select the sample of recorded checks? 
4 
DOES 
FASTER 
4-83. If a sample of individual items or sub-items is required for other 
audit tests, such as confirmation of receivables, the items that cause the 
amount footed to equal or exceed (a) the target total for overfootings 
and (b) all other random selection excesses for each sample page may 
be selected simultaneously for such tests. 
If J is $50,000 and a separate random number of 24,932 is chosen for a 
sample page with a total shown (T) of $153,201, the items selected simul­
taneously would be those that cause the amount footed to equal or exceed 
$124,932 (the target total, which exceeds T minus J) and what other 
amounts? 
$13,980 
DISREGARDS 
4-138. PROBLEM 6. The auditor compares the amount footed of 
$13,980 with the alternative target total for page no. 2. If the amount 
footed equals or (EXCEEDS/IS LESS THAN) the alternative target 
total, he accepts the page. Can the auditor accept page no. 2? (YES/NO) 
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$100,000 
(J = MP/R = $200,000/2.0) 
4-29. PROBLEM 4. The SAMPLE ITEMS and SAMPLE ERRORS 
columns of the Sample Evaluation Worksheet (Form 301-E) included 
as Sheet 2 of Problem 4 have been completed for the monetary error 
detected in subsampling check number 46,592. Complete the same 
columns for the monetary error detected in subsampling check number 
48,761. 
$24,932 and $74,932 
(Remember, when a separate 
random number is chosen for 
a page on which T exceeds J, 
the random number and each 
intermediate sum arrived at in 
determining the target total 
constitutes a random selection 
excess.) 
4-84. Either of the techniques for footing to target totals may be used 
to make this simultaneous selection. If footing starts with the leftmost 
column of digits, however, there is a possibility that a few items equal 
to or greater than J will not be selected. Therefore, every sample page 
should be scanned and any such items, which are called 
items, should also be selected since these items should be 
selected with certainty. 
IS LESS THAN 
NO 
($13,980 is not equal to or 
less than $12,000.) 
4-139. PROBLEM 6. To determine the amount of an underfooting 
error when footing to alternative target totals, the auditor should first 
foot the remainder of the page to determine the actual carryover from 
the unfooted columns. Then, he should subtract the total shown (T) from 
the amount footed. Following this procedure, what is the amount footed 
for page no. 2 in Problem 6? What is the amount of the under-
footing error? Is this error the same as the error determined 
using the basic procedure? (YES/NO) 
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SAMPLE ITEMS 
References 48,761 
Amounts 
Items (I) $104,850.00 
Sub-items (S) $ 47,500.00 
SAMPLE ERRORS 
Monetary over 
(under) state­
ments (e) $ 801.19 
4-30. PROBLEM 4. The sample of recorded checks in this problem 
was selected using cumulative monetary amounts sampling, as stated 
on Sheet 1. In this type of Audit Sampling, the Related Upper Cut­
offs (U s) used on the Sample Evaluation Worksheet are the amounts 
of the items (I) in which errors are found. (SEE FRAME 3-53.) Enter 
U s for both monetary errors on Sheet 2 of Problem 4. 
top-stratum 4-85. PROBLEM 5. Assume the auditor testing the accounts receivable 
print-out for overfootings wished to select a sample of balances for send­
ing confirmation requests. If the footing started with the leftmost column, 
what balance would he select on page no. 2? Would the auditor 
also scan for top-stratum items? (YES/NO) Are there any such items on page 
no. 2? (YES/NO) 
$14,190 
($13,980 + $210) 
$2,190 
($14,190- $12,000) 
YES 
4-140. If population pages to be tested for underfootings contain negative 
amounts, there is no effect on selecting sample pages and determining the 
smallest random selection excess because the largest (POSITIVE/NEGA­
TIVE) amount on each page (or "small j " if lower) is utilized. 
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$36,321.00 
$104,850.00 
4-31. PROBLEM 4. The next step in evaluating this sample is to 
complete the Sampling Intervals (i s) column of the worksheet (Sheet 2). 
Under the ERROR ESTIMATION FACTORS section of the worksheet 
the formula for computing this interval if an error is in a sub-item (S) is 
given as: 
i s ≥(J /U s ) ( I /S) 
However, this formula is applicable only when the sample items (I) are 
selected using stratified sampling. In this problem, were the items (I) so 
selected? (YES/NO) 
$2,027 
(The leftmost digit in this balance 
causes the amount footed of 
$4,000 to exceed the target 
total of $2,240.) 
4-86. PROBLEM 5. On page no. 3, the balances selected simultaneously 
for confirmation would be those that cause the amount footed to equal or 
exceed which of the following amounts? 
a. $127,624 (the target total). 
YES b. $77,624. 
NO c. $27,624. 
d. Al l of the above. 
e. None of the above. 
POSITIVE 4-141. In footing to target totals for sample pages that contain negative 
amounts, however, two modifications of the procedures for subsampling 
for underfootings are necessary. First, the total (or conservative under-
estimate) of any negative amounts on a sample page should be added to 
the total shown (T), and the increased total shown should then be used 
in lieu of T. Second, only the positive amounts on a sample page should 
be footed; negative amounts should be (ACCUMULATED/IGNORED). 
The effect of these modifications ordinarily is that negative amounts are 
footed in determining the increased total shown whereas positive amounts 
are footed in footing to the target totals. 
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NO 4-32. PROBLEM 4. When sample items (I) are selected using cumu­
lative monetary amounts sampling, as in this problem, the symbol I 
should be substituted for U s in the formula given in the preceding frame. 
The same substitution (WAS/WAS NOT) made in inserting the Related 
Upper Cut-offs (U s) on Sheet 2 of this problem. 
d. Al l of the above. 4-87. PROBLEM 5. On page no. 11 and page no. 16, the balances 
selected simultaneously would be those that cause the amount footed 
to equal or exceed what amounts? 
11 
16 
IGNORED 4-142. Assume a page has a total shown of $14,000 which is net of 
$2,000 of negative amounts. The total of positive amounts on the page 
is indicated to be . The increased total shown would be 
. The alternative target total would be 
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WAS 4-33. PROBLEM 4. The substitution of I for U s in the formula for 
the sampling interval should be made unless the sub-item (S) is in the 
top stratum, in which case i s = 1. In this problem, is either item (I) in 
the top stratum? (YES/NO) Is either sub-item (S) in the top stratum? 
(YES/NO) Does i s = 1 for either error? (YES/NO) 
11 $56,332 and $6,332 
16 $10,210 
(Remember, when the ran­
dom selection excess is zero, 
the target total is the total 
shown.) 
4-88. If the population pages to be tested for overfootings contain 
negative amounts, the procedures discussed previously should be mod­
ified so that they deal only with the positive amounts. In selecting sam­
ple pages, therefore, the total (or conservative overestimate) of any neg­
ative amounts on the population pages should be added to the cumulative 
page totals or totals shown, as applicable. The increased cumulative amounts, 
which reflect (ONLY POSITIVE/BOTH POSITIVE AND NEGATIVE) 
amounts, should then be compared with the selection amounts. Was a 
similar addition specified in the discussion of subsampling items? (YES/NO) 
$16,000 
($14,000+ $2,000) 
$16,000 
$16,000 
(The increased total shown.) 
4-143. Occasionally the auditor must test the same population (e.g., 
physical inventory listings) both for overfootings and for underfootings. 
To do so, he could, of course, apply the previously described tests for 
overfootings and tests for underfootings separately. However, both 
possibilities can also be tested by combining the separate tests as de­
scribed in the succeeding frames. 
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YES 
(The item of $104,850.00 is 
equal to or larger than J of 
$100,000.) 
NO 
(Both sub-items are smaller 
than $100,000.) 
NO 
(The sub-item (S) determines 
whether i s = 1.) 
4-34. PROBLEM 4. Since neither sub-item (S) is in the top stratum, 
the substitution of I for U s is made as follows: 
i s ≥(J/US)(I/S) 
≥(J/I)(I/S) 
Canceling the I in each fraction of the formula, the appropriate formula 
for evaluating the monetary errors in Problem 4 becomes 
In this formula, the symbol ≥ means the calculation may be rounded 
(UP/DOWN). 
ONLY POSITIVE 
YES 
4-89. Assume that the first page in a population has a net total shown 
of $12,000 and contains negative amounts of $2,000. The increased total 
shown for only positive amounts would be . If the random 
start were $13,500 for a cumulative monetary amounts sample, this page 
(WOULD/WOULD NOT) be selected as a sample page. 
No answer required. 4-144. In combining tests for underfootings and for overfootings, the 
auditor should select sample pages and determine primary target totals 
as explained in connection with tests for underfootings. In selecting sam­
ple pages, therefore, he accumulates the (TOTAL SHOWN/LARGEST 
POSITIVE AMOUNT) on each page of the population. He determines 
primary target totals by obtaining the product of the (LARGEST/ 
SMALLEST) random selection excess for the sample page multiplied 
by the divisor used in computing "small j . " 
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i s ≥J /S 
UP 
4-35. PROBLEM 4. On the worksheet (Sheet 2), enter the Sampling 
Intervals (i s) for the monetary errors of overstatement detected. Round 
the calculations up to two decimal places. 
$14,000 
($2,000+ $12,000) 
WOULD 
(The increased total shown of 
$14,000 equals or exceeds the 
random start of $13,500.) 
4-90. With an increased total shown of $14,000 and a random start 
of $13,500, the random selection excess would be . Then, 
the target total of would apply to (ONLY POSITIVE/ 
BOTH POSITIVE AND NEGATIVE) amounts on the sample page. 
LARGEST POSITIVE AMOUNT 
SMALLEST 
4-145. Despite the fact that the auditor should determine primary target 
totals for the combined tests, he may foot to alternative target totals to 
accomplish the tests for underfootings. The smallest random selection ex­
cess used to determine the primary target total also determines the extent 
of footing necessary when footing to alternative target totals, which con­
sist either of the total shown (T) or, if there are negative amounts on the 
sample page, of the total shown. 
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8.71 
( i s ≥ J / S 
≥$100,000/$11,492 = 8.702, 
rounded up to 8.71) 
2.11 
( i s ≥J/S 
≥ $100,000/$47,500 = 2.105, 
rounded up to 2.11) 
4-36. PROBLEM 4. Estimated population errors are the product of 
the sampling interval (i s) times the monetary error (e) or compliance 
deviation (d), as appropriate. In Problem 4, both errors are (MONE­
TARY ERRORS/COMPLIANCE DEVIATIONS) in sub-items (S) that 
are in (THE TOP STRATUM/OTHER STRATUMS). 
$500 
($14,000- $13,500) 
$500 
ONLY POSITIVE 
4-91. If the target total for a sample page with a total shown (T) of 
$12,000 and with negative amounts of $2,000 was determined by choos­
ing a separate random number and if J was $50,000, the random number 
could not exceed . For this page, therefore, the target total 
would be the (RANDOM NUMBER/EXCESS OVER THE SELECTION 
AMOUNT). 
increased 4-146. In footing to target totals for the tests for underfootings, the 
auditor should compare two amounts and determine that one equals 
or (EXCEEDS/IS LESS THAN) another before he can accept the page. 
Which of the following amounts may be compared for this purpose? 
a. The maximum underfooting (T') vs. the primary target total. 
b. The maximum page total vs. the total shown (T) plus the primary 
target total. 
c. The amount footed vs. the alternative target total. 
d. Any of the above. 
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MONETARY ERRORS 
OTHER STRATUMS 
4-37. PROBLEM 4. Calculate the estimated population error (E o ) 
for each sample error in this problem and enter your answers on Sheet 
2. 
$14,000 
(The increased total shown of 
$ 12,000 + $2,000 is lower than 
J.) 
RANDOM NUMBER 
4-92. Using the increased cumulative amount in selecting sample pages 
and determining target totals results in dealing only with positive amounts 
on the pages. In footing to target totals, therefore, negative amounts should 
be (ACCUMULATED/IGNORED). Similarly, in selecting sample items simul­
taneously, negative amounts should be (ACCUMULATED/IGNORED). It 
should be noted that negative amounts are usually footed in determining 
the increased cumulative amount; therefore, they are not completely 
ignored. 
IS LESS THAN 
d. Any of the above. 
IF YOU HAD EITHER OF THESE 
ANSWERS WRONG, REVIEW 
FRAMES 4-120, 4-133, AND 
4-134 BEFORE CONTINUING. 
4-147. For the tests for overfootings on each sample page, the auditor 
should determine a "combined target total for overfootings," which is 
the total shown (T) minus the primary target total for underfootings. He 
should then continue the footing, if necessary, until the amount footed 
equals or (EXCEEDS/IS LESS THAN) the combined target total for over-
footings. Often, enough footing will have been performed in connection 
with the tests for underfootings so that no continued footing will be nec­
essary. 
- 1 7 9 -
$2,001.91 4-38. PROBLEM 4. The remainder of the worksheet (Sheet 2) has 
been completed in the same manner as was discussed in Section 3.You 
should review these figures to be certain that you understand how they 
were obtained. 
(Eo = e o i s 
= $229.84 x 8.71) 
$1,690.51 
( E o = e o is 
= $801.19x2.11) 
IGNORED 4-93. The procedures for subsampling footings discussed thus far are 
applicable to tests for overfootings only. In tests for under footings, the 
principal problem is that the total shown (T) is not the maximum pos­
sible underfooting error. 
IGNORED 
Assume a page with a total shown of $52,000. What is the maximum pos­
sible overfooting error? Can the maximum possible underfoot­
ing error be determined from this information? (YES/NO) 
EXCEEDS 
(In any test for overfootings, 
the amount footed must equal 
or exceed the target total for 
overfootings.) 
4-148. If the combined target total for overfootings, which is the total 
shown (PLUS/MINUS) the primary target total for underfootings, is 
negative or zero, the sample page may be accepted without any con­
tinued footing. This is a consequence of selecting sample pages on the 
basis of instead of T (the total shown). 
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No answer required. 4-39. PROBLEM 4. If the quick and conservative approximation of 
E' had been made, as indicated by note ** on the worksheet (Sheet 2), 
p' (from Sheet 4 of Problem 3) would have been , and E' 
would have been 
$52,000 
NO 
4-94. For any page, the maximum possible underfooting (T') is the excess 
of the maximum total (T m a x ) over the total shown (T). For any page, the 
maximum total (T m a x ) , in turn, is the product of the largest positive amount 
multiplied by the number of amounts. This maximum total would occur 
only if every amount on the page was (EQUAL TO/LESS THAN) the largest 
positive amount; since this seldom occurs, computing the maximum total in 
this way conservatively overstates the product except in extremely rare cir­
cumstances. 
MINUS 
Tmax 
4-149. If the amount footed does not equal or exceed the combined target 
total for (OVERFOOTINGS/UNDERFOOTINGS), the amount footed should 
be subtracted from the total shown to determine the amount of the overfoot-
ing error. In any event, it should be determined that the initial maximum 
total (T m a x ) for each sample page exceeds the total shown (T); otherwise, 
the remainder of the page should be footed since an overfooting error would 
be indicated. 
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1.51 
(For overstatements where 
R = 2.0.) 
$4,544.52 
(F = ΣEt + (ΣE o )p ' - a 
= 0+ ($3,692.42 x 1.51)-
$1,031.03 
= $5,575.55 - $1,031.03) 
4-40. PROBLEM 4. 
would have been 
If the quick approximation had been made, MP' 
. In comparison to the MP' of $204,324.75 
on Sheet 2, this approximation of MP' (WOULD/WOULD NOT) be con­
servative. 
EQUAL TO 4-95. A page containing 25 positive amounts, the largest of which is 
$3,000, has a total shown (T) of $52,000. What is the maximum total 
(T m a x ) for the page? What is the maximum underfooting 
(T')? 
OVERFOOTINGS 4-150. PROBLEM 6. Assume that, in Problem 6, the auditor combines a 
test for overfootings with the test for underfootings. For page no. 2, the 
total shown (T) is $12,000 and the primary target total is $2,000. What 
is the combined target total for overfootings? 
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$204,544.52 
(MP' = JR' + E' 
= ($100,000 x 2.0) + 
$4,544.52) 
WOULD 
(A larger MP' is more con­
servative.) 
4-41. In the preceding frames, subsampling items was discussed and 
illustrated. In the following frames, we will discuss subsampling footings. 
Many auditing tests require the auditor to foot (accumulate amounts of) 
a large population. However, footing every item in the population would 
not only be time consuming but would also give the auditor greater assur­
ance concerning the correctness of the footings than he might otherwise 
require. Through subsampling footings, the auditor can efficiently gain 
appropriate assurance concerning the grand total by testing the footings 
of component totals or sub-totals. 
$75,000 
($3,000 x 25) 
$23,000 
(T' = T m a x - T 
= $75,000 - $52,000) 
4-96. If a total shown (T) is correct, the maximum underfooting (T') will 
equal the total of the differences between the largest positive amount and 
each actual amount on the page. For a page containing 25 positive amounts, 
the largest of which is $3,000, and showing a correct page total of $52,000, 
the total of the differences between the largest positive amount and each 
actual amount is , and the maximum underfooting (T') is 
$10,000 
($12,000-$2,000) 
4-151. PROBLEM 6. In the test for underfootings of page no. 2 in 
Problem 6, the amount footed was $14,190, as shown on Sheet 3. Is 
it necessary that the auditor continue footing for purposes of the com­
bined test for overfootings? (YES/NO) Why? 
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No answer required. 4-42. The following discussion applies to populations comprised of 
pages or other blocks of records, such as account distributions or de­
partmental classifications, for which individual or cumulative totals 
or sub-totals are shown. Such pages or other blocks of records, which 
are referred to herein as "pages" for brevity, comprise the sampling 
units. In subsampling footings, therefore, the pages are the equivalent 
of (ITEMS/SUB-ITEMS) as used in subsampling items, whereas any 
misfootings are the equivalent of sub-items. 
$23,000 
(T m a x minus the correct 
page total of $52,000) 
$23,000 
(T' = T m a x — T 
= $75,000 - $52,000) 
4-97. If a total shown (T) is underfooted, the maximum underfooting 
(T') will exceed the total of the differences between the largest positive 
amount and each actual amount on the page. For a page containing 25 
positive amounts, the largest of which is $3,000, and a total shown (T) 
of $50,000 that is underfooted by $2,000, the total of the differences 
between the largest positive amount and each actual amount is 
However, T' is 
NO 
The amount footed of $14,190 
in the test for underfootings equals 
or exceeds the combined target 
total for overfootings. In addition, 
every amount on the sample page 
has already been footed, and it is 
impossible to continue the footing. 
4-152. PROBLEM 6. For each sample page, it is necessary to determine 
that the initial maximum total (T m a x ) (EXCEEDS/IS LESS THAN) the 
total shown (T); otherwise, an (UNDERFOOTING/OVERFOOTING) would 
be indicated. For page no. 2 in Problem 6, is there any such indication? 
(YES/NO) 
When the auditor foots to the primary target total for underfootings, he 
will calculate the initial T m a x as a means of determining whether the page 
may be accepted without any footing; when he foots to the alternative 
target total, however, he should make a special calculation of T m a x . 
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ITEMS 4-43. The basic procedures for subsampling footings are summarized 
as follows: 
1. Select sample pages. 
2. Determine a random "target total" for each sample page. 
3. Foot to the target total for each sample page. 
$23,000 
(T m a x minus the correct page 
total of $52,000.) 
4-98. The total of the differences between the largest positive amount 
and each actual amount on a page is not affected by whether or not the 
total shown (T) is correct. However, any underfooting reflected in the 
total shown (DOES/DOES NOT) affect the maximum underfooting 
(T'). 
EXCEEDS 
OVERFOOTING 
NO 
( T m a x of $50,450 exceeds T 
of $12,000, per Sheet 4.) 
4-153. To complete the tests for overfootings, the auditor should select 
additional sample pages from those pages not already selected by apply­
ing a test for overfootings. For each additional sample page selected, he 
should then determine that the initial maximum total (T m a x ) exceeds 
the page total shown (T). Otherwise, he should foot every amount on the 
sample page since an (UNDERFOOTING/OVERFOOTING) would be 
indicated. 
$25,000 
(T' = T m a x - T 
= $75,000 - $50,000) 
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No answer required. 4-44. As in subsampling items, the determinable probability of select­
ing a misfooting (which is the equivalent of a sub-item) ordinarily is pro­
portional to its amount, as illustrated by the following example. Assum­
ing a composite judgment factor (J) of $50,000, the determinable prob­
ability of selecting as a sample page a total shown (T) of $5,000 using 
cumulative monetary amounts sampling would be 
DOES 
(Since T' = T m a x - T, any 
underfooting reflected in T 
will cause T' to be larger by the 
amount of the underfooting.) 
4-99. In tests for overfootings using cumulative monetary amounts 
sampling, the auditor selects sample pages by accumulating the totals 
shown (T), since the total shown represents the maximum overfoot-
ing, which is the total of ultimate sample interest. However, in tests 
for underfootings, the total of ultimate sample interest is the maxi­
mum underfooting (T'), which (CAN/CANNOT) be determined 
directly from the total shown (T). 
OVERFOOTING 4-154. To complete the tests for overfootings, the auditor would select 
sample pages by accumulating the (TOTAL SHOWN/LARGEST POS­
ITIVE AMOUNT) on each page of the population not previously selected 
for the sample. He (WOULD/WOULD NOT) need to determine a target 
total for overfootings, and he would foot the sample page only if which 
of the following conditions occurs? 
a. T m a x exceeds T. 
b. T m a x does, not exceed T. 
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.10 
($5,000/$50,000) 
4-45. If a sample page with a total shown (T) of $5,000 were overfooted 
by $1,000, the correct page total would be . If a random 
target total that did not exceed the total shown (T) of $5,000 were chosen, 
target totals from $ to $ would exceed the correct 
page total. 
CANNOT 4-100. Rather than select sample pages proportional to the maximum 
underfooting (T'), which cannot be determined directly from the total 
shown, it is statistically no less valid to select pages proportional to the 
maximum total (T m a x ) , which can be determined more conveniently. 
Selection on this basis, however, does not require computation of T m a x 
for each population page. 
TOTAL SHOWN 
WOULD NOT 
b. T m a x does not exceed T. 
4-155. It was stated previously that the target totals for overfootings 
may also be used to select a sample of individual items or sub-items 
simultaneously. This also holds true when tests for overfootings and 
tests for underfootings are combined. Therefore, which of the follow­
ing target totals may be used for this purpose? 
a. Target totals for overfootings. 
b. Primary target totals for underfootings. 
c. Alternative target totals for underfootings. 
d. Combined target totals for overfootings. 
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$4,000 
4,001 
5,000 
4-46. If a random target total from $4,001 to $5,000 were chosen for 
a sample page with a total shown (T) of $5,000 that was overfooted by 
$1,000, could the amount footed equal or exceed the target total? (YES/ 
NO) Would an overfooting be indicated? (YES/NO) 
No answer required. 4-101. In selecting sample pages based on the maximum total (T m a x ), 
the alternative technique for selection based on cumulative monetary 
amounts sampling (SEE FRAMES 4-67 to 4-70) may be used more 
efficiently with several modifications. First, the composite judgment 
factor (J) should be divided by the maximum number of amounts on 
any page in the population. The result of this division (designated as 
"small j " ) should be used in lieu of J. Assuming J is $50,000 and 
there are no more than 40 amounts on any population page, "small 
j " is . 
d. Combined target totals for 
overfootings. 
4-156. If a combined target total for overfootings is negative or zero for 
any sample page, the auditor may accept the page with (SOME/NO) con­
tinued footing. Similarly, no sample item should be selected from that 
page. Also, in completing the tests for overfootings, no sample items 
should be selected, since the auditor (WILL/WILL NOT) determine ran­
dom selection excesses and target totals for overfootings for the addition­
al pages selected. 
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NO 
(If every amount on the sample 
page were footed, the amount 
footed could not exceed $4,000, 
the correct page total, which 
would be less than a target total 
from $4,001 to $5,000.) 
YES 
(After footing every amount 
on the sample page, the correct 
page total would be known and 
comparison with the total shown 
would indicate an overfooting.) 
4-47. For a sample page with a total shown (T) of $5,000 that is over-
footed by $1,000, the determinable probability of choosing a random 
target total that would cause the overfooting to be detected is 
$1,250 
($50,000/40) 
4-102. The division of J by the maximum number of amounts on any 
page in the population, the result of which is designated as 
reduces J to an individual-amount equivalent. For convenience in com­
puting "small j , " the maximum number of amounts may be rounded up-
ward. Similarly, "small j " may be rounded downward for convenience. 
Since "small j " is used in lieu of J, the random start for cumulative mone­
tary amounts sampling where "small j " is $1,250 and J is $50,000 should 
not exceed the amount of 
NO 
WILL NOT 
4-157. If a combined target total for overfootings is positive, the one 
item that causes the amount footed to equal or such target 
total should be selected. Also, if such target total is greater than J, J 
should be deducted successively from such target total until the remainder 
equals or is less than J, and those items that cause the amount footed to 
equal or each of the remainders should be selected. 
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.20 
($l,000/$5,000, the amount of 
the overfooting divided by the 
total shown.) 
4-48. The over-all probability of detecting a misfooting can be deter­
mined by multiplying the probability of selecting the sample page by 
the probability of detecting any misfooting on the sample page. Using 
a J of $50,000, the over-all probability of detecting a $1,000 overfoot­
ing on a $5,000 sample page would be 
"small j " 
$1,250 
("small j " ) 
4-103. Following determination of "small j , " the process for selecting 
sample pages to be tested for underfootings is as follows: 
1. Enter a random start not greater than in 
an adding machine. 
2. Add the largest positive amount on each population page 
and select those pages that cause the cumulative amount to 
equal or exceed 
3. Deduct "small j " until the random selection excess is less 
than 
4. Repeat steps 2 and 3 for the remaining pages in the pop­
ulation. 
exceed 
exceed 
4-158. Assume J is $50,000, the total shown for a sample page is $140,000, 
and the primary target total for underfootings is $47,000. What is the com­
bined target total for overfootings? In a combined test for 
overfootings, those items should be selected that cause the amount footed 
to equal or exceed which of the following amounts? 
a. $93,000 
b. $43,000 
c. Both of the above. 
- 1 9 0 -
.02 
(.10 x .20, the probability 
of selecting the sample page 
times the probability of 
choosing a random target 
total that would cause the 
overfooting to be detected.) 
4-49. Using a J of $50,000, the determinable probability of detecting 
a $1,000 overfooting should be .By subsampling footings, 
this determinable probability is achieved in (ONE/TWO) stages. 
"small j " 
"small j " 
"small j " 
4-104. PROBLEM 6. The selection of sample pages based on "small j " 
and the (SMALLEST/LARGEST) positive amount will be demonstrated 
through Problem 6. Read Sheet 1 of Problem 6, Tool Corporation. What 
is the composite judgment factor (J)? What is "small j"? 
For convenience in Problem 6, the largest positive amount on each pop­
ulation page is rounded up to the next whole dollar. 
$93,000 
($140,000 - $47,000) 
c. Both of the above. 
(The deduction of J from 
$93,000 leaves a remainder 
of $43,000, which is equal to 
or less than J of $50,000. 
Therefore, an additional item 
should be selected at this 
point.) 
4-159. If population pages subjected to a combined test for overfootings 
and underfootings contain negative amounts, the negative amounts should 
be treated as described in Frames 4-140 to 4-142 in the tests for underfoot­
ings. In the tests for overfootings, the total (or conservative overestimate) 
of negative amounts on each sample page should be added to the total 
shown (T). The (ORIGINAL/INCREASED) total shown should then be 
used in determining the combined target total for overfootings, as well as 
in completing the tests for overfootings. A similar addition (WAS/WAS 
NOT) specified in the discussion of both subsampling items and subsampling 
for overfootings. 
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.02 
($l,000/$50,000, the amount of 
the overfooting divided by the 
composite judgment factor.) 
4-50. There are two directions of footing errors. Overfootings occur 
when the total shown (T) is greater than the correct page total. Ob­
viously, then, an underfooting occurs when the total shown (T) is 
(GREATER/LESS) than the correct page total. 
TWO 
LARGEST 
$50,000 
(J = MP/R =$100,000/2.0) 
$1,000 
($50,000/50) 
4-105. PROBLEM 6. In Problem 6, which is a test for underfootings, 
the random start for cumulative monetary amounts sampling should not 
exceed , which is used in lieu of J. Therefore, the random 
start should not exceed the amount of . The random start 
of $894, which is the first entry shown on Sheet 2 after clearing the 
adding machine, (DOES/DOES NOT) satisfy this condition. 
INCREASED 
WAS 
4-160. Assume J is $50,000, the net total shown (T) for a sample page 
containing $15,000 of negative amounts is $47,000, and the primary 
target total for underfootings is $10,000. Under these assumptions, the 
combined target total for overfootings is . I f sample items 
were selected simultaneously, the (NEGATIVE/POSITIVE) items selected 
would be those that cause the amount footed to equal or exceed what 
amounts? 
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LESS 4-51. The methods to be used in applying the basic procedures for 
subsampling footings depend on whether the audit purpose of the 
sample is to test for overfootings, for underfootings, or for both. 
The respective methods are discussed and illustrated in subsequent 
frames. 
"small j " 
$1,000 
($50,000/50) 
DOES 
4-106. PROBLEM 6. Population pages are selected as sample pages 
when the cumulative amount in the adding machine equals or exceeds 
"small j . " By reference to Sheet 2 of Problem 6, indicate the .first four 
page nos. selected for the sample, 
and 
$52,000 
(The increased total shown of 
$62,000 minus the primary 
target total of $10,000.) 
POSITIVE 
4-161. In completing the test for overfootings, a sample page with a 
positive total shown of $27,000 contains $14,000 of negative amounts. 
The initial maximum total (T m a x ) for the page is determined to be 
$40,000. Therefore, an overfooting (IS/IS NOT) indicated and the sam­
ple page (IS/IS NOT) footed. 
$52,000 and $2,000 
(The combined target total 
and the combined total minus J.) 
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No answer required. 4-52. PROBLEM 5. Read Sheet 1 of Problem 5, Crowley Corporation. 
This problem involves a test for (OVERFOOTINGS/UNDERFOOTINGS). 
The composite judgment factor (J) for this problem i s _ . 
4-107. PROBLEM 6. In tests for underfootings, top-stratum pages 
are those on which the largest positive amount equals or exceeds "small 
j . " Such pages should be selected with certainty. 
Indicate the page nos. of any top-stratum pages in Problem 6. 
(YES/NO) 
Were all of these top-stratum pages selected for the sample? 
IS 
(T m a x of $40,000 does not 
exceed the increased total 
shown of $14,000 + $27,000 
or $41,000.) 
IS 
4-162. If footing errors are detected by the subsampling procedures 
described herein, the Sample Evaluation Worksheet, Form 301-E (see 
Sheet 2 of Problem 4) may be used to evaluate the errors. For this 
purpose, the amount of each footing error (e) that equals Or exceeds J 
should be considered as E t ; such errors are called -
errors. The amount of each other error should be evaluated 
by using J as E o . The remainder of the worksheet should be completed 
in the same manner as was discussed and illustrated previously. 
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1 
2 
4 
6 
OVERFOOTINGS 
$50,000 
(J = MP/R =$50,000/1.0) 
4-53. PROBLEMS. The auditor at Crowley Corporation will select 
sample pages using cumulative monetary amounts sampling. Therefore, 
he determines the random start by choosing a number not greater than 
the composite judgment factor of . The first page included 
in the sample will be the one that causes the cumulative population amount 
to first equal or exceed this random start. 
2, 6, and 20 
YES 
4-108. PROBLEM 6. In summary, the page nos. selected for the Sample 
in Problem 6, as shown on Sheet 2, are 1, 2, 4, 6, 
, , and 20. At each of these pages, the cumulative 
amount (i.e., subtotal) in the adding machine equals or "small 
j " of $1,000. 
top-stratum 4-163. Assume an auditor applies subsampling for overfootings using a 
composite judgment factor of $50,000. In footing to target totals for pages 
with totals shown of $147,000 and $35,000, he finds overfootings of 
$60,000 and $20,000, respectively. Indicate below the amounts that would 
be entered on the Sample Evaluation Worksheet for Estimated Population 
Errors as designated by the symbols: 
E t 
E o 
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$50,000 4-54. PROBLEM 5. The auditor at Crowley Corporation chooses a 
random start of $17,428, which is not greater than J of $50,000. There­
fore, the first two sample pages he will select for subsampling footings 
will be those where the cumulative population amount equals or exceeds 
the selection amounts of and 
8 
11 
15 
19 
exceeds 
4-109. PROBLEM 6. Because the cumulative amounts at pages selected 
for the sample equal or exceed "small j , " the auditor (ADDS/DEDUCTS) 
"small j " until the random selection excess (EQUALS/IS LESS THAN) 
"small j . " The random selection excess of for page no. 1 
(DOES/DOES NOT) satisfy this condition. 
$60,000 
(The amount of the top-stratum 
error.) 
$50,000 
(Since the amount of the over-
footing error (eo) is also con­
sidered to be the sub-itemr(S), 
multiplication of eo by i s = 
J/S results in a product of J 
to be used as E o . ) 
4-164. If errors are detected in examining sample items selected simul­
taneously using these procedures for subsampling footings, the items should 
be considered to be sub-items (S) for sample evaluation purposes. The sam­
pling interval used to compute the Estimated Population Error should then 
be: 
i s ≥ J/S 
In no event, however, should the sampling interval be less than 1.0. The 
sampling interval is 1.0 for (TOP STRATUM/OTHER STRATUM) errors. 
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$17,428 
(The random start.) 
$67,428 
($17,428+ $50,000) 
4-55. PROBLEM 5. Since the first two sample pages will be those 
where the cumulative population amount first equals or exceeds the 
selection amounts of $17,428 and $67,428, the first two sample pages 
will be page nos. and 
DEDUCTS 
IS LESS THAN 
$31 
4-110. PROBLEM 6. After adding the largest positive amount on page 
no. 15, the cumulative amount (EQUALS/EXCEEDS) "small j " of $1,000. 
Is it necessary to deduct "small j " to determine the random selection ex­
cess? (YES/NO) Why? 
DOES 
TOP STRATUM 4-165. Assume an auditor applies subsampling for overfootings using a 
composite judgment factor of $50,000. In examining sample items selected 
simultaneously, he finds errors of $4,000 and $1,000 in sub-items with 
amounts of $52,000 and $5,000, respectively. Indicate below the amounts 
that would be entered on the Sample Evaluation Worksheet for: 
is 
E t 
Eo 
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4-56. PROBLEM 5. Adding J to the selection amount of $67,428, 
the third sample page should be that where the cumulative population 
amount first equals or exceeds a selection amount of $117,428. How­
ever, this would be page no. 3, which has already been selected for the 
sample. Therefore, the auditor should continue adding J to the preced­
ing selection amount until he finds a different cumulative page total 
that equals or exceeds the (CUMULATIVE POPULATION/SELECTION) 
amount. 
EQUALS 
YES 
The random selection excess 
should be less than "small j . " 
4-111. PROBLEM 6. When the cumulative amount is an exact multiple 
of "small j , " deducting "small j " will eventually result in a random selection 
excess of zero. Such an excess occurs for page no. in Problem 
6. A random selection excess of zero means that every amount on the sam­
ple page should be footed in the test for underfootings. In tests for over-
footings, a random selection excess of zero meant that the target total 
was (ZERO/THE TOTAL SHOWN) and, therefore, that every amount 
was also footed. 
1.0 and 10.0 
(For the $52,000 and $5,000 
items, respectively. The $52,000 
item is in the top stratum.) 
$4,000 
(E t = e t) 
$10,000 
(Eo = i s eo = 10.0 x $1,000) 
4-166. This completes our consideration of subsampling, which encom­
passed subsampling and subsampling footings. Because sam­
ple items or sub-items can be selected simultaneously while subsampling 
footings, this (NUMERICAL/MONETARY) sampling technique can be 
very efficient, particularly when the leftmost columns are accumulated 
in footing to target totals. 
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SELECTION 
NOW TURN BACK TO PAGE 144 AND BEGIN THE MIDDLE ROW 
WITH FRAME 4-57. 
15 
THE TOTAL SHOWN 
NOW TURN BACK TO PAGE 144 AND BEGIN THE BOTTOM ROW 
WITH FRAME 4-112. 
items 
MONETARY 
END OF SECTION 4 AND OF THE COURSE. 
CONGRATULATIONS ON YOUR PERSISTENCE! 
We hope your reward is a good knowledge of Audit Sampling! 
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Audit Sampling... Problem Section 
© Haskins & Sells 1970 
PREFACE 
This Problem Section consists of illustrative problems that are referred to in the programmed 
instruction course on Audit Sampling. The frame outlines included in the course indicate the 
particular frames that require reference to these problems. 
To further facilitate cross-reference to the course, the sections in which the enclosed problems 
are used and the composition of the problems are as follows: 
Composition of Problem 
Section Problem Sheet 
Number Number Number Description of Sheet  
2 1 1 Statement of Problem — Standard Supply 
2 Sample Design Worksheet 
3 Table of Reliability Factors and Related Precision 
Adjustment Factors 
4 Table of Random Numbers 
5 Sample Evaluation Worksheet 
3 2 1 Listing of Amounts 
3 3 1 Statement of Problem — Receivables Factoring, Inc. 
2 Accounts Receivable Trial Balance 
3 Sample Evaluation Worksheet (Form 301-E) 
4 Table of Reliability Factors and Related Precision 
Adjustment Factors 
4 4 1 Statement of Problem — Lem Company 
2 Sample Evaluation Worksheet (Form 301-E) 
4 5 1 Statement of Problem — Crowley Corporation 
2 Accounts Receivable Trial Balance 
3 Page No. 2 of the Trial Balance 
4 6 1 Statement of Problem — Tool Corporation 
2 Adding-Machine Tape 
3 Amounts on Page No. 2 of the Sales Register 
4 Footing to Primary Target Total for Page No. 2 
PROBLEM 1 
STANDARD SUPPLY 
During the audit of Standard Supply, the auditor decides to select a sample of sales orders 
and trace the sample to sales invoices to determine whether or not any invoices were omit­
ted, suppressed, or misstated. Throughout the year, the company issued approximately 
20,000 sales orders, which show only the description, quantity, and unit price of each item 
but not the extended unit prices. There are no signatures, initials, audit stamps, and the like 
on the sales orders. 
Based upon his preliminary evaluation of the potential effectiveness of the company's internal 
control procedures, the auditor decides to use a reliability level of 63%, and he therefore uses 
the appropriate reliability factor from the table reproduced as Sheet 3 of this Problem. The 
auditor also decides that .005 is the maximum tolerable error proportion. 
During the examination of the sample selected, the auditor finds 3 sales orders for which no 
sales invoices were prepared. In evaluating internal control, the essential procedure permitting 
the 63% reliability level was that the persons who prepared sales orders and sales invoices had 
no incompatible duties. Since the 3 errors were not attributable to incompatible duties, they 
are not considered compliance deviations. Consequently, they are evaluated using the reliability 
factor specified in designing the sample. The corresponding precision adjustment factors are 
also obtained from the table reproduced as Sheet 3 of this Problem. 
Sheet 1 
PROBLEM 1 
SAMPLE DESIGN WORKSHEET 
1. Upper precision limit 
2 . Population size 
3. Reliability factor 
4. Sampling interval 
Sheet 2 
N 
R 
P 
i = NP R + 0.5 
PROBLEM 1 
TABLE OF RELIABILITY FACTORS AND RELATED PRECISION ADJUSTMENT FACTORS 
Reliability 
Factors(R) 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.6 2.0 2.3 3.0 4.6 
Reliability 
Levels 50% 55% 59% 63% 66% 69% 72% 75% 80% 86% 90% 95% 99% 
Precision Adjustment Factors (p) For Evaluating Samples at Reliability Levels Shown Above 
Rank of Errors 
(Note 1) For Errors of Overstatement of Population Items (Note 2) 
1 1.01 1.05 1.11 1.15 1.20 1.24 1.28 1.32 1.39 (1.51) 1.59 1.75 2.04 
2 1.01 1.04 1.08 1.12 1.15 1.18 1.21 1.24 1.28 (1.38) 1.44 1.56 1.77 
3 1.00 1.04 1.07 1.10 1.13 1.15 1.17 1.20 1.24 1.31 1.36 1.46 1.64 
4 1.00 1.03 1.06 1.09 1.11 1.13 1.15 1.17 1.21 1.27 1.32 1.40 1.56 
5 1.00 1.03 1.05 1.08 1.10 1.12 1.14 1.16 1.19 1.25 1.29 1.36 1.50 
6 1.00 1.03 1.05 1.07 1.09 1.11 1.13 1.14 1.17 1.23 1.26 1.33 1.46 
7 1.00 1.02 1.04 1.07 1.09 1.10 1.12 1.13 1.16 1.21 1.24 1.31 1.43 
8 1.00 1.02 1.04 1.06 1.08 1.10 1.11 1.12 1.15 1.20 1.23 1.29 1.40 
9 1.00 1.02 1.04 1.06 1.08 1.09 1.10 1.12 1.14 1.19 1.22 1.28 1.38 
10 1.00 1.02 1.04 1.06 1.07 1.09 1.10 1.11 1.14 1.18 1.21 1.26 1.36 
11 1.00 1.02 1.04 1.05 1.07 1.08 1.10 1.11 1.13 1.17 1.20 1.25 1.35 
12 1.00 1.02 1.03 1.05 1.07 1.08 1.09 1.10 1.13 1.16 1.19 1.24 1.34 
13 1.00 1.02 1.03 1.05 1.06 1.08 1.09 1.10 1.12 1.16 1.18 1.23 1.33 
14 1.00 1.02 1.03 1.05 1.06 1.07 1.08 1.10 1.12 1.15 1.18 1.22 1.32 
15-19 1.00 1.02 1.03 1.05 1.06 1.07 1.08 1.09 1.11 1.15 1.17 1.22 1.31 
20-24 1.00 1.01 1.03 1.04 1.05 1.06 1.07 1.08 1.10 1.13 1.15 1.19 1.26 
25-29 1.00 1.01 1.03 1.04 1.05 1.06 1.06 1.07 1.09 1.11 1.13 1.17 1.24 
30-39 1.00 1.01 1.02 1.03 1.04 1.05 1.06 1.06 1.08 1.10 1.12 1.15 1.22 
40-49 1.00 1.01 1.02 1.03 1.04 1.05 1.05 1.06 1.07 1.09 1.10 1.13 1.19 
50-74 1.00 1.01 1.02 1.03 1.04 1.04 1.05 1.05 1.06 1.08 1.09 1.12 1.17 
75-99 1.00 1.01 1.02 1.02 1.03 1.03 1.04 1.04 1.05 1.07 1.08 1.10 1.14 
100 and over 1.00 1.01 1.02 1.02 1.03 1.03 1.04 1.04 1.04 1.06 1.07 1.09 1.12 
Rank of Errors 
(Note 1) For Errors of Understatement of Population Items (Note 2) 
1 .67 .58 .49 .45 .40 .35 .31 .28 .22 .14 .10 .05 .00 
2 .96 .92 .87 .82 .78 .74 .70 .66 .60 .49 .42 .30 .14 
3 .99 .95 .91 .88 .84 .81 .78 .76 .71 .62 .57 .46 .29 
4 .99 .95 .92 .90 .87 .85 .82 .80 .76 .69 .64 .54 .39 
5 .99 .96 .93 .91 .89 .87 .85 .83 .79 .73 .68 .60 .45 
6 .99 .96 .94 .92 .90 .88 .86 .84 .81 .75 .71 .64 .51 
7 .99 .97 .95 .93 .91 .89 .87 .86 .83 .77 .74 .67 .54 
8 .99 .97 .95 .93 .91 .90 .88 .87 .84 .79 .76 .69 .57 
9 .99 .97 .95 .94 .92 .90 .89 .88 .85 .80 .77 .71 .60 
10 .99 .97 .96 .94 .92 .91 .90 .88 .86 .81 .78 .73 .62 
11 1.00 .98 .96 .94 .93 .91 .90 .89 .86 .82 .79 .74 .64 
12 1.00 .98 .96 .94 .93 .92 .90 .89 .87 .83 .80 .75 .65 
13 1.00 .98 .96 .95 .93 .92 .91 .90 .87 .84 .81 .76 .66 
14 1.00 .98 .96 .95 .94 .92 .91 .90 .88 .84 .82 .77 .67 
15-19 1.00 .98 .96 .95 .94 .93 .91 .90 .88 .85 .83 .78 .68 
20-24 1.00 .98 .96 .96 .95 .94 .93 .92 .90 .87 .85 .81 .73 
25-29 1.00 .98 .97 .96 .95 .94 .93 .93 .91 .89 .87 .83 .76 
30-39 1.00 .98 .97 .96 .96 .95 .94 .93 .92 .90 .88 .85 .78 
40-49 1.00 .99 .98 .97 .96 .95 .95 .94 .93 .91 .90 .87 .80 
50-74 1.00 .99 .98 .97 .96 .96 .95 .95 .94 .92 .91 .88 .83 
75-99 1.00 .99 .98 .98 .97 .97 .96 .96 .95 .93 .92 .90 .86 
100 and over 1.00 .99 .98 .98 .97 .97 .96 .96 .96 .94 .93 .91 .88 
Notes 
1. This column refers to the rank of extrapolated errors (Eo). Errors of overstatement and of understatement should be ranked 
separately, and within each group the ranking should be from the largest to the smallest amount of error. 
2. The distinction between errors of overstatement and of understatement should be based on their effect on the population 
from which the sample was drawn. If this is a reciprocal population to the one of primary audit interest, as in sampling sub-
sequent invoices in search for understatement of recorded liabilities, errors will have an opposite effect on the population of 
primary audit interest. 
Sheet 3 
PROBLEM 1 
TABLE OF RANDOM NUMBERS 
Section A—1,000 Numbers 
Consecutive 
Numbers 
Random 
Numbers 
Consecutive 
Numbers 
Random 
Numbers 
Consecutive 
Numbers 
Random 
Numbers 
Consecutive 
Numbers 
Random 
Numbers 
Consecutive 
Numbers 
Random 
Numbers 
001 154 051 852 101 306 151 452 201 876 
002 819 052 942 102 914 152 191 202 768 
003 657 053 772 103 063 153 293 203 807 
004 260 054 314 104 589 154 999 204 649 
005 957 055 625 105 939 155 415 205 472 
006 217 056 703 106 985 156 441 206 635 
007 073 057 630 107 426 157 659 207 891 
008 339 058 093 108 764 158 186 208 771 
009 670 059 724 109 557 159 285 209 789 
010 375 060 596 110 458 160 892 210 753 
011 730 061 310 111 919 161 491 211 887 
012 207 062 004 112 444 162 008 212 134 
013 307 063 228 113 678 163 829 213 275 
014 738 064 479 114 104 164 597 214 609 
015 656 065 688 115 194 165 404 215 463 
016 664 066 981 116 361 166 503 216 313 
017 779 067 518 117 811 167 982 217 431 
018 554 068 527 118 893 168 428 218 574 
019 001 069 049 119 402 169 259 219 353 
020 705 070 679 120 005 170 448 220 886 
021 748 071 673 121 409 171 991 221 533 
022 504 072 042 122 691 172 896 222 354 
023 181 073 497 123 349 173 735 223 083 
024 295 074 746 124 053 174 493 224 410 
025 484 075 294 125 474 175 994 225 085 
026 300 076 516 126 007 176 623 226 847 
027 178 077 511 127 945 177 812 227 387 
028 539 078 391 128 025 178 663 228 531 
029 090 079 267 129 946 179 156 229 067 
030 798 080 040 130 564 180 258 230 934 
031 270 081 107 131 324 181 805 231 023 
032 960 082 273 132 096 182 640 232 628 
033 377 083 240 133 941 183 921 233 638 
034 728 084 845 134 745 184 850 234 629 
035 333 085 844 135 011 185 990 235 000 
036 920 086 271 136 917 186 560 236 632 
037 408 087 605 137 303 187 591 237 608 
038 602 088 594 138 020 188 903 238 170 
039 859 089 465 139 304 189 459 239 672 
040 204 090 552 140 968 190 587 240 469 
041 737 091 196 141 584 191 102 241 865 
042 299 092 033 142 923 192 836 242 167 
043 769 093 150 143 732 193 328 243 725 
044 612 094 252 144 900 194 176 244 425 
045 302 095 098 145 843 195 239 245 740 
046 341 096 964 146 996 196 455 246 218 
047 689 097 912 147 751 197 536 247 041 
048 269 098 588 148 489 198 586 248 814 
049 281 099 447 149 603 199 488 249 153 
050 742 100 060 150 145 200 286 250 277 
Sheet 4 
PROBLEM 1 
SAMPLE EVALUATION WORKSHEET 
1. Number of errors found 
2. Sampling interval 
3. Reliability factor 
4. Population size 
5. Sum of the precision adjustment 
factors 
6. Revised upper precision limit 
Sheet 5 
R 
N 
Σpe 
i (R + Σpe) 
N 
e 
i 
P' = 
PROBLEM 2 
Item 
Numbers 
Individual 
Amounts 
Cumulative 
Amounts 
1 $ 100 $ 100 
2 1,000 1,100 
3 1,500 2,600 
4 500 
5 300 
6 2,000 
7 100 5,500 
8 500 6,000 
9 1,800 7,800 
10 1,000 8,800 
11 700 9,500 
12 100 9,600 
13 200 9,800 
14 300 10,100 
15 400 10,500 
16 1,500 12,000 
17 300 12,300 
18 900 13,200 
19 600 13,800 
20 400 14,200 
21 800 15,000 
22 1,100 16,100 
23 1,200 17,300 
24 100 17,400 
25 100 17,500 
Sheet 1 
PROBLEM 3 
RECEIVABLES FACTORING, INC. 
In an audit of the accounts receivable of Receivables Factoring, Inc., the auditor uses cumulative 
monetary amounts sampling with a random start of $3,383 to select balances for confirmation. 
Based upon the financial statements taken as a whole, the auditor's judgment is that the maximum 
tolerable error of overstatement for purposes of this auditing procedure is $30,000. Based upon 
the auditor's preliminary evaluation of the internal control over accounts receivable, he decides that 
he wants a reliability level of 95%, and he therefore uses the appropriate reliability factor from the 
table reproduced as Sheet 4 of this Problem. 
The first two columns of Sheet 2 of this Problem comprise part of the accounts receivable trial 
balance, wherein each balance is identified by number and amount. The third column of Sheet 2, 
Cumulative Population Amounts, is shown to minimize arithmetic. In applying cumulative mone­
tary amounts sampling in this Problem, the auditor would normally foot the account balances using 
an adding machine, and therefore the cumulative population amounts would not appear on the trial 
balance. 
None of the monetary errors found, as indicated on Sheet 2, were subsequently adjusted. 
That portion of the Sample Evaluation Worksheet (Sheet 3) relating to compliance evaluation should 
be ignored since there were no compliance deviations. For this problem, therefore, the adjusted reli­
ability factor (R') equals the initial reliability factor (R). 
Sheet 1 
PROBLEM 3 
ACCOUNTS RECEIVABLE TRIAL BALANCE 
Cumulative 
Account Individual Population 
Numbers Amounts Amounts 
8681 $ 92.35 $ 92.35 
8682 4,671.80 4,764.15* 
8683 3,211.91 7,976.06 
8684 1,284.00 9,260.06 
8685 816.50 10,076.56 
8686 2,085.50 12,162.06 
8687 11,114.12 23,276.18* 
8689 861.10 24,137.28* 
8690 87.40 24,224.68 
8691 65.16 24,289.84 
8692 405.30 24,695.14 
8693 2,148.17 26,843.31 
8694 6,437.12 33,280.43 
8695 7,915.00 41,195.43* 
8697 1,786.00 42,981.43 
8700 1,617.12 44,598.55* 
8701 111.21 44,709.76 
8702 1,895.00 46,604.76 
8703 1,436.90 48,041.66 
8704 1,089.00 49,130.66 
8705 147.15 49,277.81 
8706 55.80 49,333.61 
8707 6,512.87 55,846.48* 
8708 1,941.12 57,787.60 
8709 1,432.75 59,220.35 
8710 327.80 59,548.15 
8711 1,921.71 61,469.86 
8712 612.97 62,082.83 
8713 1,863.10 63,945.93* 
8714 3,680.15 67,626.08 
8715 4,711.09 72,337.17 
8716 5,000.00 77,337.17* 
8717 9,012.17 86,349.34* 
8718 1,655.00 88,004.34 
8719 2,690.00 90,694.34 
8720 87.90 90,782.24 
8721 1,516.80 92,299.04 
8722 12,015.16 104,314.20* 
8723 471.90 104,786.10 
* See Frame 3-47. 
Errors — 
Overstated 
(Understated) 
$ (75.00) 
$960.00 
$ 50.00 
Sheet 2 
PROBLEM 3 
Sheet 3 
CLIENT 
DATE OR PERIOD 
AUDITING PROCEDURES 
SYMBOLS 
AND FORMULAS 
ERROR ESTIMATION FACTORS 
is ≥ ( J / U s ) + f, or 
( J/U s ) ( I/S) * 
f = 0.5 if finite adjustment 
factor (see * on Sample 
Design and Selection 
Worksheet-Form 301-D) 
was used in computing 
related upper cut-offs; 
f = 0 in all other cases 
COMPLIANCE EVALUATION 
Estimate: 
E t = d t 
Eu = dois 
E = ΣEt +ΣEo 
E/M 
Upper Precision Limit: 
E' = ΣEt + Σ(Eop) ** 
CP = R J + E ' 
P ' = CP/M 
PROBLEM 3 
SAMPLE EVALUATION WORKSHEET 
RECEIVABLES FACTORING, INC. 
CONFIRMATION OF ACCOUNTS RECEIVABLE 
SAMPLE ITEMS SAMPLE ERRORS 
AMOUNTS 
MONETARY 
COMPLIANCE OVER (UNDER) 
DATA REFERENCES ITEMS ( I ) S U B - I T E M S ( S ) DEVIATIONS ( D ) STATEMENTS ( e ) 
x 8682 4 ,671.80 (75.00) 
X 
8687 11,114.12 960.00 
935.00 
X 
MONETARY EVALUATION 
Estimate: 
E t = et X 
Eo = eois X 
a — (Adjustments) 
E = ΣEt + ΣEo - a 
Upper Precision Limit: 
E' = Σ E , + Σ ( E 1 p , ) — a** 
MP'= JR' + E 
* — If error is in a subsampled item, use this formula. If the subsampled 
item is in the top stratum or was selected by use of the cumulative 
monetary amounts or Auditape, substitute I for Us. 
** — A quick and conservative approximation can be made by substituting 
(ΣEo)p' for Σ(Eop), where: 
ΣEo= the separate sums of the errors of overstatements (or deviations) 
and of understatements, respectively; 
p' = the precision adjustment factor for the largest Eo of overstatement 
and of understatement, respectively. 
X — Compute for each error and enter in the related column. 
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P R E P A R E D B Y D A T E 
R E V I E W E D B Y D A T E 
RELATED 
UPPER SAMPLING 
CUT-OFFS ( U s ) INTERVALS ( i s ) 
ESTIMATED POPULATION E R R O R S 
T O P 
STRATUM ( E t ) 
OTHER STRATUMS ( E O ) 
OVER-
STATEMENTS 
UNDER-
STATEMENTS 
R A N K OF 
ERRORS IN 
OTHER 
STRATUMS 
PRECISION 
ADJUSTMENT 
FACTORS ( p ) 
PRECISION 
ADJUSTED 
ERRORS ( E „ p ) 
4,671.80 
11,114.12 
2.2 
1.0 960.00 
(165.00) (1) 
960.00 310.00 
(165.00) 
(165.00) 
145.00 
1 
PROBLEM 3 
TABLE OF RELIABILITY FACTORS AND RELATED PRECISION ADJUSTMENT FACTORS 
Reliability 
Factors(R) 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.6 2.0 2.3 3.0 4.6 
Reliability 
Levels 50% 55% 59% 63% 66% 69% 72% 75% 80% 86% 90% 95% 99% 
Precision Adjustment Factors (p) For Evaluating Samples at Reliability Levels Shown Above 
Rank of Errors 
(Note 1) For Errors of Overstatement of Population Items (Note 2) 
1 1.01 1.05 1.11 1.15 1.20 1.24 1.28 1.32 1.39 1.51 1.59 1.75 2.04 
2 1.01 1.04 1.08 1.12 1.15 1.18 1.21 1.24 1.28 1.38 1.44 1.56 1.77 
3 1.00 1.04 1.07 1.10 1.13 1.15 1.17 1.20 1.24 1.31 1.36 1.46 1.64 
4 1.00 1.03 1.06 1.09 1.11 1.13 1.15 1.17 1.21 1.27 1.32 1.40 1.56 
5 1.00 1.03 1.05 1.08 1.10 1.12 1.14 1.16 1.19 1.25 1.29 1.36 1.50 
6 1.00 1.03 1.05 1.07 1.09 1.11 1.13 1.14 1.17 1.23 1.26 1.33 1.46 
7 1.00 1.02 1.04 1.07 1.09 1.10 1.12 1.13 1.16 1.21 1.24 1.31 1.43 
8 1.00 1.02 1.04 1.06 1.08 1.10 1.11 1.12 1.15 1.20 1.23 1.29 1.40 
9 1.00 1.02 1.04 1.06 1.08 1.09 1.10 1.12 1.14 1.19 1.22 1.28 1.38 
10 1.00 1.02 1.04 1.06 1.07 1.09 1.10 1.11 1.14 1.18 1.21 1.26 1.36 
11 1.00 1.02 1.04 1.05 1.07 1.08 1.10 1.11 1.13 1.17 1.20 1.25 1.35 
12 1.00 1.02 1.03 1.05 1.07 1.08 1.09 1.10 1.13 1.16 1.19 1.24 1.34 
13 1.00 1.02 1.03 1.05 1.06 1.08 1.09 1.10 1.12 1.16 1.18 1.23 1.33 
14 1.00 1.02 1.03 1.05 1.06 1.07 1.08 1.10 1.12 1.15 1.18 1.22 1.32 
15-19 1.00 1.02 1.03 1.05 1.06 1.07 1.08 1.09 1.11 1.15 1.17 1.22 1.31 
20-24 1.00 1.01 1.03 1.04 1.05 1.06 1.07 1.08 1.10 1.13 1.15 1.19 1.26 
25-29 1.00 1.01 1.03 1.04 1.05 1.06 1.06 1.07 1.09 1.11 1.13 1.17 1.24 
30-39 1.00 1.01 1.02 1.03 1.04 1.05 1.06 1.06 1.08 1.10 1.12 1.15 1.22 
40-49 1.00 1.01 1.02 1.03 1.04 1.05 1.05 1.06 1.07 1.09 1.10 1.13 1.19 
50-74 1.00 1.01 1.02 1.03 1.04 1.04 1.05 1.05 1.06 1.08 1.09 1.12 1.17 
75-99 1.00 1.01 1.02 1.02 1.03 1.03 1.04 1.04 1.05 1.07 1.08 1.10 1.14 
100 and over 1.00 1.01 1.02 1.02 1.03 1.03 1.04 1.04 1.04 1.06 1.07 1.09 1.12 
Rank of Errors 
(Note 1) For Errors of Understatement of Population Items (Note 2) 
1 .67 .58 .49 .45 .40 .35 .31 .28 .22 .14 .10 .05 .00 
2 .96 .92 .87 .82 .78 .74 .70 .66 .60 .49 .42 .30 .14 
3 .99 .95 .91 .88 .84 .81 .78 .76 .71 .62 .57 .46 .29 
4 .99 .95 .92 .90 .87 .85 .82 .80 .76 .69 .64 .54 .39 
5 .99 .96 .93 .91 .89 .87 .85 .83 .79 .73 .68 .60 .45 
6 .99 .96 .94 .92 .90 .88 .86 .84 .81 .75 .71 .64 .51 
7 .99 .97 .95 .93 .91 .89 .87 .86 .83 .77 .74 .67 .54 
8 .99 .97 .95 .93 .91 .90 .88 .87 .84 .79 .76 .69 .57 
9 .99 .97 .95 .94 .92 .90 .89 .88 .85 .80 .77 .71 .60 
10 .99 .97 .96 .94 .92 .91 .90 .88 .86 .81 .78 .73 .62 
11 1.00 .98 .96 .94 .93 .91 .90 .89 .86 .82 .79 .74 .64 
12 1.00 .98 .96 .94 .93 .92 .90 .89 .87 .83 .80 .75 .65 
13 1.00 .98 .96 .95 .93 .92 .91 .90 .87 .84 .81 .76 .66 
14 1.00 .98 .96 .95 .94 .92 .91 .90 .88 .84 .82 .77 .67 
15-19 1.00 .98 .96 .95 .94 .93 .91 .90 .88 .85 .83 .78 .68 
20-24 1.00 .98 .96 .96 .95 .94 .93 .92 .90 .87 .85 .81 .73 
25-29 1.00 .98 .97 .96 .95 .94 .93 .93 .91 .89 .87 .83 .76 
30-39 1.00 .98 .97 .96 .96 .95 .94 .93 .92 .90 .88 .85 .78 
40-49 1.00 .99 .98 .97 .96 .95 .95 .94 .93 .91 .90 .87 .80 
50-74 1.00 .99 .98 .97 .96 .96 .95 .95 .94 .92 .91 .88 .83 
75-99 1.00 .99 .98 .98 .97 .97 .96 .96 .95 .93 .92 .90 .86 
100 and over 1.00 .99 .98 .98 .97 .97 .96 .96 .96 .94 .93 .91 .88 
Notes 
1. This column refers to the rank of extrapolated errors (Eo). Errors of overstatement and of understatement should be ranked 
separately, and within each group the ranking should be from the largest to the smallest amount of error. 
2. The distinction between errors of overstatement and of understatement should be based on their effect on the population 
from which the sample was drawn. If this is a reciprocal population to the one of primary audit interest, as in sampling sub-
sequent invoices in search for understatement of recorded liabilities, errors will have an opposite effect on the population of 
primary audit interest. 
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LEM COMPANY 
In auditing disbursements at Lem Company, the auditor used monetary precision (MP) of 
$200,000 and a reliability factor (R) of 2.0 to select a cumulative monetary amounts sample 
of recorded checks. Sample items supported by more than one voucher were subsampled. 
Vouchers are recorded net of any discounts or claims against the vendor. In examining the 
subsampled vouchers, compliance deviations were not detected. However, the following mone­
tary errors were detected: 
Sheet 1 
Check 
Number 
46,592 
48,761 
Check 
Amount (I) 
$ 36,321.00 
104,850.00 
Voucher 
Amount (S) 
$11,492.00 
47,500.00 
Monetary Error 
Amount (e) 
$229.84 
801.19 
Description 
2% purchase discount 
not deducted 
Shortage in goods re­
ceived not deduc­
ted 
After the auditor detected the above errors, Lem Company obtained reimbursement from the 
vendors involved. 
PROBLEM 4 
Sheet 2 
CLIENT 
DATE OR PERIOD 
AUDITING PROCEDURES 
SYMBOLS 
AND FORMULAS 
ERROR ESTIMATION FACTORS 
is ≥ ( J / Us ) + f , or 
(J/Us) (I/S)* 
f = 0.5 if finite adjustment 
factor (see * on Sample 
Design and Select ion 
Worksheet-Form 301-D) 
was used in computing 
related upper cut-offs; 
f = 0 in all other cases 
COMPLIANCE EVALUATION 
Estimate: 
Et = d t 
E u = d o i s 
E = ΣEt +ΣEo 
E/M 
Upper Precision Limit: 
E' = ΣEt + Σ(EoP)** 
CP = R J + E ' 
P' = CP/M 
PROBLEM SAMPLE EVALUATION WORKSHEET 
LEM COMPANY 
TEST OF DISBURSEMENTS 
SAMPLE ITEMS SAMPLE E R R O R S 
AMOUNTS 
MONETARY 
COMPLIANCE OVER (UNDER) 
DATA REFERENCES ITEMS ( I ) S U B - I T E M S ( S ) DEVIATIONS ( d ) STATEMENTS ( e ) 
46592 36 ,321 .00 11,492.00 229 84 
X 
1,031.03 
X 
X 
MONETARY EVALUATION 
Estimate: 
Et =et X 
Eo = eois X 
a — (Adjustments) 1,031.03 
2,661.39 = 0 + 3,692.42 - 1,031.03 E = ΣEt + ΣEo - a 
Upper Precision Limit: 
E' == ΣEt +Σ( E o p ) - a * * 4 ,324 .75 = 0 + 5,355.78 - 1,031.03 
MP'= JR' + E' 204,324.75 = (100,000.00 x 2 .0) + 4 ,324 .75 
* — If error is in a subsampled item, use this formula. If the subsampled 
item is in the top stratum or was selected by use of the cumulative 
monetary amounts or Auditape, substitute I for Us. 
** — A quick and conservative approximation can be made by substituting 
(ΣEo)p' for 2(Eop), where: 
ΣEo=: the separate sums of the errors of overstatements (or deviations) 
and of understatements, respectively; 
p' = the precision adjustment factor for the largest Eo of overstatement 
and of understatement, respectively. 
X — Compute for each error and enter in the related column. 
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P R E P A R E D B Y D A T E 
R E V I E W E D B Y D A T E 
RELATED 
UPPER 
CUT-OFFS ( U S ) 
SAMPLING 
INTERVALS ( i s ) 
ESTIMATED POPULATION E R R O R S 
OTHER STRATUMS (EO) 
T O P 
STRATUM ( E t ) 
OVER-
STATEMENTS 
UNDER-
STATEMENTS 
R A N K OF 
ERRORS IN 
OTHER 
STRATUMS 
PRECISION 
A D J U S T M E N T 
FACTORS ( p ) 
PRECISION 
ADJUSTED 
ERRORS ( E „ p ) 
3,692.42 
1.51 
1 . 3 8 
3,022.88 
2 ,332.90 
5.355.78 
1 
2 
PROBLEM 5 
CROWLEY CORPORATION 
The auditor for Crowley Corporation is testing a print-out of accounts receivable balances for 
possible overfootings. 
Crowley Corporation, an appliance dealer, sells merchandise on the installment basis. Individual 
accounts receivable balances range from very small amounts, where a customer has almost com­
pletely paid on a small appliance, to several thousands of dollars, where appliances have been 
sold to builders. The number of open customer accounts at any time approximates 30,000. With 
customer names and addresses, these balances are listed 15 to a page. A page total and cumulative 
population amount appears on each page; these amounts for the first 20 pages are shown on Sheet 
2. Sheet 3 shows the 15 balances listed on page no. 2. 
The monetary precision established for this engagement is $50,000 and, based upon his evaluation 
of the company's internal control procedures, the auditor decides to use an initial reliability factor 
of 1.0. 
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PROBLEM 5 
ACCOUNTS RECEIVABLE TRIAL BALANCE 
Cumulative Random 
Page Totals Population Selection Selection 
Nos. Shown Amounts Amounts Excesses 
1 $ 12,306 $ 12,306 
2 7,362 19,668 $ 17,428 $ 2,240 
3 175,384 195,052 67,428 
117,428 
167,428 
4 16,125 211,177 
5 23,462 234,639 217,428 17,211 
6 5,134 239,773 
7 40,174 279,947 267,428 
8 27,192 307,139 
9 15,136 322,275 317,428 4,847 
10 64,359 386,634 367,428 19,206 
11 87,126 473,760 417,428 56,332 
467,428 6,332 
12 93,459 567,219 517,428 49,791 
13 16,122 583,341 567,428 15,913 
14 5,136 588,477 
15 18,741 607,218 
16 10,210 617,428 617,428 0 
17 10,403 627,831 
18 5,732 633,563 
19 6,146 639,709 
20 11,258 650,967 
Sheet 2 
PROBLEM 5 
PAGE NO. 2 OF THE TRIAL BALANCE 
Page No. 2 
$ 1,082 
48 
567 
118 
419 
24 
506 
13 
1,427 
218 
15 
208 
2,027 
55 
635 
$ 7,362 
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PROBLEM 6 
TOOL CORPORATION 
The auditor for Tool Corporation is testing the sales register for possible underfooting. 
The monetary precision established for this engagement is $100,000 and, based upon his eval­
uation of the company's internal control procedures, the auditor decides to use an initial re­
liability factor of 2.0. 
The sales register has 50 lines to a page and each page shows a separate page total. 
For the first 20 pages of the sales register, the largest positive amount on the page is shown 
below: 
Largest 
Page Positive 
Nos. Amounts 
1 $ 137 
2 1,009 
3 936 
4 140 
5 463 
6 1,776 
7 592 
8 236 
9 517 
10 284 
11 193 
12 107 
13 216 
14 143 
15 357 
16 461 
17 286 
18 147 
19 396 
20 2,908 
The auditor chooses a random start of $894. Sheet 2 shows the adding-machine tape used to select 
sample pages and to determine random selection excesses. Sheet 3 shows the amounts on page no. 2 
of the sales register. 
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PROBLEM 6 
ADDING -MACHINE TAPE 
Legend 
Total 
Subtotal 
Subtotal and random 
selection excess 
1,116 * 
-1,000 _ 
116 * 
463 Page no. 5 
1,776 Page no. 6 
2,355 * 
- 1,000 
1,355 * 
-1,000 
355 * 
592 Page no. 7 
236 Page no. 8 
1,183 * 
- 1 , 0 0 0 
183 * 
517 Page no. 9 
284 Page no. 10 
193 Page no. 11 
1,177 * 
1 7 7 © 
107 Page no. 12 
216 Page no. 13 
143 Page no. 14 
357 Page no. 15 
1,000 * 
-1,000 
0* 
461 Page no. 16 
286 Page no. 17 
147 Page no. 18 
396 Page no. 19 
1,290 
- 1,000 
290 * 
2,908 Page no. 
3,198 * 
-1 ,000 
2,198 * 
-1,000 
1,198 * 
198 * 
20 
Sheet 2 
0 * * 
894 Random start 
137 Page no. 1 
1,031 * 
- 1,000 
31 * 
1,009 
1,040 
- 1,000 
40 * 
936 
140 
Page no. 2 
Page no. 3 
Page no. 4 
** 
* 
* 
PROBLEM 6 
AMOUNTS ON PAGE NO. 2 OF THE SALES REGISTER 
$ 118 
357 
76 
438 
57 
46 
810 
78 
64 
625 
43 
48 
92 
25 
917 
64 
720 
85 
230 
528 
1,009 
25 
137 
460 
72 
280 
125 
122 
85 
436 
375 
63 
524 
82 
108 
54 
72 
970 
836 
75 
1,005 
43 
83 
60 
428 
52 
315 
93 
$12,000 
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PROBLEM 6 
FOOTING TO PRIMARY TARGET TOTAL FOR PAGE NO. 2 
Place Value Maximum Page Total Primary 
of Column Total Maximum Maximum Total Maximum Target 
Footed Footed Carryover Total Shown Underfooting Total 
None $50,450 $12,000 $38,450 $2,000 
$1,000 $ 2,000 $50,000 52,000 12,000 40,000 2,000 
100 9,800 
11,800 5,000 16,800 12,000 4,800 2,000 
10 2,180 
13,980 500 14,480 12,000 2,480 2,000 
1 210 
14,190 0 14,190 12,000 2,190 2,000 
i 
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