The objectives of this study are to (a) evaluate the exergy and energy demand for constructing a hydrofractured shale gas well and determine its typical exergy and energy returns on investment (ExROI and EROI), and (b) compute the gas flow and intrinsic exergy analysis in the shale gas matrix and created fractures. An exergy system analysis of construction of a typical U.S. shale gas well, which includes the processes and materials exergies (embodied exergy) for drilling, casing and cementing, and hydrofracturing ("fracking"), was conducted. A gas flow and intrinsic exergy numerical simulation and analysis in a gas-containing hydrofractured shale reservoir with its formed fractures was then performed, resulting in the time-and two-dimensional (2D) space-dependent pressure, velocity, and exergy loss fields in the matrix and fractures. The key results of the system analysis show that the total exergy consumption for constructing the typical hydrofractured shale gas well is 35.8 TJ, 49% of which is used for all the drilling needed for the well and casings and further 48% are used for the hydrofracturing. The embodied exergy of all construction materials is about 9.8% of the total exergy consumption. The ExROI for the typical range of shale gas wells in the U.S. was found to be 7.3-87.8. The embodied energy of manufactured materials is significantly larger than their exergy, so the total energy consumption is about 8% higher than the exergy consumption. The intrinsic exergy analysis showed, as expected, very slow (order of 10 À9 m/s) gas flow velocities through the matrix, and consequently very small flow exergy losses. It clearly points to the desirability of exploring fracking methods that increase the number and length of effective fractures, and they increase well productivity with a relatively small flow exergy penalty.
Introduction
The objectives of this study, started in [1] , are to (a) evaluate the exergy and energy demand for constructing a hydrofractured shale gas well and determine its typical exergy and energy returns on investment (ExROI and EROI), and (b) compute the gas flow and intrinsic exergy analysis in the shale gas matrix and created fractures.
Shale gas is produced from rigid and low-permeability shale formations and is not free flowing as conventional gas. Shale formations are generally 0.6-2.1 km deep and 15-90 m thick. They are very "tight" with a general porosity around 5%, nanopores on the 10 À9 to 10 À6 m scale [2] , and low permeability on the 10 À3 lD to 1lD scale [3] . Its deep location, formation thinness, low porosity, small pores, and low permeability obviously make it harder to extract than conventional gas resource. Nevertheless, the gradual depletion of conventional gas resources and the fact that natural gas is the most desirable fossil fuel for most stationary applications because of its lowest emissions, including those of greenhouse gases, and ease of combustion, and not the least, the fact that in the U.S. it needs not be imported, shale gas accounts for most of the growth in supply from today's recoverable gas resources.
Based on a survey of 42 countries (including the U.S.), The U.S. Energy Information Administration (EIA) estimated [4, 5] the global proved technically recoverable resource (TRR) of shale gas at the end of 2013 as 97 trillion cubic feet (TCF), ¼ 2.75 Â 10 12 m 3 , which is 1.4% of all global proved TRR gas. Adding the unproven TRR raises the total proved and unproved TRR shale gas TRR to 7299 TCF (2.1 Â 10 14 m 3 ), while the proved and unproven nonshale natural gas TRR ¼ 15,583 TCF, so the total proved and unproved technically recoverable gas, shale þ nonshale TRR ¼ 15,583 þ 7299 ¼ 22,882 TCF (4.4 Â 10 14 m
For example, in the Marcellus Shale in Pennsylvania, a well that is only vertical may be exposed to as little as 15 m of the gasbearing formation while a horizontal well may have a lateral wellbore extending in length from about 600 to 1800 m within the typically 15 to 90 m thick formation [11] . After the well is drilled, casing and cementing are applied to seal the gas production environment from the natural environment, as shown in Fig. 2 [12, 13] . Usually, four layers of casing with different lengths are used to seal the well from its geological surroundings. Cement is used to fill the gaps between casings. After that, perforating "guns" are inserted to designed points to create initial fractures. Then, fracturing fluid with proppants is pumped at high pressure into the formation to generate and prop up fractures. After one stage (length) of fracturing is performed, the fractured part is sealed from the rest of the well and another stage of fracturing is performed, and this is repeated usually 15-20 times. After the fracturing process is completed, the well is cleaned and gas is allowed to flow out, first with the fracking fluid flowback and alone after the fracking fluid is thereby drained. More detailed well completion information about shale gas wells is in Refs. [14] and [15] .
2 Exergy Analysis for the Shale Gas Extraction Processes 2.1 About Exergy Analysis. As described above, shale gas extraction consumes a significant amount of energy, exergy, and materials, and this study focuses on the exergy-related return on investment, ExROI, but also calculated the better known EROI, to estimate their value and provide guidance on ways for reducing the exergy destruction and energy consumption, and thus increasing the ExROI and EROI for given gas output. We performed an exergy analysis of the overall process and of all its components, including the embodied exergy. No such analysis was found in the literature.
Exergy analysis can be done on a system level or/and on an internal level [16, 17] , with the "system-level" analysis conducting an exergy input-output on a black box system without considering the internal process. Such an analysis can determine the exergy efficiency of each operation unit and step, including drilling, casing and cementing, and fracturing, and the exergy output of produced gas, for guidance to ways to increase the overall efficiency and the EROI. It does not, however, deliver the detailed information about the specific process phenomena, often space-and time-dependent, which causes the exergy changes in it. The phenomena may include heat transfer, mass transfer, fluid mechanics, chemical and/or nuclear reactions, and the presence of fields such as gravitational, electric, and magnetic. This type of detailed analysis, called "intrinsic" [16, 17] , due in the second phase of system development, is invaluable in accelerating the understanding of exergy losses and in facilitating the discovery of ways to reduce them. It requires the knowledge of the detailed multidimensional, time-dependent flow, heat and mass transfer, and mechanical processes and fields. Both system and intrinsic analyses were conducted in this study.
2.2
The System-Level Analysis. The system exergy analysis addressed the major units including drilling, casing, cementing, fracturing, and the exergy output from gas production. Processes not included are exploration, field licensing and leasing, well pad construction, and transportation of all needed materials.
Drilling.
The most used method, horizontal drilling, mentioned above, is considered here. Since shale depth varies significantly, from being exposed on the ground to more than a thousand meters deep underground, for this analysis the depth of the currently very productive Marcellus Shale was used (which is mostly in the U.S. states of New York, Pennsylvania, Ohio, Maryland, West Virginia, Virginia, and Kentucky). For the most part, Marcellus Shale is situated in a depth of 0.6-2.1 km [18] , 1.5 km was taken as the calculation depth. The horizontal part also varies according to different shale formations and treatments, typically up to 2.6 km [19] , so a lateral length of 2.6 km was taken for the analysis.
Data for energy requirement for drilling shale gas wells are not readily available, so data from a comprehensive study of drilling for geothermal wells from Sandia National Laboratories [20] were used, which reported that it takes about 120 days to drill a 20,000 ft (6100 m) long well and that the fuel consumption is 2500 gal per day (9.46 m 3 /day). The drilling rate is reported to be approximately constant, independent of the depth. Based on the well and casing dimensions given in Ref. [20] , the volume of soil drilled for this well is 1016 m 3 . Assuming that the fuel used is only diesel, with density ¼ 840 kg/m 3 , the fuel consumption per 1 m 3 soil drilled is thus 939 (kg fuel)/(m 3 drilled soil). The average specific exergy of diesel fuel is about 44 MJ/kg [21, 22] (its specific energy is nearly the same), so the exergy consumption for drilling 1 m 3 soil is 41 GJ/m 3 . We note, however, that the energy requirement is not a Fig. 1 Typical hydrofracturing for shale gas and the associated water cycle, from Ref. [6] Fig. 2 Typical casing (using three casings) and cementing between the casings, dimensions specific to sources on Marcellus Shale [12, 13] linear function of volume of soil drilled, and that it depends on the ground composition. It was also assumed that the energy consumptions for drilling vertically or horizontally are the same on average. The values calculated here are therefore specific to these dimensions and conditions, which are, however, reasonably typical. Based on the dimensions in Fig. 2 , the volume of soil that is drilled for the considered shale gas well is 345 m 3 and for its casings and cementing 77 m 3 , so the total drilled soil volume is 422 m 3 . The respective diesel fuel oil exergy consumptions for these drilling tasks are thus 14,145 GJ for the well and 3157 GJ for the casing and cementing, thus with the total exergy consumption for drilling E drill ¼ 17,302 GJ.
2.2.2
Piping, Casing, and Cementing. After drilling, several piping, casing, and cementing operations are performed to separate the gas production environment from the natural environment [23] . The casing length depends on the depth of different geological stratifications, so typical data from Refs. [8] , [9] , and [23] were used here. Typically, four casing and cementing operations are made, as shown in Fig. 2 .
All the casings and piping are standard API pipe [24] , so the volume of steel used for this casing and piping was 16.5 m 3 . The embodied exergy of steel at 298 K and 101,325 Pa is 374.3 kJ/mol (¼ 6.68 MJ/ton) [25] , the density is 7874 kg/m 3 , and the molar mass is 0.056 kg/mol, thus 2:32 Â 10 6 mol (129.9 ton) of steel were used, so the steel total embodied exergy is E steel ¼ 868 GJ.
The spaces between the casings are filled with cement, so the volume of cement used is 307 m 3 , and with its density of 2010 kg/m 3 and exergy of 6.56 kJ/kg [26] , the total embodied exergy of the used cement is E cement ¼ 4 GJ. The total embodied exergy consumption of casing and cementing materials is thus
This study was focused on exergy analysis but it is very noteworthy that there exists a very big difference between the embodied exergy and embodied energy values of most manufactured materials, where the energy values depend on the way they were manufactured while the exergy values usually do not. Based on world average recycled content, pipe steel embodied exergy is 24.9 MJ/kg [27] , thus 3.7-fold higher than its exergy. As to cement, concrete is used in practice and its embodied energy is about 1 MJ/kg [27] , thus 152-fold higher than its embodied exergy.
Hydrofracturing.
After the casing and cementing, the casing surrounding the horizontal section of the well through the shale formation is perforated using small explosives to enable the flow of hydraulic fracturing fluids out of the well into the shale and the eventual flow of natural gas out of the shale into the well. Up to tens of perforations are created, and we thus used 25 for the calculations. It is hard to determine the exergy use for perforating and it is assumed here to be relatively negligible. After perforation, water containing a few percent chemical additives ("slickwater") is pumped at high pressure into the well to create fractures. Since the amount of chemical additives is relatively small, the fracturing fluid was considered to be pure water.
2.2.3.1 Exergy for pumping. The exergy needed for pumping the fracking fluid during the fracking operation, E pf , which we based on the exergy of the fuel that generates the electricity needed to drive the fracking pump, which is also approximately of the fuel needed to drive it via a diesel engine, can be expressed as the product of the require exergetic power for that purpose, P ef , multiplied by the length of time needed for the fracking, s f
where P f is the required pumping power, g p is the efficiency of the pump, here ¼ 0.6, e pg is the power generation exergy efficiency, ¼ 0. [28] . Its density at 298 K and 101,325 Pa is 1000 kg/m 3 , and its exergy at this state is 0.9 kJ/mol [25] . Thus, the embodied exergy of the used water is E water ¼ 2500 GJ.
Proppant usage exergy.
Approximately, 210 tons of proppant is used for each fracturing stage [28] , so for the assumed 15 stages, the total use of proppant is 3150 tons. Since the proppant is primarily sand, it was assumed to be pure quartz, which has an exergy ¼ 2.2 kJ/mol [25] , so the embodied exergy of proppant used is E proppant ¼ 120 GJ.
The total exergy required for the overall fracking is
The exergy consumption of these three main processes, drilling, casing and cementing, and fracturing, is thus Figures 3 and 4 show the hydrofracturing exergy use shares in making a gas well and in overall making of a hydrofractured gas well. As stated above, the embodied exergy of manufactured materials, here mostly the steel and concrete, are significantly larger that their exergy, so if the embodied energy is calculated for this case (Table 1) , the total energy consumption would be 38,742 GJ, about 8% higher than the exergy. Some obvious targets for reducing the exergy and energy consumption are in more effective drilling, employment of multistage fracturing, and using less water. The latter is even more desirable for reducing water consumption and environmental damage.
2.3
Well Productivity and the ExROI. Natural shale gas production varies significantly among wells at different sites of different basins. According to Ref. [29] , which summarized 107 well productions in Barnett Shale, well productions range from 0.3 Bcf (8.5 Â 10 6 m 3 ) per 5 yrs to 3.6 Bcf (100 Â 10 6 m 3 ) over 5 yrs, which is a somewhat typical life of shale gas wells.
The components of produced gas also vary among different shale basins. According to Ref. [30] , 50% of the gas in the wells of the Barnett, Marcellus, Fayetteville, New Albany, and Haynesville shales contain at least 90% methane, and 93% of them contain more than 80% methane, so it was assumed here to be 90%. This study did not take into account the exergy needed for the separation of the natural gas from commercially undesired components. The exergy of pure methane is 831.6 kJ/mol [25] (nearly the same as its heating value). The ExROI is the exergy ratio of the well-life quantity of produced methane, to the abovecalculated exergy investment into making a well, E input . The volume of produced methane that is needed to compensate for E input , V methane , is thus (4) i.e., 1.17 Â 10 6 m 3 extracted gas will cover the total exergy input calculated above, and that based on the 0.3-3.6 Bcf range per well for the total five-year production ExROI ¼ 0:3 0:041 to 3:6 0:041 ¼ 7:3 to 87:8 yrs (5) This indicates that the considered lowest productive wells generate 7.3-fold the exergy investment while the most productive ones will produce 87.8-fold the exergy investment. A more exact assessment requires knowledge of the cumulative production as a function of time. If embodied energy of the steel and concrete is used instead of their exergy, the EROI is about 8% lower than the ExROI, so EROI ¼ 6.7-81, still indicating a satisfactory return for most of the operating wells [30] considered in this example.
It is noteworthy that these calculated values of the ExROI and EROI are slightly on the optimistic side because some smaller exergy and energy investments, such as well pad construction, materials transportation, perforation, fracking fluid mixing, gas purification, gas distribution, and the labor for all, were neglected in this analysis.
Intrinsic Exergy Analysis of Gas Transport in the Matrix and Hydraulic Fractures

Reservoir Modeling.
The intrinsic analysis of exergy and its destruction and loss due to the gas flow during its generation in the reservoir during production require modeling of the process and the resulting pressure and velocity distribution. This analysis generates information about the flow and pressure in the gas-containing shale gas reservoir matrix and fractures, which is important and useful even if the exergy is not studied. While the number of published studies on shale gas reservoir modeling is accelerating, process complexities and large variety of fields and their materials properties did not yet allow rigorous understandings and generally acceptable results [31, 32] . Many studies (e.g., Refs. [31] and [33] [34] [35] [36] [37] ) reported predictions of gas production rates and achieved a good match with field results, but did not focus on the fluid mechanics and hence did not adequately reveal the gas transport process.
After hydraulic fracturing, gas starts to flow from the highpressure low-permeability matrix to the formed lower-pressure high-permeability hydraulic fractures. The shale gas reservoir is usually [2, [37] [38] [39] [40] [41] [42] assumed to be a "dual porosity" system, in which the matrix block and the fractures made in it are characterized by different (but constant) porosities and permeabiliies, treated therefore as two interconnected different porous media. The gas flow through them is typically assumed in the literature to be one-dimensional. A "triple porosity" model in which the matrix is composed of two parts, one with microcracks and the other with macrocracks, with the additional region of the fractures made in it has also been proposed and solved [42] . It idealized the flow as one-dimensional radial by assuming that all the matrix blocks are spheres surrounded by cracks and fractures and discusses the effect of parameter changes on pressure, but does not show validation. Later, some authors proposed that due to the very low permeability and nanopores, the effects of Knudsen diffusion and slip flow are not negligible, and thus proposed pressure-dependent permeability. The study of Shabro et al. [43] numerically modeled the reservoir as concentric circles with one-dimensional radial gas flow and examined the contribution of different transport processes (advective flow, Knudsen diffusion, slip flow, and desorption) to quantify their corresponding contributions to the overall flow. Analytical modeling was done in Ref. [2] by assuming the reservoir as a dual porosity system with a pressure-dependent permeability due to Knudsen diffusion and slip flow. It assumed spherical matrix blocks attached to each other, with the fractures represented by surrounding gaps. It introduces a numerical algorithm to forecast gas production in organic shale, which simultaneously takes into account gas diffusion in kerogen, slip flow, Knudsen diffusion, and Langmuir desorption. It focuses on prediction of gas production rates but does not give a detailed explanation about the pressure and velocity distribution of the gas transport in the matrix and fractures.
It was pointed out in Refs. [32] , [37] , [44] , and [45] that the stress and flow interactions between two or more hydraulic fractures and the interaction between a hydraulic fracture and a natural crack are important for understanding complex fracture networks and may be used in determining hydraulic fracture placements to create a complex fracture network. Further, while most studies assume for simplicity that transport coefficients are isotropic, consideration of their actual anisotropicity results in better understanding and design of the desired higher flows within the matrix. When placing multiple transverse fractures in a reservoir, it is important to optimize the distance between them, because a distance that is too small can cause merging of fractures that results in low coverage of the gas drainage area, while a distance that is too large will limit the number of fractures to be created and thus reduce well productivity.
Here we propose and use an analytical model based on Refs. [2] , [37] , and [41] and assume that the matrix and fractures are square blocks as shown in Fig. 5 , considering Knudsen diffusion and slip flow. Importantly, the gas flow in the matrix is assumed to be 2D. The gas flow in the fractures creates a variable pressure on the matrix-fracture boundaries along the fracture, thus also leading to 2D gas flow in the matrix. This is a more precise and detailed pressure and velocity distribution in the matrix and fractures, and hence, also provides a better understanding of the exergy and exergy loss change of the gas transport in matrix and fractures than obtained by the available one-dimensional ones.
Proppants, in the form of small hard particles (such as sand) that are usually added to the hydrofracturing liquid for keeping the fractures open, are likely to affect the gas flow, but their presence and flow effects were not directly considered in modeling. While rigorous analysis should include that (e.g., Ref. [46] ) present models already must contend with much uncertainty about materials properties and fracture shapes in a very extensive inhomogeneous time-varying medium, and rigorous consideration of proppants would require unavailable knowledge of the particles' position and size distribution. Similar to other analyses, we, however, do incorporate it into the value of the porosity and permeability.
Modeling of Gas Transport
From the Shale Matrix to the Hydraulic Fractures. In this model, the spacing of hydraulic fractures is assumed to be uniform and the length of all hydraulic fractures to be equal, so the matrix blocks between adjacent hydraulic fractures are also of equal dimensions. They are horizontally symmetric about the midline of the hydraulic fractures and vertically symmetric about the midline of the horizontal well, so only one matrix block is drawn in Fig. 5 . The analysis control volume is half of the matrix (the cross-hatched block) and half of the hydraulic fractures adjacent to it.
The pressure gradient between the fracture and matrix causes the gas to flow from the matrix to the fractures along the x-direction. The gas flow in the fracture causes a pressure gradient along the fracture, in the y-direction, and thus changes the pressure difference between the fracture and the matrix along the same direction, causing also y-directional gas flow in the matrix. L f is the length of each hydraulic fracture. L m is the half-width of each matrix block between two adjacent hydraulic fractures.
Model assumptions are as follows:
Hydraulic fractures are two-wing fractures (which propagate in two "wings" being 180 deg apart and identical in shape and size) growing perpendicular to the fracking part of the well.
Hydraulic fractures are symmetric with respect to the midline of the well. Hydraulic fractures are straight slim cuboids. Hydraulic fractures are distributed evenly along the well. Each hydraulic fracture looks the same (symmetric with respect to the midline between two hydraulic fractures).
The shale matrix and the hydraulic fracture zone are treated as two porous media. The gas is ideal. The entire system (matrix and hydraulic fracture) is isothermal.
The gas flow in the matrix is 2D, and the gas flow in the hydraulic fractures is one-dimensional (Fig. 5) .
The governing equations for the gas flow from the matrix block to the hydraulic fractures are shown below.
The continuity equation in the porous shale matrix [2, 37, 41] is
where q is the density, / is the porosity, and u is the velocity vector. Because 2D flow velocity is assumed here, Eq. (6) becomes
where q is the density of the gas, / m is the matrix porosity (assumed constant), u x is the x-direction gas transport velocity in matrix, and u y is the y-direction gas transport velocity in matrix. x and y are the flow direction coordinates shown in Fig. 5 . Because shale matrices have very low permeability (10 À3 lD to 1 lD) [3] and nanopores (10 À9 to 10 À6 m) [2] , the permeability is pressure-dependent [3] . As shown and used in the related literature (e.g., Refs. [2] , [3] , and [41] ), Knudsen diffusion and slip flow of gas molecules play very important role in gas flow transport through nanopores and strongly enhance the flow transport in shale matrices. References [2] and [3] incorporated this influence into a modified permeability named "apparent permeability." The apparent permeability changes with pressure and is influenced by fluid properties in addition to matrix properties, which are the only factors influencing the commonly used permeability definition. Experiments [3] showed a good agreement of an apparent permeability defined in Eq. (8) with flow behavior in such a porous material
where k app is the apparent permeability, r is an equivalent porethroat radius, M is the molar weight of gas molecules, P is pressure, and a is an empirical coefficient with a ¼ 0.8 usually used for shale rock. The average pressure was used in Ref. [3] , but for better correctness, we use the actual location-and time-dependent pressure.
Replacing the common constant permeability with this modified apparent permeability, Darcy's law using the apparent permeability is Fig. 5 Model diagram. The gas moves down the pressure gradient (left to right and up) from the undisturbed low-porosity reservoir matrix to the formed fractures, which then transport it to the horizontal well. Lines of symmetry are shown dashed and arrows show the direction of gas flows.
Because the gas is assumed to be ideal, the density is related to pressure as
Expressing the velocities by Eq. (9) and using Eq. (10), Eq. (7) can be expressed as
To nondimensionalize, set X ¼ x=L m , Y ¼ y=L f so using Eqs. (11) and (9), the governing equation becomes
that can be solved for P(X, Y).
The initial pressure in the matrix is P i . At the midline of each matrix block (at x ¼ 0), the gas flow in the x-direction is symmetrically distributed about the midline. The x ¼ 0 boundary is a no-flow boundary, and thus @P=@Xð0; Y; tÞ ¼ 0. At the X ¼ 1 (x ¼ L m ) boundary, the pressure in the matrix is assume to be equal to the pressure in the hydraulic fractures P f , which changes along the hydraulic fracture due to the fluid flow through it. At the Y ¼ 0 (y ¼ 0) boundary, assumed here that the pressure is always P i because this is the borderline between the considered matrix and the rest of the very large shale formation which could be regarded as a pressure sink. Y ¼ 1 (y ¼ L f ) is the borderline between the shale matrix and the horizontal well. Because this borderline is in practice cased using steel, it permits no direct flow from the matrix to the horizontal well, so it is a no-flow boundary and @P=@YðX; 1; tÞ ¼ 0.
Thus, the differential equation used for gas transport within the matrix toward hydraulic fractures is Eq. (13), with boundary and initial conditions as follows: The initial condition is PðX; Y; t ¼ 0Þ ¼ P i (13) and the boundary conditions are
Pð1; Y; tÞ ¼ P f ðY; tÞ (15)
2.4.3 The Governing Equations for the Gas Flow Through any Hydraulic Fracture. Due to the proppants settling in the fractures, the hydraulic fractures are also assumed to be a porous medium, but with a much bigger constant permeability than that of the matrix.
The fracture continuity equation is
where F is the source term representing the gas flow from the matrix.
The source term F can be calculated as in Refs. [2] and [41] by
which using Eq. (11) becomes
where q is the flow rate and w is the hydraulic fracture width. Using F in Eq. (19) gives
where P f is the gas pressure in the fractures, / f is the porosity of the hydraulic fracture, and k f is the permeability of the fracture assumed constant. Initially, the pressure in the hydraulic fractures is the same as that in matrix, P i . Since the fractures have much bigger permeability than the matrix, the pressure in them drops quicker than that in the matrix, this causing a pressure difference between the fractures and the matrix. At the Y ¼ 0 (y ¼ 0) boundary, it was assumed that the pressure is always P i because this is the borderline between the considered fracture and the rest of the shale formation which could be regarded as a pressure source reservoir. At the Y ¼ 1 (y ¼ L f ) boundary, the pressure is assumed to be equal to the gas well pressure P w , which is assumed to be constant.
The equations for gas transport through hydraulic fractures toward the horizontal wells (21) with boundary and initial conditions are as follows:
Initial condition is P f ðY; t ¼ 0Þ ¼ P i (22) and the boundary conditions are
The data inputs for the analysis are from Ref. [43] , summarized in Table 2 .
Exergy Equations Derivation and
Calculation. Now that the flow and pressure fields are known, the exergy and its destruction can be calculated, based on Ref. [47] . The flow specific exergy e is
where h is enthalpy, T is temperature, s is entropy, V is velocity, g is gravitational acceleration, and z is altitude above a reference level. Terms with subscript 0 refer to dead state properties, which are 298 K and 101,325 Pa. For ideal gas at constant temperature, h remains constant throughout the system, and its value for methane at the conditions indicated by the input data and at the dead state is from Ref. [48] : at the initial conditions, P i ¼ 17.2 MPa, T ¼ 423 K, and h ¼ 226 kJ/kg; at the well-fracture boundary condition, P w ¼ 8.6 MPa, T ¼ 423 K, and h ¼ 259 kJ/kg. The relatively small change in h despite the large pressure difference follows the ideal gas assumption, and therefore, the average, 243 kJ/kg, was used as the enthalpy of gas in the considered system. The enthalpy of methane at dead state, P 0 ¼ 101,325 Pa and
The entropy change ideal gas at constant temperature is
So, in Eq. (25) s À s 0 ¼ ÀR ln
Thus, the exergy in the matrix and fractures is e X; Y; t
Since initially flow velocity is zero, the exergy loss is thus
where P P m when calculating the e loss for the matrix, and P P hf in the hydraulic fracture. The equation system described above, with its initial and boundary conditions, was implemented in and solved by the COM-
SOL MULTIPHYSICS
V R finite element analysis solver and simulation software [49] . Solution error analysis and validation are presented in Sec. 2.8.
Results and Discussion
2.6.1
The Pressure, Velocity, and Exergy Loss Distributions in the Matrix. The numerical analysis was performed for periods up to 15 days following the fracking, and the pressure, velocity, and exergy loss fields are shown in Figs. 6-9.
The gas flow from the shale matrix is primarily driven by the pressure difference between the matrix, assumed here to be initially at a pressure of 1.72 Â 10 7 Pa, toward the lowest pressure point of the well's horizontal pipe assumed to be at 8.6 Â 10 6 [40] . Figures 6-9 show that the gas pressure in the matrix is being reduced toward larger values of X because the fracture that drains the gas to the well is along X ¼ 1 and the lowest pressure is at the upper right corner (X ¼ 1, Y ¼ 1) where the gas flows from the fracture to the well's horizontal pipe (that is, along Y ¼ 1). It is therefore also clear why the gas pressure is highest at the lower left corner (X ¼ 0, Y ¼ 0), that is, at the center of this matrix and thus furthest from the gas drainage zone. It can also be seen that the distribution changes with time from nearly symmetric about the diagonal line formed between the lower left corner and the upper right corner, to nearly vertical (i.e., along Y) at later times. The reason is that the bottom line (Y ¼ 0) is the border over which gas from the rest of the formation will diffuse to the considered matrix, but the top line (Y ¼ 1) is the casing that does not allow gas to pass through to the well except at (X ¼ 1, Y ¼ 1) , where the fracture meets the drainage pipe.
The results show that the pressure change rate in the matrix decreases with time, as expected, and becomes nearly stable after about 5 days, after which it changes very slowly to a stable pressure distribution after about 15 days.
The velocity in the matrix corresponds to the pressure distributions and is seen to be very low, generally on the 10 À9 m/s scale. The highest velocities are understandably around the upper right corner, at the junction between the matrix, fracture, and well. They are 1.5 Â 10 À9 to 3 Â 10 À9 m/s and increasing with the closeness to that junction. The velocities gradually decrease with time as the continuous flow reduces the driving pressure difference.
The very low velocities in the matrix indicate that the exergy loss in it would also be very low, especially relative to the extracted gas exergy, but the exergy loss distributions provide some useful information about the process. The exergy loss of the gas in the matrix changes by at most 0.5% of the total (here of 287.6 kJ/kg), because the enthalpy and gravity components of the exergy do not change and the kinetic energy term (in Eq. (29)) is negligibly small (on a 10 À18 scale versus exergy loss on a 10 0 scale), and thus, its loss is almost entirely due to the entropy increase determined by pressure change. The exergy loss changes rapidly within the initial 5 days and changes more and more slowly until the 15th day, and then becomes stable. While the exergy loss is very small, the reason is the low flow rate through the shale matrix for the hydrofracturing design and configuration described in this model that is typical in many current shale gas extraction systems. It clearly points to the desirability of exploring fracking methods that increase the number and length of fractures, which would increase well productivity at a relatively small exergy penalty as calculated here and in Sec. 2.
Pressure, Velocity, and Exergy Loss Distributions in the Hydraulic
Fracture. The computations in the fractures were made from 1 to 60 s after the start; at about 60 s, the pressure and flow field in the fractures reach a steady state.
The computed pressure distribution in the hydraulic fracture is shown in Fig. 10(a) , exhibiting that the pressure decreases with time and its drop gradient rises as the junction point (Y ¼ 1) is approached. The pressure at any time instant decreases from the high assumed value of 17.2 MPa to the low one of 8.6 MPa. It decreases with time because, as shown above, the transport velocity within the matrix and from it to the hydraulic fracture is too low to provide gas to the fracture quickly enough to maintain the pressure in it as it conducts the gas to the horizontal well.
It is also seen that the pressure in the fractures becomes increasingly stable (linear), even after a time as short as 60 s, which is much sooner than the time for the matrix gas pressure to stabilize, due to the much higher permeability and larger pressure difference along the hydraulic fracture.
Since the gas velocity in the fracture (Fig. 10(b) ) is proportional to the pressure gradient, it is seen to indeed relate to the pressure field. In the range of about Y ¼ 0.6-1, it decreases with time, as the gas amount originally in the fracture is being depleted due to its flow to the well, while in the Y ¼ 0-0.6 range, it increases with time due to gas transport from the matrix along the fracture. Since the initial amount of gas in the fracture is small and flows rapidly to the well, its velocity in the Y ¼ 0.6-1 range declines within the first 10 s, and then due to its exhaustion but the simultaneous increase of inflow from the matrix, the velocity decrease rate slows down and approaches a stable situation after about 60 s. The exergy loss of gas in the hydraulic fracture ( Fig. 10(c) ) increases with time and Y, caused by the pressure drop at the corresponding time and location, and is only about 0.6% of the gas exergy (here of 271.7 kJ/kg). Just as the pressure (Fig. 10(a) ), it increases faster initially, with a decreasing change rate with time, and becomes stable after about 60 s, when the gas flow from the matrix becomes sufficient to maintain a stable pressure distribution in the fracture.
It appears that the fracture width and length are adequate to drain the flow from the pores of the matrix in this model; in other words, the flow resistance in the fracture is smaller than that in the matrix pores. This should be an important criterion in designing hydrofracturing systems.
2.7 Sensitivity Analysis. As also shown in the model equations, the pressure, velocity, exergy, and exergy loss of the gas in the matrix and hydraulic fractures are affected by r, the equivalent pore-throat radius that affects the permeability of the matrix; / m , the matrix porosity, which affects the gas content in the matrix and gas transport; P i , the initial pressure, which affects the pressure distribution; k, the permeability of hydraulic fractures, which affects the gas transport in the fractures; / f , the fracture porosity, which affects the initial gas content in the fractures and gas transport; L f , the length of hydraulic fractures determined by the fracturing treatment, which affects the fracture pressure drop; w, the width of fractures determined by the fracturing treatment, which also affects the fracture pressure drop; and L m , the width of the matrix, i.e., the distance between fractures. Noting that the gas transport initially changes strongly in a short time and then reaches a stable situation for a long time, our sensitivity analysis was confined to that steady state. The results of the analysis of the computed effects of these parameters are shown below. Since the enthalpy and gravity components in this model do not change, but accounts for about 95% of the whole exergy, and the kinetic energy component is negligible, we only compared the relative change of exergy due the entropy component, ignoring the other (but large yet constant) exergy components.
To study the sensitivity of the results to the matrix parameters r, / m , P i , L m , and L f , we changed them by 6 10% and repeated the computations at these conditions. Examination of the change of gas pressure, exergy, and exergy loss relative to the original state at the matrix central point (X ¼ 0.5, Y ¼ 0.5) and at the point (X ¼ 0.8, Y ¼ 0.8) that is closer to the fracture and the well, at the nearly steady-state 15th day, has shown that in general, a 610% change of the input parameters causes a change within 61%, except for the exergy loss change of þ 8% to À10% corresponding to the 610% change of the initial pressure.
Specifically, it can be seen that when r increases, pressure and exergy decrease, and exergy loss increases. This is because the increase of matrix pore-throat radius increases the pressure drop rate. The exergy loss is more sensitive to the r change than the other two. In addition, the three terms change more for a reduced pore-throat radius.
When / m increases, the pressure and exergy increase and exergy loss decreases because the increase of / m increases the gas transport and content in the matrix. Exergy loss is more sensitive to / m change than to the other two. The three terms are more sensitive to the increase of / m .
The exergy and exergy loss at point (X ¼ 0.8, Y ¼ 0.8) was found to be less sensitive to the parameters' variation than at the center of the matrix (X ¼ 0.5, Y ¼ 0.5) because the former point is also influenced by the conditions in the hydraulic fracture.
In general, a matrix with larger pore-throat radius, lower porosity, higher initial pressure, longer fractures, and smaller matrix width leads to a higher matrix exergy loss, and a matrix with a smaller pore-throat radius, higher porosity, lower initial pressure, shorter fracture length, and wider matrix leads to a lower exergy loss.
To study the sensitivity of the results to the fracture parameters k f , / f , and L f , their magnitudes were varied by 6 10% and the change of the gas pressure, exergy, and exergy loss in the fracture relative to the origin state was computed at the middle of the fracture length, Y ¼ 0.5, at the 15th day by when the process became nearly stable. The results show that these changes have a negligible effect, because the gas flow velocity in a fracture is 10 5 -fold higher than the gas velocity in the matrix, causing the fracture to have a much bigger capacity for gas transport than the matrix. If the fracture porosity or permeability was reduced to the level of those in the matrix, the parameters' change will naturally have stronger influences.
2.8 Error Analysis of the Numerical Simulation. The error analysis includes assessment of errors caused by the idealization and assumptions, computational grid influence, comparison with the calculations performed by using the COMSOL, as well as comparison with some available analyses in the literature, and qualitative comparison with available experimental data.
Errors Caused by the Idealization and Assumptions
Made for the Model. As described in Sec. 2.4.2, we adapted and used a dual-porosity model for modeling gas transport in shale reservoirs. The model has several idealizations and assumptions that may cause some errors, and the major ones and their explanations and justifications are as follows:
(1) Water backflow was not considered, just as in the other analyses found in the literature. After hydrofracturing is complete and the well starts to produce gas, 10-50% of the fracturing water flows back with the produced gas, but only during the first several days. During that relatively short period, our model would overpredict the gas production rate and pressure drop, because the produced gas would have to overcome the water backflow in that period. (2) The boundary of the considered matrix (stimulated matrix) was in our model assumed to have a constant pressure equal to the initial reservoir pressure. In fact, the pressure of the surrounding reservoir is likely to drop over time, leading to gas production rates lower than predicted by the model. Some justifications for this assumption are that the pressure reduction takes place over a long time, typically years, and that comparison of the model predictions with actual gas play performance data during a steady production period (5-10 yrs, discussed further in Sec. 2.3.5.3) shows a good agreement.
Comparison to Available Simulation
Results. Specific comparison was made with the well-cited paper [43] , which employs a model that similarly considers Knudsen diffusion, slip flow, and apparent permeability, using the method introduced in Ref. [3] , and solves the problem numerically. It presents the input data and the output pressure distribution, which we thus were able to use in our model for testing its validity.
Most other modeling papers only focus on production estimation but did not report information about the fluid mechanics. Some relative advancements in our model are: (1) while in Ref. [40] the system was assumed to be one-dimensional radial, composed of a cylindrical tube with a horizontal well in the middle and a matrix containing fractures surrounding it, our model represents the fluid mechanics in a somewhat more realistic way, as it consists of a rectangular shale matrix and rectangular blocks with hydraulic fractures beside it, with 2D flow in the uniform matrix and one-dimensional flow in the fractures, and (2) we developed a partial differential equation (PDE) system for the model and solved it numerically to get the result, while in Ref. [43] , it seems that the governing equations were solved partially by use of a correlations algorithm.
For the computation comparison, the input data from Ref. [43] were thus used with the width of the hydraulic fracture in our analysis assumed to be twice the width of their horizontal well, with all other parameters kept the same. The comparison criterion was the pressure distribution along a 100 m fracture after 1 yr, and our results were lower than those in Ref. [43] by only about 0.5-3.4%, showing a rather satisfactory agreement. 2.8.3 Comparison With Shale Gas Plays Data. Publically available hydrofractured shale gas play information is the production rates, and not all details are included in their simulation models. Furthermore, well production depends on the way it was made and on time (cf. Ref. [50] ). We could therefore only compare the production rates predicted by our model to the range of production rates reported from different operating hydrofractured shale gas wells.
According to Refs. [51] [52] [53] [54] [55] , the stable daily production rate is around 1.5 Â 10 4 to 4.5 Â 10 4 m 3 /day (500-1500 Mcf/day). The stable daily production rate from our model is calculated by
where the variables used in our model and closest to typical shale gas wells are q, the daily production rate; v, the calculated gas velocity at the exit of the hydraulic fractures ¼ 8.5 Â 10 À4 m/s; w, the assumed fracture width ¼ 0.3 m; h f , the assumed fracture height ¼ 1 m; the number 2 accounts for the second part of this symmetric fracture; n stage is the number of fracturing stages (15 in our model); P w , the pressure at the exit point of the hydraulic fracture ¼ 8.6 MPa; P 0 , the pressure used to measure the flow rate (assumed here to be the dead state pressure) ¼ 101,325 Pa; T, the temperature at the exit point of the hydraulic fracture ¼ 423 K; and T 0 , the temperature at which the flow rate is measured (assumed here to be the dead state temperature) ¼ 298 K.
Using this equation, the stable production rate from our model is calculated to be v ¼ 3.95 Â 10 4 m 3 /day, which falls well in the typical shale gas plays range of 1.5 Â 10 4 to 4.5 Â 10 4 m 3 /day. While many assumptions are made in the model, it is somewhat reassuring that the flow rates are within a realistic range for such wells.
To gain confidence in our COMSOL solution, its grid dependence was first examined by comparing the solutions for the pressure at a point in the middle of the matrix (to analyze the mesh influence on matrix gas pressure), at a point in the middle of the border of matrix and fractures (to analyze the mesh influence on matrix gas pressure at the boundary), and at a point in the middle of the fracture to see the mesh influence on the fracture gas pressure. This was done at the tenth second and at the 10 5 th second after the start. Triangular cell shapes were used, which is the COMSOL default. COMSOL offers nine levels of mesh intensity: extremely coarse, extra coarse, coarser, coarse, normal, fine, finer, extra fine, and extremely fine. Comparing our results to those obtained from using much finer grids (the COMSOL "extremely fine" mesh for the tenth second case and the "extra fine" one for the 10 5 th second case), the errors were below 0.1% for all cases except at the boundary of the tenth second case where they were below 1%. The conclusion is that the grid-related errors are negligible. Finally, it is examined whether the governing Eq. (12) is satisfied at a random point and time (X ¼ 0.8, Y ¼ 0.8, 15 days) and was found that the difference between the two sides of Eq. (12) in its transient or steady-state form is no more 5.4 Â 10 À7 Pa/s, thus practically zero, verifying the correctness of the numerical analysis.
The error analysis steps described in the section assure acceptable confidence in the results within the given parameters.
Conclusions
An exergy system analysis of construction of a typical U.S. shale gas well, which includes the processes and materials exergies (embodied exergy) for drilling, casing and cementing, and hydrofracturing, was conducted. It was followed by a gas flow and intrinsic exergy numerical simulation and analysis in a gascontaining hydrofractured shale reservoir with its formed fractures, resulting in the time-and 2D space-dependent pressure, velocity, and exergy loss fields in the matrix and fractures.
Some of the key results of the system analysis show that:
The total exergy consumption for constructing the hydrofractured shale gas well is 35.8 TJ. 49% of that is used for all the drilling needed for the well and casing holes. Hydro fracturing requires 48% of the total exergy consumption.
The embodied exergy of all construction materials is about 9.8% of the total exergy consumption. The ExROI for the typical range of shale gas wells in the U.S. was found to be 7.3-87.8. Since the energy embodied in manufactured materials like steel and concrete is larger than the embodied exergy, the total energy consumption for constructing the hydrofractured shale gas well is 38.7 TJ, 8% higher than the exergy, with an EROI of 6.7-81. Both this EROI and the ExROI indicate a typically satisfactory return for most of the real wells considered in this example. Error analysis of the numerical simulation method and its results assure acceptable confidence in the results within the given parameters. The very slow (order of 10 À9 m/s) gas flow velocity through the matrix points to the desirability of fracking methods that increase the matrix-fractures interfacial area. This can be accomplished by increasing the number of fractures, their lengths, and of the number of their directions, and by a smaller matrix width to thus reduce the gas flow path, all as long as excessive merging of fractures does not result in lower coverage of the drainage area; such improvements have a very small exergy penalty. It appears that the assumed fracture width and length are adequate to drain the flow from the pores of the matrix in this model; in other words, the flow resistance in the fracture was smaller than that in the matrix pores. This should be an important criterion in designing hydrofracturing systems.
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Nomenclature
e ¼ specific exergy, kJ/kg E cement ¼ total embodied exergy of the used cement, GJ e CH4 ¼ specific embodied molar exergy of methane, kJ/mol E c&c ¼ total embodied exergy consumption of casing and cementing materials, GJ E drill ¼ total exergy consumption for drilling, GJ E frac ¼ total exergy required for the overall fracking, GJ E input ¼ total exergy consumption of drilling, casing and cementing, and fracturing, GJ E pf ¼ the total required exergy for the assumed typical fracking job, GJ E proppant ¼ embodied exergy of used proppant, GJ E steel ¼ total embodied exergy of the used steel, GJ E water ¼ embodied exergy of the used water, GJ EROI ¼ energy return on investment, dimensionless ExROI ¼ exergy return on investment, dimensionless F ¼ the source term representing the gas flow from the matrix, Eq. (18) 
