In this paper we present a set of functions in L 2 ([0, ∞)) and show it to be a (tight) generalized frame (as presented in [1] ). The analysis side of the frame operation is called the Continuous Unified Transform. We show that some of the well known transforms (such as Laplace, Laguerre, Kautz and Hambo) result by creating different sampling patterns in the transform domain (or, equivalently, choosing a number of subsets of the original frame). Some of these resulting sets turn out to be generalized (tight) frames as well.
Introduction
Linear Time Invariant (LTI) systems representations have been subject of research for many years resulting in a vast amount of literature. Tools such as Frequency Response (FR), Laplace Transform (LP), Laguerre bases and Hambo bases (see e.g. [2] and references therein) play key roles in these investigations. In (almost) parallel the signal processing community has been developing tools for signal representation such as Fourier Transform (FT), Short Time FT (STFT), Continuous Wavelet Transform (CWT) and frames (see e.g. [3] , [4] and [5] ). We present here an initial effort, on our part, to find common grounds by using ideas and concepts from the latter to generate a unified transform (UT) aimed mainly at system representations.
The use of orthonormal bases for signal and system representations has obvious benefits and a number of such bases have been presented and discussed in the literature. However, especially in the signal processing community, it has been recognized for some time, that using larger sets of functions may have a number of benefits. These sets are referred to as frames (see e.g. [6] , [7] , [4] , [5] , [8] ). Typically, frames discussed in the literature are countable sets. However, in [9] and [1] , more general frames, coined as continuous frames or generalized frames, are presented. Since we will use extensively the structure, concepts and terminology associated with these generalized frames and since we anticipate the reader to be less familiar with these type of frames, we feel that a brief review would be useful. For a more detailed discussion we refer the reader to [1] .
Let us start with a definition: Definition 1.1. (Definition 4.1 in [1] ). Let H be a Hilbert space and let M be a measure space with measure µ. A generalized frame in H indexed (or 'labeled') by M is a family of vectors (functions in H) H M ≡ {h m ∈ H : m ∈ M } such that:
1. For every f ∈ H, the function e f : M → C defined by
(1) e f (m) ≡ hh m , fi H is measurable.
2. There is a pair of constants 0 < A ≤ B < ∞ such that for every f ∈ H
Note that the STFT and the Continuous Wavelet Transform (CWT) are two examples of generalized frames.
In STFT
where g (t) is a predetermined localizing window. In CWT
where ψ (t) is the mother wavelet. As is well known, (1) represents the analysis side of the process while condition (2) guarantees the existence of the synthesis side. To actually derive the synthesis (reconstruction) expression one needs to find a reciprocal (dual) frame H M ≡ {h m ∈ H : m ∈ M } for which one has R M dµh m (h m ) * = I (commonly referred to as the resolution of unity). Then, the synthesis is given by
We note that typically, for frames,
is only one such choice but it turns out to have a special property. Of all possible coefficient functions g ∈ L 2 (µ) , for a given f ∈ H, e f has the least 'energy' kgk L 2 (µ) (i.e. it is the Least Squares choice -see [1] ).
The Unified Transform 2.1 The Continuous Unified Transform (CUT)
Since the exponential function plays a central role in LTI systems and their impulse responses, we start with
In the sequel we limit our discussion to the space L 2 ([0, ∞)) and functions in this space, hence, will drop the explicit statement t ≥ 0. Using the norm in this space, denoted by k·k 2 , note that kgk 2 = 1. We now use this basic function to generate a family of functions as follows
where ν ≥ 0, a > 0 are real and Γ(x) is the Gamma function defined by
Finally, define the functions
where ω ∈ R. We now make the following observations: A set of functions has been defined, 'labeled' by the values (ν, a, ω). Recalling that the set of functions used for Short Time Fourier Transforms (STFT) are of the form
where g (t) is a predetermined (localizing) window, we note the resemblance of these functions to those defined in (6) -a window function multiplied by the function e jωt . The 'window' function g ν,a (t) in (6) can be shifted along the time axis by choices of (ν, a), as illustrated in Fig. 1 for a = 1, ν = 1, 2, 4, 8.
However, differing from the STFT, we do not have fixed shaped windows and shifts along the time axis are not linear in any of the "labeling variables" (ν, a). In fact, max g ν,a (t) is located at t = ν a . On the other hand, we notice that the impulse response of a finite dimensional stable LTI system is a finite linear combination of functions from this family. Hence, this family is a natural choice to be used for linear system representation (through their impulse responses). This is our main motivation and we will come back to this point in the sequel. Let us use the set of functions introduced in (6) to define the Continuous Unified Transform (CUT) as follows
ν, a, ω as before. Denote
as a labeling set (see Figure 2 (a.)) and define the measure
for any set A ⊆ M . This measure enables integrating measurable functions F : M → C . With this, we can write
Let L 2 (µ) be the set of all g's such that kgk
is a Hilbert space with inner product given by
which is the result of polarizing the norm in (10) (see Theorem 1.12 in [1] ).
We claim now that the set
as given in (6) is a generalized frame in the space L 2 ([0, ∞)). First we note that the CUT equation, (13) , can be viewed as the synthesis side of the frame operation, f 7 → e f , as given in (1) (Definition 1.1). The second part follows directly from the following lemma: Proof. Using (7) and (10) we have°°°e (2) is satisfied with A = B = 2π (which makes the frame a tight frame). Next we prove the following:
Proof. Follows directly from Lemma 2.1 and [8] . ¥ Lemma 2.2 is in fact the synthesis side of the frame operation, e f 7 → f and can also be viewed as the Inverse CUT (ICUT).
We have defined a set of functions and showed that it is a (generalized) frame in L 2 ([0, ∞)). This frame is labeled by the continuous set M . It is thus, hardly surprising to find out that we can generate various subsets of this frame which are still (generalized) frames in L 2 ([0, ∞)). In fact, as we will show shortly, some of these subsets/frames result in well known transforms. Basically, these subsets will be chosen by a variety of sampling patterns in the labeling (transform) domain quite similar to the way one gets DWT from CWT. A similar ideas can be found in e.g. [10] . Figure 2 b.). We define the measure on this set by (14) µ
resulting in modified definitions of the norm and inner product in the "transform" domain
The corresponding analysis equation, referred to as the Unified Transform (UT), is then given by
and the synthesis, or the Inverse UT (IUT), by
Note that the UT results from sampling the CUT in the ν directions. Namely, e f (n, a, ω) = e f (ν, a, ω) | ν=n . From (15)-(18) it can be shown (quite similarly to the proof in Lemma 2.1) that the set © ϕ n,a,ω ª
is again a generalized, tight frame with frame bounds
1−e −1 . The main thrust of our discussion is the UT but, before discussing its properties we further "sample" the CUT (or, equivalently, choose various subsets of © ϕ ν,a,ω ª ) and show that a number of well known transforms result from this process.
Laplace Transform
Let us consider now the same functions given by eqn. (6) with the restriction ν = 0, resulting in the labeling set M L = {(0, a, ω) : a > 0, ω ∈ R} ⊂ M (see Figure 2(c) ). Then we readily note that
which is the definition of the (one sided) Laplace transform (where s = a + jω is the Laplace variable and since we assumed f ∈ L 2 ([0, ∞)), a > 0 guarantees that we are always in the region of convergence). As we well know the inverse Laplace transform is (using our notation) which are not in L 2 ([0, ∞)). It is thus, hardly surprising that the set of functions labeled by M L is not a frame. In fact, taking µ L (A) = R (a,ω)∈A dadω a 2 it can be shown that°°°e f (0, a, ω)°°°does not have an upper bound. It is however interesting to note that while it is not a frame it does have a reciprocal (dual) set of functions in L 2 ([0, ∞)). This is presented in the following lemma:
Lemma 2.3. The set of functions
Proof. With ϕ * 0,a,ω denoting the adjoint of ϕ 0,a,ω , by (6) we have ·Z
This leads to the following reconstruction formula of f (t) from e f (0, a, ω)
which, in light of the observation (19) can be viewed as an inverse Laplace transform for functions in L 2 ([0, ∞)).
Fourier Transform Clearly, from (19), we have that
is the Fourier transform of f . It is well known that for the resulting Fourier integral to exist f has to satisfy the condition R ∞ 0 |f (t)| < ∞. Furthermore, we can then readily see (since for n ∈ N, Γ(n + 1) = n!) that
In our derivation above we have exchanged the order of integration and summation. This is justified by using Fubini's theorem (see e.g. [11] ) and the fact that R ∞ 0 |f (t)| < ∞.
Laguerre functions
Let us now fix both the a and ω variables to a = a 0 > 0 and ω = 0 respectively and consider the labeling set M a 0 = {(n, a 0 , 0), 0 ≤ n ∈ Z} ⊂ M . Then the resulting set of functions, {ϕ k,a 0 ,0 (t), k ∈ N 0 }, when taken through the GramSchmidt orthogonalization procedure (see eqn. (22) and it can be shown that hL r , L m i = δ (r−m) (Kronecker delta). These functions can be written as a finite linear combination of the frame functions (6) and vice versa as stated in the following lemma:
Lemma 2.4. Let L r (t) be the Laguerre functions (given in (21)). Then
where the coefficients α(r, k), β(r, k), 0 ≤ r, k ∈ Z are defined by
for k ≤ r 0 otherwise
Proof. (22) follows immediately from (21) and (25).
Using (25) and (26) we get
which completes the proof of (24). Then, using this and (22) we readily get
which completes the proof of the lemma. ¥ With these relations we can create the reciprocal (dual) set for {ϕ k,a 0 ,0 (t), k ∈ N 0 }, as is stated next:
Lemma 2.5. Define the functions ϕ k,a o ,0 (t) , 0 ≤ k ∈ Z, by:
are biorthogonal in the sense that
Proof. By substitution of (27) we get
which completes the proof. ¥ Lemma 2.5 and the observation that
, naturally lead to the reconstruction (synthesis or inverse transform)
Hambo Transform and the Kautz Result
In this section we extend the label set which led to the Laguerre functions by considering a finite set of pairs (a i , ω i ) and define M 2 = {(n, a i , ω i ) : 0 ≤ n ∈ Z, 1 ≤ i ≤ N } where for every ω j 6 = 0 we have (n, a j , ω j ) ∈ M 2 ⇔ (n, a j , −ω j ) ∈ M 2 . The corresponding set can be viewed as a union of N sets M a 0 of the previous subsection. By ordering the set so that the kth function is such that k = nN + i and then orthogonalizing one gets the Hambo basis which corresponds to the Hambo transform. The case with N = 2 is known in the literature as the Kautz functions (see e.g. [2] ).
It is interesting to note that if the orthogonalization is carried out along each i separately one gets N orthonormal bases. The union of these bases is known to be a (tight) frame with bound equal to N .
An alternative choice of subset of functions can be generated when we let N → ∞ in the above M 2 but n may be finite. This includes any general sampling pattern of the original labeling set M . Whether the resulting set of functions is indeed a (generalized) frame or not is very closely related to the result of Kautz and the condition derived by Szas (see, e.g. in [12] ).
Properties of the Unified Transform
As stated earlier, our main interest is in the unified transform (UT). We recall its definition
and the inverse transform is given by eqn. (18) f (t) = 1 − e −1 2π
In the next lemma we summarize some of its properties:
Lemma 3.1. The Unified Transform has the following properties:
and for n ≥ 1
Note that if we define a normalized version of the transform
eqn. (34) can be rewritten as
which is clearly a linear convolution along the n-axis.
4.
Derivative with respect to ω.
5. Derivative with respect to a.
LTI System representation in the Transform Domain
To simplify our discussion we restrict ourselves to single-input single-output (SISO) LTI systems. We next investigate what form an LTI system takes on in the transform domain. As is well known there are a number of equivalent LTI system representations (convolution, differential equations, state space etc.). We could start with any of them and show the equivalence of the results in the transform domain. However, we feel it will suffice to investigate one of them and we chose the state space representation. Consider the SISO LTI system given by
where x (t) ∈ R L . Applying the transform (17) on both sides and using Property 1 of Lemma 3.1 we can show that the transforms of the input and the output satisfy the following difference equations for n ≥ 0
we get the discrete time state space form
and initial conditions
Remark : When we restrict the labeling set to M 2 (see Section 2.2.5) the results above are in agreement with the results in [13] regarding the Hambo transform.
4 Comments regarding the use of UT for system identification.
We wish to stress here, again, the important potential for system identification we see in representing a function in L 2 ([0, ∞)), using the (generalized) frame © ϕ n,a,ω ª (n,a,ω)∈M d
. It stems from the observation that the impulse response of every finite dimensional stable LTI system has a finite representation in this set. More specifically, as is well known, the impulse response of every N -dimensional stable LTI system can be written as:
where N = P I i=1 N i is the system dimension and {(−a i + jω i )} I i=1 are the system distinct poles (each with respective repetition of N i ). Then, clearly The UT we defined is only one (out of infinitely many) possible representations of a given signal in this frame. It can be shown to be optimal in the Least Square sense. Namely, of all functions g (n, a, ω) which are representations of a given function f in this frame, e f is the one with least energy (see for more detail [1] ). However, in order to find the sparsest representation a different optimization criterion will be needed. Specifically, for a function such as h (t) above, we know that there exists a finite representation (readily observed to be unique!) and we would like to have an optimization criterion which will render this particular representation as its optimum. This particular problem is of much interest and has generated, in finite dimensional spaces, many published results (see e.g. [14] and [15] ). We are currently investigating the possibilities of using different optimization criteria to generate different representations in the transform domain. Specifically, we are currently testing the possibilities of using L 1 norms in order to generate the sparsest representations.
A very relevant observation is summarized in the following lemma. Lemma 4.1. Consider the function g (t) = ϕ l,σ,Ω (t) ³ = q 2σ Γ(2l+1) (2σt) l e (−σ+jΩ)t´.
Then
(46) ∀ (n, a, ω) 6 = (l, σ, Ω) |e g (l, σ, Ω)| 2 > |e g (n, a, ω)| 2 Proof. As e g (n, a, ω) = ϕ n,a,ω , g ® and g (t) = ϕ l,σ,Ω (t), by Cauchy Schwarz we get |e g (n, a, ω)| ≤°°ϕ n,a,ω°°°°ϕl,σ,Ω°°≤ 1 where equality holds if and only if ϕ n,a,ω (t) = ϕ l,σ,Ω (t), namely (n, a, ω) = (l, σ, Ω). Then (46) follows since e g (l, σ, Ω) = ϕ l,σ,Ω , g ® = ϕ l,σ,Ω , ϕ l,σ,Ω ® = 1 ¥ Lemma 4.1 means that if the system contains a single pole at (−σ + jΩ) with multiplicity (l + 1) finding the maximum of its UT will render both the pole location and its multiplicity.
