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There are many res伺rcheson出eme也.0which位置lslat自由enon-segmented 
"Kana" sentences泊句也e官組員一kana"s伺tences. Howev，町，出eamount of 
∞mputer memories required for位3Ds1atingproce邸ingexplod白血 manytimes， 
b畑山e也.enumber of∞mbination of cand地tesfor 'kanji -kana" words grows 
m戸dly泊 proportionto白eincreasing of血elength of也esentence. 百lememory 
explosion伺nbe prevented if a sentence is 湖町ヨ.ted泊句"bunsetsu". Up旬 now，
an useful me也odfor finding and ∞necting也eprovisional加，undariesof "bunsetsu" 
using 2nd -order Markov model has恥enproposed. 
This pap町 propos回 amethod of reducing白e も，unse'包u"伺ndidatesof 
官組員一K泊施，"strings凶nslat剖 fromthe non-segmented ''kana bunsetsu"， using 
Markov models of character and word. 
E砂Wor由:''Kana -K組員"Translatio仏軍組員一Kana"臼ndidates.Markov Model. 
Bunse'臼u
1 はじめに
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ペた書きかな混じり日本語文を計算機に入力する方法として、かな入力された日本語文をかな漢
字変換によって、漢字かな混じり文字列に変換する方法が行われている。かな漢字変換の方法とし
ては、いろいろな方法[1 ]一 [7]が提案されているが、数十文字以上の長い文字列単位の変換
の場合や、同音諮による暖昧さと分かち書き処理の暖昧さを同時に解決しなければならず、現在の
ところまだ十分な精度を得るには至っていない。
申工学部電子工学科 料鳥取大学工学部知能情報工学科
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この様な問題を解決する方法として、 2重マルコフ連鎖モデ‘ノレを用いて、べた書きされたかな文
の絞り込み方法が提案されており、漢字かな混じり文節の絞り込みに効果があると知られている。
本論文では、この2重マルコフ連鎖モデルによる漢字かな混じり文節の絞り込み法をさらに向上
させるための研究の一環として、従来の方法とは別に、単語問の結合力に着目した単語マルコフ連
鎖モデルによる絞り込み法を提案する。
2 べた書きかな文字列のかな漢字変換処理の基本的な考え方
べた書きかな文字列をかな漢字変換する場合、以下の4つのステップで行われる。
( 1 )かな文字列の分割処理
(2 )単語辞書引き処理
(3)単語問の結合処理
(4)候補絞り込み(文字・単語マルコフによる絞り込み)
2. 1 かな文字列の分割処理
かな漢字変換に際して単語辞書を使用するには、入力されたかな文字列を単語単位に分割して、
単語境界を決める必要がある。そこでここでは、単語境界を決めるために入力されたかな文字列を
単語単位に分割する処理を行う。一般に、かな文字列の単語境界を決め方には、複数通り存在する。
2. 2 単語辞書引き
単語境界がわかったかな文字列に対して、単語辞書引きを行う。単語辞書引きとは、かな列をキ
一見出しとして、漢字かな表記の単語を読み出すものである。また、分割されたかな文字列に対し
て、該当する単語が存在しない場合もあれば、該当する単語が多数存在する場合もある。
2. 3 単語聞の結合処理
単語辞書引きにより抽出された単語同士を結合させ、漢字かな混じり文節候補を生成する。分割
されたかな文字列全てに対して単語辞書引きが成功し、単語候補が存在したときのみ単語聞の結合
を総当たり法で結合を行い、文節候補を生成する。
2. 4 候補絞り込み
生成される全ての漢字かな混じり文節候補列に対して、マルコフ連鎖確率を求め、その値の大小
に応じて順位付けを行う。今回は2つの方法を用いて漢字かな文節候補の絞り込みを行う。
( 1 )文字マルコフによる絞り込み
( 2)単語マルコフにより絞り込み
2. 4. 1 文字マルコフによる絞り込み
漢字かな列を k.k2... l¥i. . . k..とすると、文字』に対するマルコフ連鎖確率値Piは、条件付き確率
を用いてp;(仕ki.ト.北2kト川Ikωi)ド=p(仕kil凶kiト.北2必kiト.l)
次のように表される。
p=白P(ki! ki必 1)
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但し、本研究は計算の簡単化のため、確率値はその対数値を取りコスト値として Pi=・log2piと表さ
れ、漢字かな列全体のコスト値をCで表し、その値の大小に応じて順位付けを行う。
c=-芝log2Pi
2. 4. 2 単語マルコフによる絞り込み
漢字かな単語列を WIW2" .Wi.. .Wnと表すとき、単語 Wiに対する単語マルコフ連鎖確率に Piを、
条件付き確率を用いて、 p(Wは Wi・1Wi)=p(Wil Wは Wi.l)(1 ~ i豆n)と表され、漢字かな単語列全体の単語
マルコフ連鎖確率値P次のように表される。
P=IIP(Wi!Wi品 -1)
但し、 2. 4. 1節と同様に確率値は、計算の簡単化のため、確率値の対数値を取りコスト値とし、
漢字かな単語列全体のコスト値を次のようなTで表し、その値の大小に応じて順位付けを行う。
T=-E10& 
3 単語マルコフモデノレによる絞り込み方法
本章では、 2章で述べた文節候補の絞り込み法の一つである単語マルコフ連鎖確率モデルの絞り
込み方法について述べる。
3. 1 単語マルコフの辞書の実現法と問題点
最初に、単語マルコフ連鎖確率辞書を実現する方法について述べる。
{定義 11 日本語に現れる単語を Wiと表し、これらを順次つないで得られる単語列を S=WIW2WJ
...Wi...W，回 と表す。但し、句点、得点は含まれない。このとき、 Sに含まれる単語n個の連続し
た単語組 WiWi+IW同・・・Wi+n.1をn-単語組と呼び、 (Wi，Wi+I， Wi+2，.・， Wi+n・1)と表す。(定義終)
(1) 2-単語組及び、 3-単語組がそれぞれ(WiI， Wi2)及び(Wil，Wi2， WiJ)であるような頻度を C(Wil
， Wil)及び C(WiI， Wi2， Wi3)と表す。このとき、単語列Sの先頭から順次 2-単語組、 3-単語組を全
て調べ、存在し得る 2-単語組、 3-単語組の頻度を求める。
(2) (1)で求めた2-単語組と 3-単語組の頻度 C(WiI， Wi2)及び C(WiI， Wi2， WiJ)を用いて、
の2重マノレコフ連鎖確率 ， c(WUWi2Wi3) 
P (Wu I Wi2Wi3) = 
I •• ~.... ~..， C (WilWi2 
を計算する。
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図1に、 2-単語組、 3-単語組を用いて 2重単語マルコフ連鎖確率を求める方法を示す。
以上のような方法で、 2重以上の単語マルコフを求めようとすると、次のような問題がある。
( 1 )大規模テキストの入手の困難'性
単語マルコフ連鎖確率を正しく定義するのに、十分なテキストデータを入手するのが難しい。
(2) n-単語組の爆発
単語単位の単語マルコフは、文字単位のマルコフ連鎖確率モデルに比べると、単語数wが文
字の字種(およそ 3000文字)に比べて著しく大きく(数十万レベル)、 2重以上の単語マルコ
フを生産するのに必要な単語組数が、 wの3乗、 wの4乗…の形で増加することにより、記憶容量
が膨大化して、単語単位での単語マルコフと取ることが現実的でなくなる。
( 1 )の問題については、近年新聞記事データのCD-ROM版のテキストデータの電子化が進
み、大規模なテキストデータをコンピュータ上で、用意に扱うことが可能となった。
(2 )の問題を解決する方法として、実際の単語マルコフ連鎖確率を求めるかわりに、それと近
似的又は、同等な能力を有するマルコフ連鎖モデルを構築しようとするものであり、 n重単語マル
コフ連鎖確率の定義に必要なn一単語組の代わりに、 kスキップ文字のマルコフ連鎖を用いて実現
するものである。
3. 2 単語スキップマルコフの考え方
まず、 k文字スキップ連鎖モデノレを述べ、 k文字スキップ文字列の定義を述べる。
[定義2] べた書き単語列を Y=(W1Wz W3.. .Wi.. .Wm) と表す。ここで各 Wiはi番目の単語を表
し、次のような文字列で定義する。
Wi= (al， ai2， ai3， ・・ ， aim) (1壬 i~ n) 
このとき、各単語 Wiの先頭から k番目(距離 k と呼ぶ)の文字eIiItを各単語から 1つづっ順次取
り出して並べた文字列 (a1k，ebk， 8lk，. . . ， 8iIr. .・・，3m<)をk文字スキップ文字列と呼び、 Y[K](W1， Wz， 
W3 ，・・， Wm) と表す。(定義終)
( 1) k文字スキップ文字列 Y[K](a1k，加，加，・・・，加)k=l， 2 ，3，. .・，nに対して、それに含まれ
る単語n個分の文字組(8;， 8i+1， 8i+l，. . . ， 8i怖1) を (k，n)文字スキップルールと呼び R[k，n] と表
す。
先頭から n番目の文字が、それぞれ
ail=axl， 3.i2=ax2， . . .， am=axn 
となるルール R[k，n] (8i1 ， 8iz， .・， am)に対する頻度を C(R[k，n]) と表し、この時の頻度を求める。
(2) (1)で求めた頻度を用いて、 k文字スキップマルコフ連鎖確率を次式のように求める。
C (WIW2W3) 
P(W品W3)=
C (WIW2) 
図2にk文字スキップマルコフ連鎖確率のモデルを示す。
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3. 3 単語スキップマルコフによる文節候補の絞り込み方法
ここでは、単語スキップマルコフを用いて漢字かな混じり文節候補の絞り込み方法について述べ
る。単語スキップマルコフによる絞り込み法は、大別すると文節内と文節間の2通りのタイプが考
えられる。
( 1 ) 文節内の単語スキップマルコフによる漢字かな変換候補の絞り込み法
これは、文節を構成する単語列に関して求めたマノレコア連鎖確率を用いて、漢字かな混じり文節候
補を絞り込む方法である。
( 2 ) 文節聞の単語スキップマルコフによる漢字かな変換候補の絞り込み法
次に、直前及び直後の文節を含め、連続した 3つの文節を構成している単語列において、求めたm
重の単語スキップマルコフ連鎖確率を用いて、漢字かな混じり文節候補を絞り込む方法である。
【定義3] 漢字かな混じり文中の一つの文節をその直前と、直後の文節をそれぞれ次のように、
B(i) (X) ，B(i・1)(X) ，B(川)(X) と表す。
B (i)(X) = WI i W2i W3i・・ Wml 
B(ト1)(X) = Wli-I W2i・IW3i-1・・ Wm，-I 
B(什1)(X)= WI什1W2i+1 W3i+1・・ Wmi+l 
但し、 W'jは、文の先頭から i番目の文節内の j番目の単語を表し、 m個の漢字又はかな文字によ
って、次のように表されるとする。
W'j= a'jl a'j2 a1j3・・ a~m 
この時、漢字かな表記の B(i)(X) の直前、直後の文節に対して、次にように定義される Pi・l.，Pi.i+1を
それぞれ前・後文節聞のm重単語スキップマルコフと呼び、その集合を p(m)(i-1) (x) ，P(聞い1)(x) と表
す。
(μ1) P札ιM川l.i戸=司(W靴;!W刊 a剛咽 ... W靴i-1)
j三0のとき .一….一. B町(i)刊(X幻) 内の単語
j ~ 0のとき … B州 (X) 内の単語
(2) Pi・l.i=(W村i-m"""Wi-1) 但し、 1壬 i~ 2 で、 W'及び Wjは、次の条件を満たす単語を表す。
j ~ 0のとき … Bω(X) 内の単語
j ~ 0のとき … B州 (X) 内の単語
この時、 p(剛}0・1)(X) ，p(m) (i+1) (X)を用いて、次のように定義される文節Bの確からしさ T(j・υ(X)，T州
(X) をそれぞれ、前・後文節聞の単語スキップコスト呼ぶ。
、 ? ? ? ?，?•••. ， ，
T (i-l) (X) =ーをlog2Pi-l，
、 ? ? ? ?? ?， ，
T川ト210g2Pi+1i
(定義終)
本論文では、前・後文節聞のm重単語スキップマルコフの次数は、 m=2とする。
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4 実験
4. 1 実験条件
1 .試験文用の入力データ
( a) 日本語文の種類:日経新聞記事(7 7日分)
( b)標本データ:標本内データ(試験文と辞書作成に用いた新聞記事データから選ぶもの)
標本外データ(試験文とそれ以外の新聞記事データから選ぶもの)
( c) 日本語文のデータ量
( 1) 1文節のデータ量
総文節数(標本内): 300文節、総かな文字数 933語、平均かな長 5. 2 
総文節数(標本外): 300文節、総かな文字数 :899語、平均かな長 5. 0 
( II) 2文節のデータ量
総文節数(標本内): 1 1 8文節、総かな文字数 656語、 平均かな長 1O. 1 
総文節数(標本外): 2 0 1文節、総かな文字数 1106語、平均かな長 10. 0 
2.使用辞書
( a)単語辞書 :43万語
( b)漢字かな文字の2重マノレコフ連鎖確率辞書
( c) 2重単語スキップマルコフ辞書
( 1 )文節境界型単語スキップマルコフ連鎖確率辞書
( I)連続型単語スキップマノレコフ連鎖確率辞書
4. 2 実験方法
以下 5つの方法を用いて漢字かな文節候補の絞り込みを行う。
【方法 1 KMIB法】 文節内の文字マルコフ連鎖確率辞書を用いて絞り込む方法
? ?? ????
?
?
? ?
[方法2 WMIB法】 文節内の単語スキップマルコフ連鎖確率辞書を用いて絞り込む方法
T=-210g2Pi 
[方法3 KMIB+WMIB法(加算)] KM 1 8法の文字マルコフと、 WMIB法の単語ス
キップマルコフの値の加算して絞り込む方法
C + T 加算)
[方法4 KMIB+WMIB法(足切り)] KM 1 B法で絞り込んだ候補を、 WMIB法の
単語スキップマノレコブを用いて、ある一定の闇値を用いて絞り込み方法
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?
?? ??
?
?
? ? ?
? ?? ? ? ?? ???
? ?
??
(足切り)
【方法5 KMIB法十WMOB法 KMIB法で絞り込んだ候補を、文節聞の単語スキップマ
ルコフを用いて、ある一定の闇値を用いて絞り込む方法
T川 X)=-芝log九 i
(前文節)
T (i-l) (X) =一史log九 i
(後文節)
4. 3 実験結果
仮文節境界の推定法の結果 [8Jによれば、 2文節単位までのかな漢字変換を考慮する必要があ
ることが示されている。そこで、 1文節及び2文節のべた書きかな文節に対して、 2，3章で述べ
たかな漢字変換方法を用いて、漢字かな文節候補の生成及び、 4. 2節の方法を用いた実験を行っ
た。
( 1 ) 文字マルコフモデルの効果 (KM1 B法)
実験結果を図 3，4に示す。
図より、 1文節に比べて 2文節の方が、第 1位正解率で I% (標本内)-1 5% (標本外)低下す
ることがわかった。この結果より、文字列が長くなると、漢字かな文字マノレコフだけの絞り込みで
は、十分な精度を得られないことがわかった。
( 2 )単語スキップマノレコフモデルの効果 (WM1 B法)
実験結果を図 5，6に示す。
図より方法 1に比べて、 1文節の場合で、第 1位正解率が 12. 3% (標本内)""'14.7% (標
本外)、また 2文節の場合は、 9. 3 % (標本内)""'17. 4% (標本外)低下することがわかっ
た。この結果より、単語スキップマルコフモデルは、単独で用いるとあまり良い結果が得られない
ことがわかった。
( 3 )文字マルコフと単語スキップマルコフの加算による効果 (KM1 B十WMIB法) (加算)
実験結果を図 7，8に示す。
図より方法 1に比べて、 1文節の場合は、標本内・外ともに、ほぽ同一の傾向を示すが、 2文節の
場合は、第 1位正解率で標本内は、 1. 5%上昇し、標本外は、 4%程度低下した。この結果より、
ただ単純に文字と単語マノレコフを加算すれば良いわけではないことが分かった。
( 4)単語スキップマノレコフで足切りする効果 (KM1 B +WM 1 B法) (足切り)
実験結果を図 9，1 0に示す。
図より方法 1に比べて、 1文節の場合は、第 1位正解率が、 o.3% (標本外)-2. 0% (標本
内)上昇した。しかし 2文節では、標本内・外ともに、あまり顕著な差はみられなかった。この結
果より、本手法は、単語の連続関係のみに着目していたが、この方法では、正しいか否かの判断が
難しい事がわかった。そこで、これらの誤りを解決するためには、前・後文節を結合した方法、い
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わゆる文節聞の単語スキップマノレコフが必要であり、これを適用なければ、絞り込みの効果は得ら
れないと推察される。
( 5)文節問の単語スキップマ/レコフで足切りする効果 (KM1 B+WMOB法) (足切り)
実験結果を図 11， 1 2に示す。
図より方法 1に比べて、 1文節の標本内で第 1位正解率が 7. 0%上昇し 96. 3%に、標本外で
2. 6%上昇じ8o. 6%になった。また 2文節では、標本内で4. 4%上昇し 92. 3%に、標
本外で2. 5%上昇し 65. 7 %になった。この結果より、単語スキップマルコフモデルは、文節
内などの閉じた系より、文節問などのより聞かれた系に用いた方がより効果的であることがわかっ
た。
5 結論
本論文では、単語スキップマノレコフモデノレを用いたかな漢字変換候補の絞り込み法を提案し、そ
の有効性を評価した。その結果、次のような知見を得た。
( 1 )文字マルコフ連鎖確率だけの絞り込みの場合、かな文字列長が長くなる場合には、十分な精
度を得ることが出来ないことがわかった。
( 2 )文節内に単語スキップマノレコフを適用する場合、単独で用いるより、文字マルコフで順位付
けし、単語スキップマルコフで足切りする方法が良いが、あまり顕著な効果はなく、文節内だけの
情報では、あまり効果がでないことがわかった。
( 3 ) 文節聞に単語スキップマルコフと適用する場合、文字マノレコフだけで順位付けした方法に
比べて、第 1位正解率が、 1文節… 96.3%(7.0%向上) (標本内)・ 80.6%(2.7 
%向上) (標本外)
2文節… 92.4%(3.4%向上) (標本内)・ 65.7%(2.5%向上) (標本外)
となり、それぞれ向上することがわかった。
以上より、単語スキップマルコフモデルを文節間に用いることにより、かな漢字変換候補の絞り
込みにおいて有効であることが示された。
今後の課題としては、今回は辞書作成に 77日分の新聞記事を用いたが、単語の学習量が新聞記
事77日分で飽和しているとは思われず、辞書を半年、 1年、 2年…増やしていくのが必要である
と思われる。また、今回は、単語スキップマルコフモデルを文節レベルに適用したが、このモデノレ
を文レベノレに拡張して、漢字かな文候補の絞り込み方法を研究していくことがあげられる。
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