Abstract-This paper proposes the symbol-level-stochastic Chase decoding algorithm (S-SCA) for the Reed-Solomon (RS) and Bose-Chaudhuri-Hocquenghem (BCH) codes, which is a soft-input soft-output (SISO) decoder. By the efficient usage of void space between constellation points for q-ary modulations and using soft information at the input of the decoder, the S-SCA is capable of outperforming conventional symbol-levelChase algorithm (S-CA) with a less computational cost. Since the S-SCA starts with the randomized generation of likely testvectors, it reduces the complexity to polynomial order and also it does not need to find the least reliable symbols to generate test 
I. INTRODUCTION
A N ERROR correction code C over a q-ary finite field F q with codeword length n, dimension k and minimum distance d can be modeled as a mapping from F k q (information space) to a larger space F n q (codeword space). Reed-Solomon (RS) codes and Bose-Chaudhuri-Hocquenghem (BCH) codes are linear codes suitable for high rate applications due to their large minimum distance. Specifically, RS codes satisfy the Singleton bound with equality and are classified as one of the most important examples of non-binary MaximumDistance Separable (MDS) codes [1] . For these codes the symbol minimum distance is d = n − k + 1 which provides the largest possible code minimum distance for any linear code with the same input/output length [1] . The RS codes are standard in very large scale integration (VLSI) libraries and have data processing rate of tens of Gigabit per second (Gb/s) [2] . In addition, these codes are widely employed in a large variety of applications, such as storage channels, satellite telecommunications, space telemetry systems, digital video broadcasting and wireless broadband systems [3] , [4] . The fundamental decoding problem is to find the most likely transmitted codeword C ∈ C or the closest codeword to a received word R ∈ R n . RS and BCH codes are commonly decoded using hard-decision Berlekamp-Massey (HDD-BM) decoding algorithm [5] . The HDD-BM algorithm has a running time complexity of O(n 2 ) and its decoding performance is limited by half of the minimum distance, i.e., the number of errors e ≤ n−k 2 . This has motivated researchers to develop decoding algorithms with decoding capabilities exceeding half of the minimum distance [6] - [13] . Moreover, in many applications, like concatenated systems, soft output information are required. Consequently, soft-input soft-output (SISO) decoding algorithms for RS and BCH codes are highly attractive. In the following, the main soft decoding algorithms for RS and BCH codes are briefly reviewed.
A. Algebraic Soft Decision Decoding
Algebraic soft decision decoding (ASD) algorithms exploit list decoding algorithm, which was first introduced in [14] . In [7] Guruswami and Sudan (GS) introduced a new ASD algorithm for RS codes with polynomial-time complexity that corrects up to n − √ n.k − 1 errors which is better than n−k 2 for any value of k. Three years later, Koetter and Vardy (KV), proposed a modified version of ASD algorithm by assigning weighted multiplicities to the symbols which was able to outperform the GS algorithm [8] . Though these soft decoding algorithms provide better performance, they suffer from high computational complexity. Specifically, the interpolation part of the ASD algorithm is complicated and makes the complexity of the whole algorithm orders of magnitude higher than that of the HDD algorithm. There are several articles and techniques that aim to reduce the complexity of the ASD based algorithms [15] - [21] . The progressive algebraic soft decision decoding (PASD) and progressive algebraic Chase decoding (PACD) algorithms are two interesting articles in this framework [11] , [12] .
Another interesting article in this framework is based on the rate distortion (RD) theory [22] . It may be possible to draw connections between our proposed algorithm and the general framework developed in [22] , but this is left for future work. In this method by designing a suitable distortion measure between error pattern and erasure pattern, the successful decoding condition becomes equivalent to distortion being less than a fixed threshold. The algorithm can be used to understand the asymptotic performance-versus-complexity trade-off of multiple errors-and-erasures decoding of RS codes.
B. Iterative Soft Decoding
Another class of soft decoding algorithms for RS and BCH codes are based on the binary modification of the parity check matrix and applying the belief propagation (BP) algorithm [9] , [23] . Though the iterative decoding and BP algorithms can be applied to a variety of codes [23] - [25] , the performance of algorithms highly depends to the structure of the corresponding parity check matrices. Specifically, for RS and BCH codes, the binary expansion of the parity-check matrix is highly dense and suffers from existence of short cycles. Thus directly applying iterative decoding to these high density parity-check (HDPC) matrices cannot provide good decoding performance [26] . In [27] , [28] suitable parity-check matrices based on RS and BCH codes were constructed. In [9] an iterative decoding algorithm was proposed based on adapting the parity-check matrix (ADP) of RS codes. The layered residual BP (LRBP), which is an improved version of ADP algorithm, was introduced in [29] . The algorithm combines the ADP with informed dynamic scheduling (IDS) to update degree one variable nodes more than one time in each iteration. In addition, an adaptive BP (ABP) algorithm similar to [9] was utilized for BCH codes by appropriately adapting the parity-check matrix in each iteration [23] .
C. Chase Decoding Algorithms and Reliability Based Decoding
The Chase algorithm (CA) was first introduced in 1972, as a class of decoding algorithms that utilize the channel measurements [6] . The CA uses a low complexity hard decision decoder as the main block and provides a soft decoder with the ability to correct errors beyond the half of the minimum distance [6] . Conventionally, the first version of the Chase algorithm was applied on binary phase shift keying (BPSK) transmission, where during this paper, we call it the "bitwise Chase algorithm" (B-CA). In B-CA(λ), the decoder is assumed to have access to the channel measurement and tries to generate different test-vectors with a set of possible small error patterns and finally choose the test-vector which has the minimum soft weight. The parameter λ denotes the number of least reliable bits based on the channel information that the algorithm utilizes. The decoder exhaustively flips up to λ least reliable bits and uses an algebraic HDD in each step, i.e., the B-CA(λ) generates all the available combinations (2 λ ) to find the most likely codeword. Thus, the complexity of the B-CA increases exponentially with λ and the overall complexity is O(n 2 2 λ ), for an (n, k, d) RS code, which limits the B-CA application to small values of λ.
The generalized form of the B-CA is known as Chase-II algorithm, which is referred to as the "symbol-level Chase Algorithm" (S-CA) in this work [6] , [30] . S-CA exploits symbol reliabilities to generate test-vectors. For instance, for an (n, k, d) RS code with symbols of m bits, q = 2 m different values are assigned to each unreliable symbol. Thus, for λ least reliable symbols q λ = 2 λ m test-vectors will be constructed. The S-CA has a running time complexity of O(n 2 q λ ). In [30] , a low complexity S-CA was proposed that has a two-step reliability information selection. Instead of searching for all the combinations for λ least reliable symbols, the two least reliable bits in the least reliable symbols are considered. The simulation results show that, using this two-layer screening, the decoding time is reduced by 70% while providing the performance near to S-CA. Since the search pool is downsized in this case, the proposed algorithm never surpasses the S-CA. In addition, a clever way to reduce the complexity of the S-CA is to consider the first b unreliable bits in the first s unreliable symbols. During this article we use S-CA-II(s; b) to show this variant of the basic S-CA. [10] . This decoding algorithm is referred to as "bitwise stochastic Chase algorithm" (B-SCA) here. The B-SCA, generates the test-vectors based on a bit-wise stochastic experiment using the reliability of each bit in the received sequence. The algorithm does not require the determination of the least reliable bits and directly generates the test-vectors based on the reliability of individual bits. For example if p i denotes the probability of individual bit to be one, then it is generated using a Bernoulli trial with probability p i . B-SCA can be implemented using a random generator and comparator and its complexity is tractable for RS codes of higher order. In [31] , B-CA and B-SCA were used for decoding BCH codes in an additive white Gaussian noise (AWGN) channel using BPSK transmission.
In this paper, we present a new "symbol-level stochastic Chase algorithm" (S-SCA) for BCH and RS codes while exploiting q-ary modulations. In this case, the test-vector generation can be implemented by a multivariate Bernoulli (Multinoulli) distribution. The required parameters are obtained from the Euclidean distance between received symbol and the constellation points of the q-ary modulation. The proposed algorithm exploits the void space between constellation points when we use q-ary modulation. Though S-SCA achieves higher gain from constellation points at higher order modulations, even for the case of BPSK transmission, the algorithm can be simplified to bitwise version for RS codes, which we name the "symbol-level search bit-wise-transmission stochastic Chase algorithm" (SSBT-SCA). The SSBT-SCA has the same performance, which is equal to B-SCA but with lower complexity. In this case the test-vectors are generated in symbol-level while data transmission is in BPSK format and it works because RS codes are able to correct symbolic errors.
The rest of this paper is organized as follows. Section II presents required preliminaries and notations. It also demonstrates how the reliability of bits and symbols for q-ary modulations are computed in this work. Section III introduces the proposed S-SCA, when q-ary modulations are used.
Section IV presents SSBT-SCA, where the conventional B-SCA becomes faster by generating the symbol-level testvectors. It is also shown how to find the symbol probability matrix from the bit probability vector. Simulation results are presented in Section V for the proposed S-SCA, when applied on RS and BCH codes for different modulation schemes in AWGN and Rayleigh fading channels. Section VI presents the complexity analysis. Concluding remarks are presented in Section VII. 
II. PRELIMINARIES

A. RS Codes and Binary BCH Codes
The encoder is a mapping C that maps this code to its evaluation at n values of x chosen from F q . In other words,
and the codeword can be written as
where
BCH codes are cyclic codes over F p that are defined by a parity check matrix over F p m . In this paper, we consider binary BCH codes where the channel alphabets are binary elements and the elements of the parity check matrix are in F q , where q = 2 m . For any positive integers m ≥ 3 and t ≤ 2 m−1 , there exists a binary BCH code of length n = 2 m − 1 and the minimum distance d min ≥ 2t + 1, where t is the error correction capability of the code. The generator polynomial g(x) of BCH code is the lowest degree polynomial over F 2 which has α, α 2 , α 3 , · · · , α 2t as its roots, where α is the primitive element of the extended field F q .
B. Reliability Matrix and A-Posteriori Probability Vector
Consider a modulation scheme with q = M = 2 m , signal points in a D-dimensional signal space, where the signal points are taken from the signal set S = {s 0 , · · · , s q−1 }. Each signal point has its equivalent binary form defined by a (bijective) mapping s = M(x) of binary address vectors
Two well defined mappings are binary and Gray mapping. In this paper, we assume that the transmitter is able to transmit codewords over a communication channel with BPSK or q-ary modulations. For the q-ary modulations we assume M -ary phase shift keying (M -PSK) or M -ary Quadrature Amplitude Modulations (M -QAM).
At the receiver side, soft information is computed based on the modulation scheme, either in the probability domain or in the log-likelihood ratio (LLR) domain. Here we assume that the demodulator provides soft information to the decoder. In the following, we define a-posteriori probability (APP) vector and APP matrix, which will be frequently used in this work.
1) Binary Phase Shift Keying:
The BPSK modulation maps 0 → √ and 1 → − √ . The modulated signals are transmitted over an AWGN channel with a noise variance σ 2 . At the receiver, the soft values can be computed using the noisy received values Y = (y 0 , y 1 , · · · , y nm−1 ). In the probability (p) and log-likelihood (Γ) domains, the soft information values are given by the following equations:
where the magnitude of Γ i , denotes the reliability of a received bit in the log-likelihood domain and the sign of the Γ i can be used to determine the bit-wise hard decision of the received sequence as follows:
Then by assigning a probability p i to each corresponding y
H i
a "bit-wise APP vector" can be defined as P = (p 0 , p 1 , · · · , p mn−1 ). In [10] , the authors use these bit-wise probabilities and assign a Bernoulli random variable to each bit to generate the test-vectors. Now let us consider the APP vector P as a collection of n different sub-vectors of length m, i.e., P = (P 0 , P 1 , · · · , P n−1 ). Then, each P i ∈ P is a sub-vector of length m with elements
. Now it is possible to assign a Multinoulli distribution to each subvector P i . Let us denote an algebraically representation for the Multinoulli distribution for its hard estimation (6) where k l ∈ {0, 1} for l = 0, 1, · · · , m − 1. The parameter π ij denotes the probability that the i th received symbol is equal to the j th element in F q . It is clear that j∈Fq π i,j = 1. Finally, it is possible to store all the π ij values in a matrix called APP matrix Π n×q . As an example, let us consider 3-bit symbols of a (7, 4) RS code and assume that the APP vector is calculated based on Eq. (3) and is given by 20 ). This vector is divided to sub-vectots with m = 3 elements, i.e., 5 ) and so on. The i th row in Π n×q can be found using P i as presented in Table I . 
2) Q-Ary Modulation:
It is assumed here that there are enough bits for an (n, k, d) RS code to be transmitted by q-ary modulation, if not, zero-filling procedure is used [4] . For simplicity, we assume the modulation order q is equal to M = 2 m , which maps each symbol in an RS code to a symbol in the constellation. Similarly, for q-ary modulations, the APP matrix Π n×q and APP vector P can be defined. In this case, we use the log-likelihood ratios to find the elements of the vector and matrix.
In a transmitter, each symbol 
where, S 0 is the set of all constellation points with bit 0, at the given position, and S 1 is the set of all constellation points with bit 1 at the given position. The APP vector P is found using Eq. (7). To find the APP matrix Π n×q for q-ary modulations, symbol probabilities are estimated by calculation of Euclidean distance of each received symbols Y i from all constellation points s j ∈ S where j ∈ {0, 1, · · · 2 m − 1}. The result is a Π n×q probability matrix with elements π ij equals to
whereπ ij is the un-normalized channel-likelihood
where ||Y i − s j || denotes the Euclidean distance between the channel output Y i and the constellation point s j , where 
C. Rayleigh Fading Channel
In the study of fading channels, certain cases of the channel model are of particular interest. In this paper we consider a special case when a complete channel state information (CSI) is available at the receiver and no channel state information is available at the transmitter. In addition we assume that the system is operating on a slowly-varying fading channel, which means that the duration of each of the transmitted codewords is smaller than the coherence time of the channel [1] , [32] . This channel is known as quasi-static fading channel [33] . The low-pass discrete-time equivalent of this channel is
where {h[n]} denotes a sequence of fading coefficients and z[n] is independent and identically distributed Gaussian noise with equal variance (σ
and the probability density function of the magnitude of h[n] is given by
where r denotes the corresponding signal amplitude and σ 2 is the variance of the in-phase and quadrature phase components. The phase of the complex envelope of the received signal is normally assumed to be uniformly distributed in [-π,π].
III. SYMBOL-LEVEL STOCHASTIC CHASE ALGORITHM
In general, a maximum-likelihood (ML) decoder which has access to the complete channel information will find a codeword that satisfies
where the range m is over all possible codewords and Y H is hard decision equivalent of the received noisy values of Y and the C m is one possible valid codeword [6] . In other words, this decoder finds a codeword C m , with equivalent error pattern E m = Y H ⊕C m with minimum soft weight, which is defined as
where these positive weights g i can be interpreted as the channel measurement information, and provides relative reliability of the received bits. The concept behind this soft decoder is depicted in Figure 1 . Here we assume that the core of the decoder is a hard decoder with the capability to find a unique codeword, when the noisy received sequence is surrounded by a sphere of radius The conventional S-CA (λ) generates all possible combinations for the λ least reliable symbols and it does not consider the reliability of the rest of the symbols in the generation of the test space. It means that all the differences in the testvectors will appear in λ least reliable positions and the rest of n − λ most reliable positions remains unchanged for all the test-vectors. For example, for an (n, k, d) RS code with q-ary modulation, S-CA(λ) only searches among q λ testvectors out of q n . The trivial way to increase the number of test-vectors is to increase λ, which exponentially increases the decoding complexity. This exponential complexity limits the application of S-CA to only small λ values. On the other hand, S-SCA exploits the signal shaping to generate testvectors efficiently. Let us denote the symbol-level test-pattern by
is chosen from the available set of constellation points in S based on the probabilities presented in the ith row of the Π n×q matrix. Therefore, symbols with high probability have a better chance of being generated and there is no need to generate all the available combinations for small fraction of the code space.
The concept behind the symbol-level stochastic test pattern generation is presented in Figure 2 . Consider a case where in 16-QAM modulation the least reliable symbol Y i is placed in right-top quarter of space related to positive numbers. Furthermore, assume that the least reliable bit for this symbol Fig. 2 . Position of the least reliable symbol with respect to the constellation points. The symbol with the shortest distance has the highest probability to be generated.
is placed in the least significant bit (LSB) position. The conventional S-CA would replace all the constellation points for this unreliable symbol to generate different test patterns. In a clever improvement, the least reliable bit in symbol Y i is flipped and the rest of the symbol remain unchanged. Then by flipping the LSB, just two symbols s 2 = 0010 and s 3 = 0011 will be generated and the algorithm never tries other possibilities. By increasing the number of the least reliable bits to two, the algorithm will test four possible symbols s 0 , s 1 , s 2 and s 3 . Besides, all of the possible symbols have the same priority for generation of the test patterns. Of course increasing the number of the least reliable bits in each symbol provides better performance at the cost of exponential complexity growth. During our simulation, we use the S-CAII(s, b) to show this variant of the basic S-CA, where parameter s denotes the first s unreliable symbols and the parameter b represents the number of unreliable bits in each symbol. Thus the algorithm will generate 2 sb test-patterns. On the other hand, the S-SCA will generate different test patterns by considering the distance d ij = ||Y i − s j || of the received symbol to its neighbor. Since d i2 has the shortest distance it has the highest probability. It is seen that other symbols have the chance to be generated which is related to their distance from the received symbol.
In the following, we present with more details the generation of the test-vector
denote the noisy received symbols, then using a q-ary modulation with constellation points s j ∈ S the APP matrix Π n×q can be found from Eq. (8), where each element of Π n×q , is defined as
Equation (14) means that the element π ij ∈ Π n×q , is equal to the probability that the i th received symbol is equal to the j th constellation point s j ∈ S. Thus we can use this , we use a uniform random generator to generate a random number α ∈ [0, 1] and then find the accumulated subinterval whose value is less than or equal to α. This can be done in time O(log 2 (q)), by binary search.
The speed of the algorithm can be improved by simultaneously generating the whole elements of the test-vector in parallel. In addition, by defining a reliability threshold θ, only those elements that have reliabilities less than the threshold will be updated. The reliability factor γ i ∈ [0, 1] is a measure of reliability of the noisy received symbol Y i [12] . Assume that j 
When γ i is close to 1, the symbol is less reliable and when γ i is close to 0, the symbol is more reliable. By adopting a flipping threshold θ, the most reliable symbols are not changed during test-vector generation. This saturation process provides faster test pattern generation. It is also possible to generate a soft information output for the decoding algorithm by adding a soft output computation stage. This modification creates a SISO decoder, which is suitable for soft decoding of concatenated codes.
The pseudo-code for S-SCA is presented in Algorithm 1. Here we assume that the demodulator is responsible for the initialization part. All that the decoder needs is the parameters of the Multinoulli distribution. In the initialization step, the APP matrix Π n×q and probability vector P can be calculated based on the constellation points and modulation scheme. In the main loop, τ different symbol-level test-vectors are generated. The BM-HDD is applied to the generated test-vector to find the best codeword which has the minimum weighted Hamming distance. Simulation results show that S-SCA co-designed with an appropriate modulation scheme has a better decoding performance in comparison with B-SCA and S-CA.
IV. SYMBOL-LEVEL SEARCH BIT-WISE TRANSMISSION-SCA
When working with RS codes combined with binary transmission, the S-SCA can be simplified to SSBT-SCA. This is because the RS codes consider symbolic errors. Thus instead of generating bit-wise test-vectors, we generate symbol-level test-vectors as discussed before. The main difference here is the generation of the APP matrix. Here we use (6) to generate the Π n×q .
Algorithm 1 The S-SCA(λ). It is Assumed That the Decoder has Access to the Soft Information
Channel measurement information 
For RS codes over BPSK modulation two conventional ) is generated by a probability of p i in a Bernoulli trial [10] . Here, instead of Bernoulli distribution we use a Multinoulli distribution to generate the test-vectors. In our proposed SSBT-SCA, we reduce the decoding complexity of B-SCA for RS codes by directly generating symbol-level test-vectors instead of bit-wise test-vectors. The APP matrix Π n×q is used to generate symbol-level test-vectors, which reduces the number of test-vectors by a factor of m in each iteration.
To show the advantages of the SSBT-SCA, three different cases are discussed as follows: First, consider a case where in each symbol just one bit is unreliable. In this case bit-wise generation of the test-vectors is equivalent to the symbollevel generation of the test-vectors. Second, consider a case when the received symbols have two or more unreliable bits. In this case, symbol level generation of test-vectors drastically reduces the complexity. Finally, consider a case when burst errors happen. For simplicity, consider a (31, 25) RS code with three error-correction capability. Also assume that, burst errors occurs in five consecutive symbols of this code. In this case the HDD is not able to find the error free sequence because five symbol-level errors occurred. By assuming that the least reliable bits are exactly in these consecutive symbols Fig. 3 .
The FER performance of the (31, 25) RS code with BPSK transmission over an AWGN channel. The ML performance is based on [9] and [34] . in descending order, the B-CA needs to generate 2 25 different possible test-vectors. The B-SCA(λ) generates 2 λ random testvectors by probability p i for each individual bit. For example for λ = 10 it generates 1024 random test-vectors where most of the bits are flipped in the two first unreliable symbols. But in SSBT-SCA, the algorithm find the least reliable symbols and generates random symbols based on the APP matrix. Thus the SSBT-SCA has more chance to generate the most likely codewords in comparison with other algorithms. The advantages of the symbol-level test-vector generation will appear when burst errors occur in received signal, otherwise both algorithms have the same performance. Thus, similar to S-SCA, the Algorithm 1 is still valid for SSBT-SCA. Figures 3 and 4 show the frame-error-rate (FER) performance of SSBT-SCA decoding for the (31, 25) and (255, 239) RS codes over an additive white Gaussian noise (AWGN) channel, based on BPSK transmission. Our simulation results show that SSBT-SCA provides the same decoding performance as B-SCA in [10] for the same number of test-vectors.
However, for the same decoding complexity, the number of trials can be increased for SSBT-SCA. The figures compare the performance of our proposed algorithm with a few decoding algorithms. KV(μ) denotes the Koetter-Vardy algorithm with maximum multiplicity number μ [8] . The PACD and enhanced-PACD (E-PACD) algorithms are considered with parameter η, for η unreliable symbols, 2 η interpolation test-vectors are considered. The E-PACD algorithm is equipped with an extra adaptive parity-check (ADP) decoding algorithm [12] , [35] . The ADP algorithm is denoted by ADP(A × A ). The parameters A and A denote the maximum number of decoding iterations and the number of decoding rounds, respectively. ADP algorithm incorporated with HDD decoding is denoted by ADP(A × A ) & HDD [9] . For the (31, 25) RS codes, the SSBT-SCA with τ = 16384 outperforms the ADP-HDD and KV decoders. Simulation results also show that by increasing τ from 1024 to 16384, a coding gain of 0.5 dB is achieved. Moreover, the proposed decoding algorithm achieves a near ML decoding performance.
The (255, 239) RS code has a much larger codebook cardinality and a larger τ is required. −5 the coding gain is expected to exceed 0.25 dB. In q-ary modulations, when symbolic constellation points are transmitted, we can exploit the spatial marginality. The term spatial marginality means that we can generate symbol-level test-vectors by considering the reliability of symbols based on their position in constellation. By S-SCA the hidden gain in q-ary modulation can be extracted.
V. SIMULATION RESULTS
The decoding performance of the proposed S-SCA has been simulated for RS codes and binary BCH codes under different modulation schemes and channel noises. For RS codes, we consider the q-ary modulations, where elements of RS codes are in F q . For BCH codes, both BPSK and q-ary modulations are presented, separately. We also provide both the Rayleigh fading channel and AWGN channel. S-SCA(τ ) denotes the symbol-level stochastic Chase algorithm, SSBT-SCA(τ ) stands for symbol-level search bit-wise transmission stochastic Chase algorithm, S-CA(τ ) indicates the symbollevel Chase algorithm, and the parameter τ is equal to the number of test-vectors. The BM-HDD is the hard decision Berlekamp-Massey algorithm. The results for AWGN channel and Rayleigh fading channel are presented separately. We opt to measure coding gain at an FER of 10 −4 , unless otherwise mentioned. 
A. AWGN Channel
Figures 5 to 6 show the FER performance of S-SCA for the (31, 25) and (255, 239) RS codes over q-ary modulations. Simulation results show that S-SCA provides more than 3 dB gain over BM-HDD and S-CA in q-ary modulations. Figure 5 -A shows that for 256-QAM modulation and the (255, 239) RS code, the S-SCA(128) outperforms the S-CA(65536), which indicates S-SCA requires less than 1% of test-vectors required by S-CA. Moreover, by increasing the number of iterations from 128 to 1024 approximately 0.5 dB additional coding gain can be attained. Figure 5 -A shows simulation results for 256-PSK modulation, where S-SCA(1024) outperforms the S-CA(65536) by almost 1.5 dB. In addition, our simulation results demonstrate the performance of the conventional B-CA. Though it might be possible for the B-CA to correct errors that happen at individual bits, it is not guaranteed to correct symbol-level errors. Figure 7 shows the decoding performance of SSBT-SCA for (63, 30) and (127, 71) BCH codes. Simulation results indicates that SSBT-SCA outperforms all the available soft decoders. Specifically, our simulation results confirm that for binary codes the stochastic version of the Chase algorithm always outperforms the non-stochastic B-CA with the same number of trials. The performance of the algorithm is close to ML bound for the (127, 71) BCH code and 1024 testvectors and it outperforms the adaptive BP algorithm [23] . The decoding performance for a high rate (63, 57) BCH code with 8-PSK modulation is presented in Figure 8 . The S-SCA with 64 test-vectors provides approximately 2 dB coding gain in comparison with S-CA(512) and it achieves an additional 0.5 dB coding gain by increasing the number of test-vectors to 256.
B. Rayleigh Channel
The effect of Rayleigh fading channel on the performance of the proposed S-SCA is analyzed in Figure 9 . Simulation results for 256-PSK and 256-QAM, indicate S-SCA (128) outperforms S-CA (65536). Also, a relaxation factor β was used in S-SCA to generate the a-posteriori probability matrix [10] , [36] . For all the curves 100 frames of error were counted to find the FER probabilities.
VI. COMPLEXITY ANALYSIS
The HDD-BM's running time complexity is in the order O(n 2 ), where n is the length of codewords in F n q [7] , [12] . Let τ denotes the number of required iterations for the algorithm. For instance, for the S-CA(λ), the parameter τ = q λ , where λ is the number of the least unreliable symbols in the received sequence on length n in F n q . Hence, the complexity of the S-CA(λ) is of the order of O(q λ n 2 ). Thus, the complexity of the S-CA(λ) exponentially grows by the number of unreliable symbols (λ). On the other hand, the overall complexity of S-SCA(τ ) grows polynomially with the code length (n) and also the parameter N at about O(N n 2 ), where N , denotes the complexity required to generate τ unique test-vectors. In this case, N is not an exponential function of the parameters q and the λ. Lower decoding complexity is beneficial from decoding energy and system performance perspectives (cf. also figures in Section V). Since, the complexity of the S-CA(λ) grows exponentially by λ, S-CA will be costly to implement in in low power applications or high-performance systems. To better understand the main factors, we investigate this phenomenon using a simplified model. It is assumed that the decoding power is given by P T ot = Number of trials × P HDD = τ × P HDD , (16) where P HDD denotes the consumed power in HDD decoder and P T ot is the total consumed power. The number of trials (τ ) can be considered proportional to the order of complexity. Let us assume P HDD is just 10 −20 Watts. Figure 10 Simulation results show that for S-CA at an FER of 10 −3 , the number of required test-vectors are more than 2 32 and its exponentially grows with FER. Due to high complexity, the required trial number was estimated after FER = 10 −3 , which was depicted by a dotted line for the projected values. However, for S-SCA the maximum number of test-vector at FER = 10 −6 is equal to 1024. To determine the complexity of S-SCA(τ ), it is important to note that τ is the number of unique test-vectors in the decoding process. The trivial way to check the uniqueness of the testvectors is through exhaustive search, in which each new test-vector is compared with all the previously generated testvectors. In this case for τ stored test-vector the complexity of finding unique test-vector is O(τ 2 ). The computational costs increase as the number of test-vectors and the length of the codewords (n) increases. Thus, the corresponding complexity for the S-SCA(τ ) is equal to O(n 2 τ 2 ). Alternatively, methods such as the K-D tree algorithm provide low complexity for finding the unique test-vectors [37] . This algorithm is a space-partitioning data structure for organizing points in a K-dimensional space. K-D trees are a useful data structure for multidimensional searches. For a newly generated test-vector, one just moves down the tree until it ends up to one of the regions and the algorithm compares the new test-vector with elements inside the selected area. Building a static K-D tree from τ points has the complexity of the order of O(τ log 2 τ ). Thus, using the K-D tree algorithm the complexity of S-SCA(τ ) is equal to O(n 2 τ log 2 τ ). As it can be seen, the overall complexity is not a function of unreliable symbols [37] .
The main distinction between the S-CA and S-SCA is the rate of convergence. While the S-CA approaches the ML-bound by linearly counting the whole codeword space, which leads to an exponential complexity, S-SCA does a probabilistic search among codewords. In this case, the decoder looks for codewords in an n-dimensional q-ary space by randomizing the symbols at the input of the decoder.
A precise analysis of the convergence rate to ML performance is not trivial, especially for q-ary modulations. However, it is possible to find a trade-off between the acceptable FER performance and τ for different channel condition. In Figures 11 to 12 , the average number of trials for achieving a particular FER value for RS and BCH codes under different channel conditions is shown. To plot each curve at specific signal to noise ratio (SNR), 400 frames of error are counted and the experiment is repeated 1000 times to find the average number of trials for each SNR.
It is important to note that S-SCA asymptotically approaches the ML decoding performance. In [38] , it has been shown that the ML decoding of RS codes is NP-hard. Though the complexity of the ML decoding is NP-hard, tight bounds can be used [39] . For RS codes combined with q-ary modulations union bound and Sphere bound are not very tight [40] - [42] . Recently in [43] the authors proposed the union ML bound for RS codes and higher order modulations.
Given a received Y, the ML decoder picks a codeword C that maximizes the likelihood Pr{C|Y} if all codewords are equally likely to be sent. Here we calculate the ML performance for a short length (7, 3) RS code combined with 8-QAM and compare the gap to the ML performance for different number of trials for the S-SCA(τ ) in Figure 13 . Using this example we try to estimate the number of trials to approach ML by measuring the slope of the settling curve. As we can see by increasing the number of trials we are minimizing the gap to the ML bound. In this case the ML performance calculated by searching among all the valid codewords in the codeword set. For (7, 3) RS code the set of valid codewords has 2 9 = 512 elements. Fig. 14. The FER performance of the (7, 3) RS code over an AWGN channel using 8-QAM modulation. The S-SCA(τ ) achieves to the near ML performance with 128 unique test-vectors. It is observed that to exactly achieve the ML performance all the possible codewords need to be generated. However, the decoding performance only slightly degrades if the number of test-vectors are divided by 4.
We compared the performance of the ML decoder with our proposed S-SCA(τ ) for different values of τ ∈ {4, 16, 64, 128, 256}. Also at fixed FER = 10 −6 , the gap to the ML bound is calculated for the different number of trials. Let us define the gap by η := |E ML − E τ |, where E ML and E τ denotes the required E b /N 0 for the ML and S-SCA(τ ), respectively. The results are presented in the table II.
Besides, for a fixed E b /N 0 = 11 dB, we plotted the FER values for different iteration number in Figure 14 . Using results from Figure 13 , it is observed that with 128 unique test-vectors, error correcting performance reaches the ML performance.
Finding the optimum iteration number for a performance close to the ML decoder is not trivial. For example to find the ML performance for the (31, 25, 7) RS code with 32-QAM the codeword space has (32 25 = 2 125 ) different elements. However it is possible to find an upper bound for the number of trials for our proposed algorithm based on the MDS properties of the RS codes. Since in our S-SCA we assumed that the new test-vectors should be inside a sphere with radios d−1 centered around hard estimation of the received vector. Thus for an (n, k, d) RS code, combined with a q-ary modulation the new test-vector must be inside the sphere and the total number of unique test-vectors inside the sphere is upper bounded by 
VII. CONCLUSION
This paper proposes a new SISO algorithm called S-SCA that has near ML performance. The key point for better performance is the proper use of the Euclidean space rather than dealing with Hamming distance. Furthermore, the algorithm is power-efficient due to random generation of the most likely test-vectors.
The simulation results show that at FER = 10 −6 the S-SCA provides 2 dB gain in comparison with S-CA (cf. Fig. 5 ). Furthermore, S-SCA outperforms the S-CA, in terms of performance and complexity (cf. Figures 5-A) . For instance, in AWGN channel and 256-QAM modulation for (255, 239) RS code the S-SCA(1024) provides more than 1.1 dB gain at FER = 10 −6 in comparison with S-CA(65536). In addition, for the same code and the same modulation scheme at Rayleigh fading channel the S-SCA(1024) provides more than 5 dB gain in comparison with S-CA(65536). The proposed algorithm behaves in the same way for BCH codes. More specifically, the S-SCA(64) provides more than 2 dB gain in comparison with S-CA(512) for BCH(63, 57) and 8-PSK modulation.
While the complexity of the S-CA grows exponentially with the number of unreliable symbols, the complexity of the S-SCA with parameter τ is O(n 2 τ log 2 τ ), when the K-D tree algorithm was adopted to generate unique test-vectors. Also a complexity analysis was presented to compare the power consumption for S-SCA and S-CA.
