Abstract. The classical class number problem of Gauss asks for a classification of all imaginary quadratic fields with a given class number N . The first complete results were for N = 1 by Heegner, Baker, and Stark. After the work of Goldfeld and Gross-Zagier, the task was a finite decision problem for any N . Indeed, after Oesterlé handled N = 3, in 1985 Serre wrote, "No doubt the same method will work for other small class numbers, up to 100, say." However, more than ten years later, after doing N = 5, 6, 7, Wagner remarked that the N = 8 case seemed impregnable. We complete the classification for all N ≤ 100, an improvement of four powers of 2 (arguably the most difficult case) over the previous best results. The main theoretical technique is a modification of the Goldfeld-Oesterlé work, which used an elliptic curve L-function with an order 3 zero at the central critical point, to instead consider Dirichlet L-functions with low-height zeros near the real line (though the former is still required in our proof). This is numerically much superior to the previous method, which relied on work of Montgomery-Weinberger. Our method is still quite computer-intensive, but we are able to keep the time needed for the computation down to about seven months. In all cases, we find that there is no abnormally large "exceptional modulus" of small class number, which agrees with the prediction of the Generalised Riemann Hypothesis.
Introduction
The classical class number problem of Gauss asks for a classification of all imaginary quadratic fields with a given class number N . We do not review the complete history here, but mention that important advances were made by Heilbronn and Linfoot [15] , Siegel [37] following Landau [17] , Tatuzawa [43] , and Heegner [14] , [41] before Baker [4] , [5] and Stark [39] , [42] independently and jointly [6] completed the classification for N = 1 and N = 2. See [12] , [31] , or [35] for a more complete history, including the vagaries regarding Heegner's work. Tatuzawa's work had shown that the classifications were complete with at most one possible exception, and the works of Heegner, Baker, and Stark eliminated this possibility when N was 1 or 2. For any given N , the problem was reduced to a finite computation by the work of Gross and Zagier [13] , using a theorem due to Goldfeld [11] . The work of Oesterlé [30] greatly streamlined Goldfeld's argument, allowing him to handle N = 3. The latest results are Arno's thesis [2] and subsequent work with Robinson and Wheeler [3] and the work of Wagner [44] , which together complete the classification for all N ≤ 7 and odd N ≤ 23. In this work, we handle all N ≤ 100. The advance is mainly theoretical, though a long computation (seven months on desktop computers) is still necessary. Our argument is a modification of 908 MARK WATKINS the work of Oesterlé-Goldfeld, working with Dirichlet L-functions with a low-height zero instead of elliptic curve L-functions with a high-order zero at the critical point. Through this method, we reduce the amount of computational sieving needed by a factor of 1000 or more when compared to the bound obtained from previous work due to Montgomery and Weinberger [29] .
Other work in a related direction has been undertaken by Setzer [36] who determined all imaginary quartic abelian number fields with class number one. Yamamura [48] first extended Setzer's work to all imaginary abelian number fields and later classified [49] all imaginary non-CM normal octic fields of class number one. Louboutin and Okazaki [24] have found all non-Galois quartic fields of class number one and all nonabelian Galois octic fields of type CM with class number one, and also have classified all quarternion CM-fields with ideal class group an exponent of two [25] . These last two authors have various other results, the most recent being a joint work with Lemmermeyer [20] on class number one for some nonabelian normal CM-fields of degree 24. Louboutin [23] has considered dihedral and dicyclic CM-fields (and extended this later with Park [26] ), nonquadratic imaginary 2-power cyclic fields with class number equal to genus class number [22] (extending work of Miyada [28] ), amongst many other various results. All of these results head in a different direction than our work, enlarging the degree of the field instead of the class number. We should also note that the Generalised Riemann Hypothesis implies that the class number of Q √ −d is at least
(see Littlewood [21] ), and Paley [32] has shown that this is best possible except for a factor of two. Let us outline this paper. In Section 2 we review the background material for binary quadratic forms, Dedekind zeta functions, etc. In Section 3 we describe how the method of Arno et al. and Wagner works and indicate how our argument shall differ. In Section 4 we prove various technical lemmata in preparation for the proof of a key inequality in Section 5. In Section 5 we prove our key inequality, which is similar in form to that of Montgomery and Weinberger [29] , but is numerically superior due to the fact that we save a logarithm. In Sections 6 and 7 we use the key inequality of Section 5 to reduce our class number problems to a reasonable sieving problem. These sections, especially the latter, unfortunately become quite numeric at times, but we try to make the main ideas clear without getting lost in a slew of numbers. In Section 8 we describe our sieving process and comment on the possibilities for extending our method of analysis to handle higher class numbers. One can see the division of work between the last three sections as a splitting into large, mid-sized, and small discriminants. The large region is by far the easiest and is not novel in any respect besides the generation of sufficently many useful auxiliary moduli. The mid-sized region uses the same method as the large region, but pays much more attention to the tightness of bounds in order to reduce the amount of sieving needed in the small region.
This work had its beginnings in the dissertation of the author, in which he handled class numbers up to 16 . The author would like to thank his dissertation advisor Carl Pomerance for support and helpful comments and also Andrew Granville and Daniel Shiu.
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Background material
Here we review the background material for quadratic forms and lay the groundwork for a resolution of the class number N problem. Although we are most interested in N ≤ 100, the method is general enough to allow attacks on larger N . We let −d be a fundamental discriminant, d > 4. Recall that this means that d is congruent to one of 3, 7, 11, 15, 4, 8 modulo 16. Furthermore d is squarefree if it is odd, and d/4 is squarefree if d is even. Given our specification of imaginary quadratic fields, the class group of the ring of integers can be realised in the guise of binary quadratic forms. A form ax 2 + bxy + cy 2 shall be abbreviated (a, b, c). We consider the reduced forms of discriminant −d; these are given by
which could be rephrased by saying that (
(as a point in the upper half-plane) is in the standard fundamental domain for the action of SL 2 (Z).
We have that 
Here the factor of two simply accounts for the fact that am 2 +bmn+cn 2 is unchanged if we negate both m and n, and we wish to avoid double-counting. The individual double sums are known as Epstein zeta functions. We define
for a reduced form Q = (a, b, c). It follows from [7] or [34] that Z Q (s) extends to a meromorphic function, having only a simple pole at s = 1, where the residue is
is invariant under the map s → 1 − s. Also, if we divide Z Q (s) by ζ(2s), this simply serves to remove terms in the double sum with gcd(m, n) > 1:
Proof. This is equivalent to showing that
We consider the contribution to the l −s term. On the left-hand side, this is the number of (m, n) pairs with l = am 2 Call a representation am 2 + bmn + cn 2 = r of r primitive if gcd(m, n) = 1, and let 2R(r) be the number of primitive representations of r by reduced forms of discriminant −d. Summing (1) over all the reduced forms, we get that
The left-hand side of this is given by the Euler product
expanding we see that R(r) = p|r 1 + (−d|p)] p 2 |r (−d|p). We define the arithmetic functionR(r) to be the number of times that r appears in the multi-set of minima M d , and we write R (r) = R(r) −R(r), so that R (r) is the number of primitive nonminimum representations of r. We again sum (1) over the reduced forms, and then break off the terms with n = 0: 
Previous methods and how our method compares
We now describe the general outline of our attack on the class number N problem for N ≤ 100. Using a result of Oesterlé [30] and the theory of genera due to Gauss [10] , it is easy to conclude that if h(−d) ≤ 100, then d ≤ e 298368000 . For the range 2 162 ≤ d ≤ e 298368000 , we shall use a fairly mechanical method involving a variant of the Goldfeld-Oesterlé method and low-height zeros of various L-functions (see Table 1 at the end of this section). This dates back as far as Stark's early work on class number one [38] . We shall use a similar method for 2 52 ≤ d ≤ 2 162 , but here it is not so mechanical. In fact, the lower part of this range is the most difficult part. If we were not able to go down as far as 2 52 , we would need to sieve more numbers with our computational sieve. This is the main obstacle in doing the class number N problem. (In reality, we sieve slightly further for some d's of various specific forms.) Due to our reduction of this sieving bound to 2 52 , we are able to handle the remaining range by a computational sieve in a reasonable amount of time. Using previous methods, it had appeared that the counterpart to our bound of 2 52 would be more like 2 62 or higher. Our adaption of the Goldfeld-Oesterlé method gives a result that is similar in form to a formula of Montgomery and Weinberger [29] , which was used by previous authors in attempts to reduce the sieving bound above. We now describe their result and indicate how ours will differ. The details of the derivation of the equation below can be found in [40] , [29] or [34] ; the main idea is to decompose the Dedekind zeta function as a sum of Epstein zeta functions and then expand each into a Fourier series and swap the order of summation. We state the result. Let χ k (·) = (k|·) be a real primitive Dirichlet character modulo |k| with gcd(k, d) = 1. Then we have
where K ν (z) is the standard K-Bessel function given by the formula K ν (z) = ∞ 0 e −z cosh t cosh νt dt for any ν, z ∈ C with | arg z| < π/2 (see, e.g., [46] 
where V k is a number depending only on k; it can be taken to be (see [44] )
Our result is of the form (here g = gcd(d, k); we require k to be odd to ease problems with powers of 2)
where
Dirichlet series. We define this term. Recall our definition of R (n) as (half) the number of primitive nonminimum representions of n, so that
Indeed, it will be shown that the aboveÃ(s) is admissible, as are modifications of various truncations of the G(s)-Euler-product (see Lemma 8) . These are the main types of admissible A(s) we use. Our error term U k,d (s) can be given explicitly, but it is more useful just to give bounds on it, which we describe now.
For a given (a, b, c) ∈ Q d , we have two different bounds on its contribution
As the notation indicates, the former does not depend on a, while the latter does. From this, our bound for |U k,d (s)| when s is on the line Re s = 1/2 can be written in the form (3) above, making the small minima have a lesser contribution. Finally, W k,d is a contribution to our error term which involves A(s) on a vertical line to the left of Re s = 1/2; it is to control this error term in some difficult situations that we opt for the generality induced by the notion of admissibility. The main advantage that our generic bound has over (4) is the loss of a logarithm, which is magnified to the fourth power when considered with the d 1/4 . Through the use of Kloosterman sums to effect extra cancellation, one could improve the Montgomery-Weinberger method so that it is asymptotically better than our result, but unfortunately this would likely be unhelpful in our region of interest.
Our idea (following the lead of [29] ) will be to choose a modulus k for which we know a low-height zero 1/2 + iξ 0 of L(s, χ k ) which is on the half-line. Then we will evaluate both sides of the formula (5) at this point. The left-hand side is obviously zero. By using the Schwarz Reflection Principle (see, e.g., [18] ), we can see that We keep the notation that
and this gives us 2 Re
In many instances we shall require d and k to be coprime, in which case ξ 1 , ξ 2 , and ξ 3 are independent of d, depending only on k. And even if (k, d) = 1, there are only a few possibilities for this gcd. By combining the above equations, we have
Our assumption of small class number will imply a number of things about these formulae. Firstly, it will say that arg A(1/2 + iξ 0 ) is rather small, and secondly that |A(1/2 + iξ 0 )| is sufficiently bounded away from zero. Furthermore, this assumption will allow us to get an efficacious number for U B k,d . Unless we are in a range of d for which the argument of the sine function on the left-hand side of (9) is too close to a multiple of π, this will lead to a contradiction. By using enough different moduli k, it becomes unlikely that a given d would be problematic for all of them simultaneously. Also, a requirement of gcd(d, k) = 1 is not a problem if we use sufficiently many mutually coprime k, since any fundamental discriminant −d with h(−d) ≤ 100 has at most 7 prime factors by the theory of genera. In this way, we are able to exclude large ranges of d from consideration. Table 1 is a list of our various auxiliary fundamental discriminants k and their relevant statistics; these shall be used in our argument later. The latter 17 moduli shall only be used with (k, d) = 1, and so we list the ξ i values for only g = 1 in these cases. In Table 1 , ξ 0 = 2ξ 1 is an approximation to the imaginary part of a small height zero of L(s, χ k ), the zeros being computed as per the method of Weinberger [47] . This consists of taking a truncated approximation of the Dirichlet series for L(s, χ k ), weighted by incomplete Γ-integrals. Evaluation at one data point took around thirty minutes for the larger moduli using a program written in PARI-GP [33] . The secant method was used to locate the zeros, and usually converged to the indicated precision within five steps. The +/− in Table 1 indicates whether the zero is larger/smaller than the 13-digit approximation. The 9-digit accuracy for ξ 2 is very much overkill. The values of ξ 2 given in Table 1 are correct to within one in the last digit given. The values given for ξ 3 are lower bounds. The choice of the larger moduli was motivated by a related computer experiment [45] . There is no particular significance to them other than that L(s, χ k ) has a low height zero and |k| is not overly large. No claim is made that they are the optimal moduli for this purpose, or for that matter, even what optimal in this sense might mean.
Technical reductions
We now turn to some technical lemmata. The first gives an upper bound for an Epstein zeta function on the 3/2-line, the second and third are a revisiting of lemmata of Oesterlé [30] involving the comparison of two measures relating latticepoint counting inside an ellipse to the area of the ellipse, the fourth is a simple residue calculation for which there seemed no better place, and the fifth gives us a nice collection of admissible choices for A(s). 
Lemma 4. Let Q = (a, b, c) be a (reduced) binary quadratic form with discriminant
. Thus for each n ≥ 1, we bound the contribution from each |m| < 2n by
Hence the total contribution from these m and n is (4/3)
For |m| ≥ 2n, we note that
since a ≥ |b|. Hence the total contribution over m and n here is bounded by
Now this last sum is just π 2 /8, so that this part is bounded by 3.49/a 3/2 . Adding up the three parts, we get the result of the lemma. If a is small, we could likely do better, but this is unnecessary for our purposes.
The Dirichlet series Z Q (s) converges for Re(s) > 1 and can be analytically continued to C \ {1}; furthermore, we have that (
is invariant under the map s → 1 − s, and the residue at s = 1 is π/ √ d (see [7] , [34] ). We define Dirichlet series coefficients b l by
where Leb [x, ∞) is the standard Lebesgue measure restricted to the interval [x, ∞). We have the following lemma.
Lemma 5. With the above notation, for all X ≥ 0 we have
Note. Oesterlé [30] claims a version of this with only double integrals. He also has π 2 δ( d/4) as the foremost term of ν. With more effort, the method below should work for triple integrals and Oesterlé's ν. Perhaps one could even get a singly integrated result by using more sophisticated lattice point counting methods. Unfortunately, the implicit constants in these methods are typically not very efficacious. The result here suffices for our purposes.
Proof. This is trivial for X ≤ d/4, as the left-hand side is 0. We can rewrite the lemma statement as
We first work with the left-hand side. By a thrice-integrated form of Perron's formula (see [16] ), we see that the left-hand side is equal to
Here the (2) notation for the integral indicates the path 2 − i∞ to 2 + i∞. Moving the contour to Re s = −1/2, we get contributions from the poles at s = 1, s = 1/2 and s = 0. The sums of these residues is equal to
By the functional equation, we have Z Q (0) = 1/2, while ζ(0) = −1/2. Thus the last two terms sum to X 3 /6. We next bound the integral on Re s = −1/2. For the
term, we use the functional equation to relate
We get that the absolute value is bounded by
where Z B Q (3/2) is a bound for Z Q (s) on the line Re s = 3/2. We have , and the integral can be numerically bounded by 4/5 (in fact, the integral is
is the complete elliptic integral of the first kind; see [1] 
The last step is by numerical integration, the integral being
≈ .916808. Thus the left-hand side of (11) is less than
25 .
The right-hand side of (11) is trivially
384 . Calculus implies that the above inequality holds for κ > √ 3 and λ ≥ 9/4. Hence the lemma is shown for X ≥ 9d/4a.
We now consider d/4 ≤ X = ρd/4a where ρ < 9. Here we shall show that
holds, and thus the statement of the lemma immediately follows, as (12) is the result if we integrate only once in the statement of the lemma instead of four times. We shall deal with the left-hand side by lattice point counting. For a reduced form Q = (a, b, c), we wish to count the points with am 2 + bmn + cn 2 ≤ X, but we ignore the n = 0 terms since these do not contribute to b l . Furthermore we only count terms with positive n, as the formula for Z Q (s) has a factor of 1/2 to prevent double-counting. Now for n ≥ 1, we wish to count the number of integers m for which we have am 2 + bmn + cn 2 ≤ X = ρd/4a. By completing the square, this inequality is the same as
Thus we see that we need n ≤ √ ρ for there to be any m-solutions. Furthermore, when n ≤ √ ρ, the number of m-solutions for a given n is bounded by
Thus the number of lattice points (and hence the left-hand side of (12)) is bounded by
We wish to show that this is less than
. This is trivial for ρ < 1. We next claim that this is clear for 1 ≤ ρ < 4. In this range, we have one contributor to the sum. Since 1 ≤ π/2, we need only show that
, which is easily verified. Now for 4 ≤ ρ < 9, we see that we wish to establish We next prove a couple of lemmata in the spirit of Oesterlé [30] . Our starting point is the inverse Mellin transform
The idea shall be to get a factor of (s − 1/2) into the denominator of the integral by integrating both sides of the above with respect to x. To this end we define (for x > 0)
where the integral switch is justified by a theorem of Fubini (see [19] ); the fact that the integrand is in L 1 (ds, dy) follows from the exponential decay of the Γ-function as the imaginary part heads to infinity. Note that I(x) is strictly positive, and in fact for the kth derivative we have (−1)
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assertions are all easily established by induction. In the sequel, we shall only need these facts for 0 ≤ k ≤ 4. We next turn to an integral transform used by Oesterlé [30] . Let α be a nonnegative measure on R + = [0, ∞), with (14) α These are not the optimal conditions on α, but they will suffice for our purposes.
We next define the function P s : t → t −s , and for Re s > 1 note that P s is integrable with respect to α. We letα(s) = R+ P s α and define the functionĨ y : t → I(yt). Finally we define
where again the validity of the integral switch follows Fubini's theorem and the conditions (14) . We have the following lemma:
Lemma 6. Suppose that µ and ν are nonnegative measures on [0, ∞) satisfying (14) with
Proof. We define µ 1 (u) = u 0 µ, and recursively µ l+1 (u) = u 0 µ l (t) dt for l ≥ 1. We then integrate E µ (y) = R+Ĩ y µ by parts four times. This gives
Here the derivatives are with respect to t. A similar formula holds for E ν (y). The conditions (14) on µ and ν and the behaviour of the derivatives of I(x) at 0 and infinity imply that the first four terms are all zero. Hence we need only show that
which is obvious since the assumption of the lemma implies that µ 4 (t) ≤ ν 4 (t) while we recall that I (yt) is nonnegative. This proves the lemma.
Note that Lemma 5 verifies the hypothesis of Lemma 6 for the µ and ν we have defined in (10) , with the conditions (14) following from the easily verified fact (e.g., using Perron's formula as in Lemma 5) 
where (for a given form Q)
Lemma 7.
Let ξ ≥ 0 and x > 0. Then
Proof. This is probably just an exercise, but there is a delicacy, as blindly unraveling the Γ-function in the left-hand-side followed by a switch of integrals seems not to be valid. Call the left-hand side F (x, ξ), and take its derivative with respect to ξ. Differentiating under the integral sign is justified as in [19] . This gives
as the second step is now justifiable. We now evaluate the inner integral by moving the contour off to infinity either to the right or left. If xt ≤ 1, we move it to the right and get 0 for the integral, while if xt ≥ 1, moving the contour all the way to the left picks up the two poles on the half-line. Thus we have
Integrating with respect to ξ (again with the integral switch justified) gives the result up to a constant of integration, which is seen to be zero as in (13) . Hence the lemma is proven.
We now give a method of constructing admissible choices for A(s). Recall the definition of an admissible Dirichlet series A(s) given with (6) and that
∞ n=1 R(n) n s = ζ(s)L(s, χ −d ) ζ(2s) , a∈M d 1 a s = ∞ n=1R (n) n s ,
and R (n) = R(n) −R(n).
Lemma 8. Let −d and k be fundamental discriminants with g = gcd(k, d) odd. Let P be a set of primes, P the positive integers which have all of their prime factors in P, and Q the sub-multi-set of M d consisting of minima that have no prime factor which is in P (note that 1 ∈ Q). Define
where χ (n) is the completely multiplicative function defined by χ (q) = (−kd/g 2 |q) for a prime q with q|g and χ (q) = (k|q) otherwise. Under these conditions, A(s) is an admissible Dirichlet series.
Proof. By comparison of Euler products (indeed, this was the reason to define G(s) as we did) we have ζ(2s)P
s as before) it follows that g(n) = χ (n)R(n) where R(n) is as above. For A(s) to be admissible, we need verify for each n that |g(n) − a(n)| ≤ R (n). There is a natural division of n's into two types. The first are the n which cannot be written as uv with u ∈ P and v ∈ Q. We have a(n) = 0 in this case and also that n / ∈ M d . The fact that n / ∈ M d implies that R (n) = R(n), whence the admissibility condition holds for these n. We next consider the n which can be written as uv in the manner indicated above. We have a(n) = g(u)χ (v)R(v). Note that g(v) and χ (v)R(v) do not have differing signs, though one or both could be zero. Thus a(n) and g(u)g(v) do not have differing signs, and the latter is g(n)
gives us admissibility, since we then have R(n) = R (n). Thus we are left with
, implying the admissibility condition in this subcase. Finally we have the case where n ≤ d/3 and v ≥ d/4. Necessarily we must have u = 1 in this instance. Thus a(n) = χ (n)R(n) and so g(n) − a(n) = χ (n)R (n), again giving the admissibility condition. This shows the lemma.
Lemma 9. Suppose that A(s) is admissible in the sense of the above. Define Dirichlet series coefficients from [G(s) − A(s)]ζ(2s)P
k/g (s) = l h(l)/l s and ζ(s)L(s, χ −d ) − (a,b,c)∈Q d ζ(2s) a s = (a,b,c)∈Q d m∈Z n>0 1 (am 2 + bmn + cn 2 ) s = ∞ l=1 H(l) l s .
Then |h(l)| ≤ H(l) for all l.
Proof. We multiply [G(s) − A(s)]
by ζ(2s)P k/g (s) and r R (r)/r s by ζ(2s) to get
where the star in the first sum prohibits p which divide k/g, and the H(l)-equality holds as in Lemma 2. Taking absolute values and using admissibility implies the second claim of the lemma.
Proof of the key inequality
We next do the proof of the key inequality (9) . Using this inequality, we shall then eliminate large ranges of d's from consideration. This lemma is fairly general and could be used for attacks on larger class numbers. (8) and G(s) as in (6) , and let A(s) be admissible in the sense above. Let χ k be a real primitive character modulo |k| with k odd. Let L(s, χ k ) have a zero at s = 1/2 + iξ 0 (with 0 ≤ ξ 0 < 0.21). Let g = gcd(d, k) and suppose that either g = |k| or |k| ≥ πg. Writing ξ 1 = ξ 0 /2, we then have
Lemma 10. Let −d be a fundamental discriminant. Let the ξ i 's be defined as in
where 
is invariant under the s → 1 − s map. We recall Legendre's duplication formula for Γ(s), namely that 2 √ πΓ(s) = 2 s Γ(s/2)Γ (s + 1)/2) . Using this, we see that
From this we can deduce that
This follows from moving the contour to Re s = 1/2 and using symmetry. Here the integrand is entire since L(1/2 ± iξ 0 , χ k ) = 0. As in Lemma 8, we have 
via residue theory, moving the line of integration to Re s = 1/4. The residues from the poles give a contribution (19) which in the notation of (5) is T (1/2+iξ 0 )+T (1/2−iξ 0 ). From (7), we see that this is the left-hand side of (17) , while the resulting integral on the 1/4-line becomes the W k,d term of the lemma statement.
We now wish to bound the residual term (using R to denote its absolute value)
.
If we write [G(s) − A(s)]P
The interchange of sum and integral is justified since l≤Y |c(l)| Y as Y → ∞ as before. Putting x = |k| √ d/2πgl and using Lemma 7, we get
where the H(l) (as in Lemma 9) bound the h(l) in absolute value and I(x) is as in (13) . We next split this sum over forms (a, b, c) ∈ Q d . From the definition of the H(l) in Lemma 9 we have For |m 1 | ≤ βm 2 , we lower-bound the above simply by βm 2 2 d/4, and for |m 1 | ≥ βm 2 , we use the fact that |b| ≤ a to derive a lower-bound of m
Noting that
we multiply by 2 √ 2πg/ |k|d 1/4 and get the bound V For the generic bound we reinterpret T (a, b, c) in the spirit of (10) and (15) as
Now by Lemmata 5 and 6, we can upper-bound E µ by E ν where
Note that ν is independent of (a, b, c) .
, and again we rewrite this as an integral using (15) . Recalling that
and multiplication by 2
term. By combining equations (18), (19) , (20), (21) and (22), we derive the statement of Lemma 9.
Eliminating large discriminants
We shall first get bounds on the distribution of minima assuming the class number is small, recalling the definition of types of primes preceding Lemma 3. 
Proof. This comes from nothing but the multiplicativity of minima when their product is less than D (see Lemma 3), the rest being straightforward bookkeeping. The first line accounts for all possible products of zero or one powers of prime minima, while the second and third lines account for possible products of two powers of minima, etc. This proves the lemma.
Next we get large ranges of d where the class number cannot be small. We first note that we can get an upper bound on the possible size of d with h(−d) ≤ 100 by using the result of Oesterlé [30] . By Gauss's theory of genera, there are at most 7 primes dividing d. Thus Oesterlé's result implies that if h(−d) ≤ 100, then
One can do better by using the traces of Frobenius from the elliptic curve used in Oesterlé's proof (or by considering the case where gcd(d, 5077) = 1 separately with a different elliptic curve), but such a gain is not very important. The main significance of this result is that it gives an upper bound on the size of d. We shall handle the fundamental discriminants d with 2
162 ≤ d ≤ e 268800000 by using Lemma 10. It is really no difficulty to go much higher on the upper range of d here. The idea is that the condition of Lemma 10 eliminates large periodic ranges of log d from consideration. Only if the sine term on the left-hand side of (17) is nearly zero can h possibly be small. If we use many auxiliary moduli k, the sine is unlikely to be near zero for all of them. Using seventeen moduli k with low height zeros, we eliminate these possibilities: 
where A UB is an upper bound for A(s) on the line Re s = 1/4. Here the integral in the second line of (23) can be bounded in absolute value by 17 (maximized at ξ 0 = 0) using analytic estimates on Γ(s) and ζ(s) to bound the tails. We first turn to a sublemma involving the size of minima. 
and
Let m 0 , n 0 , etc., be as in Lemma 10. By the theory of genera there are no more than seven Type I primes (see discussion after Lemma 3). And any purported seventh must be at least d 1/7 /4, so that m 0 ≤ 6. We recall from (6) that when gcd(d, k) = 1, we have that
From this, we see that we have (for any real t)
Here the stray Q (D) 50 term (and others of that sort) comes from the possibility of Type IIb primes; it will have little effect. We are now set to use Lemma 11. Under the assumption that h(−d) ≤ 100, Lemma 11 gives us an upper bound on n 1 for a given (m 0 , n 0 ) pair. We enumerate the various extermal (m 0 , n 0 , n 1 ) triples, and verify the conclusion of the lemma in each case. Various gains can be made compared to above simplistic accounting, such as noting that when m 0 ≥ 3, we can gain a little since a small prime like 5 cannot be both a Type I and Type II prime, but these minutiae are unneeded at the current time. The sublemma is shown, as can be evinced from Table 2 . Furthermore, since ξ 0 ≤ .0049 for each of the moduli, we have (see e.g., [3] for the first step)
Exploiting the near-linearity of the sine function near zero, it is easy to derive that for (25) to be true, we must have
Thus k eliminates periodic ranges of log d from consideration; only when (ξ 1 log d + ξ 2 ) is close to a multiple of π could we possibly have h(−d) be small. If a fundamental discriminant satisfies (26) for a given k, we say that k misses d. We list below the ranges of d which each k misses, noting also the factorisation of k.
Here the Miss Period column records the period of the exponents (to base 10) that each k misses; the Miss Period is simply π/ ξ 1 log 10 . The Shift column records the relative difference from the multiples of the Miss Period. The listed value for the Shift is in general a rather conservative bounding. It is now a routine computer check (less than five hours) to ensure that each modulus d appears in no more than nine of the miss ranges. We checked up to 10 130000000 and found that in fact none were in more than eight. Now if a discriminant d is missed by no more than nine moduli k, we see that it must have nontrivial gcd with the other eight if we are to have h(−d) ≤ 100. But then our count of Type I primes is at least 8, making h(−d) ≥ 128 by the theory of genera. Thus we 
Eliminating mid-sized discriminants
In this section, we reduce our possibilities for h(−d) ≤ 100 down to a number of computational sieving problems. Largely the method shall be the same as for the larger discriminants as in Section 6, but we shall make sharper bounds in many instances. We shall exclusively use the auxiliary moduli k = −163 and k = −17923, the latter for (typically) the range 2 62 ≤ d ≤ 2 162 , and the former for the lesser d, down all the way to 2 52 in the best circumstances. We shall also have another bifurcation due to the necessity of considering situations for which g = gcd(k, d) = 1. We always assume that h(−d) ≤ 100, so that anything which implies otherwise will not trouble us.
We first define a Legendre symbol specification. This is simply a 3-tuple of mutually disjoint sets (X, Y, Z), with each set containing only primes. We say that a negative fundamental discriminant −d is admissible for a Legendre symbol specification if (−d|p) = +1, 0, −1 for all p ∈ X, Y, Z, respectively, so that the three sets of primes specify Legendre-symbol behaviour. We next define a sieving problem. This is a triple (L, m, B) where L is a Legendre symbol specification, m is a multiplier, and B is a positive integer. We also have a notion of admissibility for a sieving problem; this means that −d is admissible for the Legendre symbol specification, m|d, and d ≤ B. One of our computational sieving problems will be S 0 = (∅, ∅, ∅), 1, 2 52 , and so we can always take d ≥ 2 52 in the argument below. We shall effect a division of labour using the notion of a Legendre symbol specification. Let P be the set of partitions of the smallest ten primes into three sets. For such a partition Q ∈ P , let us identify Q with the induced Legendre symbol specification. For every fundamental discriminant −d, there is exactly one partition Q ∈ P such that −d is admissible for Q. These break the problem into 3 10 pieces. However, many of these can be eliminated from consideration rather quickly; for instance, we see that if p = 2, 3 are specified as having (−d|p) = +1, then (since we can assume d ≥ 2 52 ) we already have 173 minima from Lemma 3. So for each Q ∈ P , we use Lemma 3 and our assumption d ≥ 2 52 to determine the number of minima we already have; if this is greater than 100, we can ignore Q. We can also do the same upon adding the additional specification that either 163 or 17923 divides d (i.e., is a Type I prime). If there are eight specified prime divisors of d, the class number is divisible by 128 and we are done. The maximal product with seven specified prime divisors of d is 17923
52 ; hence we know that log 2 G (where G is the number of genera) is always at least as large as the number of Type I primes which have been specified. The results of this process are that there are only 1741 different partitions Q ∈ P we need consider; we call the set of remaining partitions P 1 . We shall eliminate many of these through a crude process and then do a finer analysis for the more difficult partitions.
We now go through an example of our next process in some detail with a specific partition. We take
where P is the set of prime minima which are less than a parameter T 1 (which shall be taken as 10000 in the case we describe here) and Q is the set of minima with no prime divisor in P, with χ as in Lemma 8 .
all the Type IIb primes will appear in Q here, and so we can basically ignore the differentation between Type II and Type IIb primes, the former simply being double-counted in the sum over Q. This choice of A(s) (compared to the previous one in Lemma 12) has a relatively small effect on A(1/2 + iξ 0 ) while reducing the bound A UB quite substantially in the case where there are a cluster of minima slightly larger than √ D. Let E ∈ P 1 be a partition, with some given (k, g) pair.
where A 1 (s) is the Euler product of G p (s) over the first ten primes, A 2 (s) is the Euler product over the other primes up to √ D, and A 3 (s) is the sum over Q. We note that A 1 (s) is determined by (E, k, g ). Letting T 2 be a parameter (which we shall also take to be 10000 here), denote by m the number of Type I primes between 30 and T 2 ; this results in another division of the problem based upon the various possibilities for m (which is no more than 7). We then construct bounds as in (24), though we also use the extra information about E. We use this in a number of ways; we can compute |A 1 (1/2 + iξ 0 )| and arg A 1 (1/2 + iξ 0 ) directly and hence get much sharper bounds on these quantities. Secondly, in a bound like (23) of W k,d , we can put A 1 (1/4 + it) into the integral. Furthermore, we can exploit the existence of small minima through the use of the specific bound V S k,d (a) in Lemma 10. Finally (and perhaps most importantly), we can use the structure of E to determine lower bounds on the other minima. We describe how this all works for a specific partition E, say ({29}, {2, 3}, {5, 7, 11, 13, 17, 19, 23} ] with g = gcd(k, d) = 1, taking T 1 = 10000 and m = 0, so that T 2 is irrelevant. There are 44 minima formed by the various products of 2, 3, 29 that are no greater than 2 29 < D. In order for the class number not to exceed 100, any additional Type II prime must be at least 7349; if 7333 were a Type II prime, there would be at least 104 minima by Lemma 3. Similarly, the second smallest additional Type II prime must be at least 319201, and the third at least 6170933, and so on, ending when the addition of additional Type II primes would imply that h(−d) > 100. What about additional Type I primes? Since we have taken m = 0, there are no Type I primes less than 10000. And arguing as above, the third additional Type I prime must be at least 212827, and the fourth at least 638437, etc., with there being a limit of five additional Type I primes due to genera considerations. In general, we let p i be a lower bound on the ith additional Type I prime, and we let q j be a lower bound on the jth additional Type II prime, with Type II primes being double-counted in contrast with Type IIb primes. Recalling the definitions of P, Q, R, S, and T from Sublemma 12.1, this gives us grows. A more realistic guess would be that the difficulty of the sieving problem would increase by 10 5 (or even 10 6 ). This seems unreasonable at present. In Table 4 we give for N ≤ 100 the number of negative fundamental discriminants with class number N and the largest such discriminant (in absolute value).
