The point process = {(T k , X k ) : k ≥ 1} we deal here with is assumed Bernoulli point process with independent random vectors X k in [0, ∞) d and with random time points T k in [0, ∞), independent of X. For normalizing we use a regular sequence ξ n (t, x) = (τ n (t), u n (x)) of timespace changes of [0, ∞) 1+d . We consider the sequence of the associated extremal processesỸ
Introduction
In this Section we recall some definitions and basic facts used in the paper.
Time-space Bernoulli point processes N = {(T k , X k ) : k ≥ 1} were introduced in [2] , Section 7. They are point processes defined on a locally compact metric space S and satisfying the conditions : i) their mean measure µ is a Radon measure on S (i.e. finite on compact subsets of S);
ii) they are simple in time: T k = T j a.s. for k = j; iii) restrictions of N to slices over disjoint time intervals are independent. Such point processes are important in Extreme Value Theory: In fact, any extremal process Y : [0, ∞) → [0, ∞) d is generated by an increasing right continuous curve C, the lower curve of Y (see [2] for details), and a Bernoulli point process N on S = [0, C] c by
with A x = {y ∈ [0, ∞) d : y < x}. Note, µ(A) < ∞ for all A of the form [0, t] × A c x as long as x > C(t), whereas [0, C] is the explosion area of µ. Let M * ([0, ∞)) be the space of all right continuous increasing functions y : [0, ∞) → [0, ∞) d , y(t) < ∞, y(t) → ∞ for t → ∞, ∞ = (∞, ..., ∞). So, the sample paths of any extremal process belong to M * a.s. Given a sequence of extremal processes {Y n }, Y n : [0, ∞) → [0, ∞) d , we denote the df of {Y n } and the probability distribution (pd) of {Y n } on M * by f n and π n , respectively. For fixed t > 0, let F n,t (.) := f n (t, .). We say the sequence {Y n } is weakly convergent to an extremal process Y : [0, ∞) → [0, ∞) d with df f and pd π, briefly Y n =⇒ Y , if one of the following equivalent statements are met ( [2] , Th.6.1.): 1) f n → f at all continuity points of f ; 2) F n,t → F t := f (t, .) weakly for each t in a dense subset of (0, ∞); 3) φdπ n → φdπ for bounded φ : M * ([0, ∞)) → R which are continuous in the weak topology of M * .
Recall that the univariate marginals of an extremal process determine its finite dimensional distributions. If additionally to Y n f dd −→ Y we assume that the limit extremal process Y is stochastically continuous, then Y n =⇒ Y also in the Skorohod topology of M * (e.g. [3] , Th.3).
A mapping ξ(t, x) = (τ (t), u(x)), t ∈ [0, ∞), x ∈ [0, ∞) d , strictly increasing and continuous in each coordinate is called time-space change of [0, ∞) 1+d . An increasing in n sequence of time-space changes {ξ n } is refered to as regular if for any s > 0 there exists a time-space change η s (t, x) = (σ s (t), U s (x)) so that
pointwise and the correspondence s ↔ η s is one-to-one. Then the family L = {η s : s > 0} forms a continuous one-parameter group w.r.t. composition (cf. [9] and also [10] for details).
Consider the following model (A): let X : [0, ∞) → [0, ∞) d be an extremal process with lower curve C and associated Bernoulli point process N = {(t k , X k ) : k ≥ 1}, t k distinct and non-random, X k independent with df which does not have defect at +∞. We assume that there is a regular norming sequence ξ n (t, x) = (τ n (t), u n (x)) of time-space changes of [0, ∞) 1+d so that the sequence of extremal processes
is weakly convergent to a non-degenerate extremal process Y with df f and Y (0) = 0 a.s. Then the limit extremal process is stochastically continuous for all t ≥ 0 and self-similar w.r.t. L, i.e. Y satisfies
or equivalently
The paper [9] is devoted to studying the properties of self-similar extremal processes. One of them is the fact that the univariate marginals of Y are max-selfdecomposable. If additionally the initial extremal process X has homogeneous max-increments, then the limit process Y is max-stable. Another important property of a self-similar extremal process is that its lower curve is continuous.
As known, the self-similar extremal processes form a special subclass of the semi-selfsimilar extremal processes studied in [10] . The latter processes satisfy characteristic equation (1.2) for only one fixed s 0 ∈ (0, ∞) rather than for all s > 0.
In the present paper we change the previous model (A) by the model (B) where we assume that the time points T k of a given Bernoulli point process N = {(T k , X k ) : k ≥ 1} are random variables in [0, ∞) and the space points X k are iid random vectors in [0, ∞) d . Note, since X k are iid, the lower curve C(t) of the associated withÑ extremal process
is constant. Hence we may and do assume C(t) ≡ 0. Consequently, ∀n ≥ 1 the lower curve C n ofỸ n (t) = u −1 n • X • τ n (t) is zero too. In Section 2 we are concerned with the questions:
1. Under which conditions on the Bernoulli point processÑ is the sequence of the associated extremal processes
weakly convergent to a non-degenerate processỸ ?
2. Which class doesỸ belong to ? We assume further that there exists a stochastically continuous time process θ(t), t ≥ 0, independent of {X k }, such that the counting process N ofÑ , N (t) = k I [0,t] (T k ), is of the form k(θ(t)). Here I A is the indicator of the set A and k(t) is a deterministic counting function. In this framework our main result in Section 2 is the Functional Transfer Theorem. It claims in general that if Y n =⇒ Y and τ −1 n • θ • τ n =⇒ Λ in M([0, ∞)), then the limit processỸ is of the formỸ = Y • Λ. Here Y is a self-similar extremal process and Λ : [0, ∞) → [0, ∞) is a stochastically continuous time process independent of Y and with a.s. strictly increasing sample paths. We call such processesỸ random time-changed or compound self-similar extremal processes. We study their properties in Section 3. In Section 4 we use the compound extremal process to find a lower bound for the ruin probability in a particular insurance model. Furthermore, using a similar technics as in Furrer H., Michna Zb. and Weron A. (1997), we find an upper bound too.
Another aspects of random time-changed extremal processes can be found in S.Satheesh (2002).
Compound Extremal Process as Limiting
Let us denote by M([0, ∞)) the set of all strictly increasing right-continuous
In this section we consider the following model (B): The point process N = {(T k , X k ) : k ≥ 1} we deal with is assumed to be Bernoulli with iid r.v's X k in [0, ∞) d and with random time points T k in [0, ∞), independent of X. We suppose the latter to be ordered, T 1 < T 2 < ..., T k → ∞ a.s., and defined on the same probability space [Ω, A, P] as X. Denote by N (t) the counting function ofÑ . We assume further that there exist a stochastically continuous time process θ : [0, ∞) → [0, ∞) with sample paths in M([0, ∞)) and a deterministic counting function k on [0, ∞) such that for s > 0 and a.a. ω ∈ Ω it holds
Let {t k : k ≥ 1}, t 1 < t 2 < ..., be the non-random time point process whose counting function k (t) = k I [0,t] (t k ) coincides with the function k (.) of (2.1). Then
and
Example 1. Assume that {T k } is a simple Poisson point process on [0, ∞) with mean measure E(N (t)) = λt , λ > 0. One can interpret T k as the arrival time of the kth claim X k in a certain insurance model. Assume further that there is a deterministic counting process k(t) such that the accumulated claim process S(t) = k(t) k=1 X k , properly normalized, has a nondegenerate weak limit. Let {t 0 = 0, t 1 , t 2 , ...}, t k → ∞, be the point process associated with k(t). We show that there exists a stochastically continuous time process θ(t) with sample paths in M such that N (t) = k(θ(t)). Let us denote Q t (s) = P (θ(t) < s).
Indeed, since for every t > 0
we obtain the values of Q t (s) for s ∈ {t 0 , t 1 , t 2 , ...} by the iteration formula
For s / ∈ {t 0 , t 1 , t 2 , ...} one can interpolate Q t (s) by preserving the properties required above.
Let us use a regular sequence ξ n (t, x) = (τ n (t), u n (x)) of time-space changes of [0, ∞) 1+d for normalizing, so that the sequence of the associated withÑ extremal processes
is weakly convergent to a non-degenerate increasing processỸ . We ask here which class doesỸ belong to ? Consider the point process N = {(t k , X k ) : k ≥ 1} associated withÑ by (2.1). Using the same norming sequence as in (2.3), we form the sequence of point processes
with a random counting function 4) associated with N n , and the extremal processỸ n associated withÑ n , are connected by the relationỸ n (t)
. In this way we have reduced the convergence problem ofỸ n to both the convergence of Y n , considered in the previous section, and the convergence of θ n . To solve it we use the continuity of the composition in the weak topology in D([0, ∞)). (See D.Silvestrov and J.Teugels (1998), Theorem 3 and the comments following the theorem; also consult W. Whitt (1980) ).
Proposition 2.1 Let {Y n , n ≥ 1} be a sequence of extremal processes weakly convergent to a stochastically continuous extremal process Y . Let {θ n , n ≥ 1} and Λ be processes with sample paths in M([0, ∞)) such that θ n =⇒ Λ. Assume that Y n is independent of θ n for all n. Then
Hence by Theorem 3 in Silvestrov and Teugels (1998),
At the end of this Section we consider the iid case and give a Functional Transfer Theorem (FTT) in analogy to the famous Gnedenko's Transfer Theorem (cf. B. V. Gnedenko and Kh. Fakhim (1969), B. V. Gnedenko and D. B. Gnedenko (1982) ). But let us first see the meaning of weak convergence θ n = τ −1 n • θ • τ n =⇒ Λ by considering three examples.
Example 3. Let τ n (t) = nt and θ(t) = e t . Then θ n (t) = e nt /n → ∞, n → ∞.
Example 4. Let θ possess the scaling property: for all t > 0 there exists
Then, using the regularity of {τ n } ( i.e. τ −1 n • τ [nt] converges pointwise to a continuous strictly increasing mapping
Obviously in this case Λ(t) is continuous and increasing in t but does not have independent increments. Thus, we see that τ n and θ must have "comparable" behaviour at infinity in order for Λ to be finite and non-degenerate.
point processes with counting functions N (t) and k (t), resp. Let {X k } be iid r.v.'s and ξ n (t, x) = (τ n (t), u n (x)) be a regular norming sequence. Suppose there is a stochastically continuous time process θ in M([0, ∞)), independent of {X k }, satisfying (2.5) and such that N (t) = k (θ(t)). Denote the d.f. of θ(1) by Q, and set N (τ n (t)) = N n (t) and k (τ n (t)) = k n (t). Assume further the weak convergence as n → ∞ P (
Then there exists a time change τ (s) such that
weakly as n → ∞. Here σ t is the time change from (2.6).
Proof: Let Y n be the extremal process associated with
On the other hand, since
kn(t) kn (1) and since f (1, x) ∈ (0, 1), we conclude that for all t > 0 there exists (perhaps up to a subsequence)
hence f (t, x) = f τ (t) (1, x). The limit extremal process Y is stochastically continuous and one can see that the conditions of Proposition 2.1 are satisfied. Applying Proposition 2.1 and (2.5) we have 
Remark 2. From the proof one can see that FTT remains true if condition (2.5) is replaced by the more general convergence condition θ n =⇒ Λ of Proposition 2.1. In this case P (
where Q t (s) := P (Λ(t) < s). Remark 3. One can see also that the FTT remains true if X k are assumed independent but not identically distributed. Then
which contradicts the above assumption.
Corollary 2. The limit processỸ in (2.8) has the properties : i) it is stochastically continuous; ii) it is self-similar wrt L = {(σ s , U s ) : s > 0}; iii) it does not have stationary increments; iv) it is not max-stable.
Proof: i)Ỹ is composition of two stochastically continuous processes.
ii) We have to show thatỸ (σ s (t))
(t)) and by the FTT and continuity of the composition we conclude the weak convergence
On the other hand
which entails the self-similarity ofỸ . iii) and iv) are easily seen from the RHS of (2.8).
In Pancheva (1998), Propositions 2.1 and 2.3 , it is shown that the limit extremal process Y (resp. d.f. f ) is self-similar. So we refer to the process Y (t) = Y (Λ(t)) as random time-changed or compound self-similar extremal process. In the next section we study its properties.
Properties of a Compound Extremal Process
In 
and let the random time-change be of the form Λ(t) = σ t (θ), where θ is a positive r.v. Then the compound extremal process is self-similar w.r.t. the group {η * s (t, x) = (ts, U s (x)) : s > 0}.
Proof. Indeed
The first question naturally arising in our framework is: "under what conditions on Λ and Y is the composition Y • Λ an extremal process in the sense of (1.1)."
Denote by N 0 = {(Γ k , Z k ) : k ≥ 1} the Bernoulli point process associated with Y . Let U Y (s, t] (resp. UỸ (s, t]) be the max-increment of Y (resp. of Y ) over a time interval (s, t]. Then
The intervals (0, Λ(s)] and (Λ(s), Λ(t)] are a.s. disjoint since the time-process Λ has a.s. strictly increasing sample paths. Theorem 3.1 Assume that Y is an extremal process and Λ is a time-process independent of Y and with a.a. sample paths in M([0, ∞)). In this framework the compound process Y • Λ is an extremal process iff i) Λ has independent additive increments, ii) Y has homogeneous max-increments.
Proof.
1. Sufficiency . In view of (1.1) we have to check thatỸ a) has right continuous increasing sample paths, b) for arbitrary s > 0, t > s, the random vectors UỸ (0, s] and UỸ (s, t] are independent.
In our framework condition a) is obviously satisfied. Recall that the lower curve of an extremal process with homogeneous increments is constant. Thus we may assume for the lower curve C of Y that C(t) ≡ 0.
Let us consider in detail the probability P (UỸ (0, s] < x, UỸ (s, t] < y) for 0 < s < t and arbitrary x, y ∈ [0, ∞) d . Using step by step the assumptions: Y and Λ are independent, Y has independent max-increments, Λ has independent increments and Y has homogeneous increments, we get :
2. Necessity. Now we assume that the compositionỸ = Y • Λ is an extremal process. Then, necessarily, Λ has independent increments, i.e. Λ(s) ⊥ Λ(t) − Λ(s) ∀0 ≤ s < t. We have to show only that Y has homogeneous increments, or equivalently that the counting measure N of the associated Bernoulli point process N 0 is homogeneous.
Indeed, the independence
This Let us now simplify the model and assume additionally that Y is a selfsimilar extremal process with homogeneous max-increments. Then the univariate marginal d.f. f t (x) = P (Y (t) < x) is max-stable and satisfies Pancheva (1998) ). Without loss of generality we may, and do assume, that f 1 (x) has Frechet marginals, i.e. f 1 (
Here ν α is the exponent measure of Y (1) and A c x = {y ∈ R d + : y < x} c . The exponent measure ν α bears the dependence structure of Y (1), see e.g. S. Resnick (1987) . Now observe that
i.e. Y (t) is self-similar w.r.t. the multiplicative group {η s (t, x) = (st, s H x) : s > 0}. Property 3.2 Denote the Laplace transform of the time process Λ(t) by l t (r) = E exp{−Λ(t)r}, r > 0 and its d.f. by P (Λ(t) < s) = G t (s). The compound extremal process is then distributed by P (Ỹ (t) < x) = l t (ν α (A c x )).
Indeed,
Property 3.3 Assume Λ(t) has independent increments. Then the compound processỸ is max-id with mean measurẽ
where L t is the Levy measure of Λ(t).
Proof. As a stochastically continuous process with independent increments the time process Λ is infinitely divisible. Since Λ(t) is positive and increasing, its characteristic function φ t has the form
By Property 3.2, and since l t (s) = φ t (is), we can further write:
The measureμ defined bỹ
has all the properties of an exponent measure on [0, ∞) 1+d (cf Balkema and Resnick (1977) , also Resnick (1987) ). Since P (Ỹ (t) < x) = exp{−μ([0, t] × A c x )}, the compound extremal process is max-id.
In the case when Λ has homogeneous increments, i.e.
one gets the following asymptotic for t → 0 and for x far away from 0 as a by-product of the proof:
. Then the d.f. of the compound process can be expressed as follows (cf. Maejima & Sato & Watanabe (1997)).
where the integral is taken over [0, ∞) d \ {0}.
Remark. By Corollary 1 in the previous section if
In this section we do not assume the above limit relation. Yet (3.1) has to hold if both processesỸ and Y are assumed self-similar w.r.t. the same multiplicative group L = {η s (t, x) = (st, s H x) : s > 0}. Proof. a) Indeed, one can check that both
entail (3.1), or equivalently
i.e. Λ has stationary increments.
Finally, note that the compound extremal processỸ considered in this section can be decomposed in a product of two independent random processes, namelỹ
where M (t) :=
. So, the stability character ofỸ is governed by the self-similar process Y (t) and the volatility ofỸ is borne by the random time M (t).
Application to Ruin Probability
The basic Bernoulli point process N = {(T k , X k ) : k ≥ 1}, we are dealing with here, can be interpreted as describing a particular insurance model with a) claim size process: the claim sizes {X k } are positive iid random variables which df F has a regularly varying tail, namelyF ∈ RV −α , α ∈ (0, 1); b) claim times: the claims occur at times {T k }, where T 1 < T 2 < ..., T k → ∞ a.s., and the number of claims in the interval [0, t] , N (t) = k I [0,t] (T k ), satisfies the condition (2.1), i.e. there exists a time process θ : [0, ∞) → [0, ∞) such that N (t) = k(θ(t)), k deterministic counting function whose asymptotic property we specify below ; c) both sequences {X k } and {T k } are independent.
With the point process N we associate three random processes:
• the accumulated claim process S(t) =
• the extremal claim process Y (t) =
• the risk process R(t) = c(t) − S(t), where u := c(0) ≥ 0 is the initial capital and c(t) is the premium income up to time t (hence it is an increasing curve ). We assume c(t) right continuous.
In order to estimate the ruin probability in our framework we follow the idea of a stable Levy motion approximation of the risk process R(t) developed in H. Furrer, Zb. Michna and A. Weron (1997) . To this end we transform time and space properly and get a sequence of risk processes weakly convergent to a risk process whose accumulated claim process is an α -stable Levy motion.
Let ξ n (t, x) = (τ n (t), u n (x)) be a norming sequence of time-space changes and let L(.) be a slowly varying function. We suppose that τ n (t) satisfy the following condition: d)
kn → t with k n (t) = k(τ n (t)) and k n := k n (1). The choice of u n (x) = k 1/α n L(k n )x is determined by the regularly varying tail of the claim size df F . Denote τ −1 n (T k ) =:
X nk . Now, the sequence of point processes
generates associated sequences of:
• the counting functions N n (t) = k n (θ n (t)), where as before θ n = τ −1 n • θ • τ n ;
• the accumulated claims Nn(t) k=1 X nk = S n (θ n (t)). Here S n (t) is an abbreviation for kn(t) k=1 X nk ;
• the extremal claims Nn(t) k=1 X nk = Y n (θ n (t)) where Y n (t) is the extremal process kn(t) k=1 X nk ;
• the risk process R n (t) = c (n) (t) − S n (θ n (t)), where c (n) (t) = u −1 n • c • τ n (t). In our insurance model described by a) -d) let us assume additionally that e) θ n =⇒ Λ , Λ in M([0, ∞)).
In fact the last two assumptions are implicit conditions on the claim times process {T k } ( through θ(.)), e.g. they imply that
The following examples illustrate the impact of d) for the time change τ n (t).
Assume that kn k=1 X nk converges to an α-stable rv Z α . Using the stable FCLT for sum and maxima of positive iid rv one can see that conditions a) -d) imply the convergences
where Z α (t) is an one-sided α-stable Levy motion, and
where the univariate marginals of the limit extremal process are Frechet distributed, i.e.
Let us observe that the conditions of Proposition 2.1. are satisfied, hence we conclude Resnick (1987) convergence (4.2) is equivalent to the weak convergence of the associated point processes. Denote the limit Poisson point process by N 0 , say
Moreover, since the time process Λ is independent of the space points {Z k }, Λ is independent of Y α and Z α . Let us come back to the sequence of the risk processes R n (t). To reach the weak convergence
we need also the asymptotic relation : f) c (n) w → c 0 , n → ∞, c 0 increasing curve. Now we are ready to obtain lower and upper bounds of the ruin probability associated with the limit risk process R α (t). Below we make use of the self-similarity of Z α and of the reflection principle proved in H. Here we have used again the self-similarity of the extremal process Y α . Thus, we get finally ψ(u 0 , t) ≤ ψ(u 0 , t) ≤ψ(u 0 , t) .
Remember, our initial insurance model was described by the point process N with the associated risk process R(t). Let us denote the corresponding ruin probability by Ψ(u, t) with u = c(0). Then Ψ(u, t) = P ( inf Then we have to choose τ n (t) = nt and consequently Q t (x) = x t . Furthermore, since c (n) (t) = 
