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ROUTE PLANNING BASED ON URBAN MOBILITY MANAGEMENT 
TAMÁS MÁTRAI,1* JÁNOS TÓTH,1 AND MÁRTON TAMÁS HORVÁTH2 
1 Department of Transport Technology and Economics, Budapest University of Technology and 
Economics, Műegyetem rkp. 3, Budapest, 1111, HUNGARY 
2 Department of Control for Transportation and Vehicle Systems, Budapest University of Technology 
and Economics, Műegyetem rkp. 3, Budapest, 1111, HUNGARY 
Mobility management centres play a significant role in urban transport, taking into account several factors that 
have an effect on the flow of vehicles. In the present paper a mobility management centre equipped with 
necessary information and information technologies for travellers is presented that can provide route plans. A 
route guidance methodology is described that combines current transportation demands with the results of the 
traditional four-step model. 
Keywords: mobility management, route planning, urban mobility, demand management 
1. Introduction 
The mobility management centre (MMC) as an 
organization helps to realize and manage mobility 
demand. The centre controls both private and public 
transport modes, as well as the provision of information 
for individual users with the aim of optimizing the 
entire transport network. The main goal is to provide 
safe and quick transportation for everyone. During the 
optimization process the system satisfies the mobility 
demands with the best available transport modes and 
routes, the 4R-s principles can be used (Reduce, Retime, 
Reroute, Revise mode) [1]. Fig.1 shows the main tasks 
of the mobility management centre.  
Usually in an urban environment, private transport 
users are supported by the traffic lights from the 
mobility management centres. The centres can control 
all traffic lights in the city based on network level 
principles. Additionally, dynamic parking management 
can be developed, where the free spaces are displayed 
on variable message signs and in a further developed 
version individuals can be guided towards free spaces. 
Private users can be informed about the actual transport 
situation and weather conditions via various channels. 
Nowadays the most used channels are Internet-based 
mobile applications, but there are also radio-based 
solutions like RDS-TMC services or roadside 
infrastructure like variable message signs. 
If the individual users expect a response and 
guidance from the MMC for their route choices and do 
not decide their routes individually, then these centres 
can optimize the demand on the level of transport 
network system. In this case they can manage the 
                                                            
*Correspondence: tamas.matrai@mail.bme.hu  
demand to avoid congestion – the overuse of certain 
routes – during peak hours, in other words, they can 
distribute the demand in terms of a network evenly. 
Currently these solutions have not yet been developed 
enough, due to the lack of communication among 
centres and users. Currently only a very small 
proportion of vehicles receive dynamic information 
from the centre. It should be mentioned here that the 
slow but steady shift towards shared vehicles and on-
demand modes has become an emerging trend, 
especially in conjunction with public transport. Ideally, 
these services would be integrated together to provide a 
sustainable and equally convenient alternative to private 
cars for door-to-door mobility. The realisation of such 
 
Figure 1. Tasks of the mobility management centre. 
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an alternative has set in motion the development of a 
new mobility concept known as the Mobility-as-a-
Service (MaaS), which is a user-centric, digital and 
intelligent mobility distribution model in which the 
major transport needs of users are met via a single 
platform and are offered by a single service provider 
[2]. There is a strong connection between short-term 
traffic forecasts and route planning. Users would like to 
receive route suggestions not only based on the current 
situation but also the forecasted one. Either they are 
preparing the route on their own device or they are 
obtaining a plan from the centre. Therefore, an efficient 
and acceptable level of prediction is essential. 
Automatic vehicle location (AVL) is one of the 
key elements in the accurate running of public transport 
systems in urban areas. As soon as the dispatchers 
identify any deviation from the predefined schedule, 
they initiate certain actions based on a pre-defined 
rulebook. One action from this rulebook can be to 
provide priority for those vehicles that are late, this 
priority provision can be achieved via certain junctions 
which are equipped with the necessary functions. The 
traffic lights at these junctions can change their signal 
plan dynamically in order to provide a green signal to 
the late public transport vehicles. 
 Other main task of the MMC is the provision of 
information concerning both static timetables and 
current traffic situations of public transport, which can 
be achieved through different channels. Different 
information is necessary on different channels before a 
journey commences (e.g. Internet-based route planning 
services, mobile applications) and during the trip (e.g. at 
the public transport stop, on the vehicle). The users are 
expecting to get not only information, but also 
suggestions especially from the integrated services (e.g. 
connections, local public transport, railway services, 
coach services) based on their individual preferences 
[3]. The most advanced version of this approach is a 
dynamic multimodal journey planner which provides 
the ability to adjust to a variety of anomalies (i.e. 
network disruptions, high capacity usage, etc.) 
concerning the transport network and evaluates the most 
efficient routes to get from A to B allowing for efficient 
traffic management [2]. It has to be mentioned here, that 
a feedback loop is essential; in order to continuously 
fine-tune the algorithm in the background, it needs to be 
determined if the users are really heeding the advice of 
the route planner. 
In functional urban areas, such as agglomerations 
with high levels of connectivity between urban centres 
and hinterland, one of the main goals is to promote the 
shift in mode of the commuters from private cars to 
more sustainable modes of transport. Therefore, the 
provision of information with regards to other services 
such as P+R facilities and their saturation is vital. In this 
regard, the transfers should be seamless and the 
information beforehand should be sufficient to help 
make the right decision. There are different options to 
ease the level of inconvenience of the transfers, e.g. 
visual aids of the location of the P+R, information 
regarding available free spaces, guidance concerning 
public transport services at the parking facilities, and 
on-the-spot information about public transport schedule. 
2. Database of Mobility Management 
Centres 
All the aforementioned tasks are feasible if the MMC is 
based on complex data collection. From these data, the 
MMC can create the information necessary to manage 
mobility demands and give information to travellers. 
Fig.2 shows such a possible database.  
There are several public transport providers with 
their own data, which must be integrated into a joint 
database. Thus, the timetable, network, real-time data, 
travel conditions and services at stops or interchange 
points are available. Connecting timetables is 
particularly important when trips are satisfied by several 
transport modes. The intermodal hub cannot function 
without it. The public transport network itself is an 
integrated network because more public transport 
companies use the same routes, stops, or stations. 
Dynamism of data is essential for real-time services 
(e.g. disturbances on a network). The accurate 
information is sent according to the current position and 
status of vehicles. Vehicles equipped with a tracking 
system are necessary for fleet management. Tariff is an 
integral part of travel conditions; the passengers must be 
informed about prices (e.g. is there a transport 
association selling common tickets) and fares for 
different passenger groups, etc. 
The data concerning fares and travel conditions 
remain unchanged for long periods of time; they are 
static or semi-dynamic data. Information systems often 
 
Figure 2. Schematic overview of an integrated 
transport database [4] (SP = service provider).  
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lack such services at stops or stations. It could be 
helpful for passengers to spend time whilst waiting 
constructively. 
The database of private transport consists of 
network data, traffic data (presenting the actual situation 
on the network and also including historical data), 
weather conditions, parking data, and data regarding 
environmental effects, and other services. The network 
data are static, but sometimes include semi-dynamic or 
dynamic data (e.g. short- or long-term road 
construction). Traffic data shows accidents, traffic jams, 
traffic volumes, etc. on the network in real-time and 
historically. The historical data are very important for 
traffic forecasting. Numerous methods are based on the 
comparative examination of present and past situations. 
Parking data can be static (location and capacity of 
parking area) or dynamic (parking occupation). 
Advanced parking systems help to find a free parking 
place. P+R plays an outstanding role in encouraging 
drivers to change their modes transport. More and more 
travellers are sensitive to the environment. They are 
easily encouraged to use environmentally friendly 
modes of transport. Therefore, the importance of the 
data of environmental effects is more accentuated. Data 
regarding other services includes all the data concerning 
available services during trips. 
2.1. Mobility Management Centre Solutions 
According to the needs of modern society, online 
planning software plays an increasingly important role 
in optimizing the flow of traffic, and utilizing the 
capacity of dynamic network traffic models that are 
strongly connected with real-time traffic management 
systems. Several models developed for a city may not 
easily be applied to other cities. The rapid development 
of IT equipment and the efforts to standardise protocol 
have facilitated the development of design software for 
traffic management purposes. The main aim of such 
software is to support decision made by dispatchers 
based on actual traffic situations. 
2.1.1. Sydney Coordinated Adaptive Traffic 
System (SCATS) 
SCATS is a fully adaptive urban traffic control system 
that optimises traffic flow. The basic goal is to 
coordinate traffic lights at junctions in order to improve 
traffic flow and to reduce travel and waiting times. The 
main advantage of the system is its ability to adapt to 
changes in traffic conditions with the modification of 
the programming of traffic lights.  
Fig.3 shows the daily changes of the cycle length 
of traffic light. The red borderline represents the 
previous period (before SCATS), the light blue area is 
the cycle length optimized by SCATS, and the dark blue 
area is the time saved. 
Different travel demands have different goals: 
• low traffic demand: minimising the number of stops; 
• normal traffic demand: minimising the waiting time; 
• heavy traffic: maximising the throughput capacity. 
The system can prioritise public transport. In 
cooperation with TRIPS (traffic modelling) software, 
traffic forecasting is also feasible (Fig.4).  
2.1.2. Helsinki – HelUTC, Finland 
This mobility management system in Helsinki controls 
traffic lights, parking and public transport management 
systems. The concept of controlling traffic lights 
involves choosing a suitable cycle length according to 
traffic conditions. There are 10-12 different 
programmes for each junction. The coordinated 
intersections have identical cycle lengths. The system 
can prioritise public transport. 
Variable message signs are applied to show 
parking information. It is very simple: are there any free 
spaces (Fig.5). The public transport management 
 
Figure 3. Changing cycle length in the SCATS system 
(Source: www.scats.com.au). 
 
Figure 4. Estimating the expected travel time using 
SCATS.  
 
Figure 5. Variable message signs for parking as part 
of the HelUTC system. 
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system provides passengers with dynamic information 
at stops, in vehicles and pre-trips via an Internet home 
page or mobile application. Fig.6 shows a diagram for 
the system.  
2.1.3. 5T system in Turin, Italy 
The name of the system is “Telematic Technologies for 
Transport and Traffic in Torino”. Fig.7 shows an 
overview of the system. The main goals of the system 
are to change the travel behaviour of passengers, 
increase the utilisation of public transport, and optimise 
travel time, energy consumption, and emissions. 
Subsystems of 5T consist of traffic control, public 
transport management including vehicle priority, 
environmental control, information for travellers (via 
Variable Message Signs, the Internet, mobile 
applications), and parking management.  
Every subsystem has its own management centre, 
but on the city management level all the information 
required for coordinating the subsystems is 
concentrated. The general strategy aims to avoid the 
overloading of network. The centre consists of seven 
modules as follows: 
• status monitoring module (treating subsystem 
information); 
• origin-destination estimation module; 
• modal split module (demand estimation for private 
and public transport); 
• traffic assignment module; 
• management module (cooperation with sub-
systems); 
• operator interface module (creating a connection 
between the operator and system); 
• database module (handling and storing the data of 
the operating system). 
In order to decrease travel time public transport 
has priority at junctions, and individual drivers are 
informed about the status of the network and the 
shortest route for their trip. All the public transport 
vehicles equipped with AVL (Automatic Vehicle 
Location) to give real-time information at stops and on 
vehicles, via the Internet and mobile applications. 
The parking management subsystem uses VMS to 
show the number of free spaces. The subsystem 
considers historical data to account for the filling up 
process of the parking area. The goal is to provide 
information about the supposed status of the parking lot 
in the near future, i.e. when the vehicle arrives at the 
entrance. 
2.1.4. Split Cycle Offset Optimisation Technique 
(SCOOT) 
The SCOOT system was developed by the Transport 
Research Laboratory (TRL) in the UK in order to 
manage and control traffic lights in cities by taking into 
account real traffic flows. This system is used in several 
cities around the globe such as London, Santiago and 
Beijing. Since SCOOT is designed to update 
automatically to compensate for the effect of incidents. 
SCOOT achieved an average reduction of delays of 
about 25%, when compared with up-to-date fixed-time 
plans in Nijmegen, The Netherlands [5]. 
The system also offers additional opportunities: 
• providing priority to buses as part of the PT 
system; 
• providing gate effects; 
• incident detection; 
• online density measurements; 
• traffic flow estimation. 
All static data, e.g. the physical parameters of the 
transport network and traffic lights are stored in the 
SCOOT database. 
As an adaptive system, SCOOT requires good 
quality traffic data, so that it can respond to changes in 
flow. The system should calculate traffic volumes in 
every section of the controlled network. Detectors are 
normally required at every link. Their location is 
important and they are usually positioned at the 
upstream end of the approach link. Inductive loops are 
normally used, but other methods are also available. For 
the schematics of data collection and processing see 
Fig.8.  
When vehicles pass the detector, SCOOT receives 
the information and converts the data into its internal 
units in order to construct "Cyclic flow profiles" for 
 
Figure 6. Diagram of the public transport management 
system in Helsinki. 
 
Figure 7. Overview of the 5T system. 
ROUTE PLANNING BASED ON URBAN MOBILITY MANAGEMENT 
44(2) pp. 71–79 (2016) DOI: 10.1515/hjic-2016-0008 
75 
each link. The sample profile shown in the diagram is 
colour coded green and red according to the state of the 
traffic lights when vehicles arrive at the stop line at 
normal cruise speed. Vehicles are modelled down the 
link at cruise speed and join the back of the queue (if 
present). Whilst green, vehicles depart from the stop 
line at the validated saturation flow rate.    
The data from the model is then used by SCOOT 
in three optimisers, which are continuously adapting to 
three key traffic control parameters - the number of 
green lights for each approach (Split), the time between 
adjacent signals (Offset) and the time allowed for all 
approaches to a signalised intersection (Cycle time). 
These three optimisers are used to continuously adapt 
these parameters to all intersections in the SCOOT 
controlled area, minimising wasted green time at 
intersections and reducing stops and delays by 
synchronising adjacent sets of signals. This means that 
signal timings evolve as the traffic situation changes 
without the inconvenience of changing fixed time plans 
of more traditional urban traffic control systems (see 
Fig.9).  
The combination of these optimisers provides the 
necessary solution to deal with the fluctuation in 
different traffic scenarios, and maintain the stability of 
different interventions. The Split module is optimizing 
every status change, Offset module optimizes the 
duration of every phase of the signalling system, while 
the Cycle time module optimizes the length of the signal 
cycle in a certain region of the network. 
Providing bus priority happens on three levels, 
namely (i) equal priority for all buses, (ii) different level 
of priority for punctual and delayed buses, and (iii) 
extra priority. Priority provision and intervention are 
independent from the detection of the buses. In order to 
detect PT vehicles, the cities usually develop Automatic 
Vehicle Location systems (AVL), in some cities 
Selective Vehicle Detection is applied. 
Vehicle location monitoring is conducted at the 
AVL centre. These location data are then incorporated 
into the selective priority algorithm. As it can be 
programmed to calculate the length of delays, the 
vehicle with the longest delay should receive the highest 
priority. It is possible to provide local priorities under 
the supervision of SCOOT. A schematic of an example 
system in London can be seen in Fig.10 [6].  
2.1.5. Mobility Management in Budapest 
In Budapest the following mobility management tasks 
are in service: 
• Public transport management and control (FUTÁR) 
o Fleet management 
o Vehicle priority 
o Provision of information 
o Route planning 
• Private transport management and control 
o Traffic management 
o Provision of information 
o Route planning 
o Police monitoring centre 
• Other services 
o Bike sharing 
 
Figure 9. Illustration of the operation of the SCOOT 
model [6]. 
 
Figure 8. Data collection and analysis in SCOOT [6]. 
 
Figure 10. Schematic of the London Bus SCOOT 
system [6].  
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These tasks are centralized in the same building, 
but there are three different management systems for the 
main tasks. They are connected, but there is no common 
supervisory system. The information flows, although 
not seamlessly, among them but traffic incidents are 
managed independently. The aim of project FUTÁR 
was to completely renew the provision of information 
and traffic management system at BKV Zrt. This 
renewal only concentrated on the surface transport 
network: trams, buses, and trolley buses. The project 
consisted of four main steps. 
The first one was the development of the dispatcher 
centre and the main central server system. This consists 
of 32 dispatcher workplaces and all the connecting 
software and hardware developments. Every dispatcher 
can view the location of all vehicles in the network in real 
time and are able to intervene in order to maintain 
schedules especially when some incidents occur.  
The second step was the developments of in-
vehicle unit. Budapest has one of the largest surface 
transport vehicle fleets in Europe. Therefore, equipping 
these vehicles with the necessary on-board units, 
communication devices, and vehicle location systems 
was a long and demanding task. This system has been 
installed in 2295 vehicles and some of them have also 
received new displays (2024). 
The third step was the deployment of roadside 
equipment. All over the capital 257 new displays have 
been deployed. These displays contain information 
concerning the route number of the next vehicle, while 
it terminate and the waiting time for this vehicle. 
Additionally, these displays can provide information 
remotely through their loudspeakers for visually 
impaired persons. 
The last step was the introduction of the radio 
system. This is an integrated part of the network, which 
connects the dispatchers to the drivers. Moreover, the 
system is capable of providing priority for public 
transport vehicles at 30 different intersections. Fig.11 
shows a schematic of the FUTÁR system.  
Budapest also has a private transport management 
centre, which in 2012 started to use a new ITraffic 
version 1.6 developed by Siemens. The new system 
replaced the old and outdated MIGRA Central system, 
which was installed in 2002. One of the main reasons 
for the changes was that support for the operation 
system required by MIGRA was no longer provided. 
This meant that the replacement of hardware element 
was hardly possible. Of course, not only operating 
systems, hardware, or communication possibilities but 
also traffic management systems have evolved over the 
past 10 years. 
The new version of the centre possesses several 
new features. The communication systems have been 
replaced with a modern IP-based system: Open 
Communication Interface for Road Traffic Control 
Systems (OCIT) and CANTO. This wireless technology 
has also been integrated into the system (GPRS at 
intersections), which is able to use any network 
topology or data transfer media. All the control devices 
which use the old BEFA 12, 15 or 16 communication 
systems can be supported by the new system, either as a 
sub-centre or as an outstation access point. 
The software has also been upgraded. It has 
received a new clear GUI, some statistical analysis tools 
and further developed MOTION Logistics. Some new 
variable message signs have also been integrated into 
this system. 
3. A Pilot System in Budapest 
The aim of the pilot system presented in this paper is to 
demonstrate how a Mobility Management Centre 
equipped with the necessary information and 
information systems can provide tailor-made 
multimodal route advice to individual users by not only 
taking into account the average state of the transport 
network, but incorporating the current demand, too. 
This solution can be more elaborate than already 
existing private services such as Waze application, for 
the following reasons: 
• this pilot system uses O-D matrices; 
• the continuous monitoring of the network is not 
required; therefore, the number of loop detectors, 
floating cars or other devices can be reduced; 
• it provides real multimodal alternatives before 
trips in order to choose the best transport mode for 
the current trip; 
• it uses already existing services; therefore, it does 
not require any major investment; 
• it is a module-based system; therefore, easily 
configurable to match local needs. 
The distribution of the demand on the network 
cannot be estimated without a transport model, which 
assigns the demand to the available transport network. 
Fig.12 shows the proposed concept of this pilot system.  
The main concept behind this approach is to use 
the conventional, static demand matrices for the first 
iteration of the network load, but later on these matrices 
will be fine-tuned based on current demands. During the 
route planning phase, actual road traffic disturbances, 
e.g. road construction, accident; dynamic information 
from the AVL system; and the current availability of 
other services like bikes at the nearest bike sharing 
station, are taken into account. Based on the 
combination of this information and predefined user 
preferences, the system provides a tailor-made route for 
the user that is compared with at least two alternatives. 
 
Figure 11. Illustration of the operation of the FUTÁR 
model. 
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The system will use time intervals of 15 minutes to 
calculate the average situation, based on pre-defined 
static demand matrices (SDM) for each 15 minute-long 
time interval of the day, starting from midnight. The 
current demand, which is the sum of the number of 
queries concerning a specific route between distinct 
points of the network, is recorded in an actual demand 
matrix (ADM). In order to obtain the current state of the 
network the sum of the SDM and ADM is necessary. 
However, SDM already indirectly contains the demands 
of the ADM. However, only as a static estimation from 
which the real state, represented by the ADM, can 
differ. Therefore, the ADM cannot be added directly to 
the SDM, so the system will use a complex method to 
create a dynamic demand matrix (DDM), which 
correctly incorporates the actual demand. The static 
demand matrix is reduced proportionally by the corner 
sum of the actual demand matrix. Then the ADM and 
SDM are added together resulting in the new matrix 
(DDM) for the next 15 minute period. Route 
suggestions will be provided based on the current state 
of the transport network.  
4. Discussion 
As described in the Methodology chapter, the concept 
of the pilot project has already been elaborated. The 
existing matrix of the Budapest Macroscopic Transport 
Model [5] will be used as a daily static matrix and 
create matrices for each 15 minute interval of the day. 
Demand matrices will be created for every mode 
individually (4 freight categories, car, bike, public 
transport). However, only car and bike matrices will be 
updated with the current demand. 
The averaging method described in the previous 
chapter is valid until the sum of the actual demand matrix 
corner sum reaches 30% of the static demand. Over this 
scale, the averaging might yield false results and a 
different method will need to be applied. An important 
assumption is that the sum of the corner of the average 
daily matrix is fixed, in other words, each day the same 
number of trips is conducted on the network. 
A public transport model will not be developed in 
this pilot case, since an online journey planner exists 
which is based on real-time data and can make queries. 
Alternatively, the existing interface of the FUTÁR 
system will be used to provide public transport route 
suggestions. For car and bike users, a search for the 
shortest route will be based on the results of traffic 
assignments obtained by VISUM software. Disturbance 
to the road network will be added as changes in link or 
node capacity occur. In this case, a simple approach can 
be formulated, but in the end it represents the real 
disruption to the network. 
A description of the entire procedure is shown in 
Fig.13. The entire procedure consists of two main 
phases: the preparation and elaboration periods. The 
preparation period can be done any time before the 
system starts. The elaboration period can be divided into 
15 minute intervals that are represented in the figure by 
Time Periods of between 1 and T. Time Period 0 is an 
initialising period that differs slightly from the others, 
since there are no measurements beforehand. The 
indexing of time periods and time are the following: τ 
represents the time when a routing request arrives in the 
system, (t-1) and (t) are the start and end times of T, T is 
the time period when τ occurs. During the preparation 
period the 15 minute-long matrices are created for each 
mode and the basic static equilibrium assignment 
STA[PREP] has to be run. These assignments run for 
roughly 45 minutes for each Time Period on an average 
PC using VISUM. The results of these assignments are 
the basic loads of the network. 
Time Period 0 is the initial period, there is no 
routing request that is filled before that period. 
Therefore, disruptions only exist for the average state. 
The routing can be drawn from this state and the 
requests are collected in an actual demand matrix. In 
this period a traffic assignment STA[0] runs which 
incorporates the traffic disturbance reported at the 
beginning (period -1) of the period and the static 
demand matrix for the next period (period 1). This 
assignment usually runs for 8-10 minutes on an average 
PC running VISUM.  
 
Figure 12. Concept overview of the pilot system 
introduced in Budapest. 
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Time Period T is the current period, when current 
routing requests arrive and are collected in an actual 
demand matrix. An All-or-Nothing assignment DTA[T] 
is run using the dynamic matrix T-1 and the corrected 
capacity based on road traffic disturbances in (t-1). This 
assignment usually runs for less than 5 seconds. STA[T] 
is the same type of assignment as STA[0], but with the 
relevant data. The routing algorithm uses an average 
level of disturbance from STA[T-1] and DTA[T] to 
determine the shortest route for car and bike users. Time 
period T can represent any subsequent period as well, 
where the procedure is identical. 
5. Conclusion  
This paper introduces the concept of mobility 
management centres. It provides an overview of the 
tasks, responsibilities and opportunities of mobility 
management centres together with some international 
best practices. Later an innovative pilot system is 
described in detail that will be elaborated in Budapest. 
Certainly, as this is a pilot system, it has several 
limitations and points for further research have been 
identified. Some of the limitations arise from the 
required run times of the transport model, e.g. a shorter 
time interval than 15 minutes cannot be used. From the 
description of the process, it is evident that it includes 
averaging in several instances. 
This system assumes that all the planned journeys 
will be made; however, under real circumstances there 
are more planned than actual journeys. This can be one 
area of further research, since a good approach can be 
used to determine the proportion of planned journeys 
that are actually made. As suggested, a model like this 
should provide feedback, but this will not be developed 
during the pilot study. 
The validation of the proposed system is 
important. It can be validated by data from inductive 
loops and floating cars, but the above mentioned 
feedback loop would be an asset. There is another 
validation step, which should be done regarding the 
capacity reduction of the road traffic disturbance. The 
current system operates with some educated guesses, 
but appropriate values can be calculated with actual 
data. The planned approach for this is to collect incident 
data from the road network and at the same time collect 
data from loop detectors in close proximity to the 
incidents. 
The current pilot system is based on a series of 
static equilibrium assignments, but such a system 
should use Dynamic User Equilibria or Dynamic 
Stochastic Assignments. The authors are currently 
analysing the possibilities of this approach, but it might 
require greater computing demands as well as more 
input data, which are currently not available in 
Budapest. Nevertheless, this is one of the most 
important research steps. 
 
Figure 13. List of processes of the pilot system introduced in Budapest. 
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1. Introduction 
The main objective of our project is to utilize the 
opportunities in smart grids based on smart grid data 
and remote control to improve energy and cost 
efficiency. The service package is composed in a way 
that our solutions are put into use either as a whole or 
for the fulfilment of subtasks. The services and 
hardware devices are being developed like one 
intelligent cloud-based service. 
The rationale of these solutions is supported by 
several aspects of the energy market. The vastly 
proliferating renewable energy sources distributed 
generation producers (RES-DG) are affecting every 
player in the energy market. The number and built-in 
power of such power stations are expected to exhibit a 
rising tendency in the near future according to various 
energy tenders, see Tables 1 and 2.  
2. Experimental Data 
Grid operators should find a solution for operating grids 
with more entry points replacing the ones utilizing one 
directional power flow, where the direction of power 
flow changes over time and is influenced mainly by the 
performance of weather-dependent power plants. 
Fig.1 shows the electricity consumption of 
Hungary, which displays both domestic generation and 
importation, as well as planned and actual values of 
power transmissions from or to neighbouring countries. 
The prime cost of the electricity and the volume of the 
consumption set the actual, base, and peak prices of 
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Table 1. Number of (pc.) and power generation 
(kW/MW) of RES-DG producers over recent years in 
Hungary [1]. 
 
2008 2014 2015* 
 
pc. kW pc. MW pc. MW 
Solar 107 363 8.8k 68 11k 84 
Wind 1 10 56 0.5 56 0.5 
Hydro 1 16 3 0.06 3 0.06 
* based on estimated data  
 
Table 2. Use of renewable energy in Hungary [2]. 
 Available  





plan for 2020 
(GWhr) 
Hydroelectric  66 238 
under 1MW 6 12 
1 – 10MW 22 67 
above 10MW 39 158 
Geothermal  57 410 
Solar 63 81 
Wind 750 1545 
Biomass 600 3324 
Steady 500 2688 
Biogas 100 636 
Total 1537 5597 
 
 
Figure 1. Electricity consumption, export, and import 
of Hungary as of September 25, 2016 (at 5 p.m.) [1]. 
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electrical energy. Fig.2 shows the hourly average price 
of the electrical energy in 2015 in Hungary. As solar 
and wind renewable energy sources are somewhat 
uncontrollable, the integration of renewable sources is a 
big challenge for transmission operators. 
As a solution, our group implemented a calculation 
model of the grid that takes into account parameters of 
the grid elements and details of network measurements. 
Details about grids are provided by smart measurement 
and points of consumption defined in the remote 
reading circuit. Measurement data are generated over 
periods of at least 15 minute in length at these 
measurement points.  
3. Simulations  
The spread of decentralised energy producers based on 
Table 1, cause time-dependent power flows in grid 
sections. Figs.3-5 show the load of a radial grid 
examined at various times. The lines on the left side of 
the graphs start from the contact bar of a transformer, 
the specific points show the power of grid lead-downs. 
Positive values indicate a flow of power from a 
transformer towards an endpoint of the grid, while 
negative values illustrate a flow of power from an 
endpoint of the grid towards a transformer.  
4. Results and Discussion 
It is reasonable according to the graphs that the built-in 
power is insufficient but the trends of consumption and 
production should be taken into account and a 
mathematical model created to know the exact operating 
states as well as for the integration requirement of the 
new production unit. 
In order to be able to model the integration of new 
RES-DG efficiently and safely over a specific section, 
new forecast services need to be impremented. Our 
service concept is mainly based on mass useage of solar 
cells in accordance with Table 1. External 
environmental aspects were taken into account that 
affect the operation of renewable energy source power 
stations such as clouds, the temperature, humidity, 
global isolation as well as characteristics of power 
stations, such as orientation, tilt angle, integrated power, 
type and efficiency. The sources of data are defined, e.g. 
online satellite images and analytics, which in a 
complex fashion, can be used to create forecasts based 
on factual measurement data. 
For microgrid operators, e.g. low- and medium-
voltage operators, private grid operators, industrial 
parks, multiple household buildings, balancing groups, 
etc., a complex energy service concept was outlined. in 
which an opportunity for intervention was provided to 
facilitate a more efficient operation examining the 
production and consumption habits involved in the 
given microgrid. If the green energy produced is to be 
used as widely as possible, it should be identified where 
and to what extent the available green energy was 
consumed. By utilizing storage capacities, energy 
market transactions should be performed that are 
regarded as new nowadays, e.g. electrical energy is sold 
and thermal and hydrogen energy sources, vehicle 
charging, or other services purchased. Our group has 
proposed a support application service for this. 
Furthermore, settlement and cost allocation becomes 
more efficient and clearer based on details for operators. 
Meters and sensors as well as intervention devices allow 
microgrid operators to modify the image of a grid 
proactively based on up-to-date information reducing 
service outage, which is highly relevant not only for 
consumers but also producers and trade licence holders 
too, as an outage location impacting both consumption 
plan and production plans. An outage location leads to 
 
Figure 2. Hourly average price of electrical energy in 
Hungary (2015).  
 
Figure 4. Consumption of the electricity network of 




Figure 5. Consumption on the electricity networof -




Figure 3. Consumption on the electricity network of 
consumers only (power versus number of 15 minute 
sample times). 
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unplanned resource withdrawal due to the spread of 
RES-DG power stations. Microgrid providers can 
initiate interventions to influence the expected 
production and consumption, providing basic 
parameters of energy usage. This basic signal can be a 
plan or request to balance out deviation in the plan. The 
controller is a decision logics based on the deviation of 
measurements and basic signals that issues a command 
within the available limits, which is based on a complex 
logics by transferring this to the energy use and 
consumption process in order to achieve the desired result. 
The consumer and equipment of the consumer are 
parts of the energy-use and -production processes 
(hereinafter referred as to process), respectively. This 
equipment is connected to smart grids among others via 
smart home devices. To allow the consumer to interact, 
a service shall be developed that is users demand. When 
intervention in the process does not take place 
automatically, the consumer is provided with detailed 
and aggregated information via various solutions in 
which the result of his/her intervention is displayed as 
well as the decrease or rise in energy use or costs. 
The means of automatic intervention or interaction 
are dynamic tariffs, which also require smart grids that 
provide detailed and instantly available data. This 
allows for the service provider supplying dynamic 
tariffs to make an offer that reaches the user in a timely 
manner, which will be either reviewed or accepted by 
the user or just received as information, as it is possible 
to intervene remotely and automatically in processes. 
The goal of our service is to make this information 
available on a platform based on priorities, irrespective 
of service providers, ensuring the opportunity to change 
of energy provider and the access previous data. We 
provide information to consumers as well as producers 
by connecting the initiator of an intervention securely 
via processes about which information, states, and 
backtesting are also generated by us to providers. 
To ensure the overall security of smart grids and 
services included in smart grids, the situation of cyber 
security and its expectations shall be mapped. Smart 
grids are regarded as an extended electronic information 
system, whose endpoints can be accessed and managed 
remotely. However, they are less verified and have 
partial physically protection. The main requirements 
considered are 
• Act. CXII of 2011 on the right of information self-
determination and information liberty; 
• Act. CLXVI of 2012 on the identification, 
designation and protection of essential systems and 
facilities; 
• Act. L of 2013 on the electronic information 
security of state- and local government-owned 
organisations; 
• Directive 95/46/EC of the European Parliament 
and of the Council 
• Relevant provisions of energy legislation 
• Information methodologies and recommendations 
A hardware development has been implemented to 
enhance information security and a universal 
communication device has likewise been developed in 
the framework of hardware development offering a 
solution that facilitates efficient communication 
between various devices of smart grids. 
5. Conclusion  
These services and hardware devices reduce the costs 
for the participants in the energy sector from generation 
to consumption via distribution networks, and provide 
more secure ITC infrastructure. To manage and forecast 
generation and consumption, new implementations of 
RES-DG can be easily installed in the current 
distribution network, without the need for extra 
investment. The service package is flexible. Anyone can 
choose whether to use services in the future or logged 
date. The system will be extended to include other new 
services. 
Such services generate data requirements. Further 
complex analytics provide useful results for the value 
chain actors, e.g. to improve the reliability of the 
distribution network. A source of irregular consumption 
is unchecked loads on the network, which leads to the 
overload of built-in elements of infrastructure, 
premature aging and damage. The simulation engine 
analyses the data and generate alerts concerning the status 
of network elements. Before a failure occurs, the system 
can take various actions to reduce its duration and 
damage caused in order to expand cloud-based services 
for industrial consumers to dynamically control 
consumption for the network balancing. As far as the 
value chain is concerned, actors provide further bonuses 
to reduce energy costs. 
The devices and services in smart grids, like in 
telecommunications or IT infrastructure create an 
opportunity for the further integration of sensors and 
surveillance camera networks. This integration into the 
management systems of cities is currently being tested. 
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1. Introduction 
The simulation of electrical networks is important 
before network planning, development, servicing, etc. is 
conducted. There are many planning and simulation 
software solutions on the market, which can simulate 
electrical networks and grids, e.g. MATLAB, EPLAN, 
WSCAD. 
The problem with commercial simulation software 
is that such software packages cannot be ported to a new 
system. For example, if the development of a cloud-
based electrical network and grid simulation system is 
required, standard simulation software products and 
methods cannot be used. To solve this problem, a 
simulation engine was used, which possesses a GNU 
licence. The OMNeT++ Discrete Event Simulator 
(DES) [1] was chosen. Mets et alia [2] have previously 
used the OMNeT++ simulator environment. 
OMNeT++ is an extensible, modular, component-
based C++ simulation library and framework, primarily 
for building network simulators. OMNeT++ is not 
supported directly by the simulation of an electrical 
grid. To solve this incompetency, a model of the most 
important electrical components was constructed and as 
a result, the general simulation engine can be used for 
cloud-based electrical grid simulation. Two methods 
were implemented in our OMNeT++ software, which 
investigated their mathematical foundations, as well.  
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2. Simulated Network 
According to load distribution the electrical distribution 
system can be classified as: 
• Fed at one end with one load at the other end; 
• Fed at one end with more loads; 
• Fed at both ends; 
• Radial; 
• Ring; 
• The distribution system. 
To test the OMNeT++ and model of the developed 
components, a network architecture was chosen, which 
is convenient and compatible with normal methods for 
planning of electrical networks. A system has been 
simulated, which is fed at both ends and consists of 
three loads (Fig.1). 
Of course, this OMNeT++ simulation project can 
simulate any distribution systems, though exact values 
will only be calculated in this case. To simplify our 
calculations, the wire parameters shown in Table 1 were 
 
Figure 1. Distribution system fed at both ends with 
three loads. 
Table 1. Wire parameters 
ρ 1.85⋅10-8 Ωm 
q 1 mm2 
l1 27.027 m 
l2 54.027 m 
l3 27.027 m 
l4 27.027 m 
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considered. 
The resistances of all sections of wire are 
computable using Eq.(1). The calculated resistances of 
the sections of wire are R1 = R3 = R4 = 1 Ω and R2 = 2 Ω, 
which were used in the OMNeT++ simulation. 
 R =  2 ρ l / q (1) 
The selected resistance values are far from the 
resistance of wire used in real distribution systems, but 
the calculations are simplified and the illustration of the 
results more obvious. The values of current loads for 
each load were I1 = 10 A, I2 = 16 A, and I3 = 5 A. 
2.1. Classical Method of Calculating the 
Voltage Drop 
First, the voltage drop of a distribution system was 
simulated, in order to calculate the voltage drops using 
the classical method. Our system consists of three loads 
and it is fed from both ends. 
The current of the first and second feeding points 
should be II and III, respectively. By applying 
Kirchhoff’s Law, Eq.(2) is defined as: 
 II + III = I1 + I2 + I3 . (2) 
The total length of the wire is calculated as: 
 Σ l =  l1 + l2 + l3 + l4 . (3) 
If II and III are known and the load currents are 
subtracted from one of them, a load that is fed by both 
ends is identified [4, 5]. Afterwards, the electrical 
network can be separated to obtain two networks fed at 
one end. The method of calculating, for example, II is as 
follows: 
 II Σ l =  I3 l1 + I2 (l2 + l3) + I1 (l4 + l3 + l2) . (4) 
Using Eqs.(2) and (3), the results of the 
calculations of the total current, currents of feeding 
points, and the length of the wire are I1 + I2 + I3 = 31 A, 
II = 15.4 A and III = 15.6 A, and Σ l =  135 m, 
respectively. From II and III, it can be determined that 
the voltage drops accotding to Ohm’s Law. The 
voltages of the loads are U1 = 214.6 V, U2 = 203.8 V, 
and U3 = 214.4 V. 
2.2. A Method of Calculating the Voltage Drop 
Based on the Node-Potentials 
The previously presented method can be easily used to 
calculate networks consisting of topology fed at one end 
as well as at both ends. However, our electrical grids are 
obviously not that simple, see Fig.2 or they can even be 
more complex. Furthermore, in this kind of method 
implemented using OMNeT++ the presence of a small 
solar plant on a rooftop is hard to handle. 
Another method of calculating the voltage drops 
and currents was identified. Using the node-potential 
method, any parameter of an electrical network can be 
calculated. To apply such a method, the feeding points 
with voltage sources, the loads with current sources, and 
the wires with resistances were modelled (Fig.3).  
With this method the feeding points are modelled 
with voltage sources exhibiting constant voltages, which 
results in a crucial consequence for more complex 
networks. If another feeding point is added to the 
system, some part of it or even the whole network will 
be parallel to the new feeding point, as it is directly 
connected to the ground. That would make the 
investigation of the system and the handling of complex 
grids easier. Of course this is only a theoretical method 
with many limitations and conditions, but it can be a 
good basis on which to start our investigation, plus the 
method can be developed. Later new elements, both 
linear and non-linear, can be added to the network. 
Although the focus of this paper was linear time-
invariant systems. 
The electrical circuit can be transformed into a 
directed graph, where the direction of the edges is the 
same as the direction of the current in calculations. In 
this case our network possesses six potentials. Two 
potentials of the feeding points, three potentials of the 
current sources and the ground potential (Fig. 4). 
The index of the nodes is identical to the index of 
potentials. If we apply Kirchhoff’s First Law to all 
nodes, six equations and in ordinary cases five unknown 
variable potentials from 1 to 5 (the ground potential is 0 
 
Figure 2. A more complex electrical network than 
shown in Fig.1. 
 
Figure 3. The network fed at both ends modelled with 
electrical elements. 
 
Figure 4. Directed graph of the modelled circuit. 
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V) will results so the linear equation system can be 
solved. They can be arranged them into a vector Φ. 






From the potential, voltages can be calculated 
from Eq.(6). 
 U = Φi – Φi+1 (6) 
Obviously the voltages can be arranged into a 
vector U, similarly to vector Φ. From the resistances, a 
resistance matrix R or conductance matrix G can be can 
created. For the node-potential method, a special matrix 
was used. Once again, the central concept is Kirchhoff’s 
First Law. The first row of the matrix contains the 
conductances associated with the first node. The 
direction of the voltage (likewise the direction of the 
current) will determine their sign. 
 ! =  
−!! !! 0 … 0
!! −(!! + !!) !! … 0
⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 … −!!
 (7) 
The potential vector can be reduced by omitting Φ0 
thus yielding a reduced potential vector Φr. Of course 







Ohm’s Law helps to calculate the unknown 
values of the network based on Eq.(9).  
 I = G × Φ r (9) 
In the method of node-potentials, the potentials are  
considered to be unknown, while the other parameters 
are given. As a result, matrix Φr contains all parameters 
that should be calculated. In the present situation the 
two potentials of the feeding points are considered to be 
known, 230 V and the ground potential is 0 V. Each 
current value of the loads is known, but the currents of 
the feeding points are unknown. Therefore, the matrices 
should be modified so that all unknown variables will 
be present in one matrix, X, and all known parameters 
in another one, C, a constant matrix. The G matrix must 
be used as well and denoted by Gm. 
















!! 0 0 1 0
−(!! + !!) !! 0 0 0
!! −(!! + !!) !! 0 0
0 !! −(!! + !!) 0 0
0 0 !! 0 1
 (12) 
By arranging the three matrices into one equation, 
we get 
 C = Gm × X (13) 
Eq.(13) was solved using Gauss-Jordan 
elimination method and the same results presented 
earlier for I1 + I2 + I3, II and III, Σ l, U1, U2, and U3 were 
obtained. To make use of the Gauss-Jordan elimination 
method, the modified conductance matrix with the 
constant matrix had to be extended. With the help of a 
newly created matrix Ge,  the elimination process 
yielded the values for vector X directly. 
The extended conductance matrix (Ge) is as 
follows: 
!! 0 0 1 0 !!!!
− !! + !! !! 0 0 0 −!!!! + !!
!! − !! + !! !! 0 0 !!
0 !! − !! + !! 0 0 −!!!! + !!
0 0 !! 0 1 !!!!
 
  (14) 
2.3. Comparison of the Two Methods 
Although both calculations yield exactly the same 
results, in our opinion the second one is preferred. The 
structure of the matrices indicates that it can be applied 
to even more complex grids, e.g. in radial topology. 
Another advantage of the node-potential-based method 
is that the direction of the load currents is irrelevant. For 
example, even a small solar plant on a rooftop can be 
simulated. 
3. Simulation with OMNeT++ 
The OMNeT++ 4.x Integrated Development 
Environment is based on the Eclipse platform, which 
has been extended with new editors, views, wizards, and 
additional functionality. Although OMNeT++ is not a 
network simulator in itself, it has gained widespread 
recognition as a network simulation platform in the 
scientific community as well as in industrial settings, 
and has built up a large community of users. 
The most common area of application of 
OMNeT++ is the simulation of telecommunication 
networks. The simulator itself is message-based, so our 
electrical distribution system had to “communicate” via 
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messages, which is rather unusual in terms of physics or 
electrical engineering. OMNeT++ provides component 
architecture for models. Components (modules) are 
programmed in C++, then assembled into larger 
components and models using a high-level language 
(NED). 
OMNeT++ simulation comprises three different 
files, which are (i) Source code (CPP), (ii) Network file 
(NED), and (iii) Configuration file (INI). In OMNeT++ 
modules are defined, which can communicate via 
messages. Both modules and messages are special C++ 
objects. In the source code, we can specialize our 
modules, and define their tasks precisely. The network 
file contains the actual topology of the network system, 
and the position and names of the used modules as well 
as their connections. With the aid of the configuration 
file, other network settings can be specified, though 
none were used in our simulations. 
All modules have four functions, which can be 
defined by users. In our simulation, only two of them 
were used; the initialize() and handleMessage() 
functions. In the initialize function the initial parameters 
of the modules can be set, in the handleMessage() 
function the action in case of an incoming message can 
be declared. With these functions, completely different 
modules can be developed.  
The main idea was to show the current or energy 
flow via messages in our system. It worked quite well in 
the case of a system fed at one end. Although because 
of the message and handling of messages inclinations of 
OMNeT++ in systems fed at both ends, the energy flow 
was not so easy to show. 
3.1. Implementing the Distribution System in 
OMNeT++ 
The distribution system shown in Fig.1 had to be 
implemented. It is obvious that we have at least three 
different types of modules exist in this network as 
follows: (i) feeding point, (ii) load, and (iii) connection 
between them. The implemented electrical distribution 
network is shown in Fig.5.  
By analysing the topology more closely, we could 
identify another module could be identified, connecting 
two wires and a load, the node. Nodes are important 
parts not only of grids with their topology, but also of 
radial grids. 
The previously used module is not shown in Fig.1 
but there should be a ground point to make our 
simulation easier and clearer. This ground point module 
is the most important as it carries out the main 
calculations and connects the loads to the producers. 
Table 2 shows the modules and the names used in our 
source code and files. 
3.2. Modules and Messages 
The class of messages possesses several variables, 
including a void-type pointer called contextPtr, which is 
a user-defined pointer. In our simulation, this pointer 
was used to send data to modules. It points to a class, 
which contains the used variables such as voltage, 
current, effective power, reactive power, resistance, etc. 
Of course, some of the variables are used in only one 
module (e.g. the resistance in wire module), and some 
in all of the modules (e.g. voltage, current). In the 
constructor, all variables were set to zero. 
The simulation consists of cycles. Each cycle 
begins with the producers sending messages, and ends 
when they receive their messages from ground modules. 
In simulations, the Event Logging (EV) function can be 
used to log the parameters or result(s) of the 
calculations. There are two feeding points in all 
simulations, though loads are user-defined (N) in pre-
processor instruction where both two- and three-point-
loaded networks can also be considered. 
The first module is called Producer. It exhibits a 
constant voltage value set in pre-processor instruction 
#define UT 230. In advanced simulations, it should be a 
user-defined value, and it is not necessarily constant. It 
could be a function as well, but in this simple 
simulation, it will remain constant throughout the whole 
process. At the start of the simulation, only the voltage 
of the producer is known, but the current and power are 
unknown parameters until the end of the turn. Thus, 
these values are set to -1 at the beginning. All three 
parameters are set in the initialize() function. The next 
stage of the module is handling an incoming message. 
The incoming message is actually a pointer to the 
message. At first, in all modules, the values of the 
pointer were stored as local variables were identified. 
This is very useful as during simulation some memory 
allocation problems. The message contains information 
only about the currents (the voltage remains constant). 
The current of the producers is set to the value from the 
message. The power is calculated from the current and 
voltage values. The module is connected to the ground 
and one-wire modules. The producer module logs the 
voltage, current, and power. 
 
Figure 5. The schematic of the network using 
OMNET++. 
Table 2. Summary of modules used in OMNET++ 
simulations. 
Parts of the system Module names 




Ground point Ground 
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The second module simulates the load and referred 
to as consumer. It exhibits a constant current and power 
factor. Both users are defined. Current values are the 
same as discussed above in Section 2. From these and 
the voltage from the incoming message, the module 
calculates the power and reactive power. This block 
sends the current value to the ground block for further 
calculations. Consumer modules are connected to one 
node and the ground module, which logs voltage, 
current, power, reactive power, and the power factor. 
In real networks, the connecting wires exhibit 
resistances as well, causing a voltage drop in the 
system. In our example, this is desirable, almost 1 Ohm, 
but our calculations are simple. In the initialize() 
function, the lengths from Table 1 and R1 to  R4 
resistances from Section 2 are set. The wire module 
calculates the voltage drop simply with Ohm’s law. 
Obviously, it shows a useful value from the second 
cycle, as the current is negative until that turn. Wires are 
connected to one producer and one node or between 
two nodes. Wires log the voltage drop, current, 
resistance and length.  
The Node module is especially useful in radial 
topology, but also implemented here as well. The aim of 
this module is to distribute current by applying 
Kirchhoff’s First Law to our network. It works only 
after the first ‘initial stage’. The module is connected to 
two wires and one consumer module. It shows the value 
of currents. 
The ground module conducts the main calculations 
of the simulation. It determines the exact current values 
for each producer module. The calculations are based 
upon Eqs.(2) and (3). The module takes into 
consideration the length of each wire and the currents 
from the consumer modules and distributes them. The 
ground module is connected to all consumer and 
producer modules in addition to logging the sum of 
currents and the currents for each producer. 
3.3. Simulation  
As stated before, this OMNeT++ simulation can be 
divided into three different stages. At first, the 
OMNeT++ simulation engines build the network with 
the user-defined values for each module. This is referred 
to as stage 0, and there is no logging occurs here. In 
other simulations, logging is possible here as well, but 
in this case this opportunity is omitted. 
The next stage, or the first cycle, starts when the 
producers send their first message, and ends when they 
get their message from the ground module. This part is 
not necessary in other kinds of simulations. In this part 
all modules have their own user-defined values, but they 
do not have any effect on the other modules, e.g. 
producers exhibit their own voltages, but their current 
and power are both -1 or the voltage and current of 
wires are both unknown (-1), as shown in Figs.6 and 7.   
At this stage, the voltage of the consumers is 230 
V, and its powers are calculated with this voltage, 
shown in Fig.8. The first cycle of the simulation is 
examined in Fig.9. Currents are “delivered” between the 
modules throughout the whole network system. 
However, at the end of the initializing stage, the ground 
module calculates the sum of currents of the consumers 
and the currents of each feeding point (Fig.10). Thus, 
the producers receive their currents, and the correct 
calculated values, e.g. voltages, powers, etc. will be 
obtained without any unknown parameters (Fig.11). 
 
Figure 8. Consumer logging during the first cycle. 
 
Figure 9. The first cycle of the OMNeT++ simulation. 
 
Figure 10. Current distribution. 
 
Figure 6. Wire logging during the first cycle. 
 
Figure 7. Node logging during the first cycle. 
 





Figure 12. Logging of wire, node, and consumer 
modules in the second cycle. 
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The previously shown modules can be examined and it 
can be concluded that our voltage and current values are 
known (Fig.12). It could be interesting to see how our 
nodes work after the first stage, when applying 
Kirchhoff’s First Law (Fig.13). We have to mention 
that in the case of node modules Iout means the current 
of the consumer subtracted from Iin. 
3.4. Validation of the Simulation Results 
It has been seen that the results of the OMNeT++ 
simulation and the results of the classical method of 
calculating are the same. As an example, the results of 
the voltage drops are shown in Fig.14.  
3.5. Topology 
All electric systems have unique topologies the position 
of the components or element(s) and the wires that 
connect them. By considering a network fed at both 
ends with only one node, it conatins one node module 
and two connecting modules between the feeding points 
and the node. In the case of a similar network with two 
loads there are two nodes and three connecting 
channels, as in the previous case. From this point of 
view the simulated network can be checked, this one 
contaists of three loads and four channels. If a gred fed 
at both ends with N loads (where N is a positive integer) 
exists then  the number of wire modules, w (also a 
positive integer) can be calculated as follows: 
 w = N + 1 (15) 
Eq.(15) is only true for this type of topology. For 
example for a topology in which there is only one 
feeding point, the number of loads obviously is equal to 
the number of wires (and nodes). A proven formula can 
be applied to more complex topology variations. The 
advantage of these formulae are that they automate the 
creation of NED files either from another piece of 
software or implemented from OMNeT++. 
4. Summary of Simulation Experiences 
It can be concluded that our DES program works 
properly as shown in Section 3.4. Obviously there are 
some advantages and disadvantages of this method. 
4.1. Advantages 
First of all it is an open-source platform, thus it can be 
modified and developed easily. The use of other 
auxiliary pieces of software can be added, too. As the 
program includes a graphical viewer, individual 
simulation results can be followed. The message 
direction is the same as the current direction, thus a 
negative current means failure in the program, or 
negative values can be defined as unknown parameters. 
Our system can be observed for values of interest. With 
this definition the model later may be used in transient 
analysis to consider the reinitialization cycles each time. 
4.2. Disadvantages 
On the other hand, as an open-source platform it is still 
in the development phase. Sometimes the program gave 
us crash reports during the development phase. The 
message direction is the same as the current direction; 
however, according to the message sending system of 
OMNeT++ extra message(s) can be obtained. 
Another issue is the network description file 
(NED). Each time our network system is modified, the 
whole code needs to be modified, including the 
connection definition part, as well as the gate 
declaration. Topology statements are omitted. Although 
the time of the simulation is user-defined, all the steps 
are to be followed the simulation may be rather lengthy. 
In this case, the simulation of another type of electrical 
distribution system was attempted, e.g. for a system fed 
at only one end, a totally new program has to be written. 
This program can be solved only if a formula is created 
for each different type of topology. Real electrical grids 
may be more complex than the situations our DES can 
handle at the present. 
5. Conclusion  
The models of the electrical components have been 
developed in this paper based on engineering principles 
that are able to describe the behaviour of an electrical 
grid. It seems that the OMNeT++ discrete event 
simulator is suitable for the simulation of electrical 
grids. At first we need to fix some problems mentioned 
in Section 4.2. 
A future task would be to implement new 
electrical network components, e.g. photovoltaic power 
plants, wind turbines, and different loads, etc. to the 
simulation environment and subsequently the 
OMNeT++ would be suitable to simulate smart grid 
networks.  
 
Figure 14. Voltage drop of the loads. 
 
 
Figure 13. Applying Kirchhoff’s First Law to the 
Node modules. 
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SYMBOLS  
DES Discrete Event Simulatoion 
EV Event Logger 
I1, I2, I3 currents of the loads 
II, III currents of the feeding points 
l1, l2, l3, l4 length of the wires connecting loads and 
feeding points 
N number of loads 
w number of wires 
q diameter of the wire 
U1, U2, U3 voltages of the loads 
UT voltage of the feeding point 
ρ resistivity 
NED Network Description File 
INI Initialization file 
Φ potential 
Φ potential vector 
Φr reduced potential vector 
R resistance matrix 
G conductance matrix 
Gm modified conductance matrix 
Ge extended conductance matrix 
I current vector 
X vector of variables 
C vector of constants 
Acknowledgement  
We acknowledge the financial support of this work by 
the Hungarian State under the VKSZ_12-1-2013-0088 
project. 
REFERENCES  
[1] OMNeT++ Discrete Event Simulator omnetpp.org 
[2] Mets, K.; Verschueren, T.; Develder, C.; 
Vandoorn, T.L.; Vandevelde, L.: Integrated 
simulation of power and communication networks 
for smart grid applications, Proc. IEEE 16th Int. 
Workshop, Computer Aided Modeling and Design 
of Communication Links and Networks (CAMAD), 
pp. 61-65, 2011 
[3] Niemi, R.; Lund, P.D.: Decentralized electricity 
system sizing and placement in distribution 
networks, Applied Energy 2010 87(6), 1865-1869 
DOI: 10.1016/j.apenergy.2009.11.002 
[4] Gonen, T.: Electrical power transmission system 
engineering: analysis and design (CRC Press, Boca 
Raton, FL USA) 2011 
[5] Jamniczky, Á.: Electric engines, (University of 
Veszprém Press, Veszprém, Hungary) pp. 31–49, 
1994 (in Hungarian) 
 

HUNGARIAN JOURNAL OF 
INDUSTRY AND CHEMISTRY 
Vol. 44(2) pp. 93–98 (2016) 
hjic.mk.uni-pannon.hu 
DOI: 10.1515/hjic-2016-0011 
MOBILE DATA SYNCHRONIZATION METHODS 
MIKLÓS PÁL AND GÁBOR LÁNER 
Capture IT Solutions and Consulting, Záhony u. 7 Building B, Budapest, 1031, HUNGARY 
The study introduces and compares the performance of a classical and two innovative mobile data 
synchronization methods. A customized test environment will be created for every selected method researched. 
Performance, stability, and other measurement results will be produced from these environments, which will be 
the major outcome of the study. 
Keywords: mobile synchronization, comparison, performance measurement, data optimization, 
slow network connections 
1. Introduction 
The main goal of Mobile Workforce Management 
software is to make fieldwork easier and more efficient. 
This requires all necessary data to be available and in 
sync with the server databases. This is why the 
synchronization module is one of the most important 
parts of Mobile Workforce Management software. 
During the fieldwork, there are various data connection 
conditions that the application needs to be conformed 
with.  There are several data objects, e.g. task, user, 
client, etc., and multipart objects, e.g. document files, 
images to be synchronized. The usability of an 
application highly depends on the efficiency of this 
synchronization.  
The main problem that synchronization needs to 
solve is to transfer data between the devices and the data 
source. The solution begins with the data source and 
through the communication channel ends with the saved 
data on the device. Three potential implementation 
methods will be introduced and compared in this article.  
2. Experimental 
All three considered solutions have different technical 
backgrounds. The first one is a SOAP (Simple Object 
Access Protocol) web service implementation based on 
XML communication. This is the classical way to 
transfer data between two different platforms. The 
protocol originally was designed for Microsoft in 1998. 
The XML-based web service is a widespread solution 
because it is platform independent and built on industry-
wide standards. It was one of the first ways to build 
service-oriented, modular architectures using smaller 
                                                            
*Correspondence: www.capture.hu  
applications is by the communication of web services 
instead of robust, monolithic systems. 
As the technology was mainly used in enterprise 
environments, and has been in use for more than 15 
years, naturally it consists of an antiquated approach 
compared to modern, lightweight services. While the 
technology is based on standard HTTP protocols, the 
requests and responses travel in objects called 
envelopes. All of the envelopes have a header and a 
body part, where the body contains the actual payload, 
the data that is the main reason of communication. The 
format of the envelopes is strict, and furthermore, there 
are several encoding, formatting, and parsing standards 
that have been created since the birth of the protocol. 
Unfortunately, not all implementations are compatible, 
it is easy to create a server that cannot digest the client’s 
request, while both endpoints use valid but different 
soap formats, even though the raw format of the 
envelope is an easily readable XML file. 
The strict format has both benefits and 
inconveniences. When the service at the server is ready, 
it is easy to generate a unique description XML, called 
WSDL (Web Services Description Language). This file 
not only helps the development of the client side, but 
there are several tools available that can generate almost 
all of the client-side code, that can be used to connect to 
the service. Overall, it is a strict, old fashioned, but 
really reliable way to approach services in the modern 
mobile world. 
The second tested solution is the RESTful 
(Representational State Transfer) service in the 
architecture of microservices. REST is also known as 
RESTful architectural design, and was represented in 
2000 by Roy Thomas Fielding in his dissertation at the 
University of California, Irvine [1]. REST has become 
the main architectural design for web and mobile 
development over the last few years. According to 
‘ProgrammableWeb’, 69% of the newly created APIs 
were using REST while only 22% were using SOAP in 
2014. 
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There are many advantages of this architectural 
design. The first is its solid performance, due to the high 
level approach of the solution. It typically 
communicates over HTTP (Hypertext Transfer 
Protocol) using HTTP verbs like GET, POST and PUT. 
REST supports more message formats, e.g. XML, CSV 
(comma-separated values), JSON (JavaScript Object 
Notation), etc. The primary communication format is 
JSON, which is structured text data type. This message 
format requires significantly less metadata than the 
XML format, thus greatly increasing the network 
efficiency as the valuable data can fit in smaller network 
packages. The spread of the JSON message format is 
shown in Fig.1. The diagram shows the percentage of 
JSON versus XML message formats used by APIs in 
the ‘Programmable Web Directory’ between 2005 and 
2013 [2]. Another great advantage of RESTful is its 
simplicity. It is easy to implement and maintain due to 
its structure. It clearly separates the client and server 
implementations. 
Today’s trends point in a direction where 
developers need to create highly availabile applications 
exhibiting high level of scalability that are ready to run 
in cloud environments. Microservice architecture is a 
method of developing software applications as a suite of 
independently deployable, small, modular services in 
which each service runs a unique process and 
communicates through a well-defined, lightweight 
mechanism to serve a business goal. The most well-
known microservice architecture users are Netflix and 
Amazon. Applications based on this architecture are 
easy to understand and modify because of the 
independent parts. Instead of a robust application which 
contains all functions, logics and millions lines of code, 
there are many separated services with a focused 
function. These applications or application modules are 
able to run on multiple copies of multiple machines 
which makes them highly scalable, available and 
capable of running in cloud environments. 
Patterns in programming are reusable solutions to 
a problem occurring in a particular context. In the world 
of microservice architecture there are many patterns 
available to choose from. From the aspect of 
deployment there are two main patterns: 
• Multiple services per host - There is one 
physical server with all services installed on it. 
• Single service per host - In this case, there is a 
standalone host for each service. The host 
could be a virtual machine or a container. 
The communication methods between the clients 
and servers are described with the API gateway 
communication pattern. In this pattern the gateway is a 
service discovery between the client and server. This 
service is the single entry point. From the aspect of the 
database there are two main patterns. The shared 
database pattern uses only one database for all services. 
The database per service pattern uses a standalone 
database for every single service. 
Finally, the third solution is a distributed NoSQL 
implementation of mobile data synchronization. Early 
versions of NoSQL databases have existed since the 
1960s but the technology started to spread only in the 
twenty-first century. NoSQL in other words means non-
relational database. One of the main benefits of these 
databases is the simplicity in design, because they store 
data in a key-value structure. The other main benefit is 
the horizontal scalability with the support of clustered 
environments and cloud infrastructure. These types of 
databases are mainly used in big data environments. All 
three applications have the same functionalities.  
During the experimental three demonstration 
applications were created. One separated environment 
for each featured solution. All the applications have 
three main modules with the same functionalities: (i) 
database at the backend side to store test data and (ii) 
synchronization module to transfer data between the 
backend and mobile application.  
Mobile applications exist with the capability to 
connect to the synchronization module and synchronize 
data to the mobile device. Additionally, there are some 
status checking and logging functionalities on this side. 
Every mobile application was created with its own 
mobile database to store synchronized records. The data 
source of solutions was tested, which contains up to 50 
thousand historical roadwork items of data from 2011 
until 2016. The structure and an example record of the 
database are shown in Table 1. Test data is stored in a 
single table with a sequence number as a primary key. 
The architecture of SOAP web service 
implementation is shown in Fig.2. On the database side 
 
Figure 1. Percentage of APIs added to the 
ProgrammableWeb directory based on communication 















Table 1. Data structure used in tests with the field data 
types and typical contents. 
Column Type Example 
ID numeric 
 LA reference numeric 476483 
promoter character Vultron 
street character STONEGATE ROAD 
locality character MEANWOOD 
works type character STANDARD 
easting numeric 428804 
northing numeric 437215 
location character OPP STAINBECK AVENUE 
description character 
VULTRON DUCTING FOR 
MAINS CABLE TO 
DISPLAY IN BUS SHELTER 
works start date date 19/03/2008 
works end date date 08/06/2013 
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there is a PostgreSQL server (version: "PostgreSQL 
9.0.3, compiled by Visual C++ build 1500, 64-bit") 
installed. For the experimental, a separated database 
was created with pg_default tablespace and UTF-8 
encoding. Inside the database test, tables were created in 
a public scheme. 
The application server is a J2EE web application 
implemented with the SpringBoot framework, which 
builds a standalone runnable jar application that 
includes a WAR web application and also grants an 
embedded Apache Tomcat application server. This 
solution provides a monolithic architecture, which is 
widely used in the enterprise environment. The core 
framework of the application server is SpringBoot 
(version 1.3.6.-RELEASE), where the embedded 
Tomcat server version is 8.0.36. The web service itself 
is provided by Spring-WS (version 2.3.0.-RELEASE). 
The getRoadworkListRequest web service provides the 
main query about synchronization logic. This service 
performs a select * from roadworks query through the 
persistence layer and returns the whole list of the 
currently stored roadworks. The response is the XML 
representation of the data table presented in Table 1. As 
a persistence layer the application uses the EclipselLink 
JPA provider version 2.5.0.  
The mobile application of SOAP implementation 
was built for the Android SDK version 24.0.0. Android 
does not offer any built-in library to handle SOAP calls. 
There are several third-party libraries to fill the gap, but 
one could not be found that could be a fully satisfactory 
solution to our problem. In the tests, the kSOAP2 
(version 3.6.1) implementation was used that also has 
some very uncomfortable limitation, but during the test 
it was working reliably. The synchronized data is saved 
into the SQLite database in the mobile device. SQLite is 
the built-in Android database that offers a relational 
database with functionalities to access and store data.  
The architecture of the RESTful service 
implementation is shown in Fig.3. This architecture is a 
typical microservice architecture where the service itself 
implements the synchronization functions. The mobile 
application implements the mobile-device functions like 
synchronization calls and status reports. A shared 
database pattern was used by sync service, which means 
the database used by synchronization service is a 
database used by other services, too. The same 
PostgreSQL database was used at the database level in 
the REST implementation as used before for the SOAP 
test application. Thus, the database version and database 
configuration were the same.  
The service is implemented as a standalone Java 
application supported by Jetty (version 
9.2.1.v20140609). Jetty provides a lightweight 
embeddable web server and it has support for REST 
APIs of Web Socket. These features make Jetty ideal to 
use in microservice architecture. Sync Service provides 
a REST API for mobile clients to conduct 
synchronization. The main API is the GET 
/rest/sync/roadworks HTTP/1.1; Content-Type: 
application/json service that responds with the whole 
list of roadworks as a JSON content type. The 
roadworks data is accessed with a full table selected 
from a database over an EclipseLink persistence layer. 
The same JPA provider (EclipseLink version 2.5.0) is 
used for this service as it is for the SOAP application.  
The mobile application of the REST 
implementation was also built for the Android SDK 
version 24.0.0. However, Android has its own HTTP 
client provider, in this article Android-async-http 
(version: 1.4.9) was used for asynchronous HTTP client 
functionalities at the mobile application level. This is a 
well-featured and widely used library by top developers 
like Instagram and Pinterest [3]. The SQLite database 
was used to store synchronized data in the mobile 
device as well as in SOAP implementation. It was 
experienced during development that implementing 
REST API calls in the mobile environments is relatively 
easy to perform since it is a widely supported method of 
communication. Couchbase was used to build the 
NoSQL database because it offers a complete solution 
with a server-side database (Couchbase server), 
synchronization gateway and mobile-side database 
(Couchbase Lite). The architecture of this solution is 
shown in Fig.4. 
The data layer is a Couchbase server (version 
4.0.0-4051 Community Edition (build-4051)). The 
database has a single server node configured. The server 
node in Couchbase represents an instance of the 
database. In our test only one instance was run. In 
production environments, more instances are necessary 
to improve server availability. The node contains the 
physical data representation objects, called buckets. A 
new bucket was configured for the article as a 
Couchbase bucket type with 200 MB of memory 
allocated per node. The optimization of disk I/O 
 
Figure 2. The SOAP based test application’s logical 
architecture. The communication between the client 
and server component is based on XML / SOAP 
messages. 
 
Figure 3. The REST based test application’s logical 
architecture. The communication between the client 
and server component is based on JSON / REST 
messages. 
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operations was set to default, which means the disk I/O 
priority is low for this bucket. In this article this is an 
issue, because there are no other buckets in use. The 
auto-compaction settings are also set to default which 
means auto-compaction should run if the fragmentation 
is above 30%.  
The Sync Gateway (version 1.2.1 was installed) is 
located at the server side as a standalone application. 
This module implements database read / write functions 
and solution specific APIs to transfer data to and from 
mobile devices. It has a built-in versioning logic, which 
adds revision information to the documents stored in the 
server of the database and handles synchronization 
metadata like synchronization cycles and user data. The 
Sync Gateway is configured. It was created to setup the 
gateway to sync every document type without any user 
authorization. In this case every connected device 
synchronizes every document without restrictions 
between the client and server.  
The mobile application of NoSQL implementation 
is similar to the previous solutions built for Android 
SDK version 24.0.0. The most significant difference 
here is the mobile database, which is Couchbase Lite 
(version 1.3.0). This is a mobile database created for 
Couchbase and Sync Gateway. It contains the mobile 
database engine, the mobile database handler and the 
synchronization interface implementation. The 
synchronization supports both push and pull requests 
with version checking so only modified documents are 
transferred during a call. 
2.1. Samples and Measurements 
Four types of measurements were performed during the 
experiment: speed test between server and devices for 
different numbers of datasets (small 1-10, medium 
1,000-10,000 and a large number of records up to 
50,000). Speed tests were performed during data 
transfer to and from the devices and with mixed 
directions. Speed and stability tests were performed 
using text and binary data types with a high amount of 
data to transfer. During the tests, all data packages and 
sizes of the packages were monitored, as well as the 
performance of mobile applications, synchronization 
gateways and databases. 
3. Results and Analysis 
3.1. Experiments 
During the analysis an attempt was made to provide 
constant conditions with the following hardware 
infrastructure. An Asus K53S notebook with Intel® 
Core™ i7-2630QM CPU, 8 GB RAM and HDD WDC 
WD7500BPVT-80HXZ was used as the server to run 
the database, application server, synchronization service 
and synchronization gateway. A Samsung Galaxy SM-
G935F (S7 Edge) smart phone with Android 6.0.1 
(build number MMB29K.G935FXXS1APG2) was used 
as the mobile environment. 
Every test was run on the same local network. The 
network used a 100 Mb/s WIFI router. The server was 
connected to the router with a local area network (LAN) 
cable, the mobile device was connected via a WIFI 
network. This way the network speed during the 
experiment was constant. 
During the experiment, six test rounds were run on 
the three different solutions. The amount of data was 
raised in every step from 1 row to 50,000 rows. One test 
round with 100,000 records was also planned, but the 
tests revealed the limitation of the mobile hardware, for 
around 30 MB of data, the response could not be parsed 
in one batch, mainly due to the lack of memory. To 
achieve realistic conclusions from the measurements, 
every step was repeated three times. Overall, a total of 
54 tests were run. 
Measurement results were collected using several 
methods. In SOAP and REST implementations, most of 
the information was collected from the mobile platform. 
Both applications were provided with a logger module 
that provided log entries in every main step of the 
synchronization. These steps were the following: 
• synchronization initialized 
• synchronization started (request was sent from 
the mobile device to the server) 
• synchronization finished (the response came 
back from the server) 
• parse start (when the mobile application started 
to process the response) 
• parse done (when processing finished and all 
records from the response were saved in the 
database of the mobile client) 
In the case of the NoSQL solution, the monitoring 
was a bit different because there was no way to write a 
custom logger module for the built-in processes. 
Fortunately, the Couchbase Sync Gateway provides a 
fine-grained log where nearly all equivalent steps can be 
found that we redefined for the previous tests. 
The performance and mobile database monitoring 
was the other main part of the analysis. This part was 
the same for all solutions including NoSQL. The 
performance was monitored continuously with an 
Android debug tool while the database was monitored 
from the application with a status screen. It was 
expected that the SOAP Web Service implementation 
would be significantly slower than the RESTful and 
NoSQL solutions mainly because of the larger data 
packets transferred in XML format. 
 
Figure 4. The CouchBase based test application’s 
logical architecture. The communication between the 
client and server component is based on the database 
standard synchronization gateway. 
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The measured results refuted these expectations. 
As Fig.5 and Table 2 show, the average sync times are 
not just nearly the same but with smaller data amount 
the SOAP is even faster than the REST. In this result, 
the NoSQL lags behind the other two solutions, but the 
sync time gets closer as the amount of data increases. 
The reason for this difference could be the additional 
versioning features of Couchbase. Furthermore, NoSQL 
is built for working with high amounts of data.  
The synchronized data amount on the horizontal 
axis is increasing nearly logarithmically because of this, 
a logarithmic view of this result set (Fig.6) could yield a 
better understanding. Fig.6 shows the key point is at 
1,000 rows. Here is the point where all solutions start to 
converge into each other. From this point, increase in 
the sync time becomes more directly proportional to the 
increased in the data amount. By taking into 
consideration the result, numbers and sync time per row 
values in Table 3, is can be seen that the minimum 
value using SOAP is at 1,000 records, using REST the 
minimum value is at 10,000 and using NoSQL the 
minimum is above 50,000. The results above were 
calculated using synchronization and data processing. If 
data processing is skipped, the results change as shown 
in Table 4.  
Again, the key point here is  the limit where the 
number of records is 1,000. After that point the 
synchronization using REST increases much faster. As 
shown in Fig.7, the SOAP sync time rises sharply while 
the REST sync time rises less rapidly. The size of the 
messages can only be monitored for the SOAP and 
REST implementations. The results of these 
measurements were the same as expected. Due to the 
strict data format, the XML structure requires larger 
amount of data transfer packages than JSON, as shown 
in Table 5. The logarithmic diagram in Fig.8 shows that 
the increase in size is directly proportional to the 
number of transferred rows. 
 
Figure 6. The synchronization time required for each 
test application with different record counts, in 
seconds, on logarithmic scale. 
Table 3. The time needed to synchronize one record 





REST sync  
time (s/record) 
NoSQL  sync  
time (s/record) 
1 0.06533 0.33833 6.67100 
10 0.01280 0.03390 0.67633 
100 0.00393 0.00621 0.06169 
1,000 0.00309 0.00376 0.00817 
10,000 0.00341 0.00343 0.00539 
50,000 0.00451 0.00433 0.00526 
 Table 4. The synchronization time required for the 
SOAP and REST based test applications with different 




SOAP sync time – 
without parsing (s) 
REST sync time – 
without parsing (s) 
1 0.044 0.278 
10 0.090 0.239 
100 0.134 0.243 
1,000 0.815 0.764 
10,000 6.842 3.589 
50,000 26.540 7.020 
  
Figure 7. The synchronization time required for the 
SOAP and REST based test applications with different 
record counts, in seconds, without data parsing and 
persisting. 
 
Figure 5. The synchronization time required for each 
test application with different record counts, in 
seconds. 
Table 2. The synchronization time required for each 








NoSQL  sync 
time (sec) 
1 0.065 0.338 6.671 
10 0.128 0.339 6.763 
100 0.393 0.621 6.169 
1,000 3.094 3.757 8.169 
10,000 34.084 34.324 53.922 
50,000 225.444 216.492 262.898 
 
Table 5. The size of the data packages using XML and 







1 0.727 0.272 
10 6.200 3.700 
100 55.400 32.900 
1,000 554.400 331.600 
10,000 5,734.000 3,481.600 
50,000 29,286.000 17,920.000 
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The last measured value is the size of mobile 
database after data synchronization. The SOAP and 
REST implementations have the same database size 
because both of them used an SQLite database with the 
same data. This is the reason why only SQLite and 
Couchbase Lite databases were compared in Table 6. As 
shown in Table 6 and Fig.9, the size of the Couchbase 
Lite database is much bigger than that of SQLite. The 
difference increases as the amount of data rises.  
4. Conclusion  
Finally, we need to state that SOAP performed 
surprisingly well during the experiment performance 
tests. The biggest limitation with regards to it is the 
minimal support in mobile development. Because in 
enterprise companies SOAP is still the most common 
technique this architecture is still popular.  
More measurement data confirmed that there is a 
common key point where there is only a minimal 
difference between the selected solutions. This point is 
around 1,000 records per transaction, which is the point 
where it does not matter which solution is used. This is 
not the optimal point of performance for all solutions 
but it could be a good compromise. 
The best choice is the REST synchronization, if 
the goal is to quickly implement a customizable, 
reliable, scalable, and extendable, cloud-ready modern 
solution. Any amount of data is supported from small 
datasets to big data solutions. The bottleneck of this 
solution occurs during data processing.   
The best choice is the SOAP synchronization if the 
goal is to create an enterprise-ready highly secure and 
auditable solution. This solution is not recommended 
for big data environments, but up to medium amounts of 
data, it could offer a real alternative to RESTful service. 
Working with SOAP has many limitations in mobile 
development. 
NoSQL is the best choice for big data 
environments where a very large amount of data needs 
to be processed and there is a limited time for 
development. 
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Table 6. The size of the database on the client device 
using SQLite and CouchBase Lite databases for 






database size (KB) 
1 3,993.600 7,168.000 
10 4,003.840 7,372.800 
100 4,044.800 7,536.640 
1,000 4,167.680 8,325.120 
10,000 5,457.920 15,656.960 
50,000 14,704.640 47,462.400 
 
 
Figure 8. Comparison of the size of the data packages 
between the XML and JSON format on a logarithmic 
scale. 
 
Figure 9. Comparison of the size of the databases 
between the SQLite and CouchBase databases. 
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The cost optimal scheduling of a household refrigerator is presented in this work. The fundamental approach is 
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1. Introduction 
Environmental awareness is trendy in modern societies. 
Policy-makers tend to prefer green energy, e.g. solar, 
wind, etc. in order to decrease carbon footprints. The 
demand-and-supply-based nature of the electricity 
market has led to hourly electricity prices in day-ahead 
markets [1]. Most people seek the cheapest solution by 
using their appliances during low price periods, 
however, there are certain devices, e.g. refrigerators 
work all day long. In this case, the only opportunity lies 
in the optimal scheduling of the cooling periods. The 
prescribed inside temperature of the refrigerator makes 
the problem difficult to solve. 
                                                            
*Correspondence: balint.roland@virt.uni-pannon.hu  
2. Problem Statement 
In a day-ahead market, the service provider provides the 
hourly electricity price for the next day. The problem to 
be solved is the optimal scheduling of a given 
refrigerator based on the forthcoming electricity prices. 
As a constraint, the refrigerator temperature must be 
kept within given boundary values. 
2.1. Energy Price 
The service provider provides the electricity price for 
the next 24 hours (DAM: day-ahead market). Fig.1 
shows the electricity price [2] over a week, each line 
corresponds to the price of a day.  
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2.2. Refrigerator Model  
In order to describe the dynamics of the thermal 
behaviour of the refrigerator, the electric substitution 
model of Fig.2 can be used, where the red voltages 
correspond to the inner air temperature (Uair) and the 
cooled back wall (Uwall). The blue elements are the 
inputs to the system: the outer air temperature (Uout) and 
the on/off switch (S). The capacitors demonstrate the 
heat capacity of the back wall (Cwall) and the inner air 
(Cair) while the resistors are the heat transfer coefficients 
between the components.  
2.2.1. Cooling Dynamics 
The first case is when the switch S is closed, i.e. the 
refrigerator is cooling. The dynamics of the system can 
be described by the state-space model of the form 
outlined in Eqs.(1) and (2), where the state and input 
vectors are given in Eqs.(3) and (4). 
 ! = A x + B u (1) 
 y = C x + D u (2) 
 ! =  !!"#!!"##  (3) 
 ! =  !!"#!  (4) 
The parameters of the state-space model of the 
cooling dynamics are given as follows: 
















 ! =  1 00 1  (7) 
 ! =  0 00 0  (8) 
2.2.2. Reheating Dynamics 
The second case is when the switch S is open, i.e. the 
refrigerator is reheating to environmental temperature. 
The system is still linear and time invariant as outlined 
in Eqs.(3) and (4). The parameters of the state-space 
model are given in Eqs.(9)-(12). 














 ! =  1 00 1  (11) 
 ! =  0 00 0  (12) 
2.3. Control Aim 
The aim of this study is to schedule refrigerator's 
operation to minimise the operational costs with the 
following assumptions: 
• the operational cost is the energy consumption 
of the refrigerator during the day; 
• the price of electricity changes hourly; 
• the energy price is known for 24 hours in 
advance; 
• the temperatures must be between the 
following operating constraints: 
o the inner air temperature should be 
between 0.1 ºC and 5.5 ºC; 
o the cooled back wall temperature 
should be between -19 ºC and 7 ºC; 
• the outer air temperature is constant; 
• the input variable is binary (On/Off); 
• the models should be chosen based on the 
value of the input. 
The main objective is to minimize the operational 
costs, defined as 
 !"#$ =  !! ∙ !!!!!!!!  (13) 
where pk is the price of electricity and Uk is the input at 
time Ts ⋅ k (Ts: sample time). 
3. Optimal scheduling 
To find the optimal scheduling of a system the model 
predictive control approach is used. Afterwards a novel 
heuristic optimisation technique is presented. 
3.1. Model Predictive Control of the System 
For optimization, the Multi-Parametric Toolbox 3.0 
(MPT) [3] is used first, because in this Matlab Toolbox 
we can find all the necessary options can be found:  
• ‘Piecewise Affine’ (PWA) modelling for linear 
time invariant (LTI) systems; 
• optimal controller design for PWA systems. 
 
Figure 2. Electric substitution model of a refrigerator. 
S symbolizes the switch of the devices controlled by a 
thermostat in an ordinary refrigerator. 
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The solver uses a cost function as follows:  
 !"# | !!!! |! + | !!!! |!!!!!!! , (14) 
where variables xk and uk are the state and input vectors 
at the kth step of the prediction horizon N. The || · p 
expression is the standard p vector norm, and Qx and Qu 
are penalty matrices. 
The MPT toolbox for the PWA system description 
uses discrete time models, thus initially the continuous 
time model must be discretised. However, there are two 
problems to solve:  
• the penalty matrices (Qx and Qu) cannot be 
changed, so the actual electricity price cannot 
be used in this form; 
• the time information of the system, e.g. system 
time, is unknown. 
To handle these problems, two supplementary state 
variables have been introduced. The first counts the 
time and the second stores the actual energy price. If the 
refrigerator is switched off the energy price is zero, 
otherwise it provides the actual price value. One pair of 
(On/Off) systems for every price of each hour needs to 
be created, during the calculation the model parameters 
and the price are constants. Thus, the choice is based on 
the state of the binary input and the time value of the 
state vector. The modified LTI state-space models are 
the following: 






 u = [ S ] (16) 
 Φon= 
0.9998 0.0001 0 0
0.0004 0.9977 0 0
0 0 1 0








 ! off= 
0.9998 0.0001 0 0
0.0010 0.9988 0 0
0 0 1 0














 ! =  
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (22) 
 ! =  
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 (23) 
The hourly changing energy prices are denoted by 
ph in matrices Γ, so there are 24 models with two system 
dynamics (On and Off) in total. The model actually used 
is chosen based on the input (On and Off states) and the 
third element of the state vector (t: define the model 
over time so the energy price value). Based on the two 
variables the necessary model is chosen:  
• if the refrigerator operates, its value is the 
actual energy price; 
• if the refrigerator is switched off, it is zero. 
By the summation of the values of x4 the 
operational cost is obtained (in €/kWhr) for the 
operating period. The piecewise affine model of the 
system is given by Eq.(24). 
 !!!! =
!!"!! + !!"!! + ! , if ! = 1 
!!""!! + !!""!! + ! , if ! = 0 
 (24) 
The simulation is very sensitive to some design 
parameters. These parameters are the sampling time 
(TS), the prediction horizon size, and the cycle number 
of the simulation horizon. The correlation between 
horizon size and simulation time is outlined in Table 1 
(TS = 5 min). If the horizon is bigger than 12 – 15, the 
simulation will end in deadlock. The sample time value 
cannot be too large because the change in one step 
would be too high and the algorithm would not be able 
to function properly. The multiplication of the sample 
time and the horizon yields to predicted time horizon. If 
the sample time and the horizon are small, the algorithm 
runs quickly, but with a small pre-determined time 
interval and cannot calculate the forthcoming electricity 
prices. As Nsim increases, the running accelerates. In the 
PWA system, only the systems of the simulated time 
interval are present. If Nsim is small, the number of 
models is small so the algorithm must choose from 
fewer systems but in that case, the cycle has to run 
repeatedly as the new PWA system is defined.  
3.2. Heuristic Search Algorithm using Binary 
Tree Growing 
The general optimizer in the MPT is very slow due to 
several problem-specific assumptions, e.g. binary input, 
and the horizon size is bounded so another optimisation 
algorithm is needed that runs faster and uses problem-
specific heuristics.  
Table 1. The simulation time in minutes versus 
horizon size. 
Size of horizon, - 8 10 12 13 
Calculation time, min 2 8 59 111 
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3.2.1. Base of Algorithm  
In order to find the optimal solution, all input 
combinations need to be counted over time. Trivially, 
this number can be reduced by deleting those 
combinations where the system exceeds the operating 
constraints. In this case, in all steps, the states are 
duplicated and 1 or 0 (On or Off) is added to input 
vectors so the number of combinations grow 
exponentially and the simulation time of one cycle 
grows, too (Fig.3). Without additional heuristics, the 
running time of the 18th loop was as high as the MPT 
simulation with a horizon size of 13.  
Model-related heuristics can be applied to decrease 
the number of combinations. This rule is simple: 
between any two input combinations, if the 
corresponding air and wall temperatures are higher and 
also the operational cost is greater than or equal to one 
of the examined combinations then this input 
combination is not optimal, i.e. it can be ignored. The 
pseudo code of the algorithm is summarized by 
Algorithm 1. With these heuristics, the number of 
combinations and the running time of the simulation can 
be reduced. Fig.4 shows the running time of the nth 
cycle with and without this filtering. This figure shows 
that without the filter, the simulation time of the 20th 
cycle is more than 30 minutes but with the filter it is a 
maximum of 1.5 minutes.  
 
Algorithm 1 Heuristic algorithm  
procedure OPTIMUM SEARCHING 
define:  
X0 ← initial state 
 bounds ← bounds of temperatures 
ph ← electricity prices of a day   
h = 1 (actual hour of day)   
Ts ← sample time [hour]   
SimTime ← simulation time 
cost = 0 
 sys1 ← reheating DT-LTI system 
sys2 ← cooling DT-LTI system 
U0,0 =[] 
create:   
PWA ← PWA system from sys1 and sys2  
loop: 
 for i = 0 : 1 : SimTime/Ts do 
Ui,all = [Ui−1,all; Ui−1,all] (duplicate U) 
n = size(U) (number of combinations)   
k  {1, 2, ..., n} 
 if 1 < k <= n/2 then 
Ui,k = [Ui,k, 1];  
else 
Ui,k =[Ui,k, 0];  
Xi+1,k = PWA(Xi,k,Ui,k) 
cost ← update cost 
 k  {1, 2, ..., n} 
 if Xi+1,k / bounds then 
delete Xall,k, Xall,k and costk 
n = size(U) 
k,l{1, 2, ..., n}   
if Xi+1,k > Xi+1,l and costk > costl then 
delete Xall,k, Xall,k, costk 
else 
if Xi+1,l > Xi+1,k and costl > costk then  
delete Xall,l, Xall,l, costl 
n = size(U)   
k  {1, 2, ..., n}   
opt = min(costk) 
       optimal solution = Uall,opt 
3.2.2. Algorithm with Horizon 
The algorithm of the MPT uses a horizon to reduce the 
calculation time for fast online implementation. In the 
investigated problem, the maximum usable horizon 
available in MPT is too small. The previous algorithm 
calculates the optimal solution during a whole day, so 
the horizon is 24 hour, e.g. if the sample time is 5 
minutes then the size of the horizon is 288. This large 
horizon size causes slow simulations. To decrease this 
simulation time, a horizon as in the MPT algorithm is 
defined. This step causes a very large reduction in 
running time. This time is proportional to the horizon 
size, but if the horizon is too small the solution would 
not be optimal. The running times and calculated costs are 
collected in Table 2.  
 
Figure 3. Running time and number of combinations 
vs number of cycles. 
 
Figure 4. Without the heuristic algorithm, the 
simulation time of the 20th cycle is more than 30 
minutes, but with the heuristic algorithm, it has a 
maximum of 1.5 minutes. 
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The running times in Table 2 show that by 
increasing the horizon size the simulation time 
increases, too. The operating cost increases, but it is 
uncertain whether a bigger horizon is better. Based on 
this, the suggested heuristic search-based optimization 
algorithm can be used as a basis for a special model 
predictive scheduling/control algorithm. 
4. Results and Discussion 
The model predictive control algorithm in the MPT did 
not work correctly due to the serious limitations 
connected to the control task. By increasing the horizon 
size, the simulation becomes slow with maximum 
horizon size of 13.  
The proposed optimization algorithm has been 
developed to find the optimal scheduling. Table 2 shows 
the difference between simulation times and operating 
costs if the horizon size is changed. Fig.5 shows the 
calculated optimal scheduling for Wednesday. Fig.6 
shows the energy prices and the number of input 
combinations of the ith cycle without and without a 
horizon size of 4 hours. There is a correlation between 
the monotonous energy price and the number of input 
combinations. If the price is increased the number opf 
combinations increases, too. 
Simulations of energy prices for a whole week 
with and without horizon size of 4 hours (TS = 5 
minutes) have also been performed. The results are 
shown in Table 3. The simulation times were reduced 
by 70-90% while the costs grew only by 1-2%. 
Table 2. The size of horizon, the simulation time in 







none (∞) 75.0 0.20235  0% 
24 5.7 0.20427  +0.95% 
36 12.6 0.20433  +0.98% 
48 16.9 0.20394  +0.79% 
60 25.9 0.20413  +0.88% 
72 31.0 0.20456  +1.09% 
 
 
Figure 5. The optimal scheduling for Wednesday’s energy prices. 
 
Figure 6. Wednesday energy prices and the number of input combinations of the ith cycle with and without a horizon size of 
4 hours. 
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5. Conclusion 
A heuristic search algorithm has been implemented for 
the optimal scheduling of a refrigerator model. This 
work was initiated by the fact that the optimization 
algorithm of the MPT did not work correctly with large 
horizon sizes for the applied piecewise affine system. 
The proposed algorithm calculates the optimal input 
sequence for a whole day with any horizon size but it 
also works with an infinitely large horizon. The 
calculation time is fast compared to that of the Matlab 
MPT solver.  
Our own heuristic algorithm is faster without a 
horizon than the MPT solver with horizon size of 13 
hours. I can be run with a larger horizon size, and can 
yield the absolute optimum without a prediction 
horizon. The operating cost of the solution is 12 percent 
less with the aid of a heuristic search. This cost is 25 
percent cheaper than the cost of traditional refrigerator 
control.  
The suggested heuristic search-based optimization 
algorithm can be used as a basis of a special model 
predictive scheduling/control algorithm. The present 
work is based on an ideal refrigerator model. As a future 
step, the validation of the model and the scheduling 
algorithm in an MPC framework will be investigated. 
Testing the control scheme in a real situation with 
random disturbances, e.g. opening the refrigerator’s 
door, etc. will also be performed. 
SYMBOLS  
A state matrix 
B input matrix 
C output matrix 
Cair heat capacity of the inside of the refrigerator 
Cwall heat capacity of the back-wall 
DAM Day-Ahead Market 
DT-LTI Discrete Time Linear Time Invariant 
f constant input or disturbance 
Φ off off state discrete time state matrix 
Φ on on state discrete time state matrix 
Γ off off state discrete time input matrix 
Γ on on state discrete time input matrix 
LTI Linear Time Invariant 
MPC Model Predictive Control 
MPT Multi-Parametric Toolbox 
PWA Piecewise Affine 
Qu penalty matrix of u vector in MPT 
Qx penalty matrix of x vector in MPT 
Rcool heat resistance of the back-wall 
Re heat resistance between back-wall and inner 
air 
Ri insulation of refrigerator 
S binary state switch 
Tair inner air temperature of refrigerator 
Tout outer room temperature 
Twall cooled back-wall temperature of refrigerator 
u input vector 
uk input vector value in kth sample moment in 
DT 
Uair voltage corresponding to inner air 
temperature 
Ucool voltage corresponding to minimum reachable 
back-wall temperature 
Uout voltage corresponding to outer air 
temperature 
Uwall voltage corresponding to cooled back-wall 
temperature 
x state vector 
xk state vector value in kth sample moment in 
DT 
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Table 3. Differences in optimal operating cost and simulation time with and without a horizon. 
 without horizon 4 hour horizon difference in percent 
Day of the week cost, 1/kW time, min cost, 1/kW time, min cost, 1/kW time, min 
Monday 0.20235  75  0.20394  16.9  +0.79  -77.47  
Tuesday 0.20200  1013.2  0.20650  78.9  +2.23  -92.21  
Wednesday 0.27748  234  0.28111  48.8  +1.31  -79.18  
Thursday 0.22255  116.1  0.22739  38.3  +2.17  -67.04  
Friday 0.23127  267.7  0.23618  32.3  +2.12  -87.93  
Saturday 0.25819  222.3  0.26281  45.1  +1.79  -79.70  
Sunday 0.27286  100.4  0.27488  18.7  +0.74  -81.34  
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A current source inverter model has been developed in the given paper that is constructed from six LTI models 
for the different switching modes. The overall model is in a piecewise affine form that supports the use of model 
predictive control. The model has been verified against engineering expectations and its open-loop performance 
shows that it is a promising basis of model predictive control structures. 
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1. Introduction 
In industrial applications power electronic converters 
are divided into two major classes, namely voltage 
source (VSI) and current source inverters (CSI). As a 
VSI employs modulating the voltage wave through the 
inverter’s legs, its counterpart relies on modulated 
current waveforms. To operate a VSI the inverter’s 
switching devices should operate in a specified 
alternating modulation to avoid shorting the inverter’s 
legs, while its current source counterpart could embed 
this operation into the modulation. Thyristor rectifiers 
suffer from several drawbacks, e.g. high-input current 
harmonic distortion or a low power factor. Pulse width 
modulated current-source inverters, on the other hand, 
are free from the above-mentioned drawbacks. In such 
cases, a smoothing LC filter is placed on the AC side 
and a choke inductor DC side to reduce the harmonic 
injection resulting from the current modulating PWM 
operation. In the case of sinusoidal supply voltages, an 
input power factor with unit value can be achieved if 
both requirements are met. In conventional control 
structures, PWM-CSR is usually operated by off-line 
patterns and look-up tables like in trapezoidal 
modulation and selective harmonic elimination. The use 
of these techniques simplifies the calculation of the gate 
control signals with the special requirements of applied 
switches like IGBTs. Input filtering, on the other hand, 
may result in oscillatory transient behaviour. This can 
be attenuated by adding damping resistive elements, but 
using them also reduces the overall efficiency. Space 
vector modulation (SVM) has proven to result in a high 
voltage gain, reduced switching frequency and low 
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current harmonic distortion, and could be 
straightforwardly implemented in digital systems [1]. In 
the second section, the structure of the investigated 
inverter is presented. In the next section, a detailed 
open-loop model is presented, and in the fourth section 
a predictive strategy is chosen for controlling SVM. 
2. Inverter Structure 
The current source inverter normally requires three-
phase inductive and capacitive filtering (Lf and Cf, 
respectively), improving the load current and voltage 
waveform’s harmonic distortion, and in thermistor 
appliances assisting the commutation of the switching 
devices. The legs of the device should include 
protective diodes, otherwise the absence of a current 
path introduces a high-voltage spike, causing damage to 
the switching devices [2]: 
• The switching devices used are symmetrical, 
they do not require freewheeling diodes. 
• The current source inverter produces a three-
phase pulse-width modulated current instead 
of a pulse-width modulated voltage. As such, 
a capacitor needs to be installed on the output 
for filtering purposes. The high voltage 
derivative is associated with the VSI. 
• The rate at which the DC current rises is 
limited by the DC choke, allowing sufficient 
time for the protection circuit to function in 
the case of a short circuit at the inverter output 
terminals. 
• As a restraint, the DC link current cannot be 
instantaneously changed, which resulted in a 
reduction in dynamic performance. 
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3. Open-Loop Switched Model with Space 
Vector Modulation 
3.1. Space Vector Formulation 
The switched model of the three-phase CSI supplying a 
three-phase load through an LC filter and RL load is 
shown in Fig.1. The LC filter is a low-pass filter 
included with the three-phase CSI to decrease the THD 
by eliminating higher order harmonics. The 
implemented LC filter includes a resistor Rf in series 
with a capacitor Cf. This resistor provides a passive 
damping solution and it was recommended to be within 
the range of 0.5 to 1 Ω. Moreover, the resistor RDC 
represents any start-up pre-charging resistance or any 
resistance in series with the DC voltage source VDC. 
For constructing the model the following assumptions 
are made: 
• The LC filter and the RL load’s circuit 
components are symmetric. 
• Only a continuous conduction mode is 
assumed. 
• Each time, the switch state index s is known. 
• The switching devices used for modulation are 
assumed  to be ideal, with zero losses and 
switching is consid  ered to be instant. 
• No external disturbance is assumed. 
• No magnetic coupling between the 
inductances is  assumed. 
With the above assumptions, the equation system 
of the inverter, filter and load for all the switching states 
can be created, as different state-space models [3, 4]. 
Under the above-mentioned constraints, the three-phase 
current source inverter has nine switching states as can 
be seen in Table 1. 
These switching states can be classified as zero 
switching states (I0) and active switching states (I1, ..., 
I6). In addition, there are three zero states which implies 
vertical conduction of the inverter leg. This implies that 
the source is shorted, leading to iA = iB = i C = 0. This 
operating mode is often referred to as the bypass 
operation. Assuming that the operation of the inverter is 
three-phase balanced then Eq.(1) applies 
 iA + iB + iC = 0 (1) 
According to Fig.2, the five active vectors can be 
expressed as: 
 !! = !! !!"e
! !!! !!!
!
! , k = 1, 2, …, 6 (2) 
The active and zero vectors are assumed to be 
stationary, on the contrary, the current reference vector 
Iref in Fig.2 rotates with an angular velocity ω = 2πf, and 
θ ! =  ω ! !" + θ 0 ,!! where f is the fundamental 
frequency of the inverter output current and θ is the 
angular displacement. A desired vectorial length and 
angle, Iref can be calculated from the neighbouring space 
 
Figure 1. Current source inverter with an LC filter and RL load. 
Table 1. Switching states of SVPWM modulated CSI. 
 active 





S1, S4  
0 0 0 I0 S2, S5  
S3, S6  
Active 
States 
S6, S1  iDC -iDC 0 I1 
S1, S2  iDC 0 -iDC I2 
S2, S3  0 iDC -iDC I3 
S3, S4  -iDC iDC 0 I4 
S4, S5 -iDC 0 iDC I5 
S5, S6 0 -iDC iDC I6 
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vectors (Fig.3), based on the switching pattern and 
frequency of the inverter. As Iref passes through the 
vectorial spaces, different switch sets are applied to 
formulate the desired output. As a result, when Iref 
rotates one revolution, the output continues for one 
cycle based on the fundamental frequency. 
3.2. Calculating Dwell-Time 
The dwell time for stationary vectors represents the time 
that space vectors spend in a sector during TS. The basic 
method used for dwell-time calculations is the so-called 
ampere-second balancing principle. The main idea 
behind it is that the product of the sampling period TS 
and the reference vector Iref is equal to the sum of the 
current vectors multiplied by the time interval of chosen 
space vectors. With small enough TS, Iref can be 
assumed as constant over a period. With this notion, the 
reference current is approximated from the 
neighbouring vectors corresponding to the actual sector 
and from the zero vector for adjusting the length. 
The ampere-second balancing principle is given by 
 !!"#!! = !!!! + !!!! + !!!!!! = !! + !! + !!  (3) 
where T0, T1, and T2 denote the dwell times of the 
vectors I0, I1, and I2. From Eq.(2), the individual values 
of space vectors in SECTOR I are defined in Eq.(4): 
 
!!!! = !! !!"e
!!!!




Projecting the resulting complex vector onto the 
real and imaginary axes leads to: 
 
!!"# cos θ  !! = !!"(!! + !!)
!!"# sin θ  !! = !! !!" −!! + !! .
 (5) 
Solving Eqs.(3) and (5) yields the dwell times T0, 
T1, and T2 at any given θ angle as shown in Eq.(6): 
 
!! = !! sin (!! − θ)!!
!! = !! sin (!! + θ)!!
!! = !! − !!−!!




where ma = | Iref | / IDC is the modulation index in the 
domain: ma  ∈ [0, 1]. 
When Iref is inside of other sectors a multiple of 
π/3 is subtracted from θ so that the modified angle σ 
happens to fall within the range of − !! ≤ θ ≤
!
! for use 
in Eq.(7): 
 
σ = θ − (! − 1) !!
! = 1, 2,… , 6




where s is the sector index. This method save sthe need 
for implementing unnecessary calculations and code 
capacities. 
3.3. Switching Sequence 
As far as designing the switching pattern of the SVM 
for the CSI a few notions should be specified for 
switching loss reduction: 
• The state transition should involve the least 
amount of switches (one switch is desired). 
• Minimum amount of switches should be 
involved as Iref transits from the current to the 
next state. 
 
Figure 2. A typical space vector diagram for the CSI. 
I1, ..., I6 are the active vectors, I0 is the zero vector, ω 
is the angular velocity, θ is the angular displacement 
and the Cartesian coordinate system represents the 
imaginary and real axes. The active vectors form a 
symmetric hexagon with six identical sectors, while 
the zero vector I0 lies at the center of the hexagon. 
 
Figure 3. Calculation of Iref in Sector I, where the 
Cartesian coordinate system represents the imaginary 
and real axes.  
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The typical sequence can be observed in Table 2. 
Iref is created by I1, I2, and I0 with the mentioned dwell 
time rule 6. Ts can be divided into three or more 
segments (T0, T1, and T2) according to the desired THD 
value of the output current. 
From the above, a continuous switching sequence 
for the SVPWM modulation can be obtained by Eq.(8): 
 !!, !!!!, !! ! = 1, 2,… , 5!!, !!, !! ! = 6 ,  (8) 
where k is the sector index. 
3.4. Obtaining Open-Loop ‘Piecewise Affine’ 
Model 
With every state vector I0, I1, ..., I6 a different switch 
configuration and a different circuit configuration is 
present at a given time. For every case the circuit’s state 
equations can be written in continuous state-space form: 
 
!(!) = !!! ! + !!!(!)
!(!) = !!!(!)
s = 0, 1,… , 6 ,
 (9) 
where AS is the sth state matrix, BS is the sth input matrix, 
CS is the sth output matrix, x(t) and u(t) are space 
vectors, and s represents the space vector index with s = 
0 as the zero state and s = 1, 2, …, 6 as the active states. 
Since all the equation systems have the same input (BS) 
and output (CS) matrices they will be referred to as B 
and C matrices. 
Any linear circuit can be represented by a number 
of differential equations equal to the number of energy 
storage units in the circuit. However, in three-phase 
balanced circuits, the number of equations can be 
reduced by a third factor because any three-phase 
quantity can be expressed in terms of the other two 
phase quantities. Therefore, since currents flowing 
through Lf and Ll and voltages across Cf are three-phase 
balanced quantities only four linear differential 
equations representing the AC side and one linear 
differential equation representing DC current across LDC 
are needed. Hence, linear differential equations for the 
state variable x = !!"!!!!"!!!!"!!!!
!, input variable u = 
VDC and output variable y = [iR iS]T can be derived using 
KVL and KCL. Arranging the expressions for the 
aforementioned state variables and recognizing VDC as 
the input of the system, yields the following state-space 
matrices for the zero switching state as shown in 
Eqs.(10)-(12): 
 !! =
− !!"!!" 0 0 0 0




















 ! = − !!!" 0 0 0 0
!
 (11) 
 ! = 0 0 0 1 00 0 0 0 1  , (12) 
where Qa = C(3R + Rf), Qb = RRf + 3RRl + RfRl and Qc 
=(3R + Rf)(Lf + Ll). 
3.5. Open-Loop Performance 
As CSI exhibits different LTI regions for different state 
matrices A0, A1, ..., A6 according to the used space 
vector I0, I1, ..., I6 in the corresponding dwell time, the 
piecewise affine approach (PWA) can be used to 
describe the overall dynamics. The discrete time 
piecewise affine model can be obtained by discrediting 
the set of continuous affine models in the form of 
Eq.(13) 
 !!!! =
Φ!!! + ! !! , if
!!
!! ∈ !!
 ⋮  




Such systems are composed of s local affine 
models whose parameters in (Φs) change according to 
which polyhedron Pk contains the state vector.   
The simulated waveforms for VDC = 400 V DC 
link with pre-charge resistance RDC = 1 Ω and choke 
inductance LDC = 2e−1 H using the space vector 
modulation as shown in Fig.5, where iA denotes the 
PWM current of the inverter and iR stands for the phase 
current through the load. The inverter operates at a 
fundamental frequency of f = 50 Hz. The filter capacitor 
C f = 20e−6 F, the filter inductance Lf = 10e−3 H with 
filter resistance Rf = 1 Ω and R = 1 Ω representing 
losses. The inverter consists of three-phase balanced 
inductive load Ll = 2e−3 and resistive load Rl = 5 Ω. The 
open-loop performance can be observed in Fig.4 and the 
modulation and PWM formulation in Fig.5. 
Table 2. Typical switching sequence for Sector I. The 
sequence was repeated twice to achieve a smoother 
output signal. In this case, the sampling period TS is 
one 12th of the fundamental time period. The active 
switch pairs are S6, S1 and S1, S2 for space vectors I1 
and I2. The chosen zero state (with switches S1, S4) is 
chosen for I0 such that the minimum switching loss 
requirement is met. 
Vectors I1 I2 I0 I1 I2 I0 
S1 X X X X X X 
S2  X   X  
S3       
S4   X    
S5       
S6 X   X  X 
dwell 
time 
T1 T2 T0 T1 T2 T0 
TS TS 
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4. MPC assisted SVPWM  
The aim of the previous sections was to develop a 
model for the inverter that describes the switching 
behaviour of the dynamics. The obtained piecewise 
affine model gives a good basis for the model predictive 
control technique that is advantageous from two points 
of view: the possibility of introducing constraints to the 
state and input variables and the fact that optimal 
control problems can be formulated within it. 
The aim is to find the optimal space vectors in 
such a way that the error between the predicted states of 
the inverter and the chosen reference values are 
minimized with respect to constraints. Previously, the 
method of model predictive control was reserved only 
for applications with relatively slow time scales, like 
plants and chemical processes. The reason for this is 
that MPC requires an optimization problem to be solved 
at each sampling instant in order to obtain the control 
input. Over the past decade, more and more applications 
use fast MPC applications, thanks to the advances in 
computer technology. The optimization problem is often 
NP hard, and finding a solution is taxing in terms of the 
calculation time of the control device, thus limiting the 
rate at which the control could intervene with the 
application. In particular, model predictive control has 
been applied in the field of power electronics, where the 
control frequency ranges from a few hundred Hz up to a 
few MHz [5,6]. The main challenge of implementing 
MPC consists of solving the associated optimization 
problem in a bounded time. 
The predicted values are assumed to be constant 
after time k. Then, the control problem can be 
formulated as follows: 
min J (x[k]) 
 s.t. x[k] = x[k|k] 
 J(x[k]) = ||!(! ! + !  !]!!!!  − xref ([k]))||2  (14) 
where x[k + j | k] denotes the prediction of the state at 
time k + j based on the information available at time k, 
N is the prediction horizon, Q is the constant weighting. 
The optimal state-finding algorithm follows: 
 
OptimalError = inf 
for s = 1 : 7 do 
!(1) !(2) … !(!) ! = 
!! 0 ⋯ 0
!! !! ⋯ 0
⋮ ⋮ ⋱ ⋮













Figure 5. Comparison of the inverter output current iA and the filtered load current iR with Ts = T /36 and ma = 0.9. The 
background s’s value indicates the corresponding affine state of the model at a given time. 
 
Figure 4. Three-phase sinusoidal waveform of the CSI output currents iA, iB, and iC with a sample period of Ts = T/36 and 
a modulation index of ma = 0.9. The output wave can be smoothened by adding higher filter parameters or further 
reducing the sampling period. 
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Errors = Js(x) 
 if Errors < OptimalError then 
OptimalError = Errors 
Optimal_s = s 
 
where OptimalError represents the minimal error value, 
Error_s is the actual error value in each iteration, and 
Optimal_s is the optimal state. The algorithm uses a 
parallel implicit MPC scheme for every state. Since 
there are only seven states, with a low horizon the 
algorithm can be feasibly implemented. When f = 50Hz, 
!  = 37.5A, and N = 2, deviations from the optimal 
trajectory are present during optimization as shown in 
Fig.6, but they are still acceptable in terms of harmonic 
distortion. The performance observed in Fig.7 can be 
compared to the open-loop solution. It can be stated that 
due to the rigid structure of the open-loop modulation’s 
rigid structure the dynamical properties of the MPC-
assisted system exhibit better performance in terms of 
time response and signal shape. 
5. Conclusion  
A current source inverter model has been developed in 
this paper that is constructed from six LTI models for 
the different switching modes using SVPWM 
modulation. The obtained overall model is in a 
piecewise affine form that supports the use of model 
predictive control in the future. The model has been 
verified against engineering expectations and its open-
loop performance shows that it is a promising basis of 
further work in terms of identification and control. As 
the next step, a model predictive control synthesis was 
performed based on the technology-driven optimality 
criteria to assist the open-loop SVPWM modulated 
system. Due to the implicit MPC-assisted modulation 
the optimal space vector could be found and utilized in 
each state over an acceptable timescale due to the low 
horizon. As such a significantly lower time response 
and better signal shape was achieved. 
SYMBOLS 
A state matrix 
B input matrix 
C output matrix   
Cf filter capacitance 
f fundamental frequency 
Φ discrete state matrix   
Γ discrete input matrix 
I0,I1,..., I6 space vector   
iA, iB, iC inverter output currents per phase 
 
Figure 6. MPC reference tracking with f = 50Hz, !̂ = 37.5A, and N = 2. In order to create the simplest implicit MPC for a 
finite state PWA environment, every affine state was tested with the according horizon in every iteration. 
 
Figure 7. Comparison of classic SVPWM and MPC on the same system. The SVPWM is applied with a modulation 
index of 0.9, and the MPC reference tracking with f = 50Hz, !̂ = 37.5A, and N = 2. 
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iDC DC link current 
iR, iS, iT load currents per phase 
Iref reference current value 
k sector index 
Lf filter inductance 
Ll load inductance   
LTI Linear Time Invariant 
ma modulation index 
MPC Model Predictive Control 
νcr triangular carrier wave for TPWM 
νm modular wave for TPWM 
p discrete time index 
P space vector containing polyhedron 
PWA ‘Piecewise Affine  ’ Current Source Inverter 
(CSI) 
PWM Pulse Width Modulation 
R loss resistance 
RDC DC link start-up pre-charging resistance 
Rf filter resistance 
Rl load resistance 
s space vector index 
S1, S2,..., S6 switching devices 
σ modified angle 
SHE Selective Harmonic Elimination 
SVPWM Space Vector Pulse Width Modulation 
T fundamental cycle time 
 Tk dwell time of corresponding space vectors 
 Ts sampling period 
TPWM Trapezoidal Pulse Width Modulation 
θ angular displacement 
u input vector   
VDC DC link voltage source value 
!!!!", !!!!",!!!!" filter capacitance’s voltage 
x state vector 
y output matrix   
ω angular velocity 
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1. Introduction 
Approximating the domain of attraction (DOA) is often 
a fundamental task in the analysis and control of 
nonlinear systems. The stability properties of dynamical 
systems are most often studied using Lyapunov 
functions. Therefore, extensive literature exists on the 
computational construction of Lyapunov functions [1]. 
Due to their advantageous properties and the 
availability of efficient numerical solvers, the use of 
linear matrix inequalities (LMI) and semi-definite 
programming (SDP) techniques has become popular in 
the field of system and control theory. Important results 
were announced [2,3] in the context of linear uncertain 
systems, their stability analysis and control synthesis. 
Recently, an optimization-based method for DOA 
estimation was published [4], where the authors use 
Finsler’s lemma and affine parameter-dependent LMIs 
to compute rational Lyapunov functions for a wide class 
of locally asymptotically stable nonlinear systems. 
Based on these results an improved method was 
published [5,6], where the transformation of the model 
to the form required for optimization is done 
automatically using the linear fraction transformation 
(LFT) and further automatic model simplification steps, 
which results in the dimension reduction of the 
optimization task. As the dimensions of the problem are 
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reduced, the method is capable of handling more 
complex models. For example, the DOA is successfully 
estimated for a 3-dimensional rational uncertain system 
[6] (bioreactor model with an applied proportional and 
integral substrate feedback law). 
The dynamical descriptive power of Lotka-
Volterra systems is so extensive that LV models “have 
the status of canonical format” within the class of 
smooth nonlinear dynamical systems [7]. Besides 
modelling biological/ecological environments, they are 
widely used in other scientific fields like neural 
networks [8] or in economics, where the Goodwin-
Lotka-Volterra models are applied for modelling the 
predator-prey mechanism of the technological 
substitution [9,10]. In order to model the correlation 
between the employment rate and the share of wages of 
the working population, the authors of Ref. [11] used a 
stochastic extension of the Goodwin model. 
Some important results that make LV models even 
more attractive are the existing techniques used to 
represent a general nonlinear system as a 
multidimensional LV model [12]. The analysis of 
stability and behaviour of LV systems is extensive in 
the literature [13]. Plank has shown [14] that N-
dimensional LV systems are Hamiltonian if they fulfil 
certain algebraic properties (Theorem 3.1 in Ref. [14]). 
He demonstrated that, when using an appropriate 
Poisson structure, one can obtain the Hamiltonian 
function of the system, which is a key object in 
determining the system's DOA. Furthermore, candidates 
of Hamiltonian function were defined in (Section IV in 
Ref. [14]). It is important to note that LV systems are 
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kinetic in the sense that they can be formally described 
as chemical reaction networks with mass action kinetics. 
In this paper, the local stability properties of LV 
models are analysed by applying the underlying method 
presented [6]. The stability region is estimated on a few 
locally stable 2-, 3-, and 4-dimensional benchmark LV 
systems. The DOA of an uncertain 2D system is also 
estimated by two concentric regions. 
The main motivation of our work was to evaluate 
the applicability of the approach [4] on a general 
polynomial system class consisting of low-degree 
monomials, and to study the limits of the method as the 
number of dimensions of the state space increase. 
2. Background 
In this section, the basic notions and results on which 
our computational method is based are presented. 
2.1. System Class, Lyapunov Functions, and 
the Domain of Attraction. 
Our computational method can handle general nonlinear 
systems of the form 
 
! ! = !(! ! , δ ! )
! ! ∈ ℝ!, !! ∈ !, δ ! ∈ !, δ ! ∈ ! 
 (1) 
where ! ⊂ ℝ! and !,!  ⊂ ℝ! are given polytopes, x 
is the state vector function with its initial condition x0 = 
x(0), and δ is a smooth, bounded vector function of 
uncertain parameters with a bounded time derivative. 
The applied method is presented in detail elsewhere 
[15]. From now on, the time arguments of x and δ will 
be suppressed as is commonly done in the literature. It 
is assumed that function !:ℝ!×! ↦ ℝ! of Eq.(1) is a 
well-defined smooth rational mapping, with the 
property f(0, δ) = 0 for all ! ∈ !. Additionally, it is 
assumed that x* = 0 ∈ ℝ! is a locally asymptotically 
stable equilibrium point of Eq.(1) for all δ ∈ !. The set 
of all initial conditions, from which the solutions 
converge to x*, is called the domain of attraction 
(DOA). Furthermore, it is assumed that function f(x, δ) 
can be written in a so-called quasi-LPV form f(x, δ) = 
function A(x, δ) x 
The aim is to identify an appropriate rational 
Lyapunov function V(x, δ), which satisfies the following 
conditions: 
 
!! ! ≤ ! !, δ ≤ !! ! ,∀(!, δ) ∈ !×!
! !, δ, δ ≤ −!! !  ∀(!, δ, δ) ∈ !×!×!
 (2) 
where vl, ux, vd are continuous positive functions on !. 
Due to conditions of Eq.(2) any closed level set of the 
Lyapunov function contained entirely in ! bounds an 
invariant region of the state space. Our objective is to 
find a Lyapunov function, which fulfils the conditions 
of Eq.(2) and to determine its maximal invariant level 
set completely inside !. 
2.2. Dynamical System Representation 
A Lyapunov function can be computed [4] in the form 
shown in Eq.(3). 
 ! !, δ = π!! !, δ !π! !, δ ,π! =
!
π  (3) 
where ! ∈ ℝ!×! is a constant symmetric matrix, not 
necessarily positive definite, and π:ℝ!×! ↦ ℝ!  is 
mapping, in which each element is a monomial in (x, δ), 
or a smooth rational function with a monomial 
numerator. The arguments of π and πb will be 
suppressed below. 
Applications of the linear fractional transformation 
(LFT) and further algebraic steps have been proposed 
[5,6] to transform the system equation ! = ! !, δ =
!(!, δ)!  into the desired differential-algebraic 
representation that was introduced in the same 
references: 
 
! = ! !, δ ! = !" + !" !! ∈ !
0 = !!! !, δ π! ! ∈ !, ! ∈ !
 (4) 
where ! ∈ ℝ!×!  and ! ∈ ℝ!×!  are constant matrices, 
and !!! !, δ ∈ ℝ!×! is an affine matrix function in (x, 
δ) also known as an “annihilator”. These 
transformations also result in the dimension reduction of 
the optimization problem compared to the results 
presented in Ref. [4]. The representation in Eq.(4) 
separates the linear part of the system (x) from its 
nonlinear part (π). 
3. The SDP Problem for Estimating the 
DOA 
In this section, how to construct the semi-definite 
optimization task (SDP) is presented, which will 
uniquely characterize an appropriate Lyapunov function 
and its maximal invariant level set εα as an estimate of 
the true domain of attraction. It is assumed that 
polytopes !,!, and ! are already given. 
Using the model representation of Eq.(4) and a 
Lyapunov function candidate of the form in Eq.(3), 
sufficient LMIs for the Lyapunov conditions in Eq.(2) 
can be formulated. According to Finsler’s lemma 
(Lemma 2.1 in Ref. [4]), if real-valued matrices 
!! ∈ ℝ!×! and !! ∈ ℝ(!!!"!!
!!!")×(!"!!!!!") exist 
 
∀ !, δ ∈ ! !×! :
! + !!!!! !, δ +!!!! !, δ !!! > 0
 (5) 
 
∀ !, δ, δ ∈ ! !×!×! :
!! + !!! + !!!!! !, δ, δ +!!!! !, δ, δ < 0
 (6) 
then the conditions of Eq.(2) are satisfied for every 
(!, δ, δ) ∈ !×!×!. Variables Pa and !!! !, δ, δ  are 
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defined in Eqs.(3.16) and (3.22) of Ref. [15], 
respectively. ! ∙  denotes the corner points (vertices) of a 
given polytope. 
Since the Lyapunov conditions are satisfied within 
!, an attempt is made to identify the maximal α-level set 
 ε! = ! ∈ !|! ! = !, 1 ≤  !  , 
which lies inside !. That level set will be invariant, in 
the sense that every trajectory entering this region will 
never leave it. 
α ≥ 1is defined, as a free variable of the 
optimization task, and !!  is constrained inside !. One 
can observe that by maximizing α an unbounded feasible 
solution is obtained, as the function V(x, δ) can be scaled 
arbitrarily. Therefore, as Fig.1 illustrates, an auxiliary 
polytope !  is defined around the locally stable origin 
inside ! , constraining the 1-level set !! = ! ∈
!|! ! = 1  to be around !. 
According to Finsler’s lemma, for every ! = 1,!! 
and ! = 1,!!, if real-valued matrices !!! , !!! ∈ ℝ!×!, 
!!! ,!!! ∈ ℝ(!!!)×! exit 
 !!!!!!
(!) !, δ !! ≥ 0 ∀ !, δ ∈ ! ℱ!!×!  (7) 
 !!!!!!
(!) !, δ !! ≤ 0 ∀ !, δ ∈ ! ℱ!
!×!  (8) 
then !! is inside ! and !! is around !. Variables !! , !! , 
!!!
(!), and !!!
(!) are defined in Eqs.(3.34) and (3.36) of 
Ref. [15], ℱ!! denotes the kth facet of !, furthermore, !! 
denotes the number of facets of !. 
The LMI conditions of Eqs.(5)-(8) are affine 
parameter-dependent LMIs, which can be 
computationally handled by checking their feasibility at 
the corner points of the polytopic region, on which the 
parameters !, δ, δ  are defined. Depending on the 
number of the corner points, a given number of parameter 
independent LMI conditions (Table 1) is obtained. 
The SDP task can be summarized as follows. In 
order to find the maximal invariant level set !! of the 
Lyapunov function, one should maximize α, under the 
following conditions: 
Eq.(5) ! !, δ  is positive on !×! 
Eq.(6) ! !, δ, δ  is negative on !×!×! 
Eq.(7) !! lies inside ! 
Eq.(8) ! is inside !! 
The number of LMIs and their dimensions are given 
in Table 1, furthermore, the free variables of the 
optimization task are listed in Table 2. 
 
Figure 1. Illustration of the conditions regarding ! 
and ! . Inside polytope ! of the Lyapunov conditions  
in Eq.(2) are required. The α-level set ε! of the 
Lyapunov function should lie inside polytope ! 
(hence it is invariant). The 1-level set ε1 should be 
around polytope !. This condition ensures that the 
problem has a bounded solution. 
Table 2. Free variables of the optimization task and 
the number of (scalar) symbolic decision variables 
they introduce into the optimization task. 
Matrix 
variable 
number of (scalar) independent decision 
variables appearing in the SDP 
α 1 
P ½ m(m+1) 
Lb mq 
La (n + 2p + n2 + np)(2q + n2 + nq) 
!!!and !!!!  !!! +!!!×!" 
!!!and !!!!  !!! +!!!×(! + 1)! 
The dimensional parameters are the following:  
n number of state variables (size of x) 
P number of elements in π 
m number of elements in πb (n + p) 
q number of rows in annihilator !!!(!, δ) 
!!  number of corner points of ! 
!! number of corner points of ! 
!! number of corner points of ! 
!!!  number of corner points of !!  
 
Table 1. Number and dimensions of parameter 
independent LMIs of the optimization task. 
 Dimension of the LMIs No. of LMIs 
Eq.(5) m !! ∙!!  
Eq.(6) n + 2p + n2 + np !! ∙!! ∙!!!   
Eq.(7) m + 1 2!! ∙!!  
Eq.(8) m + 1 2!! ∙!!  
 
 
Figure 2. Polytope ! is evaluated through iterations 
considering the bounding box of the obtained α-level 
set. 
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3.1. Finding the Most Appropriate Outer 
Polytope 
In the case of 2D systems, polytope !  is evaluated 
manually through iterations. When having a higher-
dimensional system (n  ≥ 3), the iterative procedure [6] is 
applied that starts from an initial polytope !(!), then a 
new polytope !(!)  is defined by enlarging the axis 
aligned bounding box of the obtained α-level set ε!(!). 
During the iterations, !(!)  is constrained to be a 
rectangular polytope. Fig.2 illustrates the operation of a 
single iteration step. 
4. Lotka-Volterra Systems 
The N-dimensional LV equation has the form 
 ! = !"#$ ! + ! ,   ! ∈ ℝ!×!, ! ∈ ℝ!, (9) 
where diag(a), ! ∈ ℝ! denotes an n × n square diagonal 
matrix with the x1, …, xn on the main diagonal. The 
system is translated into its, by assumption, unique 
interior equilibrium point !∗ = −!!!!  by introducing 
the centred state vector ! = ! − !∗ . Then, an 
autonomous nonlinear system of the form ! = ! ! ! is 
obtained, where the matrix function ! can be expressed 
as: ! ! = !"#$ ! + !∗ !. By applying the LFT and 
the further algebraic model transformation steps, a model 
is obtained in the representation of Eq.(4), where the 
entries of π(x) are second order monomials of the state 
variables. 
5. Numerical Results 
In this section, the applicability of the approach presented 
above is illustrated through different locally stable Lotka-
Volterra models. The results presented here have been 
computed in a MATLAB environment. For symbolic 
computations, MATLAB’S built-in Symbolic Math 
Toolbox was used based on MuPAD. For linear fractional 
transformations (LFT), the Enhanced LFR-toolbox is 
used [16, 17]. To model and solve semi-definite 
optimization (SDP) problems, Mosek solver with 
YALMIP was used [18]. 
5.1. 2D Lotka-Volterra System 
A locally stable LV system is considered with the model 
matrix: 
 ! = -2 -3
1.4 1
 , 
with a unique interior equilibrium point x* =  
[1 1]T. In Fig.3, some trajectories of the centred system 
can be observed from different initial conditions. The 
red trajectories converge at the equilibrium point, the 
blue ones do not tend to the equilibrium point. After 
solving the corresponding SDP, the obtained Lyapunov 
function is ! ! = π!!!π! (Fig.4), where 
 π = !!! !!!! !!! ! , π! =
!
π  (10) 
 ! =
87.39 63.83 -3.45 0 0
63.83 165.26 67.24 100.85 28.76
-3.45 67.24 7.63 0.15 0
0 100.85 0.15 38.78 39.97
0 28.76 0 39.97 15.53
 
In Fig.3, the shape of the manually chosen 
polytope !, and the obtained invariant α-level set of the 
Lyapunov function can be seen, which is considered as 
the estimated DOA (filled orange region). Areas can be 
observed, where the Lyapunov function's time 
derivative is positive (green region) can also be 
observed to be completely outside of !. Fig.5 illustrates 
how the value of the Lyapunov function decreases along 
the trajectories. 
 
Figure 3. Phase diagram of the 2D locally stable 
system. Red trajectories converge at the origin, the 
blue ones do not converge at the origin. The estimated 
DOA and the used polytope ! are illustrated by the 
orange-filled region and by the grey-dashed polytope, 
respectively. The green area highlights the subset of 
the state space where the Lyapunov function features a 
positive time-derivative. 
 
Figure 4. The obtained Lyapunov function in the case 
of the 2D LV system. 
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5.2. 3D Lotka-Volterra System 







Similarly to the 2D example, the equilibrium point 
is set to x* = [ 1 1 1 ]T. The monomial set appearing in 
πb contains the state variables and every possible 2nd 
order monomial:  
 π! = !!! !!!! !!!! !!! !!!! !!!  (12) 
Matrix P is a 9×9 symmetric matrix. Fig.6 
illustrates the invariant α-level set of the obtained 
Lyapunov function (3D red volume). In Fig.7, one can 
see the cross-sections of the 3D invariant region from 
three different viewpoints. Some trajectories of the 
system are shown in red (stable) and blue (unstable). 
 
Figure 5. In Panel A, the obtained invariant level set is shown, furthermore some trajectories x(i)(t) of the system can be 
seen in different colors with initial conditions !!(!) close to the boundary of the estimated DOA. The values of the 
Lyapunov function along the trajectories (v(i)(t)) are presented in Panel B, respectively.  
 
Figure 7. Cross-sectional view of the 3D estimate 
along the major planes xi,xj and using different values 
for xk, where (i, j, k) is a permutation of (1, 2, 3). 
 
Figure 6. Estimated DOA of the locally stable 3D 
Lotka-Volterra system (red mesh) and the 
corresponding final polytope !. 
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5.3. 4D Lotka-Volterra System 
The method was applied to a locally stable 4D LV 
system with a unique interior equilibrium point: 
 x* = [ 1 1 1 1 ]T . (13) 
The model matrix of the LV system was chosen to 
be: 
 ! =
-4.7126 -1.5833 1.5346 2.3230
-9.2461 -3.1634 2.8648 2.7796
-14.258 -4.5477 3.6104 4.6238
-3.1687 -0.8016 1.2287 1.2656
 . 
Due to the fact that model matrix A is a “full” 
matrix,  i.e. there are no zero entries in it, every second-
order monomial will appear in the equation of the 
system. As a consequence, the LFT will produce a 
model Eq.(4), in which π will contain every possible 
second-order monomial. This means that the number of 
monomials (including the state variables) is mb = (n2 + 
3n) / 2 in the case of a “full” model matrix. 
In Table 3, the number and sizes of the LMIs have 
been summarised in the case of N-dimensional LV 
systems with a “full” model matrix. The exponential 
factor 2n in Table 3 originates from the rectangular 
shape of polytope ! possessing 2n corner points. On the 
other hand, the feasibility of LMI conditions in Eqs.(7) 
and (8) should be checked at each corner point of every 
facet of the polytope. Furthermore, an N-dimensional 
rectangular polytope has 2n facets with 2n-1 corner 
points. As can be seen, a rectangular polytope 
introduces an exponential increase in the dimension of 
the given problem. However, N-dimensional intervals 
can be easily handled compared to arbitrarily shaped 
polytopes defined by (hyper)-triangle meshes. Fig.8 
illustrates the cross sections of the invariant domain 
along the different pair of axes. 
5.4. 2D Uncertain LV System with an 
Uncertain Equilibrium Point 
In this section, the same 2-dimensional system is 
presented that appeared in Section 5.1 with the same 
model parameters but with an additional uncertain term 
Kδ, where K = [1 1]T. It is assumes, that δ ∈ ! =
 -0.1, 0.1  is an unknown constant parameter (δ = 0). 
The equation of the uncertain model is the following: 
 ! = !"#$(!) !! + !δ + !  (15) 
Table 3. Number and sizes of the LMIs in the case of 
N-dimensional LV systems. 
size number description 
mb × mb 2
n positivity of !(!) 
ma × ma 2
n negativity of !̇(!) 
mb × mb n ⋅ 2n ε! ∈ !"#(!) 
mb × mb n ⋅ 2n ! ∈ !"#(ε!) 
 
mb is the size of the Lyapunov matrix P, ma = ½ (n3 + 5n2 + 4n) is the 
size of the matrix Pa(P), which appears in the LMI ensuring the 
negativity of the time derivative of the Lyapunov function. 
 
Figure 8. Cross-sectional view of the DOA estimate of the 4D LV system.  
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The equilibrium point of the uncertain system is an 
affine function of the uncertain parameter δ: 
 !∗ δ = !!! −!δ − b = −!!!!δ + !!∗ , (16) 
where !!∗  is the equilibrium point of the system 
presented in Section 5.1, i.e. when δ = 0. Eq.(15) is 
translated into the following form: 
 ! = !"#$(!)! ! − !∗(δ ) . (17) 
The centred model of the system around the 
uncertain equilibrium point x*(δ) can be calculated if 
the new state vector x = ! – x*(δ) is introduced. The 
equation of the centred system is the following: 
 ! = !"#$ ! + !∗ δ !" . (18) 
If the Lyapunov function depends on δ, especially 
when possessing an uncertain equilibrium point, it is not 
straightforward to determine an invariant region by 
considering the α-level set of the Lyapunov function. 
However, it is possible to compute a region ℑ, which is 
“invariant with respect to” a larger region ! (ℑ ⊂ !), in 
the sense that every trajectory with an initial condition 
from ℑ will not leave !. 
In order to compute ℑ and !, the α-level set ε!(δ) 
of the obtained Lyapunov function V(x, δ) is determined 
in the coordinates system of the original system and at 
the corresponding equilibrium point for every δ ∈ !. 
The overlining in the notation ε!(δ) means that this 
level set is translated into the original coordinates 
system. As Fig.9 illustrates, the intersection ℑ and the 
union ! of the α-level sets obtained for different values 
of δ have been computed. It can be stated that every 
trajectory starting from region ℑ will not leave region 
!. 
6. Conclusion 
In this work, the Lyapunov function of N-dimensional 
LV systems (N = 2, 3, 4) was successfully computed by 
using the improved optimization-based method [6, 15]. 
In the case of each deterministic system, an invariant 
region was given, as the estimated DOA. In the case of 
an uncertain LV system with an uncertain interior 
equilibrium point, two regions (ℑ ⊂ !) were given, 
which describe the stable regions of the system. 
SYMBOLS 
! denotes the time-derivative of function x(t) 
LT denotes the transpose of a matrix L 
!(∙) denotes the corner points of a polytope 
diag(x) denotes the diagonal matrix 
x = x(t) ∈ ℝ! represents the state variables of a 
dynamical system 
δ ∈ ℝ! vector of uncertain parameters 
π ∈ ℝ! vector valued function, which represents the 
set of monomial and rational nonlinear terms 
to be considered in the Lyapunov function 
π ∈ ℝ!!!!! auxiliary variable denoting !!  
V(x) denotes the Lyapunov function 
! ⊂ ℝ!, !,! ⊂ ℝ! bounded polytopes 
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Diagnosing faults during the operation of a system is an essential task when investigating technological 
systems. In this paper, a new online fault identification method is proposed which is based on the occurrence 
graph of the coloured Petri net model of the system. The model is able to simulate the normal and faulty 
operations of the system given in the form of event lists, so called traces. The diagnosis is based on the search 
for deviations between the traces of the normal and the actual operations. In the case of complex technological 
systems, the occurrence graph can contain hundreds of nodes; therefore, the computational effort and 
searching-time increase significantly. Our proposed structural decomposition method can manage these 
demands so it has a crucial impact on the practical application of diagnostic processes. The main idea of our 
method is that the complex systems can be decomposed into technological units. Therefore, the diagnosis can 
be done by components separately and the diagnostic result of a unit can be used for the diagnosis of the other 
units connected to it. Because of the structural decomposition, the diagnosis has to be performed on much 
smaller occurrence graphs but the effect of faults in previous units is taken into account. The proposed method 
is illustrated by a simple case study. 
Keywords: technological system, diagnosis, coloured Petri net model, structural decomposition, 
qualitative model
1. Introduction 
Identifying faults and analysing their consequences are 
important tasks during the investigation of technological 
systems. A number of diagnostic methods are known in 
the literature and the model-based methods are very 
popular among them [1]. 
Petri nets and their different extensions (such as 
coloured, timed or hierarchical nets) are powerful tools 
for modelling discrete event systems [2]. For example, 
coloured Petri nets are often used for modelling 
production lines [3]. It is important that the resultant 
models describe not only the normal (faultless) 
operation of the system, but they also take into account 
different, randomly occurring errors in the system. 
In many cases, the normal or faulty operations of 
technological processes can be characterised by a series 
of events possessing discrete or qualitative valued 
variables. In this case, the occurring deviations can be 
generated by the comparison of the normal and actual 
events. The occurring faults can be detected and 
identified based on the observed deviations. 
                                                            
*Correspondence: pozna.anna@virt.uni-pannon.hu  
Discrete event systems are usually modelled by 
automata. In this case, the diagnosis is usually based on 
the idea of unobservable events [4]. Faults can be 
modelled as unobservable events, which means only the 
effects of faults can be noticed. The problem with fault 
detection is specifying whether any fault has occurred or 
not in the system. Fault isolation is the problem of 
identifying which fault has occurred exactly. Since faulty 
events are unobservable by assumption, the detection and 
isolation problem must be solved based on the available 
information of the observed non-faulty events. The 
diagnosability of discrete event systems was first 
investigated [5] using the methods of automata theory. 
Besides automata, Petri nets are also frequently 
used for modelling discrete event systems (DES). The 
structural and mathematical representations of Petri nets 
both can be used for diagnostic purposes. Methods 
include various techniques such as analysis of the 
occurrence graph, marking estimation, linear algebra, 
integer linear programming, diagnoser nets, or reverse 
nets. 
A simple fault detection method based on the 
measurement of token quantity is given [6]. It is 
assumed that the given Petri net is conservative, and any 
change in the token quantity is caused by faults. If the 
difference between measured and initial token number 
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exceeds a predefined threshold then a fault has 
occurred. Sensor signals are used for token 
determination instead of modelling the faulty behaviour 
of the system. The proposed method is very simple and 
can be used for early fault detection; however, it is not 
able to isolate faults. 
Faults can also be modelled as unobservable 
transitions in Petri nets. The set of places can be also 
observable; therefore, the marking of the Petri net has to 
be estimated. The notion of basis marking [7] (set of 
markings consistent with the observation) and j-vectors 
(minimal sequences of unobservable transitions to reach 
basis markings) are introduced. An online algorithm is 
developed to detect the occurrence of faults, which uses 
the basis occurrence graph. The main advantage of the 
proposed algorithm is that in the case of bounded Petri 
nets the basis occurrence graph can be computed 
offline. It reduces the computational effort of the online 
diagnosis. The basis occurrence graph can be used as an 
online diagnoser. 
Sufficient conditions of diagnosability of faulty 
transitions are given in the form of a system of 
inequalities [8]. In this method, the marking of places is 
observable. Authors introduce the notion of g-markings 
(markings with negative elements) and unobservable 
explanations (sequences of unobservable transitions, 
whose firings can explain the negative elements of a g-
marking). After an observed event, the g-marking is 
updated according to the Petri net equation. When an 
observed transition fires it removes tokens from its 
input places and adds tokens to its output places. If this 
transition is not enabled under the previous g-marking 
then the removal of tokens causes negative marking. An 
online fault detection algorithm has also been developed 
[9], which is based on solving integer linear 
programming problems and checking the diagnosability 
conditions. 
The integer linear programming approach has also 
been used [10] to determine if the system behaviour is 
normal, faulty, or ambiguous. The algorithm has further 
been improved [11], for a more general situation where 
different observable transitions can share the same label. 
Firing times of transitions are also considered, which 
add more constraints to the ILP problem making the 
fault detection algorithm more accurate. 
Timing characteristics have also been used [12], 
but with a different meaning: the faults affect the firing 
speed of the transitions. The fault detection is based on 
the generation of residuals, which are computed by 
comparing the markings of observable places with the 
reference model. 
A bottom-up modelling methodology has been 
proposed using interpreted Petri nets [13]. In the 
generated model, the faulty and normal states are 
represented by places. The authors introduce the 
definition of input-output diagnosability and also give 
conditions to test this property. The diagnoser model 
contains the normal behaviour of the system. An online 
algorithm based on the difference between the system 
output and the diagnoser model output is developed for 
detecting faulty markings. 
In the case of large systems, the models and 
associated diagnosers can be extremely large. 
Furthermore, the diagnostic methods are 
computationally expensive. Therefore, it is essential to 
investigate the possibility of distributed diagnosis. The 
idea of distributed diagnosis is to divide the system into 
modules or components then make a local diagnoser for 
each component. The challenging problem is to 
ascertain the diagnosis state of the whole system from 
the results of local diagnosers. It usually requires a 
distributed algorithm and a communication protocol 
[14]. 
Coloured Petri nets (CPN) have the advantage of 
making compact information representations. A CPN 
diagnoser equivalent to the classical diagnoser has been 
built [15]. In this approach, places represent different 
hypotheses and colours represent diagnosis results. The 
advantage of the CPN diagnoser is the simplified 
graphical representation. On the other hand, the 
coloured diagnoser is not necessarily smaller than the 
classical diagnoser. Decomposition and methods of 
modular diagnosis of DES are also studied by the 
authors. 
Backward reachability can also be used for 
diagnosis purposes. If a marking M is reachable from 
M0, then M0 is backward reachable from M in a Petri 
net. Possible sources of failures for this method can be 
determined. Backward reachability is extended to 
coloured Petri nets [16]. Transformation techniques for 
the inversion of CPN are also presented here. 
2. Basic Concepts 
A brief description of the basic concepts and notions of 
our method are given in this section. At first qualitative 
ranges are introduced to characterise the measured 
values. After that events, traces, and deviations in a 
technological system are defined, then the most 
important parts of the coloured Petri net model and its 
analysis are introduced. Finally, the structural 
decomposition-based diagnosis is described in detail. 
2.1. Qualitative Range Spaces 
In many applications, it is not always necessary to know 
the exact values of the measured signals. Qualitative 
models can be used in this case and it is enough to know 
whether the value of a signal belongs to a specified 
range space or not. For example, the measurement range 
of a sensor can be divided into the following range 
spaces: 
 Qs = { e0, 0, L, N, H, e1 } (1) 
where 0, L, N, H denote the zero, low, normal and high 
measured value, respectively, while e0 and e1 may refer 
to the extremely low and high values caused by sensor 
errors. The states of actuators, e.g. valves, switches, etc. 
can be described similarly. For example, a two-state 
valve can be represented by  
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 Qv = { op , cl } (2) 
qualitative range spaces, where op and cl refer to the 
open or closed state of the valve. 
2.2. Events, Traces, and Deviations 
Considering a technological system as a discrete event 
system, the state of the system can be characterised with 
the measured values at a given time. The actions in the 
system, e.g. interactions by operators, modify the values 
of input and output variables thus the system state 
changes. An event is defined as the arranged 
(qualitative) input and output values of the system at a 
given time instance τ: 
 eventτ = (τ, in1, …, inm, out1, …, outn) . 
The course of the system can be described as a 
sequence of consecutive events, so called trace: 
 trace = (event1, …, eventn). 
In a technological system the most important types 
of traces with respect to the diagnosis are the nominal, 
faulty, and characteristic traces. The nominal trace 
describes the normal operation of a system. The faulty 
trace contains the occurring events if a known fault is 
present while the characteristic trace refers to the actual 
course of the process. In this paper, it is assumed that 
only one fault may occur in a process unit of the 
technological system and this fault evolves before the 
start of the operation and remains unchanged during the 
course of the process. If a fault occurs then the trace of 
the system differs from its nominal trace. As a result, 
deviations between the nominal trace and the current 
characteristic trace can be defined. In our diagnosis 
method the following types of deviations are used: 
• never happened(eventτ) (abbreviated as 
H(eventτ): This type of deviation refers to the 
events of the nominal trace which (eventτ) 
never occur in the characteristic trace of the 
process. 
• chronological deviations: If an event of the 
nominal trace (eventτ) happens later or earlier 
in the characteristic trace than time point τ, the 
deviations LAT(eventτ) and EAR(eventτ) 
denote them. 
• quantitative deviations: This type of deviations 
is used to denote that the ith output value is 
greater (denoted by GREi(eventτ)) or smaller 
(SMLi(eventτ)) in the characteristic event at 
time τ than in the nominal event while the 
input values are identical. 
Our diagnosis method is based on the search and 
comparison of the deviation list on the reachability 
graph of the CPN model of the technological system. 
2.3. Coloured Petri Nets 
Coloured Petri nets (CPNs) are extensions of the 
ordinary or low-level Petri nets. The main differences 
with respect to ordinary Petri nets are that so-called 
colours can be assigned to tokens and functions can be 
assigned to arcs and transitions, too. The detailed formal 
definition is given in Ref.[17], only the special concepts 
used in our models are presented here. 
• Places of the CPN model of the technological 
system may have three functions. At first input 
and output variables are represented by places 
and the colour of the tokens on them denotes 
the qualitative value of the variable at the 
current time. On the other hand, places may 
refer to the occurred fault and the generated 
deviations. The colours of tokens in these 
places denote the type of the fault and the 
occurring deviations, respectively. 
• There are three transitions in our model, which 
have different tasks. Transition t1 is responsible 
for the generation of faulty or normal 
operations at the beginning of the process and 
the initialisation of the variables according to 
the investigated operational mode. The 
function of transition t2 is the timing of the 
process. It is assumed that the technological 
process is time-driven and the values of the 
variables change at the end of the time steps. 
Therefore, t2 fires until the end of the process. 
Transition t3 is used for the generation of the 
‘never happened’-type deviations at the end of 
the process. 
• Arc functions are assigned to the arcs between 
places and transitions defining the change in 
the colours and computing deviations. 
The structure of the coloured Petri net for 
modelling and diagnosing technological systems can be 
seen in Fig.1. Places are represented with ellipses and 
transitions are represented with rectangles. In a 
technological system, the consequences of a processing 
step can be stochastic. For example, the step may be 
completed in a normal way, or a fault occurs. The 
probabilistic nature of a transition t associated with a 
processing step can be modelled in a CPN by a fault 
function, which is built into its guard function. This 
 
Figure 1. Structure of the Coloured Petri Net Model. 
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fault function returns the logical value true or false with 
predefined probability, and the token values of the 
adjacent consequence places of transition t can be 
controlled by this logical value. This type of transition 
firing is called a stochastically fired transition. 
The occurrence graph of the CPN is a graph, 
which contains all of the system states reachable from a 
given initial state [17]. Assuming that the CPN model of 
the examined system is given, the occurrence graph can 
be used for its behavioural analysis. The nodes of the 
graph refer to system states and the arcs connecting 
them refer to state transitions, e.g. events. Different 
paths on the occurrence graph refer to different 
operational modes of the system and they can be used 
for analysing the causes and consequences of a system 
state. 
2.4. Diagnosis with Structural Decomposition 
The disadvantage of the occurrence graph-based method 
is the increasing size of the graph as the size, i.e. 
number of places, of the CPN model increases. In the 
case of even a simpler technological system containing 
three or four units, the occurrence graph of its CPN 
model can contain hundreds of nodes depending on the 
number of sensors and actuators. The refinement of the 
qualitative measuring range of sensors or the application 
of control valves instead of two-state actuators may also 
cause the growth of occurrence graphs because their 
branches will be longer. With the growth in the size of 
the graph, the computational effort and searching-time 
also increase. This is the reason why the structural 
decomposition has a crucial impact on the practical 
application of the diagnostic process. 
Generally speaking, complex systems can be 
decomposed into technological units. By taking 
advantage of this, the diagnosis can be done by 
components separately, and the diagnostic result of a 
unit can be used for the diagnosis of the other units 
connected to it. 
To perform diagnosis with structural 
decomposition the full trace of the system should be 
decomposed, too. To do this, first the time instances 
belonging to the operation of the investigated units have 
to be selected. Then the variables referring to this unit 
are picked out from the events belonging to the selected 
time instances. If the trace is represented in tabular form 
then specific rows and columns should be selected. 
Afterwards, time is shifted back in the case of every unit 
such that the initial time step of the first event should be 
1 in every sub-trace. This means that every unit has its 
own relative time-scale. By applying this decomposing 
process, the trace describing the operation of the entire 
system is disintegrated into the event lists referring to 
the operation of simpler technological units. As a next 
step the deviation list of the given subsystem is 
generated by comparing the nominal trace of the 
subsystem with its characteristic trace. Then the 
diagnosis is performed using the CPN model and 
occurrence graph of the subsystem. The task is to 
compare the generated deviation list with the token 
distribution of the terminal nodes on the occurrence 
graph. If the deviation list corresponds with the token 
distribution of exactly one terminal node then the fault 
can be determined based on the token of the fault place. 
If the deviation list matches the token distribution of 
more than one terminal node then only the set of 
possibly occurred faults could be determined. If the 
deviation list cannot be found in the token distribution 
of any terminal nodes then an unknown failure occurs in 
the system. 
In the case of complex systems, it is necessary to 
take into account the effect of faults that have occurred 
in subsystems connected to the diagnosed unit. 
Therefore, the CPN model of the units has to be 
modified such that the place of the fault has to contain 
not only the actual operating mode, but the operating 
modes of previous subsystems, too. To store this 
information the colour set of this place is extended with 
an attribute referring to the type of fault and to the place 
where the fault occurred. 
Let us assume that one fault is diagnosed in the 
first technological unit. This information is added to the  
fault place of the next unit as a previous fault. Then the 
occurrence graph of this subsystem is generated based 
on its CPN model where the fault of the previous unit 
appears as an initial condition. The resultant occurrence 
graph now contains those states and deviation lists 
which can occur in this subsystem if the fault of the 
previous unit is taken into account. The diagnosis is 
performed on this graph, the possible fault of this unit is 
determined based on this investigation, and the result is 
taken into account during the diagnosis of the following 
unit. In certain cases, the exact type of fault cannot be 
determined exactly. If the result of the diagnosis of the 
unit is a set of possible faults then each element of the 
set is treated separately. This means that the diagnosis 
of the next unit has to be performed taking into account 
every one of the possible previous faults. Occurrence 
graphs of the subsystem are generated according to each 
fault of the previous subsystem. The result of the 
diagnosis is the union of the obtained faults. 
The main advantage of the described method is the 
smaller size of the occurrence graphs of subsystems. 
Therefore, the search requires less time than in the case 
of the investigation of the entire technological system. 
3. Simple Case Studies 
A simple case study is presented in this section as a 
practical illustration of the diagnosis of complex 
technological systems based on their structural 
decompositions. 
3.1. Description of the Technological Process 
Our simple technological example contains three 
uniform tanks, TA, TB, and TC, which are serially 
connected as can be seen in Fig.2. Each tank has an 
input valve, an output valve (denoted by Vx, where x = 
A, B, C, and D), and a continuous level sensor (lev_x, x 
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= A, B, and C). The short description of the 
technological process is as follows: as an initialisation, 
it is assumed that all the valves are closed. The process 
starts with the opening of the first valve (VA) and then 
the filling of the first tank (TA) starts. The flow of liquid 
is considered constant so the control of the filling 
process is based on time. The role of the level sensors is 
to measure the actual liquid level only. At time step 3, 
the filling process of tank TA completes and its output 
valve (VB) is opened. The second tank TB is filled the 
same way as described for tank TA. At time step 5, the 
TB tank is full and its output valve (VC) is opened. The 
filling process of the third tank (TC) happens the same 
way. During the filling of the second and third tanks, 
the first (TA) then the second tank (TB) operates as a 
continuous unit. After the filling of the third tank (TC) 
has completed, the technological systems work in 
continuous mode.  
It is assumed that five possible faults can occur in 
each tank: 
• 2 faults of the level sensor: negative or positive 
bias error. In this case, the sensor signal is 
lower or higher with qualitative unit than the 
actual value of the level. 
• leaking of the tank: it is assumed that all of the 
incoming liquid runs out through the hole, i.e. 
it is a “big” hole. 
• 2 different faults of the output valves VB, VC, 
and VD: besides their normal operations, they 
can stay closed or open only halfway. 
For the sake of simplicity, only one of these faults 
can occur with each tank and all of the faults evolve 
before the filling process of the first tank TA starts. 
3.2. CPN Model of the System 
For the diagnostic investigation, a coloured Petri net-
based (CPN) model of the technological system is 
developed as follows: the system can be decomposed 
into three subsystems. Each subsystem represents a tank 
together with its input and output valves. As can be seen 
from the technological description of the system, all the 
subsystems (tanks with their input and output valves 
and sensors) work in a very similar way, so the structure 
of their CPN models is identical. The CPN models were 
built using CPN Tools 3.4.0. The CPN model of a 
subsystem can be seen in Fig.3.  
The description of the CPN model is as follows: 
the locations of the Petri nets represent input and output 
variables, i.e. the state of the input and output valves 
(denoted by in and out), and measured level value 
(level), respectively. The qualitative values of these 
variables are represented by different colour sets. 
• colour set of valves: Qvalve = {cl, op}, which 
represents the closed or open-state of the two-
state valve. 
• colour set of level sensors: Qlevel = { e0, 0, L, N, 
H, e1 }, where 0, L, N, H denotes that the level 
is zero, low, normal or high, respectively, and 
e0, and e1 indicate that the level is below or 
above the measurement range, respectively. 
Three additional places are needed: one to store 
the operating mode (place fault), one to collect the 
deviations (place dev) and one for the list of events that 
have not occurred until a given simulation time step 
(place never). The CPN model contains three transitions 
(t1, t2, t3). t1 is the initialisation transition, it fires only 
once at the start of the simulation. It generates an 
operating mode (normal or faulty) and updates the 
variables according to the generated operating mode. 
Afterwards, transition t2 fires until the end of the 
process. It updates the values of variables in every 
simulation step and generates quantitative and 
chronological deviations except for the ‘never 
happened’-type. The ‘never happened’-type deviations 
can be generated after the process has ended. This is 
done by the firing of transition t3, which removes the 
events that remain at place never at the end of the 
simulation and attaches the NH guideword to them. The 
values of variables at a given time step can be read from 
the trace files. Each trace file contains the list of events 
that describe the process according to the operating 
mode. All traces were generated by a MATLAB script. 
 
Figure 2. The investigated technological example. 
 
Figure 3. The coloured Petri net model of a tank (for 
the sake of clarity parts of some inscriptions were 
omitted). 
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3.3. Diagnosis of the System with Structural 
Decomposition 
According to the general description, the technological 
system consists of three uniform tanks. Because of the 
same structure and operational mode, all three tanks 
have the same CPN model. This model can be seen in 
Fig.3. The occurrence graph of the CPN model of a tank 
can be seen in Fig.4. At the time of the generation of 
this occurrence graph, any fault occurring in a previous 
technological unit was not taken into account.  As can 
be seen in Fig.4, node No. 17 refers to normal operation 
of the system, while the other terminal nodes (No. 20, 
21, 23–25) belong to the five different faulty modes. 
The nominal trace of the complex technological 
system can be seen in Table 1. The input variables of 
the first tank (tank TA in Fig.2) are the states of valves 
VA and VB, while the output variable is the value of 
level sensor lev_A. The variables of the second tank are 
VB, VC, and lev_B, while VC, VD, and lev_C belong to 
the third tank, respectively. 
The rows belong to time steps 1, 2, and 3, while 
columns VA, VB, and lev_A compose the trace of the first 
tank. These cells are framed with a dotted line in Table 1. 
Similarly, rows 3, 4, and 5 as well as columns VB, VC, and 
lev_B define the trace of the second tank (framed with a 
continuous line) while rows 5, 6, and 7, along with 
columns VC, VD, and lev_C give the trace of the third tank 
(framed with a dashed line). Consider the characteristic 
trace of the technological system given in Table 2. 
As a next step, the trace pieces belonging to each 
individual tank are removed from the characteristic 
trace of the entire system. The initial time step is shifted 
to 1 for every unit. The resultant event lists belonging to 
the three tanks can be seen in Table 3. 
The diagnostic process is started with the first 
tank. By comparing the nominal trace of the first tank 
with the characteristic trace (first column of Table 3) the 
deviation list is generated. This deviation list is then 
searched for among the terminal nodes of the 
occurrence graph of the first tank. (This occurrence 
graph can be seen in Fig.5). It can be stated that 
terminal node No. 21 contains the same deviation list 
and based on the token of the fault place the type of 
fault can be determined: the level sensor exhibits a 
positive failure bias in the first tank. 
The diagnosed fault in the first tank is used during 
the investigation of the second tank. This fault is added 
to the place fault as a token (pos_bias, prev1) in the 
model of the second tank. Then the occurrence graph of 
the second tank is generated which contains those states 
that can occur in the second tank if the sensor of the 
first tank exhibits a positive bias error. The resultant 
graph can be seen in Fig.6. 
The deviation list of the second tank is generated 
by comparing the second column of Table 3 with the 
characteristic trace of the second tank. By checking the 
terminal nodes of the occurrence graph in Fig.6, it can 
be stated that terminal node No. 24 exhibits the same 
deviation list. This means that the fault of the second 
tank is leakage and it can be identified unambiguously. 
The diagnosed faults of the first and second tanks 
are added to the model of the third tank in the form of 
tokens (pos_bias, prev1) and (leak, prev2) belonging to 
the fault place. Based on this information the occurrence 
graph of the third tank is generated in accordance with 
Fig.7. The nodes on this occurrence graph refer to the 
states if a positive failure bias occurs in the first tank 
and leak in the second tank. 
 
Figure 4. The occurrence graph of a CPN tank model. 
Table 1. Decomposition of the nominal trace. Dotted 
line: first tank, continuous line: second tank, dashed 
line: third tank. 
time input variables output variables VA VB VC VD lev_A lev_B lev_C 
1 op cl cl cl 0 0 0 
2 op cl cl cl L 0 0 
3 op op cl cl N 0 0 
4 op op cl cl N L 0 
5 op op op cl N N 0 
6 op op op cl N N L 
7 op op op op N N N 
 
Table 3. Characteristic traces of the three tanks after 
decomposition. 
TA TB TC 
(1, op, cl, L) (1, op, cl, 0) (1, op, cl, 0) 
(2, op, cl, N) (2, op, cl, 0) (2, op, cl, 0) 
(3, op, op, N) (3, op, op, 0) (3, op, op, 0) 
 
Table 2. Decomposition of the characteristic trace. 
Dotted line: first tank, continuous line: second tank, 
dashed line: third tank. 
time input variables output variables VA VB VC VD lev_A lev_B lev_C 
1 op cl cl cl L 0 0 
2 op cl cl cl N 0 0 
3 op op cl cl N 0 0 
4 op op cl cl N 0 0 
5 op op op cl N 0 0 
6 op op op cl N 0 0 
7 op op op op N 0 0 
 
 
Figure 5. The occurrence graph of the first tank. 
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The deviation list based on the trace pieces 
stemming from the filling process of the third tank (see 
the third column of Table 3) is generated and compared 
to the terminal node of the occurrence graph. It can be 
stated that terminal nodes No. 21–24 possesses the same 
deviation list as the deviation list obtained from the 
characteristic trace of the third tank. This means that the 
operating mode of the third tank cannot be 
unambiguously determined, the set of possible operating 
modes, i.e. normal, leak, or fault, of valves can be 
defined. 
4. Conclusion 
A novel method for online fault diagnosis in a 
technological system is described in this paper. The 
method is based on the structural decomposition of a 
complex technological system. The process starts with 
the modelling of the technological system in the form of 
coloured Petri nets. For the characterisation of sensor 
values and actuator states, qualitative value sets are used 
in the form of coloured tokens. This modelling method 
allows for the simulation of both normal and known 
faulty operations of the system. The diagnosis is 
performed using the occurrence graph of the basic units 
of the complex system. By generating the deviation list 
based on the normal and characteristic traces the fault or 
the set of possible faults can be determined. As a result 
of the structural decomposition, the diagnosis has to be 
performed on much smaller occurrence graphs but the 
effect of faults in previous units are taken into account. 
Our method reduces the demand of computational 
efforts and search time. The proposed method was 
illustrated by a simple case study. 
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This study aimed to investigate the adsorptive ability of activated carbons derived from empty boil palm fruit-
bunch carbons through metal-chloride activation. The derived activated carbons were characterized in terms of 
yield, pH, surface functional groups, and specific surface area. Rhodamine B dye was used as a pollutant probe 
to evaluate the performance of activated carbons. Results show that empty, ZnCl2-activated fruit-bunch carbon 
exhibits a higher surface area of 866 m2 g-1 and a Rhodamine B removal yield of 105 mg g-1. Activation at the 
same temperature of 600 ºC using the recovered FeCl2 yields an activated carbon with nearly twice the surface 
area compared to the fresh one. A direct correlation was obtained between the roles of the specific surface area 
and removal of Rhodamine B. Empty fruit-bunch carbon is a promising adsorbent precursor for colour removal 
from water. 
Keywords: activated carbon, chemical activation, empty fruit-bunch, metal-chloride, Rhodamine B 
1. Introduction 
Malaysia and Indonesia are the leading producers 
worldwide of palm oil. Due to the growth in palm oil 
production and despite the high economic returns, this 
industry also generates a huge amount of was that has 
negative implications on the environment. As one of the 
largest oil palm producers in the world, Malaysia 
generates abundant empty fruit-bunch (EFB) residues 
amounting to 12.4 million tonnes annually [1]. 
At present, only a small quantity of EFB is used as 
fuel for boilers in the oil palm mills while the remaining 
large quantity is left to decay in fields or disposed of in 
landfills. Due to the limited area of landfill sites and 
other associated environmental implications, the quest 
for the effective utilization of EFB has become a subject 
of significant interest. Because EFB is rich in carbon 
and lignin, it has a great potential to be converted into 
adsorbent or activated carbon for a variety of 
purification and environmental purposes [2]. 
Nasir et alia [3] reported the selectivity of 
methylene blue removal over copper(II) ions by empty 
fruit-bunch. Yet, the uptake capacity was too small 
(32.3 mg methylene blue per g of EFB) to warrant 
large-scale adsorption operation. In a recent related 
work, Wirasnita et alia [4] reported the preparation of 
ZnCl2-activated empty fruit-bunch carbon with a 
specific surface area of 86.6 m2 g-1. However, the 
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surface area obtained is somewhat small to be regarded 
as that of activated carbon [5]. There are also reports on 
the use of CO2 and steam to physically activate the EFB 
into activated carbons. However, the surface area is 
often not controllable and the yield is very low because 
of high activation temperatures (800 to 900 ºC) [6,7]. 
Our present work aimed to evaluate the adsorptive 
characteristics of metal-chloride-activated empty fruit-
bunch carbons. Zinc(II) chloride and iron(II) chloride 
were used for the chemical activation of EFB. Attempts 
were also made to recover the activator for the second 
activation. Rhodamine B was used as a model pollutant 
to establish the adsorption data. The activated carbons 
were characterized and the adsorptive results compared 
and discussed. 
2. Experimental 
Oil palm empty fruit-bunch (EFB) was obtained from 
Sungei Kahang palm oil factory in Johore State, 
Malaysia. The material was oven-dried at 110oC 
overnight to remove moisture. All chemicals used in the 
preparation of activated carbons and adsorption were of 
analytical reagent grade. 
2.1. Preparation of Activated Carbon 
Empty fruit-bunch was loosened and separately 
modified with zinc chloride and iron(II) chloride in the 
mass ratio (activator : EFB) of 3:2. Firstly, the activator 
was dissolved in water, sufficient for the EFB to be 
immersed. Next, the EFB-activator mixtures were 
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stirred at 90 ºC for 40 minutes. After that, the sample 
was placed in the oven overnight at 110 ºC for 
impregnation. The impregnated sample was put in a 
crucible wrapped in aluminium foil, and heated in a 
furnace for 1.5 h at 300 ºC and 550 ºC for zinc chloride 
activation and iron(II) chloride activation, respectively. 
The selected activation temperatures are half of the 
boiling points of the activators. The resultant activated 
carbon was washed with distilled water, and the washed 
water was used for the second activation using the same 
impregnation ratio of 3:2 at 550 ºC for both activators. 
Activated carbons were designated as Z1 and F1 for 
activation using fresh zinc(II) chloride and iron(II) 
chloride, respectively, and Z2 and F2 when using 
recovered activators, respectively. 
2.2. Characterization of Activated Carbon 
The yield of activated carbon was calculated from the 
mass of the resultant product over that of the dried EFB 
used. The adsorbent pH was determined by soaking 1 g 
of adsorbent in 100 cm3 of distilled water. The pH was 
measured using a pH meter (HI 8424, Hanna 
Instruments). The specific surface area of activated 
carbon was measured using a surface area analyser 
(Pulse ChemiSorb 2705, Micromeritics) at the 
temperature of liquid N2, 77 K. Fourier transform 
infrared spectroscopy (FTIR) (IR Tracer-100, 
Shimadzu) was used to obtain the peaks of functional 
groups at specific wave numbers ranging from 400 to 
4000 cm-1. 
2.3. Adsorption of Rhodamine B 
Rhodamine B of commercial purity was utilized without 
further purification. 500 mg of Rhodamine B powder 
was weighed using an analytical balance and then 
dissolved in 1 dm3 of distilled water in a volumetric 
flask to make up a stock solution. The dilution of stock 
solution was needed for preparing the working 
concentrations for adsorption. 
Adsorption was performed according to the bottle-
point technique. Briefly, about 0.5 g of activated carbon 
was added to 50 cm3 of Rhodamine B solution at 
varying concentrations. The mixture was allowed to 
equilibrate on an orbital shaker at 120 rpm and room 
temperature for 72 h. The residual concentration was 
measured using a spectrophotometer (Halo VIS-10, 
Dynamica Scientific Ltd.) at a wavelength of 555 nm 
(absorption unit = 0.014 × concentration, R2 = 0.99). 
The adsorption capacity (mg g-1) was calculated by a 
simple material balance (Eq.(1)), and the adsorption 
data were analysed by general isotherm models, namely 
Langmuir (Eq.(2)) and Freundlich (Eq.(3)). The 
respective constants were solved by non-linear 
regression using Solver as implemented in MS Excel for 
the smallest sum-of-squared error (SSE) and optimum 
coefficient of determination (R2). 
 !! = (!!!!!)! ! (1) 
 
!! = !"!!!!!!! (2) 
 !! = !!!!
!
! (3) 
where, qe (mg g-1) is the adsorption capacity of 
Rhodamine B, Co and Ce (mg dm-3) are the initial and 
equilibrium concentrations, respectively, m (g) is the 
mass of activated carbon, and V (dm3) is the volume of 
Rhodamine B solution. Constant Q (mg g-1) is the 
maximum monolayer capacity, b (dm3 g-1) is the 
adsorption intensity, and KF ((mg g-1)(dm3 mg-1)1/n) and 
1/n are the Freundlich constants related to the 
adsorption capacity and intensity, respectively. 
3. Results and Analysis 
3.1. Characteristics of Activated Carbons  
Chemical activation using freshly prepared metal-
chlorides was performed at a temperature of about half 
of the boiling point of each activator. The boiling point 
of ZnCl2 and FeCl2 are 723 and 1023 ºC, respectively. 
This is to allow a sufficient amount of activator to be 
recovered upon activation as it is commonly understood 
that chemical activators, e.g. ZnCl2, KOH, etc., are 
prone to intercalate with the matrix material and/or lost 
when the activation is done close to the boiling point of 
the activators. In addition, it enables one to evaluate the 
effectiveness of activated carbon preparation at the 
selected temperatures. Table 1 displays the yield, pH, 
and specific surface area of metal-chloride-activated 
empty fruit-bunch carbons.  
In general, the yield of activated carbons ranges 
between 38 and 47%. This indicates the underlying role 
of metal-chlorides as dehydrating agents to enhance the 
burning off the carbonaceous material. This is also true 
for ZnCl2 activation at a temperature of 300 ºC. In 
addition, it signifies that a significant portion of metal-
chlorides could be recovered for the subsequent 
activation. The pH values of activated carbons are in the 
range of 3.8 to 5.3. The activated carbons are slightly 
acidic because both metal-chloride activators are Lewis 
acids. The pH values were found to increase when the 
recovered activators were used in the activation. This 
could be attributed to the decreased amount of metal-
chlorides that probably could not be fully recovered 
after the first activation. 
From Table 1, the developed surface area of Z1 
upon activation is undeniably small, even smaller than 
for raw EFB (28.4 m2 g-1) [3]. This could be due to the 
Table 1. Properties of activated carbons. 






Fresh (Z1) 300 44.0 3.8 2.64 
Recovered (Z2) 550 41.2 4.9 866 
FeCl2 
Fresh (F1) 550 46.8 4.6 98.4 
Recovered (F2) 550 37.9 5.3 226 
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blockade of existing pore channels because of the 
intercalation of zinc cations within the material matrix. 
Intercalation of a chemical activator normally creates 
new pathways for the porous structure when adequate 
heat is supplied to the impregnated material. This often 
results in an increase in pore volume, thus increasing 
the specific surface area. Yet, the activation temperature 
for Z1 (300 ºC) may not be sufficient to initiate the job, 
consequently the activator becomes lodged inside the 
rudimentary pores even though burning off decreases 
the activated carbon yield. Therefore, Z1 could not be 
regarded as activated carbon because of its inferior 
development of surface area. 
Activation using the recovered activators was 
performed at 550 ºC. There is a tremendous increase in 
the surface area of Z2 using the recovered ZnCl2 from 
Z1. Although the amount of ZnCl2 in the recovered 
solution is presumably less than for the fresh one (ratio 
3:2), the elevated activation temperature shows a 
positive effect in increasing the surface area by more 
than 300 times. This could be related to the fact that 
more volatiles (nearly 65% weight loss) are liberated 
from the empty fruit-bunch at 550 ºC [8]. It is suggested 
that the liberation of volatiles from the material also 
contributes to creating the pore pathways. These 
combined effects bring about the development of 
activated carbon with a high surface area. 
From Table 1, F2 shows a higher surface area than 
for F1 at the same activation temperature. This could be 
associated with the optimum impregnation ratio in the 
preparation of activated carbon. The specific surface 
area of activated carbon normally increases as the 
impregnation ratio increases, but decreases when an 
excessive amount of activator is used. Too much 
activator may result in the collapse of pore textures, 
thus decreasing the surface area [9]. In other words, 
FeCl2 used in the activation of F1 could have already 
exceeded the optimum impregnation ratio. However, 
further experimental works of varying impregnation 
ratios of FeCl2 are needed to establish the optimum 
surface area of FeCl2-activated empty fruit-bunch 
carbons. Nevertheless, F2 demonstrates a 3.8 times 
lower surface area than Z2. This shows that ZnCl2 is an 
effective activator for empty oil palm fruit-bunch-based 
activated carbon. Fig.1 shows the FTIR spectra of EFB 
and its derived activated carbons. The designated 
possible functional groups are summarized in Table 2.  
The spectroscopy technique measures the 
absorption of various wavelengths of infrared light by 
materials of interest to identify specific organic 
functional groups on the surface of activated carbon. 
From Fig.1, the EFB displays various peaks that 
correspond to the presence of functional groups. The 
broad and strong band at 3300 cm-1 is assigned to the 
stretching vibration of the (–OH) hydroxyl group. The 
intensity of the peak decreased by the order of EFB > 
Z1 > F1 ≈ F2 > Z2. The peak completely disappeared in 
Z2 probably due to the stronger dehydrating effect of 
ZnCl2 compared to FeCl2 in activating the EFB at 550 
ºC. It also signifies that the activation of Z1 remains 
incomplete because most of the attributes of EFB 
spectra remained unchanged. As the EFB is converted 
into activated carbon, the complicated peaks become 
simplified indicating the liberation of functional groups 
in the activated carbons. The absorption peaks at 2930–
2850 cm-1 are attributed to the (C–H) stretching 
vibration of the (–CH3) group. The peaks between 1400 
and 1000 cm-1 are ascribed to (C–O) stretching or (Si–
O) of silica containing minerals (ash). The peak at 1026 
cm-1 in Z1 is assigned to the out of plane (C–H) 
bending. 
3.2. Adsorption of Rhodamine B 
Water polluted with dyes especially from the textile 
industries has become a subject of great concern 
because of the disruption to biodiversity and food 
chains [10]. Basic or cationic dyes are very bright dyes 
that are water-soluble. In this work, Rhodamine B 
(C28H31C1N2O3, mw = 479 g mol-1, solubility in water = 
15 g dm3) was chosen as the model dye to evaluate the 
performance of empty fruit-bunch-based activated 
carbons. The pH of the Rhodamine B solution was not 
adjusted, and the values were measured as 5.1±0.2 for 
all concentrations. At equilibrium, the pH values 
slightly changed as they are measured to be 5.3±0.1. 
Fig.2 illustrates the molecular structure of Rhodamine 
B. 
 
Figure 1. FTIR spectra of EFB and activated carbons. 





group Type Sample 
3100–3550 a O—H alcohol EFB, F1, F2, Z1 1000 C—O 
2900, 2810 C—H aldehyde EFB, Z1 
1600, 1470 C=C aromatic EFB, Z1 
1600 C=C alkene EFB, Z1, F1, F2 
3300 N—H amine EFB 1300 C—N 
 
a broad feature 
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Fig.3 shows the removal of Rhodamine B by EFB-
derived materials. From Fig.3, the removal of 
Rhodamine B was found to increase with concentration 
by the order of Z2 > F2 > F1 > Z1. Activated carbon Z2 
demonstrates the highest Rhodamine B removal of  
105 mg g-1. This trend is in agreement with the increase 
in specific surface area of adsorbents. In general, the 
concentration of dye in the solution provides a driving 
force for adsorption if the adsorbent or activated carbon 
possesses abundant active sites. In this case, the active 
sites are directly associated with the surface area. Fig.4 
displays the correlation between the removal of 
Rhodamine B and the surface area. 
A linear relationship for Rhodamine B removal 
(mg g-1) = 0.124 × specific surface area (m2 g-1), R2 = 
0.993 was obtained. A bigger surface area normally 
provides better interaction probabilities for the 
Rhodamine B molecules to lodge onto the pore 
channels. In addition, it is presumed that all types of 
pore play a dominating role in the adsorption especially 
mesopores [5,11]. 
The adsorption data were analysed using the 
Langmuir and Freundlich models, and the constants are 
tabulated in Table 3. The adsorption data reasonably 
fitted to both adsorption models with R2 ranging 
between 0.71 and 0.97, except for Z2 according to the 
Langmuir model. The values of Langmuir model 
capacity (Q) are in close proximity to the experimental 
data (Qexp). In addition, Z2 shows a higher adsorption 
affinity (b) for Rhodamine B when compared with the 
other counterparts. This signifies a higher removal 
efficiency (~99%) at concentrations below 80 mg dm-3. 
Similar explanations apply for the Freundlich model. 
The deviation of the lines of the model from the 
experimental data is shown in Fig.3, which indicates 
that the removal of Rhodamine B by EFB-based 
materials is neither a strict monolayer adsorption nor 
heterogeneous coverage, but could be a blend of the two 
– monolayer adsorption onto a heterogeneous surface 
[11]. 
In a related work, Santhi et alia [12] reported a 
removal capacity of 22.3 mg g-1 of Rhodamine B using 
H2SO4-treated A. nilotica leaves. Generally, Z2 shows a 
higher dye removal capacity compared to this 
chemically treated natural adsorbent. This is likely due 
to the well-developed graphitic structure and surface 
area of Z2 for the effective removal of Rhodamine B. 
 




Figure 3. Removal of Rhodamine B by (A) Z1, F1 and 
F2, and (B) Z2. Lines were predicted by the Langmuir 
(solid) and Freundlich (dashed) models. 
 
Figure 4. Correlation between Rhodamine B removal 
and specific surface area.  
 
Table 3. Parameters of isotherm models. 
 Z1 Z2 F1 F2 Qexp (mg g-1) 2.33 105 14.8 33.4 
Langmuir model    Q (mg g-1) 2.85 97.9 18.5 42.2 
b (dm3 g-1) 0.166 2.92 0.248 0.187 
R2 0.907 0.434 0.857 0.967 
SSE 0.233 403 23.7 26.3 
Freundlich model    KF (mg g-1)(L mg-1)1/n 0.560 72.5 4.73 8.86 
n 2.10 13.4 2.61 2.33 
R2 0.882 0.707 0.718 0.869 
SSE 0.435 209 44.7 94.3 
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4. Conclusion 
Oil palm empty fruit-bunch was used in the preparation 
of activated carbons via metal-chloride activation. Zinc 
chloride is a more effective activating agent for 
activated carbon than iron(II) chloride. Activation at 
500 ºC yields empty fruit-bunch-based activated carbon 
with a surface area of 866 m2 g-1. A bigger surface area 
offers greater removal of Rhodamine B dye and a higher 
adsorption affinity at lower dye concentrations. The 
maximum removal efficiency was recorded as 105 mg 
g-1. The mechanism could be described as monolayer 
Rhodamine B adsorption onto heterogeneous activated 
carbon. Empty fruit-bunch is a promising alternative to 
activated carbon precursors for wastewater treatment. 
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This paper presents the results of laboratory investigations regarding the production of cements from local raw 
materials, such as limestone from Varghis, gypsum from Nucsoara, basaltic scoria from Racosul de Jos, 
volcanic tuff from Racosul de Sus, diatomite from Filia, and red mud from Oradea. The raw mixtures, based on 
modified Bogue calculations, contain limestone, gypsum, and one or two of the above-mentioned materials. The 
cements resulted from clinker grinding in a laboratory gas furnace at 1260–1300 ºC, with one hour at the peak 
temperatures, and were characterised for Blaine specific surface area, specific density, and mineral phases. 
Physico-mechanical properties, such as water content for normal consistency, setting time, soundness, and 
compressive strength were also determined. Results show that these cements contain belite, ferrite, calcium 
sulphoaluminate, anhydrite, and some minor compounds. 
Keywords: experimental cement, Varghis limestone, Racosul de Sus volcanic tuff, setting time, 
mechanical properties 
1. Introduction 
Manufacturing of Portland cement is energy consuming, 
globally accounting for 2% of primary energy and 5% 
of industrial energy consumption. Moreover, Portland 
cement production contributes significantly to 
greenhouse gas emission in the order of 5% of the 
global CO2 emissions due to anthropogenic sources [1]. 
New civil engineering requirements impose the 
production of a new type of cement, which is of good 
quality, environmentally friendly, and requires low 
energy utilization. Low-energy cement manufacturing is 
economically and ecologically preferable. These 
cements could be used in places where high early 
strength or expansion compensation and also increased 
durability are required. 
In cement chemistry, notation of oxides are 
abbreviated by their first capital letters: C=CaO, 
S=SiO2, A=Al2O3, F=Fe2O3, CS=SO3, and H=H2O. Low-
energy cements comprise those that belong to the CaO-
SiO2-Al2O3-Fe2O3- CS system. They are mainly sulpho-
aluminate belitic and sulphoferroaluminate belitic 
cements [2]. These can be produced from both natural 
raw materials or raw material mixtures, containing by-
products or industrial waste, by firing at lower 
temperatures than for Portland cement clinkers. A large 
variety of cements was developed in China based on the 
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composition C4A3S . These were standardized and 
named as “Third Cement Series” [3]. These cements 
have special features such as quick setting time, good 
impermeability, and rapid strength development even at 
low temperatures. 
There are numerous investigations on the 
laboratory-scale production of sulphoaluminate belite 
(SAB) cement [4–18]. SAB cement can be classified 
into three major categories according to the content and 
proportions of the phase compositions. The tentative 
naming and some basic properties are summarized 
below: 
1. Calcium sulphoaluminate-rich belite cement: 
They are mostly composed of only two main 
phases of SAB cement, the major components 
being C4A3S (around 55–75 (g/g)%) and C2S. 
This type of cement is typically used for 
applications requiring rapid setting and high 
early strength [4, 6, 8, 9, 19, 20]. 
2. Expansive belite-rich calcium sulphoaluminate 
cements: Besides the main components of the 
SAB cements they contain free lime up to 10 
(g/g)% which promotes expansion. This type 
of cement can be used in restricted areas 
requiring shrinkage-resistant and self-stressing 
cements [4, 12, 16, 20, 21]. 
3. Non-expansive belite-rich calcium 
sulphoaluminate cements: These cements have 
higher belite, lower calcium sulphoaluminate, 
and much lower or completely deficient of free 
lime content than those of commercially 
produced SAB cements. Industrial by-products 
with high sulphate content can be used in high 
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percentages in production. This type of cement 
shows high mechanical strength both at early 
and late ages comparable to ordinary Portland 
cement and has the potential to replace it [4, 6, 
8, 14, 16]. 
There is no commercial production of the belite-
rich calcium sulphoaluminate-type of cement. Mehta 
[18] produced SAB cements containing no free CaO, 
but large amounts of belite rich in CaCO3, silicic acid, 
hydrated alumina, iron oxide, and gypsum. The clinkers 
were obtained by heating the raw materials in an electric 
muffle furnace at 1200 ºC for about 1 hour. Clinkers 
were ground to a Blaine specific surface area of about 
400 m2 kg-1. 
Microstructure examinations of the clinkers 
showed that C4A3S appears as cubic crystals whereas 
belite appears as large rounded grains. The clinkers 
were very easy to grind due to their brittleness [4]. Sahu 
et alia [12] produced cements of Types 2 and 3 from 
limestone, fly ash and gypsum at 1200 ºC, for a bearing 
time of 30 minutes and cooled by fresh air. Kasselouri 
et alia [17] in 1995 obtained cement of Type 3 at 1280 
ºC from limestone, gypsum, bauxite, silica sand, and 
iron-rich industrial by-products. Cements composed 
from a mixture of baghouse dust, F-class fly ash, and 
scrubber sludge, sintered at 1175–1250 ºC for bearing 
times of 30, 45, and 60 minutes, and cooled by natural 
air were obtained according to Arjunan et alia [10]. 
Mixtures composed of limestone, bottom ash, baghouse 
filter ash, bauxite, and gypsum fired at 1250 and 1300 
ºC, for a bearing time of 60 minutes, lead to SAB 
cement of C4A3S  – ye’elimite, C2S-larnite (belite), 
C4AF-brownmillerite, and CS- anhydrite compositions 
[4]. The absence of tricalcium aluminate (C3A) in these 
cements indicates that the decomposition of the desired 
mineral C4A3S  does not take place at these 
temperatures. The presence of the desired minerals and 
the absence of C5S2S confirmed the formation of the 
SAB cement at 1250 ºC and 1300 ºC after 1 hour. 
This article presents our study on the cement series 
sintered using local raw materials, such as volcanic tuffs 
from Racosul de Sus, basaltic scoria from Racosul de 
Jos, and diatomite from Filia (all in the Carpathian 
orocline), and red mud. 
2. Experimental 
The raw materials used for the cement experiments 
carried out as part of this study are natural (Varghis) 
limestone, Bodoc clay, Nucsoara gypsum, Racosul de 
Jos basaltic scoria, Racosul de Sus volcanic tuff, Filia 
diatomite, and artificial industrial waste (Oradea red 
mud). The selected raw materials were investigated for 
chemical compositions. 
The chemical compositions of the limestone, red 
mud, diatomite, and basaltic scoria were analysed by 
SEM/EDAX. The volcanic tuff and gypsum analyses 
were performed by wet chemical methods, according to 
the SR EN 192-2 (Table 1). The theoretically estimated 
mineralogical, chemical compositions based on 
modified Bogue calculations [1, 4, 22] are given in 
Table 2. The compositions of the raw material mixtures 
are presented in Table 3. The raw material mixtures 
were obtained by grinding them in a laboratory ballmill 
up to a sieve residue of 90 µm about 12%. Afterwards, 
the raw material mixtures underwent a process of 
briquetting and drying followed by firing in a laboratory 
gas oven for one hour at a constant temperature of 
1260–1300 ºC. The inside temperatures of the furnace 
were estimated with a thermocouple thermometer. Fast 
cooling was achieved in the air. The obtained cements 
from grinded clinkers (five hours in a mill, 
balls:clinkers ratio of 2:1) were tested. Mineralogical 
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CaO 89.61 12.71 10.38 2.88 0.71 28.31 
SiO2 4.01 8.93 46.10 64.53 92.52 9.83 
Al2O3 5.16 17.04 18.78 11.80 3.24 2.73 
Fe2O3 - 48.37 9.93 2.57 2.18 1.07 
Na2O - 3.68 3.23 1.89 - 0.15 
K2O - - 1.69 2.75 0.46 0.55 
MgO - 1.30 7.21 0.45 - 0.39 
TiO2 - 6.80 1.61 0.27 - 0.13 
V2O5 - 0.19 - - - 0.04 
P2O5 1.22 0.98 1.07 - - 0.04 
SO3 - - - - 0.89 37.08 
Mn2O3 - - - - - 0.02 
P.C. - - - 12.40 - 19.90 
 
Table 2. Theoretical mineralogical and chemical compositions of the cements in (g/g) %. 
Sample mineral composition oxidic compositions C2S C4A3S! C4AF CS! CaO Fe2O3 SiO2 Al2O3 SO3 
C1, C2, C3 56 12 22 10 55.15 7.23 19.53 10.63 7.46 
C4 50 18 15 17 53.11 4.93 17.44 12.17 12.36 
C5 43 28 23 6 51.38 7.56 15.00 18.86 7.20 
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compositions of cements made by XRD analyses with a 
Panalytical-Philips Cubix PRO X-ray spectrometer, 
according to IL LAB 41 proceedings are presented in 
Table 4. Experimental laboratory-produced cements 
were tested in conditions provided by the Romanian 
CRH CEMENT S.A. plant in Hoghiz (Brasov county). 
The Blaine specific surface area, specific density, heat  
of hydration (Table 5), volume of water for normal 
consistency, setting time, soundness, and compressive 
strength (Table 6) have been determined. Identification 
of mineral phases formed during the burning of clinkers 
was carried out by means of the Cubix PRO 
spectrometer. 
3. Results and Discussions  
The mineralogical compositions of the experimental 
cements are summarized in Table 4. All cement samples 
contain belite, ferrite, anhydrite, and many other phases 
in small amounts. The largest amount of belite found in 
a cement sample is in the raw mixture containing 
diatomite (sample C2 with C2S = 69.1%), followed by 
the sample prepared with volcanic tuff (sample C3 with 
C2S = 65.9%). Soner et alia reported [4] that the mineral 
C4A3S is stable between 1250–1350 ºC, but probably it 
can decompose during cooling. Furthermore, it was 
demonstrated that aluminium could be substituted by 
iron in the ye’elimite structure forming C4A3-xFxS [23–
26]. The experimental cement samples were 
characterized with regards to specific density and 
fineness, representing the Blaine specific surface area 
[27]. The heat of hydration according was also 
determined to the SR EN 196-9/2006 method [28]. The 
physical properties of experimental cements are 
presented in Table 5. 
The experimental Blaine fineness data are 
characterised by large specific surface areas. The 
biggest Blaine specific surface area was found in sample 
C2 (with diatomite) followed of sample C3 sample 
(with volcanic tuff). These samples have the smallest 
specific densities in the same order. The binding 
behaviour of the cements was estimated by measuring 
the setting time, volume of water for normal 
consistency, soundness, and compressive strengths 
(after second and twenty-eighth days). To determine the 
Table 5. Physical properties of cement samples C1-C5. 
Sample Blaine specific 
surface area, cm2 g-1 
Heat of 
hydration, J g-1 
Specific 
density, g cm-3 
C1 7367 29 3.17 
C2 8745 123 3.04 
C3 7963 32 3.07 
C4 6501 44 3.14 
C5 7553 110 3.26 
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Cement 1 48.90 - 36.67 - - 14.43 
Cement 2 54.08 - - - 13.70 32.22 
Cement 3 54.35 - - 23.37 - 22.28 
Cement 4 54.66 0.98 31.53 - - 12.83 
Cement 5 47.45 1.19 20.66 - - 30.70 
 
Table 6. Physico–mechanical properties of cement samples C1-C5. 
sample water for normal consistency, cm3 
setting time, hour : minutes soundness, 
mm 
compressive strength, N mm-2 
early final 2 days 28 days 
C1 135 0:44 1:44 2.75 0.24 0.42 
C2 225 0:13 0:35 0.50 4.12 26.67 
C3 124 3:35 4:29 3.00 0.23 8.42 
C4 185 1:57 > 10 hour 1.00 0.53 0.72 
C5 178 0:05 0:15 2.00 1.44 2.28 
 
 
Figure 1. Early and final setting times of the cement 
samples in minutes.  
Table 4. Mineral compositions in (g/g) % of the 
cement samples C1-C5 according to the IL-LAB-41 
testing method. 
Minerals C1 C2 C3 C4 C5 
Belite 24.2 69.1 65.9 52.7 58.4 
Ferrite 7.5 13.1 8.5 24.6 20.8 
Cubic aluminate 8.5 0.4 0.0 0.2 4.7 
Orthorhombic aluminate 20.5 0.0 0.0 1.5 0.0 
Free lime 1.4 0.5 1.7 0.6 0.1 
Anhydrite 2.1 6.8 3.8 1.5 5.3 
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setting times, the quantity of water required to form 
cement paste of standard (normal) consistency was 
determined previously [29]. The water data for standard 
consistency are presented in Table 6. The setting time 
for the paste with standard consistency was measured 
using a Vicat device. The initial and final setting data of 
the investigated cements are also shown in Table 6 and 
Fig.1. The compressive strengths have been determined 
according to the SN EN-1/2006 method [30] and the 
data are shown in Fig.2. 
The investigated cements exhibited different 
mechanical strengths, as a function of their mineral 
compositions. The strength of SAB cements depends 
mainly on the mineral ye’elimite (Ca4Al6O12SO4 or 
C4A3S ) during the initial minutes up to hours of 
hydration [31, 32]. Yeʼelimite is almost entirely 
responsible for the hydration reactions at early ages of 
CSA-type cements [23]. The presence of belite was 
found to be responsible for compressive strength at late 
ages. The compositions of raw material mixtures for 
these experimental cements influenced their mineral 
contents. Taking into consideration these, the initial 
strengths are better for the cements containing diatomite 
(sample C2), volcanic tuff (sample C3), basaltic scoria 
(sample C4), and red mud (sample C5). A higher content 
of red mud is favoured over sample C4 (see Tables 3 and 
4, Fig.2). 
A good evolution of mechanical strength over time 
is shown for samples C5 and especially for the C2 
cements. C3 cement sample is also notable, but with 
lower initial strength, which is an important 
characteristic for a favourable evolution of specific 
surface area. This is clearly the largest value for cement 
sample C3. The cements containing basaltic scoria 
generally developed lower mechanical strengths in 
comparison to those containing diatomite or volcanic 
tuff. The cement containing diatomite is noticeable due 
to its very high initial strength (Table 6). For this 
cement, the compressive strength, after two days 
increased, which may be a consequence of the increased 
specific surface area. In terms of practical applications, 
the development of cement of good mechanical strength 
and workability depending on the setting time is of 
importance. The setting time of investigated cements 
was decisively influenced by the content of raw material 
mixtures (see Table 3). In the order of 
C4→C3→C1→C2→C5, the setting time becomes 
shorter. For the cement samples containing 1.2% red 
mud, 20.7% basaltic scoria (C5) and 13.7 % diatomite 
(C2), the setting time is quick. This is a consequence of 
rapid hydration processes. Because of this, these latter 
samples can be considered for practical applications 
only as retarding admixtures or super-plasticizers due to 
their set-retarding effect. Soundness shows reasonable 
values, which is required to be less than 10 mm for 
Portland cement. 
4. Conclusion 
Based on investigations into cement samples in the 
laboratory of the Hoghiz plant, it can be concluded that 
from all raw material mixtures, heated at temperatures 
of between 1260 and 1300 ºC, resultant clinkers contain 
more belite, ferrite, and anhydrite. Physico-mechanical 
properties show good compressive strength at early 
ages, good soundness, the biggest Blaine specific 
surface area (Ssp = 8745 cm2 g-1) for cement containing 
limestone, diatomite, and gypsum, as well as belite and 
anhydrite. The use of the local raw materials from the 
Carpathian orocline area, e.g. Varghis limestones, 
Bodoc clays, Nucsoara gypsum, volcanic tuffs from 
Racosul de Sus, basaltic scoria from Racosul de Jos, and 
Filia diatomite, facilitated the formation of cements that 
are more belitical than sulphoaluminate. 
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