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Transition path sampling (TPS) is a powerful technique for investigating rare transitions, espe-
cially when the mechanism is unknown and one does not have access to the reaction coordinate.
Straightforward application of TPS does not directly provide the free energy landscape nor the ki-
netics, which motivated the development of path sampling extensions, such as transition interface
sampling (TIS), and the reweighted paths ensemble (RPE), that are able to simultaneously access
both kinetics and thermodynamics. However, performing TIS is more involved than TPS, and still
requires (some) insight in the reaction to define interfaces. While packages that can efficiently com-
pute path ensembles for TIS are now available, it would be useful to directly compute the free energy
from a single TPS simulation. To achieve this, we developed an approximate method, denoted Vir-
tual Interface Exchange, that makes use of the rejected pathways in a form of waste recycling. The
method yields an approximate reweighted path ensemble that allows an immediate view of the free
energy landscape from a single TPS, as well as enables a full committor analysis.
I. INTRODUCTION
Molecular simulation of rare event kinetics is challeng-
ing, due to the long time scales and high barriers in-
volved [1, 2]. In the past decades many methods have
been invented to overcome this challenge, either via en-
hanced sampling in configuration space (see e.g. Refs. [3–
13]), or via path-based methods, that enhance the sam-
pling in trajectory space (see e.g. Refs. [14–22]). Belong-
ing to the latter category, the Transition Path Sampling
(TPS) method collects unbiased dynamical trajectories
that connect two predefined stable states [23–26]. The re-
sult is a path ensemble that accurately represents the dy-
namics of the process of interest, and which can be scruti-
nised to extract low dimensional descriptions of the reac-
tion coordinate that in turn can be used for determining
free energy or kinetics[27, 28]. Notably, projections of the
path ensemble on relevant order parameters such as path
densities lead to qualitative mechanistic insight. TPS
has been successfully applied to complex systems, e.g.
protein folding and conformational changes[29], binding
and aggregation[30–32], chemical reactions [33], and nu-
cleation phenomena[34, 35], yielding valuable insight in
the reaction coordinate and mechanism.
However, one thing that is not readily available in
a standard TPS ensemble is the free energy profile or
landscape. This is because the TPS ensemble is a con-
strained ensemble, which misses information on all the
failed paths that did not make it over the barrier, but still
contribute significantly to the free energy. This missing
information is not easy to correct for in standard TPS.
Yet, reliable knowledge of the free energy landscape in the
barrier region obtained from TPS simulations would be a
very valuable analysis tool. Moreover the standard TPS
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set up does not provide with the kinetic rate constants
directly, and an additional transformation of the path
ensemble is needed[24]. The TPS methodology suite has
been greatly extended over the years. For instance, the
transition interface sampling (TIS) version of TPS en-
able efficient computation of rate constants[36, 37]. TIS
also enables a reweighting of the path ensemble, giv-
ing access to the free energy landscapes, and commit-
tor surfaces[38]. While there are now software packages
that can compute the path ensembles in TIS, this re-
quires a more involved set up, compared to straightfor-
ward TPS[39–41]. Indeed, standard transition path sam-
pling has been the entry point for most studies, and it is
the first approach one should try, in particular when con-
fronted with a complex transition for which no detailed
mechanistic picture is available.
The purpose of this paper is to develop a way to ap-
proximate the reweighted path ensemble (RPE) from a
single standard TPS run. This approximation is then
sufficient to construct the free energy landscape in the
barrier region. This approximation is realised by making
use of the rejected paths in the TPS sampling, which give
information on the free energy barrier. As this approach
is making use of the rejected paths, it is a form of waste
recycling, a method introduced by Frenkel for reusing re-
jected Monte Carlo moves [42]. In particular, we make
use of the virtual replica exchange algorithm by Coluzza
and Frenkel [43].
The method is roughly as follows. To compute the
RPE we require the TIS ensembles for each interface.
However, we only sample the full TPS ensemble. Now,
we can interpret each shooting move as a virtual replica
exchange move towards the TIS ensemble corresponding
to the shooting point, followed by a constrained interface
shot. We therefore call this methodology Virtual Inter-
face Exchange TPS (VIE-TPS). Thus, each TPS shot
gives an estimate for a particular TIS interface ensem-
ble. From this we can estimate the RPE, and by care-
2fully keeping track of the crossing probabilities we can
reweight each (accepted and rejected) trajectory in the
ensemble, thus giving the unbiased free energy landscape.
The remainder of the paper is as follows. In the theory
section we first briefly recap the TPS and TIS notation.
Then we describe the VIE-TPS algorithm. The results
section illustrates the new method on a toy model, the
AD system, and the FF dimer.
II. THEORY
A. Summary of the TPS, TIS and single replica
ensemble
In this section we give a brief overview of the notation
for the TPS and TIS ensembles. A trajectory is denoted
as x ≡ {x1, x2 . . . xL}, where each frame (or slice, or
snapshot) x contains the position and momenta of the en-
tire system at a time t = i∆t. Frames are thus separated
by a time interval ∆t, yielding a trajectory of duration
L∆t. Denoting pi[x] as the distribution of paths given
by the underlying dynamics (e.g. Langevin dynamics),
and introducing two stable state sets A and B, the TPS
ensembe is defined as
PAB[x] = hAB[x]pi[x]/ZAB , (1)
here hAB[x] the indicator function that is only unity if
the path connects A with B and ZAB the normalising
partition function. In TIS an ordered sequence of in-
terfaces λ0, λ1 . . . λn is introduced, parameterised by an
order parameter λ. Denoting the set Λi = {x|λ(x) > λi},
one obtains a similar definition for TIS interface i
PAΛi [x] = h˜
A
i [x]pi[x]/ZAΛi , (2)
h˜Ai [x] now the indicator function that is only unity if the
path leaves A, crosses λi, and then reaches either A or B.
The crossing probability connected to the TIS ensemble
is:
PA(λ|λi) =
∫
DxPAΛi [x]θ(λmax[x]− λ), (3)
where Dx indicates an integral over all paths, θ(x) is the
Heaviside step function, and λmax[x] returns the maxi-
mum value of the λ along the path. Here we assumed
that λ is steadily increasing with i.
The shooting move is used to sample both TIS and
TPS ensembles:
pacc[x
(o) → x(n)] = h˜i[x
(n)] min
[
1,
L(o)
L(n)
]
, (4)
Shooting moves in TIS can be accepted if the path crosses
the interface i, but need an additional correction factor
based on the length. It is also possible to use the con-
strained interface move[44], in which the shooting point is
chosen among the nλ frames that are located at (or near)
the interface λ (usually defined in some region around
the interface). The acceptance criterion for such a con-
strained move on an interface j is also slight different. In
fact, it is determined by the number of frames nλj one is
allowed to choose from. The selection probability for a
shooting frame is now psel(xsp) = 1/nλj , instead of 1/L.
The acceptance criterion for a shot from the interface is
thus
pacc[x
(o) → x(n)] = h˜j [x
(n)] min
[
1,
psel(x
(n)
sp )
psel(x
(o)
sp )
]
= h˜j[x
(n)] min
[
1,
nλj [x
(o)]
nλj [x
(n)]
]
(5)
In single replica TIS (SRTIS) the interface itself is mov-
ing location, e.g. from λi to λj [45]. This interface move
can be accepted with
pacc(x;λi → λj) = h˜
A
j [x] min
[
1,
g(λi)
g(λj)
]
, (6)
where g(λj) is the correct density of paths for each inter-
face. This density of paths (DOP) on the interfaces will
not be equal for the different interfaces but is high close to
stable states, and low close to the transition state region.
In fact, the correct DOP is proportional to the crossing
probability g(λi) ∝ PA(λi). This can be seen as follows.
While an exchange to a lower interface is always possible,
an exchange opportunity to a higher interface occurs with
the naturally occurring probability for pathways at the
higher interfaces, which, in fact, is the crossing probabil-
ity. To obtain an equal population (for a flat histogram
sampling) the exchange acceptance should therefore be
biased with the ratio of the crossing probabilities. As an
exchange between two interfaces belonging to the same
state is governed by the same crossing probability, the
proportionality factor cancels.
In the single replica TIS sampling the shooting move
and the interface exchange are done separately. It is pos-
sible to combine the shooting move and the exchange
interface as a single move. This combined shooting and
exchange move can be seen as choosing a random inter-
face, and moving the current interface to that position,
followed by a shooting move from a shooting point con-
strained to that interface. When we move to a new inter-
face, the selection of that interface is usually done ran-
domly with a uniform distribution. Hence the selection
probability does not appear in the acceptance criterion
of Eq.6 . However, we might be using another selection
criterion, in particular we would like to use the standard
uniform selection of the shooting point on a path to de-
termine the shooting point as well as the interface. When
we select a frame from the path uniformly pframesel = 1/L,
the chance to select a certain interface i is proportional
to the number of frames nλi that are close to that inter-
face. In fact it is, p
(λi)
sel = nλi [x]/L. Yet we are using the
pframesel = 1/L. To correct for this bias, we multiply the
3(implicit) selection probabilities in the acceptance rule 6,
by p
(λi)
sel . The acceptance probability is now
pacc(x;λi → λj ]) = h˜
A
j [x] min
[
1,
p
(λi)
sel g(λi)
p
(λj)
sel g(λj)
]
= h˜Aj [x] min
[
1,
n(λi)[x]g(λi)
n(λj)[x]g(λj)
]
, (7)
We can combine the single replica exchange move Eq.
7 with the constrained shooting move Eq. 5, yielding
Pacc(x
(o) → x(n);λi → λj) = h˜
A
j [x
(n)]×
×min
[
1,
nλi [x
(o)]g(λi)
nλj [x
(n)]g(λj)
]
(8)
Where again g(λ) ∝ PA(λ).
B. Interpreting TPS as SRTIS constrained
shooting
Now we can apply this idea also to a straightforward
TPS simulation where the interface i is basically fixed
at λi = λB . The acceptance ratio for a (virtual) single
replica shooting move to a new interface j by choosing a
uniform frame on the path would then be
pacc(x
(o) → x(n);λB → λj) =
= h˜Aj [x
(n)] min
[
1,
nλi [x
(o)]PA(λB)
nλj [x
(n)]PA(λj)
]
= h˜Aj [x
(n)] min
[
1,
1
nλj [x
(n)]
PA(λB)
PA(λj)
]
, (9)
Here nλB [x
(o)] = 1 because the old interface λB only has
one point crossing. A major point to make is that the
ratio of probabilities PA(λB)/PA(λj) in this acceptance
ratio is a constant for fixed λj . The second remark is
that for standard TPS the path can be never accepted,
unless it also fulfils
pacc[x
(o) → x(n)] = hAB[x
(n)] min
[
1,
L(o)
L(n)
]
, (10)
Paths that do not fulfil this standard TPS condition will
be rejected. However we can make use of the rejected
paths by waste recycling[42].
C. Making use of Virtual Interface Exhange-TPS
Indeed, virtual Monte Carlo moves have shown to
greatly enhance the sampling of the density states [42,
46]. Coluzza and Frenkel[43] introduced a virtual replica
exchange scheme in which a trial replica exchange move
that is rejected can be counted as part of the ensemble.
When regular replica exchange is considered, this results
in a probability Pj(q) for the configuration q in the jth
replica, based on the exchange probability for replica i
and j
Pj(q) = (1− pacc)δ(qj − q) + paccδ(qi − q) (11)
where the first term accounts for non-exchange and re-
counts the qj , the second term for the exchange gives
the contribution to qi, and where pacc is the acceptance
probability for exchange. Extending this to path space
gives
Pj(x) = (1− pacc)δ(xj − x) + paccδ(xi − x) (12)
Thus if we have two paths xi and xj in two path ensem-
bles i and j, respectively, then when virtually exchanging
these paths between the ensembles, the path ensemble j
will have contributions from the ensemble i as specified
in this equation. For the single replica exchange shoot-
ing move in the TPS ensemble, the first term never con-
tributes, since we are not sampling in the j replica but
only in the TPS ensembe i. Hence the first delta function
does not contribute, leading to
Pj(x) = pacc = h˜
A
j [x] min
[
1,
1
nλj [x]
PA(λB)
PA(λj)
]
=
1
nλj [x]
PA(λB)
PA(λj)
, (13)
where the second line follow from the fact that the sec-
ond argument in the min function is always smaller than
unity, if j < B, and we only consider paths that start
in A. The crossing of the interface j is guaranteed by
the constrained interface shooting move. This probabil-
ity would be less and less likely for trial paths that are
shot from an interface λj closer to A. The big point again
is that the second factor is constant, not dependent on
anything else than λj . So, we can take the weight of each
path in the jth ensemble as 1/nλj [x(n)] ≡ f [x], times an
unknown constant. This weight itself is proportional to
the TIS path probability in interface j:
Pj(x) ∝ PAΛi [x] ∝ f [x] (14)
One can construct standard crossing probability his-
tograms from the ensemble of all trial paths with the
same interface λj , and hence the same weights according
to
PA(λ|λj) =
1
Nj
Nj∑
x
1
nλj [x]
θ(λmax[x]− λ), (15)
where Nj is the total number of trial paths for λj .
The regular, and correct way to construct these cross-
ing probabilities would be to perform TIS on the inter-
face λj . Since we aim to get the crossing probability
of the virtual interface exchange TPS and TIS identical,
the conclusion is that this is only possible if the distri-
bution of shooting points is the same in both cases, and
4pathways decorrelate quickly. This puts some restriction
on the method: in particular it is only correct for two
way shooting in the over-damped limit, and when λ is
reasonably close to the RC.
Nevertheless, even when these conditions are in prac-
tice not fulfilled, the crossing probability can be used to
approximate the RPE, and hence estimate the free en-
ergy surface, as well as the committor surface.
D. The VIE-TPS algorithm
The VIE-TPS algorithm is as follows for two-way
shooting with uniform selection.
1. Choose a shooting point sp on the current path
with uniform selection. Compute λsp. Assign the
closest interface j e.g. by binning.
2. Alter momenta of the shooting point (e.g. choosing
anew from Maxwell Boltzmann distribution, or do
random isotropic move) and integrate forward and
backward in time until stable states A or B are
reached.
3. Identify the path type (AA, AB, BA or BB), and
compute the number nλsp of frames located at (in
practice near) interface j.
4. For paths that start in A do the following:
(a) Assign the trial move to interface λAsp e.g. by
binning.
(b) Identify the maximum λ on the entire path
λmax and update the crossing histogram for
λAsp by adding 1/nλsp to each bin between
λAsp < λ < λmax.
5. For paths that start in B do the following:
(a) Assign the trial move to interface λBsp (e.g. by
binning).
(b) Identify the minimum lambda on the entire
path λmin and update the crossing histogram
for λBsp by adding 1/nλsp to each bin between
λmin < λ < λ
B
sp.
6. Store trial path for a posteriori evaluation of the
RPE with the assigned path weight 1/nλsp .
7. Accept trial paths according to the standard TPS
criterion Eq.10: if the path does not connect A and
B reject the trial path, retaining the previous path.
Accept the path according to the length criterion
L0/Ln, reject otherwise.
8. Accumulate transition path ensemble in the normal
way.
9. Repeat from step (1) until finished.
Note that while in this algorithm we compute the
weights on-the-fly during the TPS sampling, it is also
possible to post-process a precomputed TPS ensemble, if
all trial paths have been stored.
E. Constructing the RPE
After the VIE-TPS sampling the RPE can be con-
structed from the crossing histograms obtained in steps
4b and 5b, using e.g. WHAM[47, 48], or MBAR[49].
First, the total crossing probability histogram is con-
structed from the individual crossing histograms for all
interfaces i = 1 . . . n− 1 by applying the WHAM (multi-
ple histogram) method [47]
PA(λ|λ1) =
n−1∑
i=1
w¯Ai θ(λi+1 − λ)θ(λ − λi)
i∑
j=1
PA(λ|λj).
(16)
The weights w¯Ai are given by
w¯Ai =
1∑i
j=1 1/w
A
j
, (17)
where wAj are the optimized WHAM weights for each
interface histogram j.
The RPE is now constructed by reweighting each path
(which already had a weight f [x]) with a factor depend-
ing on its λmax [38]:
P [x] = cA
n−1∑
j=1
PAΛj [x]f [x]W
A[x]
+ cB
n−1∑
j=1
PBΛj [x]f [x]W
B [x], (18)
Here W [x] =
∑n−1
i=1 w¯
A
i θ(λmax[x]− λi)θ(λi+1 − λmax[x])
selects the correct interface weight for each path x based
on its maximum λ value along the trajectory (minumum
for BA paths inWB[x]). The unknown constants cA and
cB follow from matching the AB and BA histograms for
overlapping interfaces [38]. This can be most easily done
by setting cA = C/PA(λB |λA) and cB = C/PB(λA|λB),
where C is a single (arbitrary) normalising constant
F. Projection of the RPE
The free energy then follows from projecting the RPE
on a selected set of order parameters q = {q1, . . . qm} us-
ing all trial pathways obtained in step 6 of the algorithm
including the rejected ones.
F (q) = −kBT ln ρ(q) + const, (19)
where we can split up the contributions from the config-
urational density ρ(q) = ρA(q) + ρB(q) into two parts,
5one related to paths coming from A and one related to
path coming from B. For the NA sampled trial paths that
start in A (step 4b) ρA(q) becomes
ρA(q) = cA
NA∑
x
f [x]WA[x]
L∑
k=0
δ(q(xk)− q) (20)
and for the NB sampled trial paths that start in B (step
5b) ρB(q) becomes
ρB(q) = cB
NB∑
x
f [x]WB [x]
L∑
k=0
δ(q(xk)− q) (21)
Here δ(z) =
∏m
i=1 δ(z
(i)) is the Dirac delta function, used
to project the configurations on to the m-dimensional
collective variable space.
When the number of paths is reasonably small, and
all paths can be stored on disk then this can be done a
posteriori. When the number of paths exceeds storage
capacity, one can can save instead of the entire path en-
semble, only the histograms for paths ending at λmax,
which requires much less storage. This can be efficiently
be done inside the above algorithm by including a simple
loop over the current trial path and determine the maxi-
mum (or minimum for paths starting in B) and histogram
the relevant order parameters in each frame in the path.
Then, at the end of the simulation these histograms are
reweighted.
Besides the free energy we can project the averaged
committor function pB on arbitrary surfaces by using the
indicator function hB(xL).
pB(q) = cA
∑NA
x
f [x]WA[x]hB(xL) (22)
+ cB
∑NB
x
f [x]WB[x]hB(xL) (23)
Because paths are microscopic reversible, the (aver-
aged) committor function pB(q) can aso be defined as
the ratio of projected density ρB(q) of all paths that be-
gin in B to the total density ρ(q) [28]:
pB =
ρB(q)
ρA(q) + ρB(q)
. (24)
The above algoritm is applicable for two-way shoot-
ing. For one-way shooting it is also possible to construct
the crossing probability, but as the trial paths do not
have their backward integration, we cannot assume the
full paths to be correct, and hence we cannot construct
the FE directly using the above algorithm. However, we
might still obtain the free energy by saving for each trial
path, for the interface λsp, the free energy histogram for
values above the interface (below for paths that start in
B) and then perform WHAM on these histograms. Note
that this does not lead to the RPE, but just to the cross-
ing histograms and free energy as a function fo λ
Finally as in regular TIS, the rate constant kAB can
be calculated as
kAB =
〈φ1,0〉
〈hA〉
PA(λn|λ1), (25)
where the first term is the effective positive flux through
the first interface and the second is the crossing proba-
bility of interface n of all trajectories shot from interface
i and reach state A in their backward integration. The
first term is easily accessible through MD and the second
through the TIS or as shown in this study through TPS
using waste recycling of the rejected paths.
III. SIMULATION METHODS
We benchmark VIE-TPS in three different examples.
We first give a proof of principle with a simple 2D po-
tential. Then we show that the approach works for the
standard biomolecular isomerisation of alanine dipeptide.
Finally we investigate the dimerisation of solvated FF
dipeptides. Below we describe the simulation details for
each of these systems.
A. Toy model
Consider the 2D potential landscape
V [x, y] = 0.0177778
(
0.0625x4 + y4
)
− e−0.3x
2−0.01y2
− 3e−0.3(x−4)
2−0.01y2 − 4e−0.3(x+4)
2−0.01y2
+ 0.2 sin2(5x) (26)
The contour plot of this function is shown in Fig. 1.
The asymmetric potential consists of two minima with
different minimum potential values separated by a high
barrier. An oscillatory potential in the x direction is
added to make comparisons between different calcula-
tions clearer.
We perform TPS simulation at β = 3. For this setting
the barrier is about 10 kT. We use three different dy-
namics: Metropolis Monte Carlo dynamics[1], Langevin
dynamics at high friction γ = 10 and a medium friction
γ = 2.5. For the MC we use a maximum step size of
We perform TPS on this potential with an initial sta-
ble state A defined by x < −3.5 and a final stable state B
defined by x > 3.5. During the TPS the crossing proba-
bility and the RPE were constructed using the algorithm
above. The RPE was used to construct the FE.
B. Alanine Dipeptide
We perform atomistic molecular dynamics simulations
of Alanine Dipeptide (AD) using the Gromacs 4.5.4 en-
gine [50], employing the AMBER96 [51] and TIP3P force
fields [52]. The system is prepared as follows: First, the
AD molecule is placed in a cubic box of 28 x 28 x 28 A˚
followed by an energy minimisation. The system is there-
after solvated, energy minimized, shortly equilibrated for
1 ns, and finally subjected to a production run of 75 ns
6NPT simulation. NPT simulations are carried out at am-
bient conditions. Bonds are constrained using the Lincs
algorithm, Van Der Waals interactions are cut off at 1.1
nm, and electrostatics are treated using the Particle Mesh
Ewald method using a Fourier spacing of 0.12 nm and a
cut-off of 1.1 nm for the short range electrostatics. The
leap-frog algorithm is used to propagate the dynamics,
and the neighbour list is updated every 10 fs, using a
1.1 nm cut-off and a 2 fs time step. The temperature
and pressure are kept constant using the v-rescale ther-
mostat [53] and Parrinello-Rahman [54] barostat, respec-
tively.
We use TPS to sample transition paths connecting the
α to β state. The α state spans the volume of −150◦ ≤
ψ ≤ −60◦ and −180◦ ≤ φ ≤ 0◦, and in turn the β state
spans the volume of 150◦ ≤ ψ ≤ 180◦ and −180◦ ≤ φ ≤
0◦. Note that such state definitions are rather strict. The
initial path is obtained from the 75 ns MD run. The two-
way shooting, with randomized velocities and flexible-
length TPS variant is used. Frames are saved every 0.03
ps and the maximum allowed transition path length is 30
ps. The crossing probabilities were calculated along the
ψ order parameter.
C. FF dimer
The details of the atomistic molecular dynamics sim-
ulation of the FF dimer are identical to the ones in [55].
We briefly outline it below. We perform atomistic molec-
ular dynamics simulations of the FF dimer using the
Gromacs 4.5.4 engine [50], employing the AMBER99SB-
ILDN [56] and TIP3P force fields [52]. The FF seg-
ment is isolated from the KLVFFA sequence (residues
16-21) of the amyloid-beta peptide (PDB2Y29 [57]) and
subsequently capped with neutral ACE and NME ter-
mini. The system is prepared as follows: First, two FF
monomers are placed in a cubic box of 30 x 30 x 30 A˚
followed by an energy minimization. The system is there-
after solvated, energy minimized, shortly equilibrated for
10 ns, and finally subjected to a production run of 200
ns NPT simulation. NPT simulations are carried out
at ambient conditions. Bonds are constrained using the
Lincs algorithm, Van Der Waals interactions are cut off
at 1 nm, and electrostatics are treated using the Parti-
cle Mesh Ewald method using a Fourier spacing of 0.12
nm and a cut-off of 1 nm for the short range electro-
statics. The leap-frog algorithm is used to propagate the
dynamics, and the neighbour list is updated every 10 fs,
using a 1 nm cut-off and a 2 fs time step. The temper-
ature and pressure are kept constant using the v-rescale
thermostat [53] and Parrinello-Rahman [54] barostat, re-
spectively.
We use TPS to sample transition paths connecting the
bound to unbound state. The bound state (B) spans
the volume of minimum distance ≤ 0.22 nm, and in turn
the unbound state (U) the volume of minimum distance
≥ 1.1 nm. The initial path is obtained from the 200
ns MD run. The two-way shooting, with randomized
velocities and flexible-length TPS variant is used. Frames
are saved every 5 ps and the maximum allowed transition
path length is 10 ns. The crossing probabilities were
calculated along the minimum distance order parameter.
IV. RESULTS AND DISCUSSION
A. Toy model
For an easier comparison we compute the free energy
always as a 1-D projection along the x-axis. The exact
projection of Eq. 26 is given in Fig. 2 as a blue dashed
line. The red curve is the negative logarithm of proba-
bility to observe configuration is the path ensemble ob-
tained from direct projection of the paths on the x-axis.
This curve shows that clearly a naive projection of the
TPS ensemble will not remotely be close to the true free
energy.
In Fig. 3a we plot for the Metropolis Monte Carlo dy-
namics TPS the individual crossing probabilities for the
forward transition AB reweighted according to WHAM.
The final histogram is also shown as a solid black curve.
The lower panel shows the reweighted crossing probabil-
ities for the forward and backward transition, both using
the correct relative weight. From this it is directly possi-
ble to construct the RPE, which can be used to compute
the free energy profiles.
In Fig. 4 we show the free energy profile for each of
three different dynamics case. Also shown is the indi-
vidual forward and backward contribution to the free
energy. Note that both for Metropolis dynamics and
medium high friction the agreement with the true free
energy is excellent. For the low friction case the compar-
ison is slightly less favorable, but still very reasonable.
The discrepancy is most likely caused by some memory
in the dynamics. The comparison between all three dy-
namics is shown in panel Fig. 4c. Again, while there is
some discrepancy at the barrier flanks, the agreement in
the barrier region is excellent.
VIE-TPS assumes that the distribution of shooting
points along the interfaces is identical or at least close to
the correct distribution in the corresponding TIS ensem-
ble. For diffusive dynamics this assumption is reasonable,
because paths decorrelate fast, and sample the (local)
equilibrium distribution. For ballistic dynamics decorre-
lation is slower and the shooting point distribution from
the reactive path ensemble is not necessary identical to
that of the TIS ensemble. In addition, the presence of
other channels and dead ends along the interaces that
are not sampled in the reactive AB path ensemble will
be present in the TIS ensemble, and contribute to the
correct FE projection. This will result in an overestima-
tion of the freen energy in the minima, something that
we indeed observe.
Finally we show that the obtained RPE can recon-
struct the free energy in arbitrary dimensions. Since we
7have only a 2D potential, this is by necessity a recon-
struction of the original 2D potential from the 1D based
RPE. To make this more interesting we slightly adjusted
the potential to
V [x, y] = 0.0177778
(
0.0625x4 + y4
)
− 3e−0.3(x−4)
2−0.01y2
− 3e−0.3(x+4)
2−0.01y2 + e−3(x+1)
2−0.1(y−2)2
+ e−3(x−1)
2−0.1(y+2)2 (27)
This potential, shown in Fig. 5a, has again a two min-
ima, but now the barrier region is convoluted in the y-
direction. The 1D projection clearly does not contain this
information. Yet, by projection of the RPE from a sin-
gle TPS simulation the entire landscape is reconstructed.
Note that this reconstruction is only possible due to the
RPE, as by standard histogramming of the free energy,
this information is lost.
Having access to the RPE and using Eq. 23 we project
the committor along the xy dimensions for the potential
of Eq. 26. Remarkably, the committor isolines twist at
the barrier, as suggested by the underlying potential and
hint towards a non linear reaction coordinate. Indeed,
it is possible to use these surfaces to conduct a reaction
coordinate analysis [27]
B. Alanine Dipeptide
Alanine dipeptide in water exhibits a conformational
transition between states α and β in the timescale of hun-
dreds of ps [45]. Yet, the equilibration in the basins is
in the order of few ps, thus making the transition a rare
event. The short transition time compared to today’s
computational capacities has made alanine dipeptide a
toy biomolecular model for benchmarking enhanced sam-
pling methods to brute force MD. We first benchmark
VIE-TPS with a long brute force MD by projecting the
free energy as a function of the ψ angle (see Fig. 7a). The
agreement is good in the barrier region and within 0.5 kT
in the region −50◦ ≤ φ ≤ 80◦. We attribute the discrep-
ancy in the free energy closer to state β to the memory
trajectories have when 1) The dynamics is not diffusive
enough, 2) the length of the transition paths is short. For
alanine dipeptide the average path length is small (≈ 5
ps). This is the reason that this method should be used
with strict state definitions. This discrepancy will be re-
duced for larger and more realistic transition times (as
also shown in the next example). VIE-TPS can be used
to reweight and project the Free Energy Surface (FES)
as a function of any order parameter. By projecting the
RPE along φ and ψ, we compare VIE-TPS and MD esti-
mates of the FES (see Fig. 7b,c). As in the 1D projection,
the FES is best estimated in the barrier region. Strik-
ingly, VIE-TPS is able to resolve well two transition state
regions, a higher one −80◦ ≤ ψ ≤ −60◦ , 0◦ ≤ φ ≤ 30◦
and a lower one −150◦ ≤ ψ ≤ −125◦ , 0◦ ≤ φ ≤ 30◦ as
was also found in Ref. [58]. Moreover, the statistics and
representation of the barrier region is much finer in the
VIE-TPS than in MD, which has an exponentially rarer
sampling of that region. Finally using VIE-TPS and Eq.
23, one can reconstruct the committor surface along any
arbitrary order parameter. We plot the committor sur-
face along Ψ (see Fig. 7d) and find that the isocommittor
surface of 0.5 is located at the barrier region, discussed
earlier. We note that the committor surface estimated
in this way is much less error prone than calculating the
committor directly through the shooting points.
VIE-TPS can be used to directly calculate transition
rates from a single TPS and a short MD in states A and
B simulation using Eq. 15 and Eq. 25. For the forward
rate kαβ , by selecting λ0 at ψ=-60
◦ and λ1 at ψ=-50
◦
and λn at ψ=150
◦ the estimated flux factor is 1.34 ps−1
and the crossing probability term is 0.039 (see Fig. 8),
thus giving a rate of 0.052 ps−1, which is less than a
factor of two different from the respective rate of 0.0298
ps−1 coming from brute force MD. On the other hand, for
the backward rate kβα by selecting λ0 at ψ=150
◦ and λ1
at ψ=140◦ and λn at ψ=-60
◦ the estimated flux factor
is 0.66 ps−1 and the crossing probability term is 0.01
(see Fig. 8), thus giving a rate of 0.009 ps−1, which is only
a factor of two different from the respective rate of 0.004
ps−1 coming from brute force MD. These results are in
fairly good agreement with Refs [40, 45]. With this rates
at hand, the free energy difference between stable states
α and β, estimated as ∆Gαβ=-log(
kβα
kαβ
), is 2.04 kT and
1.72 kT from MD and VIE-TPS respectively. This way
of estimating the free energy difference between stable
states gives more accurate results compared to the ones
from the RPE free energy estimate (see Fig. 7). However,
we stress once more that the VIE-TPS method gives only
approximate results.
C. FF dipeptide dimerization
In the final illustrative example we focus on the dimer-
ization of two phenylalanine dipeptides as in Ref. [55],
shown in Fig. 9. The hydrophobicity of these peptides
causes their dimerization, while entropy stabilizes the
monomer state. The relaxation time in the basins is in
the order of several ns, however the transition time is
in the order of ps, classifying dimerization a rare tran-
sition. We benchmark VIE-TPS by comparing the MD
estimate of the FES as a function of dmin, and find excel-
lent agreement between the two (see Fig. 10a). VIE-TPS
is able to capture the details of the FES at the first and
second hydration shell minima (0.5 nm and 0.8 nm). As
in alanine dipeptide, there is a 0.5 kT difference close
to the unbound stable state (distances greater than 0.9
nm). Note that the FES estimate from the brute force
MD increases again after the minimum at 0.8 nm due
to the finite size of the system. In reality, the FES as a
function of the minimum distance at the unbound state
should have been a plateau (as estimated by VIE-TPS).
By using the RPE information we can reweight the
8FES to a different order parameter, such as the solvent
accessible surface (see Fig. 10b). The agreement between
the two ways of calculating the FES is excellent. We
attribute the better agreement of this system compared
to the alanine dipeptide to the longer transition paths (≈
400 ps) and the clearly diffusive dynamics of this system.
V. CONCLUSION
In this paper we have presented a way to extract (an
approximation of) the reweighted path ensemble from a
single standard (two state) TPS simulation employing
the uniform two-way shooting algorithm. This has the
great advantage that an estimate for the kinetics, the
free energy, and the committor landscape can be directly
given. We showed that the method approximates the
RPE well in the barrier region, but is less accurate at the
flanks towards the stables state, especially for dynamics
with a large ballistic component. Nevertheless, we believe
this will be very useful for deterministic dynamics, in
which stochasticity plays a role, as is the case in most
complex biomolecular transition.
We note that the RPE can be used for a reaction co-
ordinate analysis, e.g. using the likelihood methods of
Peters and Trout[59], or more advanced machine learn-
ing techniques. Finally, the free energies and committor
surfaces can be used in conjunction with the Bayesian
TPT formulas of Hummer [60] in order to alternatively
calculate rate coefficients. We expect that this method-
ology will be soon part of the standard tools in packages
such as OPS. Our method can be easily extended to mul-
tiple state TPS.
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FIG. 1. Plot of 2D potential as defined in Eq. 26
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FIG. 2. Free energy along the x-axis estimated by a) direct integration of the potential (blue) and b) the negative logarithm
of the configurations generated from TPS (red).
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FIG. 3. a) Crossing probability for AB paths. Solid black line is WHAM result. All other curves come from histograms for
λsp. b) Crossing probability from WHAM for forward and reverse histograms, normalised to their final value P (λ
∗)
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FIG. 4. Forward (black dotted), backward (red dotted), overall TPS (green) and reference (blue dashed) free energies for a)
Monte Carlo, b) Langevin high friction, and c) Langevin low friction dynamics panels respectively. In the panel c) we show the
free energy profiles of the Monte Carlo, Langevin high friction, and Langevin low friction dynamics together.
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a)
b)
FIG. 5. Free energy surface of the potential of Eq. 27 constructed by a) analytical integration b) the virtual Interface exchange
TPS scheme.
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FIG. 6. Committor surface for potential in Eq. 27
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a)
b)
c)
d)
FIG. 7. Free energy surface of α to β transition of AD as a function of a) the Ψ angle, where in blue and orange are depicted
the VIE-TPS and MD predictions respectively and Φ and Ψ coming from b) VIE-TPS RPE and c) MD. d) Committor surface
projected on Φ and Ψ.
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FIG. 8. Crossing probability from WHAM, as a function of the order parameter Ψ for path coming from states α (in blue) and
β (in green) respectively.
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FIG. 9. Snapshot of a configuration of the FF dipeptide dimer in solution, coming from an association/dissociation transition
path.
a)
b)
FIG. 10. Free energy surface as a function of a) the minimum distance (dmin) between the two peptides and b) the solvent
accessible surface (SAS). In blue and orange are depicted the VIE-TPS and MD predictions respectively.
