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L’objet du travail exposé dans ce mémoire de thèse de Doctorat est d’obtenir une loi
de comportement anisotrope représentative de la cristallisation sous contrainte dans le
caoutchouc, de l’intégrer dans un calcul macroscopique éléments ﬁnis, et de comprendre
l’inﬂuence de ce phénomène sur la propagation de ﬁssures dans ce matériau par un critère
de taux de restitution d’énergie. Le problème modèle qui motive cette étude est celui de
l’endurance des pneumatiques.
Après une introduction générale des diﬃcultés qui se posent dans l’endurance des
pneumatiques, nous rappelons en première partie quelques notions essentielles sur le
cadre mécanique. La partie II est l’occasion de s’intéresser au cadre de calcul du taux
de restitution d’énergie par des méthodes de dérivation par rapport au domaine. Nous
proposons alors une extension formelle de ce type de méthode au cas du comportement
viscoplastique. Cette extension est proposée dans un premier cas où les processus dis-
sipatifs et le processus de rupture sont découplés. Elle est alors testée et validée par
diﬀérences ﬁnies sur des cas de calculs élastoplastiques. On propose ensuite une mé-
thode de calcul du taux de restitution d’énergie dans le cas couplé par un état adjoint.
Cette méthode est testée sur un problème viscoélastique simple. Dans la partie III, on
se propose de construire une loi de comportement constitutive de la cristallisation sous
contrainte. Le point de départ est une analyse microscopique que l’on passe à l’échelle
macroscopique dans le cadre du modèle de micro-sphère qui nous permet de caractériser
la relation contrainte-déformation, l’anisotropie des réponses locales et les eﬀets locale-
ment induits par la cristallisation en fond de ﬁssure. Cette construction se fonde sur des
observations expérimentales de base en insistant sur les aspects constitutifs du compor-
tement cyclique. La loi obtenue est ensuite comparée à plusieurs mesures expérimentales
sur un panel exhaustif de chargements. Cela nous permet de montrer une bonne repro-
ductibilité des résultats expérimentaux notamment en ce qui concerne les chargements
cycliques et l’évolution de l’anisotropie. Pour ﬁnir, la partie IV aborde le problème de
l’impact de la cristallisation sur la rupture du caoutchouc par les méthodes proposées
dans les deux parties précédentes. On montre alors qu’on peut obtenir un proﬁl de ﬁssure
et une zone cristallisée très semblable à ceux obtenus expérimentalement. De plus, l’ex-
tension du taux de restitution d’énergie proposée est appliquée à une éprouvette Pure
Shear présentant de la cristallisation. L’évolution du taux de restitution d’énergie avec
le chargement appliqué à l’éprouvette est alors comparée à l’évolution de la vitesse de
propagation en fatigue.
Abstract
The following Ph D dissertation ﬁrst objective is to develop a tractable anisotropic
constitutive equation for strain induced-crystallizing rubber. This equation is developed
at a microscopic level and then intergrated in a macroscopic framework in a ﬁnite ele-
ment code. Finally the inﬂuence of strain induced crystallization on crack propagation
i
is assessed using an associated energy release rate. The underlying goal of this study is
to address the problem of tyres’ endurance.
After introducing the diﬃculties linked to tyres’ endurance, basic notions on the me-
chanical framework at play are introduced in the ﬁrst part. Part II deals with energy
release rate calculations using domain’s derivation methods. We then propose a formal
extension of this kind of method to viscoplastic behaviour. A ﬁrst case is treated where
dissipative processes and failure mechanisms are uncoupled. This extension is then tes-
ted and validated on cases of elastoplastic computations. Another method to calculate
the energy release rate in the coupled case is constructed using an adjoint state. This is
then tested with a simple viscoelastic problem. The purpose of part III is to construct
a constitutive equation for strain induced crystallizing rubber in a micro-sphere frame-
work, so that it is possible to chararacterize stress strain relation, anisotropy of the
local response and eﬀects of crystallization at the crack tip. The approach is based on
state-of-the-art experimental observations, with emphasis on the constitutive aspects of
cyclic behaviour. The constitutive law is then compared with many experimental measu-
rements, for a large panel of loading characteristics. It is shown that experimental data
are well reproduced, especially these where cyclic loading and anisotropy evolution are
at play. Finally, part IV deals with impact of crystallization on rubber failure, using the
methods introduced in the two previous parts. The predicted failure proﬁle and crystal-
lized zone are quite similar to data retrieved from experiments. Moreover, the proposed
extension of the energy release rate has been applied to a pure shear test sample where
crystallization is happening. The evolution of energy release rate with loading is then
compared to the evolution of crack propagation speed in fatigue.
ii
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L’objet de cette thèse est d’obtenir une loi de comportement anisotrope représenta-
tive de la cristallisation sous contrainte dans le caoutchouc, de l’intégrer dans un calcul
macroscopique éléments ﬁnis, et de comprendre l’inﬂuence de ce phénomène sur la pro-
pagation de ﬁssures dans ce matériau par un critère de taux de restitution d’énergie.
Néanmoins, nous devons préciser que nous n’irons pas jusqu’à valider des résultats expé-
rimentaux mais nous allons mettre en avant une modélisation de ce phénomène intégrable
dans un cadre industriel et l’illustrer grâce à plusieurs expériences.
Cette étude, réalisée en partenariat avec la Manufacture Française des Pneumatiques
Michelin doit permettre de développer des méthodologies et des critères de durée de
vie applicables à la conception et d’améliorer notre compréhension du phénomène de
rupture dans les élastomères. On peut donc proposer le problème de la caractérisation
de la propagation de ﬁssure en fatigue en présence de cristallisation sous contrainte
comme problématique cadre de cette étude. Dans ce cadre, les diﬃcultés d’obtention
de ces méthodologies et de ces critères sont liées au couplage de phénomènes variés en
pointe de ﬁssure.
On fait d’abord état de quelques uns des enjeux de la modélisation du comportement
du caoutchouc pour les problèmes industriels en se reposant sur l’étude faite pour l’ANR
AMUFISE (Analyse MUlti-échelles de la FISsuration dans les Elastomères chargés).
Ensuite, nous soulignons les propriétés intrinsèques au matériau et les caractéristiques
du besoin exprimé qui rendent cette étude délicate. Enﬁn, on résume les contributions




1.1 Quelques enjeux de la modélisation du
comportement à la rupture et de la caractérisation
mécanique des caoutchoucs cristallisants sous
contrainte
1.1.1 Caractérisation de la propagation de fissure dans le
pneumatique par une grandeur mécanique
Dans le pneumatique, le caoutchouc doit répondre à un cahier des charges de plus en
plus exigeant. Pour des raisons de sécurité et d’autonomie, la quantité de caoutchouc
dans le pneumatique diminue ce qui représente un nouveau déﬁ pour sa longévité et
sa ﬁabilité. La connaissance et la caractérisation eﬃcace et précise de la résistance à la
propagation de ﬁssure est donc essentielle. Alors que la ﬁssuration commence à être bien
connue et comprise dans un certain nombre de matériaux comme les alliages de métaux
ou les polymères vitreux, nous ne disposons que de très peu d’outils et de comparaison
théorie-expérience pour les élastomères. De plus, les grandes déformations et la présence
systématique de dissipation non-conﬁnée en pointe de ﬁssure rendent la modélisation de
la rupture diﬃcile. Il s’avère donc essentiel avant même de proposer un critère de rupture
de pouvoir développer une grandeur caractéristique de la rupture qui pourra s’appliquer
à ces problèmes.
1.1.2 Caoutchoucs cristallisants
Le second enjeu réside dans l’étude des diﬀérences entre le caoutchouc naturel (NR) et
le caoutchouc synthétique (IR). Dans l’industrie du pneu, 60% des caoutchoucs utilisés
sont des caoutchoucs synthétiques fabriqués à partir d’hydrocarbures d’origine pétrolière,
le caoutchouc naturel restant cependant nécessaire pour les 40% restants. Le caoutchouc
synthétique possède de bonnes propriétés viscoélastiques, ce qui en fait un matériau
de grand intérêt pour la fabrication de pneus adhérents. Il apporte également d’autres
propriétés spéciﬁques en particulier dans le domaine de l’usure et de la résistance au
roulement. Quant au caoutchouc naturel, c’est un matériau dont les capacités de cristal-
lisation sous tension n’ont jamais pu être égalées. Ces capacités améliorent généralement
les propriétés mécaniques, en particulier la résistance à la fatigue ou à la déchirure. Pour
améliorer les propriétés globales du pneumatique, l’étude comparative entre le NR et le
IR est essentielle ainsi que l’étude des sollicitations particulières sous lesquelles le NR
cristallise. De plus, dans le contexte de la conception industrielle, le comportement de
l’élastomère utilisé est de première importance. En eﬀet, certains dommages sont consi-
dérés comme dimensionnant pour le pneu et l’utilisation du NR et ses propriétés de
cristallisation sont importantes pour la conception. Or, les tests de fatigue et a fortiori,
ceux comportant de la cristallisation sous contrainte, demandent des moyens techniques
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et un temps considérables. La modélisation et le calcul s’avèrent donc indispensables
durant la phase de conception pour modéliser ce comportement.
1.2 Contributions
Nous esquissons ici la démarche adoptée et présentons le contenu des parties en met-
tant en relief les contributions. De plus, puisque ce manuscrit a fait l’objet de plusieurs
collaborations et qu’il contient de longues parties bibliographiques, nous indiquons pour
chaque partie ce qui relève d’une contribution personnelle et originale de l’auteur. En
préambule, la partie I rappelle quelques notions essentielles sur le cadre mécanique.
1.2.1 Calcul de taux de restitution d’énergie (Partie II)
Il est maintenant bien établi que lorsqu’on cherche une grandeur caractéristique as-
sociée à la propagation d’une ﬁssure, on peut représenter cette propagation par une
perturbation de la conﬁguration de la structure. Ensuite, on peut construire la grandeur
caractéristique grâce aux méthodes de dérivation par rapport au domaine [96].
L’objet de cette partie a donc été d’utiliser et d’étendre formellement ce type de
méthode lorsque le solide a un comportement viscoplastique. Dans ce cadre de travail,
la diﬃculté principale vient de la dépendance en temps du problème.
Dans un premier temps, on s’est donc proposé d’introduire le temps physique dans la
déﬁnition même de la perturbation et d’examiner plusieurs hypothèses nous permettant
de découpler la perturbation et l’évolution inélastique (chapitre 4). Les deux hypothèses
de découplage reviennent à ﬁxer ou à convecter exactement la zone dissipative avec la
perturbation de domaine. Ces hypothèses associées à la construction thermodynamique
de grandeurs caractéristiques pour une ﬁssure fragile dans un milieu dissipatif proposée
par Dormieux [109, 110] nous ont permis de proposer une grandeur caractéristique de
la rupture sous la forme d’une intégrale de volume calculée avec les informations du
problème mécanique dans l’état non-perturbé.
On a examiné également le cas où la perturbation et le processus d’évolution inélas-
tique restent couplés (chapitre 5). Ce dernier cas donne lieu à un calcul de grandeur
caractéristique par une méthode d’état adjoint. Des choix concrets de grandeurs carac-
téristiques ainsi que les détails pratiques de mise en oeuvre du calcul sont enﬁn étudiés
dans :
– le chapitre 6 pour la mise en oeuvre du calcul de grandeur par la méthode adjointe,
– le chapitre 7 pour la mise en oeuvre numérique de la variation de domaine,
– le chapitre 8 pour les cas de grandeurs explicites.
Cette partie a également fait l’objet de plusieurs publications sous les formes suivantes :
1. Chiaruttini, V., Guilie, J., Riolo, V. (2013). Fast and eﬃcient stress intensity fac-
tors computations for 3D cracked structures Application to unstructured conform
meshes or XFEM discretizions. In preparation.
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2. Guilie, J., Chiaruttini, V., Le Tallec, P. (2013). Numerical investigations of a crack
driving force in elastic-plastic materials with hardening. Submitted.
3. Chiaruttini, V., Guilie, J., Frédéric, F., Bonnet, M., Le Tallec, P. (2011). Approches
par maillage conforme en mécanique non-linéaire de la rupture : méthode G-theta
et modèle de zone cohésive. 10e colloque national en calcul des structures.
4. Chiaruttini, V., Feyel, F., Rannou, J. and Guilie, J. (2011). An hybrid optimal
approach for crack propagation : mixing conform remeshing and crack front enrich-
ment. XFEM 2011 29th June - 1st July 2011, Cardiﬀ University, UK ECCOMAS
/ IACM Special Interest Conference.
5. Guilie, J., Le Tallec, P. (2012). On the coupling between shape variation andma-
terial dissipation for computation of the crack driving force. ECCOMAS 2012.
6. Riolo, V., Chiaruttini, V., Feyel, F., Guilie, J. (2013). Intégrale invariante pour la
propagation de ﬁssure en élastoplasticité sous chargement de fatigue. 11e colloque
national en calcul des structures.
Contributions personnelles et originales de l’auteur :
– la méthode de calcul d’un taux de restitution d’énergie par méthode adjointe cou-
plant dissipation et perturbation de domaine,
– l’application de cette méthode à un problème de ﬂexion simple.
1.2.2 Modélisation constitutive de la cristallisation sous contrainte
dans le caoutchouc (Partie III)
Le comportement sous chargement cyclique du caoutchouc naturel reste diﬃcile à cer-
ner du fait de sa faculté à cristalliser sous contrainte. Cette évolution de la microstructure
s’accompagne d’une importante amélioration de la durée de vie des pièces en fatigue.
Même si le phénomène de cristallisation sous contrainte de ce matériau est encore mal
connu, certains travaux ont apporté un éclairage sur ce phénomène ([68], [132], [12]). Ces
travaux ont concerné aussi bien les sollicitations monotones (cristallisation sous charge-
ment et sa disparition lors de la décharge, rôle de la relaxation moléculaire, inﬂuence sur
les chaînes amorphes), que cycliques (cumul des cristaux au cours des cycles, inﬂuence
du rapport de charge, dissipation). On note les propriétés suivantes :
– L’alignement des chaînes polymères lors de la déformation inﬂue sur la température
de fusion du caoutchouc et crée le phénomène de cristallisation sous contrainte [48].
– Il y a cumul des cristaux sous chargements cycliques et plus particulièrement pour
un rapport de charge positif et élevé ([132], [12]).
– La cristallisation modiﬁe fortement la propagation d’une ﬁssure en fatigue [132].
L’objet de cette partie a donc été d’obtenir une loi de comportement constitutive de
la cristallisation sous contrainte dans le cadre du modèle de micro-sphère [53] qui nous
permet de caractériser :
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– la relation contrainte-déformation (eﬀet relaxant et durcissant, hystérèse),
– l’anisotropie des réponses locales en prenant en compte l’histoire locale des direc-
tions principales de déformation,
– les eﬀets localement induits par la cristallisation en fond de ﬁssure.
Dans ce cadre de travail, la diﬃculté principale vient de l’absence de loi de comportement
constitutive thermodynamiquement cohérente et pouvant s’appliquer à des simulations
3D comportants un grand nombre de degrés de liberté. On peut néanmoins citer deux
tentatives de construction d’un modèle constitutif contemporaines de ce manuscrit ([74]
qui se base sur une cinétique de nucléation appliquée à une chaine représentative dans
chaque direction de l’espace et [119] qui cherche une représentation mésomécanique d’une
cristallite dans un réseau chargé). De plus, les diﬀérents mécanismes constitutifs proposés
dans la littérature diﬀèrent sur de nombreux points [68].
Dans un premier temps, on s’est proposé de faire un état de l’art des observations
expérimentales en insistant sur les aspects constitutifs du comportement cyclique (cha-
pitre 9). La méthode utilisée pour faire cet état de l’art nous a permis de mettre en
exergue les mécanismes de relaxation de la phase amorphe, de durcissement du réseau
par variation de la morphologie des cristallites et par création de nouvelles nano-charges
(les cristallites) ainsi que la présence d’une hystérèse dont l’évolution a été observée sur
plusieurs types de chargement cyclique.
Ensuite, au chapitre 10, on a construit une loi de comportement 1D thermodynamique-
ment cohérente basée sur les mécanismes constitutifs que l’on a extrait des observations
précédentes et sur l’introduction d’une variable interne représentant la cristallinité eﬃ-
cace. Cette loi a été développée dans un cadre thermodynamique cohérent et intégrée
au concept de micro-sphère pour lui donner son aspect anisotrope dans des simulations
3D. Une version simpliﬁée de la loi 1D a également été développée et testée analytique-
ment de manière à comprendre simplement les diﬀérents éléments constituants la loi et
à proposer une loi de comportement à coût faible pour certains calculs industriels.
Au chapitre 11, on détaille l’ensemble des procédures numériques ainsi que l’organi-
sation du code source. La procédure de calcul se fonde notamment sur une résolution
par direction de la loi d’évolution 1D par une version modiﬁée de l’algorithme de retour
radial permettant de gérer correctement les points de saturation de la cristallinité.
Enﬁn, au chapitre 12, on a comparé la loi à plusieurs mesures expérimentales sur un
panel exhaustif de chargements :
– un calcul 1D avec comparaison simultanée de la cristallinité, de la contrainte et
de l’élongation locale de la partie amorphe du réseau en fonction de l’élongation
pour un cycle charge-décharge. Ce calcul a montré une bonne reproductibilité des
résultats expérimentaux.
– un calcul 1D pour plusieurs cycles à décharges partielles qui montre les limites du
modèle 1D.
– plusieurs calculs 3D homogènes uniaxiaux et bi-axiaux permettant d’analyser le
comportement résultant de l’intégration par direction et d’étudier en détails l’apport
de la micro-sphère à la problématique des cycles partiels.
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– un calcul 3D homogène uniaxial puis biaxial associé à une mesure quantitative de
l’évolution de l’orientation des cristallites lors d’un cycle charge-décharge comparé
avec l’expérience. Ce calcul a également montré une bonne reproductibilité des
résultats expérimentaux.
Cette partie a également fait l’objet de plusieurs publications sous les formes suivantes :
1. Guilie, J., Le, TN, Le Tallec, P. (2012). Thermodynamic model for strain-induced
crystallization. ECCOMAS 2012.
2. Guilie, J., Le, TN, Le Tallec, P. (2013). Micro-sphere model for strain-induced
crystallization in rubber. ECCMR 2013.
Contributions personnelles et originales de l’auteur :
– le modèle de cristallisation à base d’une analyse des mécanismes constitutifs associés
à la cristallisation, thermodynamiquement cohérent,
– sa mise en oeuvre dans un code éléments ﬁnis,
– l’application de ce modèle à plusieurs types de chargement.
1.2.3 Fissure en présence de cristallisation sous contrainte (Partie
IV)
L’étude de la propagation de ﬁssure en fatigue dans les élastomères est d’une impor-
tance majeure pour l’industrie du pneu. Elle permet d’améliorer la durée de vie des
pièces. Le caoutchouc naturel en particulier montre un tenue exceptionnelle à la fatigue
en comparaison du caoutchouc synthétique pour certaines conditions de chargement (dé-
chirure en traction, rapport de charge positif en fatigue). Cette propriété ne peut être
expliquée en considérant uniquement les mécanismes d’endommagement classiques. En
eﬀet, les ﬁssures dans les matériaux caoutchoutiques présentent un fort émoussement
dont la cause semble diﬃcile à appréhender en considérant un matériau purement élas-
tique [67]. Parallèlement à cet émoussement, on peut même observer dans le caoutchouc
naturel la création de ﬁssures se propageant à partir des lèvres de l’entaille initiale et
parallèlement au chargement [50]. Un mécanisme de renforcement fortement anisotrope
doit être pris en compte pour pouvoir proposer un critère de fatigue capable de prédire
ces propriétés particulières. Le mécanisme de renforcement, qui est supposé jouer un rôle
majeur dans les propriétés de rupture du caoutchouc, est justement la cristallisation sous
contrainte à travers la dissipation mais aussi à travers le rôle des nano-renforcements
que créent les cristallites dans le réseau.
L’objet de cette partie n’a donc pas été de proposer un critère de fatigue mais plutôt
de rendre compte de l’impact de la cristallisation sur la rupture du caoutchouc par
les méthodes proposées dans les deux parties précédentes : une loi de comportement
anisotrope de la cristallisation sous contrainte et une grandeur caractéristique de la
rupture prenant en compte qualitativement l’eﬀet de la dissipation.
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Dans un premier temps (chapitre 13), on s’est proposé de montrer que la loi de compor-
tement anisotrope nous permet d’obtenir un proﬁl de ﬁssure et une zone de cristallisation
en pointe de ﬁssure sensiblement équivalents à ceux obtenus dans l’expérience. Pour cela,
un travail en commun avec Pierre Rublon [128, 129, 130] a été réalisé. Il a s’agit de re-
produire complètement la procédure expérimentale développée par Pierre Rublon dans
la simulation en réalisant successivement :
– une simulation hétérogène d’éprouvette non-ﬁssurée 3D permettant de recaler la loi
de comportement sur les mesures expérimentales,
– une simulation hétérogène sur une éprouvette maillée ﬁnement avec la loi de com-
portement précédente qui a nécessité l’optimisation du code source de la loi de
comportement en terme de nombres d’opérations et d’accès mémoire.
– une exploitation des résultats suivant la méthode expérimentale qui a nécessité le
code d’outils de post-processing spéciﬁques à ce cas test.
Malgré la complexité de la discussion sur les diﬀérentes échelles de temps à l’oeuvre dans
ce cas test (vitesse de sollicitation de l’éprouvette non-ﬁssurée, ﬁssurée et dépendance
de la cinétique de cristallisation à l’élongation) et les hypothèses fortes qui ont été faites
pour appliquer la loi de comportement, nous avons pu obtenir des résultats étonnamment
proches de l’expérience. De plus, ce calcul souligne :
– l’utilité de la loi de comportement 1D simpliﬁée en terme de stratégie de calcul,
– l’importance de l’optimisation du code source des lois avec l’approche micro-sphère,
– la robustesse de la loi de comportement dans un cas de simulation 3D complexe.
Ensuite, au chapitre 14, c’est l’évolution observée expérimentalement de la vitesse de ﬁs-
suration en fatigue en fonction du rapport de charge et du type de matériau (cristallisant
ou non) que l’on a comparé à l’évolution de la grandeur caractéristique construite pré-
cédemment. Ceci nous a permis d’étudier la diﬀérence entre un caoutchouc cristallisant
et un caoutchouc non-cristallisant du point de vue du réseau amorphe puis du réseau
semi-cristallin à travers deux grandeurs caractéristiques. Cette étude nous a permis de
montrer que la méthode proposée était capable de traduire qualitativement la diﬀérence
de vitesse de propagation entre ﬁssure dans un matériau cristallisant ou non grâce à la
prise en compte de la dissipation dans la grandeur caractéristique et de la distinction ré-
seau amorphe/réseau semi-cristallin. Pour ﬁnir, l’évolution de la vitesse de propagation
avec le rapport de charge n’a pu être modélisée. En eﬀet, le test expérimental montre
que le volume cristallisé en haut du cycle augmente avec le rapport de charge alors
même que l’élongation maximale n’augmente pas. Or, notre modèle de cristallisation
sous contrainte n’est pas capable de reproduire cet eﬀet.
Cette partie a également fait l’objet de plusieurs publications sous les formes suivantes :
1. Guilie, J., Le, TN, Le Tallec, P. (2013). Micro-sphere model for strain-induced
crystallization : Application to 3D behavior of rubber. Submitted to Journal of
the Mechanics and Physics of Solids.
2. Guilie, J., Le, TN, Le Tallec, P. (2013). Inﬂuence of strain-induced crystallization
on the crack driving force in fracture behavior of rubber. ECCMR 2013.
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Contributions personnelles et originales de l’auteur :
– l’application du modèle de cristallisation à une éprouvette ﬁssurée,
– l’interprétation en terme de taux de restitution d’énergie du rôle de la partie amorphe
du réseau dans la ﬁssuration des élastomères.
1.2.4 Applications pratiques à la simulation du pneumatique
Cette thèse a par ailleurs été l’occasion d’un transfert de méthodes vers la MFPM, et
de leur implémentation au sein du code de calcul BIBMEF. L’implémentation réalisée
comprend :
– un cadre de travail pour des lois utilisateurs à variables internes,
– l’application du cadre précédent aux lois hyperélastiques directionnelles aﬃnes et
non-aﬃnes, aux lois hyperélastiques à invariants ainsi qu’aux lois directionnelles
dissipatives telle que la loi de cristallisation sous contrainte,
– un code Matlab pour le calcul du taux de restitution d’énergie dans un cadre dissi-
patif tel que proposé au chapitre 6 dans le cas de structure 2D ou 2D axisymétrique.
Ces aspects font l’objet d’une note technique interne.
1.2.5 Etude interne MFPM sur le comportement cyclique du
caoutchouc cristallisant sous contrainte
En marge de cette thèse, mentionnons que les interactions avec Thien Nga Le et
Etienne Munch ont été l’occasion de se pencher sur le problème de la propriété de
mémoire interne ponctuelle. La présence de cette propriété, très bien connue dans les
matériaux à mémoire de forme [15], a été vériﬁée en partie lors d’une étude expérimen-
tale réalisée par l’auteur à la MFPM (ﬁgure 12.2.8) en parallèle aux essais de Nicolas
Candau sur les charges partielles [20]. A la suite de cette étude, la modélisation de cette
propriété a été proposée dans le cadre de la microsphère (section 12.2.2) et grâce à une




Aﬁn de faciliter la lecture, on présente dans cette partie le cadre mécanique qui va
nous servir de base de travail. Elle comprend, tout d’abord, un rappel de la cinématique
des milieux continus. Ensuite, on présente les lois de conservation et le second principe
de la thermodynamique. Enﬁn, pour compléter ce cadre, mention est faite de plusieurs
lois de comportement en grandes déformations. Pour tout détail complémentaire en ce
qui concerne la mécanique des milieux continus, on pourra consulter les ouvrages de




Formulation du problème mécanique
2.1 Cinématique
Cette section vise à introduire les notations et rappeler brièvement le cadre mécanique
des milieux continus en déformations ﬁnies dans lequel on se place. Pour cela, on construit
tout d’abord les conﬁgurations dans lesquelles le mouvement du corps matériel est décrit.
Ensuite, on détaille plusieurs mesures de la déformation. Enﬁn, on explicite les dérivées
des quantités décrivant la cinématique par rapport au temps. On peut se réferer à [84]
et à [133] pour un développement complet de la cinématique.
2.1.1 Tenseurs
Les vecteurs et tenseurs sont notés en caractère gras, quelque soit leur ordre. Leurs
composantes dans une base cartésienne donnée seront notées Gi pour un tenseur d’ordre
1, Gij pour un tenseur d’ordre deux, Gijkl pour un tenseur d’ordre 4. On utilisera la
convention de sommation implicite sur les indices répétés. Le simple point dénotera
suivant le contexte le produit simplement contracté
T ·G = TijGjkei ⊗ ek, (2.1.1)
avec {ei}i=1,2,3 ∈ R3 la base vectorielle utilisée et ⊗ le produit tensoriel, ou l’action




· δY dénote l’action de la dérivée de Z par rapport à la variable Y sur la
perturbation δY et ∇XK · θ dénote l’action du gradient en X de K sur le vecteur θ.
Le double point dénotera suivant le contexte le produit de dualité entre tenseurs
(quelque soit leur ordre), ou le produit doublement contracté d’un tenseur d’ordre 4 par
un tenseur d’ordre 2. Si T, G et C dénotent respectivement des tenseurs d’ordre 2 et
un tenseur d’ordre 4, on aura ainsi
T : G = TijGij, (2.1.2)
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et
(C : G)ij = CijklGklei ⊗ ej. (2.1.3)
Si T et G sont des tenseurs d’ordre 1, leur produit scalaire sera noté indiﬀéremment
T ·G ou T : G , la deuxième notation ayant l’avantage de pouvoir s’utiliser même quand
on ne spéciﬁe pas les ordres des tenseurs T et G.
Notons enﬁn, qu’on utilisera le signe × pour le produit vectoriel.
2.1.2 Mouvement d’un corps matériel
Un corps matérielB occupe un domaine continu dans un espace Euclidien tri-dimensionnel
R3. Il est constitué d’une inﬁnité de points matériels P ∈ B. Le mouvement du corps B
dans R3 est alors déterminé par la transformation
χt (P ) :
{
B → Bx ⊂ R3
P → x = χt (P ) (2.1.4)
entre un point matériel P et sa position x ∈ R3 à l’instant t. Lorsqu’on considère le
mouvement d’un solide déformable, il est naturel d’introduire au temps initial t = t0
une conﬁguration de référence (Figure 2.1.1) choisie de manière arbitraire. En règle
générale, elle est néanmoins dans un état non-déformé libre de contrainte. De la même
manière qu’en (2.1.4), on l’associe à la transformation
χt0 (P ) :
{
B → BX ⊂ R3
P → X = χt0 (P ) . (2.1.5)
Dans ce qui suit, la notation BX = χt0 (B) est donc introduite pour décrire la conﬁgura-
tion lagrangienne (conﬁguration matérielle ou de référence) et la notation Bx = χt (B)
est choisie pour décrire la conﬁguration eulérienne (conﬁguration actuelle, spatiale). Les
positions de référence et actuelle d’un point matériel P dans l’espace sont également no-
téesX = χt0 (P ) ∈ BX et x = χt (P ) ∈ Bx respectivement. Une description lagrangienne
du mouvement du solide est enﬁn déﬁnie par la transformation
ϕ (X, t) :
{
BX × T → Bx




Figure 2.1.1: Mouvement d’un corps matériel
2.1.3 Déformation
Gradient de déformation
Le gradient de déformation F se déﬁnit par (ﬁgure 2.1.2)
F = ∇Xϕ (X, t) = ∂ϕ (X, t)
∂X
. (2.1.7)
Figure 2.1.2: Gradient de déformation (ﬁgure tirée de [165]) avec T un vecteur tangent
à une courbe matérielle et t un vecteur tangent à une courbe spatiale.
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Transport d’un élément d’aire et d’un élément de volume
Considérons ensuite un élément de surface matérielle dSX . Il est déﬁni par le produit
vectoriel de deux éléments linéiques matériels
dSX = dX1 × dX2 = dSX N, (2.1.8)
avec N la normale lagrangienne orientant l’élément de surface. Son homologue eulérien
s’écrit
dSx = dx1 × dx2 = dSx n, (2.1.9)
avec n la normale eulérienne orientant l’élément de surface. Par calcul diﬀérentiel direct,
on a
dSx = cof (F) · dSX = det (F)F−⊤ · dSX . (2.1.10)
Considérons enﬁn un parallélépipède matériel qui représente un élément de volume ma-
tériel inﬁnitésimal dVX sous la forme du produit scalaire d’un élément de surface et d’un
élément linéique
dVX = dSX · dX. (2.1.11)
Son homologue eulérien s’écrit
dVx = dSx · dx. (2.1.12)
Le lien entre le volume matériel dVX et le volume spatial dVx est alors obtenu grâce au
jacobien J
dVx = det (F) dVX. (2.1.13)
Le jacobien impose des restrictions au gradient de déformation. En eﬀet, pour garantir
une relation bijective entre X et x, J doit être diﬀérent de zéro. Pour prévenir l’inter-
pénétration du matériau, J doit être également plus grand que zéro. Enﬁn, dans le cas
incompressible J = 1.
Mesures de la déformation
Considérons maintenant une direction matérielle T tangente au point X avec |T| =√
T ·T⊤ = 1. On peut alors déﬁnir le vecteur d’élongation λ par rapport à T
λ = F ·T. (2.1.14)
L’élongation elle-même s’écrit donc
λ =
√
λ · λ⊤ =
√
(F ·T) · (F ·T)⊤. (2.1.15)
Cette relation montre que les élongations sont caractérisées par le tenseur de Cauchy-





(F−1 · t)⊤ · (F−1 · t) (2.1.16)
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est caractérisée par le tenseur de Cauchy-Green à gauche c = F−⊤ · F−1. Si on veut
mesurer les déformations en un point matériel, on peut également comparer la longueur







= dX⊤ · E·dX, (2.1.17)
avec E = 1
2
(C− 1) le tenseur de déformation de Green Lagrange.
2.1.4 Dérivation des quantités décrivant la cinématique par rapport
au temps
Vitesses
On peut déﬁnir à partir de la transformation (2.1.6) la vitesse matérielle V (X, t)
comme la dérivée partielle de ϕ par rapport à t pour des positions matérielles ﬁxées
V (X, t) =
∂
∂t
ϕ (X, t) . (2.1.18)
On peut remarquer que V fait référence à la conﬁguration Bx puisqu’elle caractérise
une variation de mouvement du corps matériel dans le temps. Par contraction avec la
transformation ϕ−1t , où ϕt représente la transformation ϕ à t ﬁxé, on peut changer le
paramétrage de la vitesse matérielle et obtenir la vitesse spatiale v (x, t)
v (x, t) = V (X, t) ◦ ϕ−1t (x) . (2.1.19)
Dérivation par rapport au temps d’un champ
Considérons un champ eulérien f (x, t). Ce champ est déﬁni dans une conﬁguration
dépendante du temps. Sa dérivée par rapport au temps à point matériel ﬁxé (dérivée
matérielle) est donc formée de deux termes :
– une dérivée partielle par rapport au temps ∂f
∂t
,
– un terme de convection ∇xf · v.






+∇xf · v. (2.1.20)








On verra dans le chapitre 4 qu’on peut avoir besoin de construire des variations de la
position de référence d’un point matériel. Dans ce cas là, la conﬁguration matérielle peut
également devenir dépendante du temps.
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Gradients de vitesse



























· F−1 = ∇xv. (2.1.25)
On peut enﬁn appliquer le raisonnement (2.1.20) à la dérivation en temps de l’intégrale
















fv · n dSx, (2.1.27)
avec n la normale sortante à ∂PBx .
2.2 Lois de conservation
Le but de cette section est de rappeler les lois de conservation dans un domaine
matériel donné BX de frontière ∂BX que l’on suit dans son mouvement. Ces lois sont
d’abord écrites sous forme intégrale et puis elles sont transformées en leur homologue
local.
2.2.1 Conservation de la masse
En posant ρ0 la densité de masse dans BX, la loi de conservation de la masse s’écrit
d
dt
M = 0, (2.2.1)
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= 0 ∀X ∈ BX. (2.2.3)
2.2.2 Conservation du moment linéaire de quantité de mouvement
La conservation de la quantité de mouvement s’écrit
d
dt












T dSX, la résultante du chargement appliqué, b étant le
chargement volumique et T la traction sur la frontière par unité de surface non
déformée.
Par application du théorème de localisation et en utilisant l’égalité T = P ·N rapporté
en conﬁguration de référence à l’aide du tenseur de Piola P = Jσ ·F−⊤ du théorème de




= div (P) + b ∀X ∈ BX, (2.2.5)
P ·N = T ∀X ∈ ∂BX. (2.2.6)
L’équilibre spatial au sens faible s’écrit alors en multipliant (2.2.5) par une fonction test





· vˆ dVX +
ˆ
BX
P : ∇Xvˆ− b · vˆ dVX −
ˆ
∂BX
T · vˆ dSX = 0 ∀vˆ ∈ V, (2.2.7)
avec v˜ suﬃsament régulier pour que les intégrales aient un sens et V l’espace des fonctions
cinématiquement admissible.
2.2.3 Conservation du moment angulaire de quantité de
mouvement
La conservation du moment angulaire s’écrit
d
dt
V⋄ = C⋄, (2.2.8)
avec
19








x× b dVX +
´
∂BX
x×T dSX, la résultante du couple appliqué.
Ceci nous permet d’obtenir la symétrie du second tenseur de Piola-Kirchhoﬀ S = F−1 ·P
, S = S⊤, ou de manière équivalente la symétrie du tenseur de Cauchy.
2.2.4 Conservation de l’énergie
En utilisant les équations d’équilibre sous forme faible, la puissance mécanique déve-




b ·V dVX +
ˆ
∂BX






+ ρ0V · ∂V
∂t
dVX. (2.2.9)
Cette égalité exprime le théorème de l’énergie cinétique. Si on considère la puissance










-div (Q)−R dVX, (2.2.10)







l’énergie totale, on obtient l’équation de conservation
d
dt
E = W + Q. (2.2.11)
Cette équation est connue sous le nom de Premier Principe de la Thermodynamique.











+ div (−Q) +R ∀X ∈ BX. (2.2.12)
La variation locale d’énergie interne est la somme du travail développé par les eﬀorts
intérieurs et de la quantité de chaleur apportée par l’extérieur.
2.3 Entropie






2.4 Matériaux standards généralisés













La seconde loi de la thermodynamique établit que la production d’entropie est toujours
positive ou nulle. Si on note Sc =
´
BX




S− QT ≥ 0. (2.3.3)
















≥ 0 ∀X ∈ BX. (2.3.4)
2.4 Matériaux standards généralisés
On introduit la densité volumique d’énergie libre (déﬁnie par unité de volume de la
conﬁguration de référence)
ψ = E − sT, (2.4.1)
et on suppose que c’est une fonction connue du point X, du tenseur F, des variables
internes k et de la température T .
2.4.1 Lois de comportement
Pour un matériau standard généralisé, l’équation constitutive sur la contrainte de
Piola-Kirchhoﬀ, est prise de la forme
P =
∂ψ (X,F,k, T )
∂F
, (2.4.2)
avec ψ une fonction objective de F, i.e. une fonction de F⊤·F. Pour l’équation constitutive
sur la température, l’hypothèse des matériaux standards généralisés suppose que l’on a
s = −∂ψ (X,F,k, T )
∂T
(2.4.3)
aﬁn d’annuler toute création d’entropie dans un processus réversible. On introduit enﬁn
la variable duale sur les variables internes
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2.4.2 Equilibre configurationnel dans le cas quasistatique









· b ∀X ∈ BX,(
F⊤ − 1
)




·T ∀X ∈ ∂BX.
(2.4.5)














−P : ∇XF. (2.4.6)
En utilisant la loi de comportement (2.4.2) et avec ψ fonction du point X, du tenseur
F, des variables internes k et de la température T , il vient
P : ∇XF = ∇Xψ +K : ∇Xk + s∇XT − ∂ψ
∂X |F,T,k
. (2.4.7)


















· P, on aboutit aux deux






· b ∀X ∈ BX,




·T ∀X ∈ ∂BX.
(2.4.9)
2.4.3 Dissipation (cas quasistatique)
On calcule dans cette section la dissipation totale D. Pour cela, on multiplie par T le




+ div (Q)−R− Q
T
· ∇XT ≥ 0 ∀X ∈ BX. (2.4.10)
Cette expression introduit deux dissipations :
– la dissipation conductive : dcond = −Q
T
·∇XT qui sera positive pour un choix adéquat
de la loi de comportement sur Q,
– la dissipation locale : dloc = T ds
dt
+div (Q)−R que l’on calcule à partir du potentiel
φ.
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+ div (Q)−R, (2.4.11)








+ div (Q)−R. (2.4.12)
Par la conservation d’énergie (2.2.12), on obtient ensuite


































Dans ce chapitre, on présente plusieurs exemples de lois de comportement simples
dont on se sert dans les chapitres suivants. On détaille :
– une loi de comportement hyperélastique isotrope,
– une loi de comportement plastique en grandes déformations semblable à la plasticité
de Von-Mises en petits déplacements,
– une loi de comportement viscoélastique basée sur une représentation rhéologique.
3.1 Hyperélasticité
3.1.1 Energie libre
L’hypothèse d’élasticité consiste à supposer que le tenseur des contraintes de Piola-
Kirchhoﬀ P à l’instant t ∈ [0, T ] et au point matériel X ∈ BX ne dépend que des
propriétés du matériau au point X ∈ BX et du tenseur gradient de déformation F. On
note ainsi P (t,X) = f (F(t,X),X). On restreint encore ce cadre en introduisant l’hypo-
thèse d’hyperélasticité, c’est-à-dire en supposant qu’aucune énergie n’est emmagasinée
dans le matériau lors des cycles de charge-décharge. Dans ce cadre (décrit dans [83]), il
existe une fonctionelle d’énergie libre
ψ : R3×3 ×BX → R, (3.1.1)
continûment diﬀérentiable par rapport à son deuxième argument, telle que ∀X ∈ BX et
∀t ∈ [0, T ]
P (t,X) = f (F(t,X),X) =
∂ψ
∂F
(F(t,X),X) , ∀ (t,X) ∈ [0, T ]×BX. (3.1.2)
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3.1.2 Symétrie
Nous pouvons en outre préciser la forme de l’énergie libre ψ du matériau hyperélastique
dans le cadre d’hypothèses physiques adaptées. En particulier, il importe que l’énergie
libre soit déﬁnie en chaque point d’un façon indépendante du choix du référentiel. On
dit alors que l’énergie libre est indépendante du référentiel si pour toute rotation Q ∈
SO+ (3), on a ∀X ∈ BX
ψ (Q · F,X) = ψ (F,X) , ∀F, detF > 0. (3.1.3)
Cette condition nous permet d’écrire l’énergie libre en fonction du tenseur de Cauchy-
Green à droite C = F⊤ · F et de X
ψ (F,X) = ψ (C,X) . (3.1.4)




(F,X) = 2F · ∂ψ
∂C
(C,X) , ∀X ∈ BX, ∀F, detF > 0. (3.1.5)





Sous une hypothèse d’isotropie, la loi de comportement prend une forme particulière.
L’énergie libre caractérise eﬀectivement un matériau isotrope si pour toute rotation
Q ∈ SO+ (3), on a ∀X ∈ BX
ψ (F ·Q,X) = ψ (F,X) , ∀F, detF > 0. (3.1.7)
On renvoit à [31] pour montrer que ψ est une fonctionelle d’énergie libre sous forme
indépendante du référentiel et caractérisant un matériau isotrope si et seulement si elle
s’écrit en fonction des invariants principaux de C
ψ (F,X) = ψ (trC, tr cofC, detC,X) . (3.1.8)
3.1.3 Lois de comportement hyperélastiques pour le caoutchouc
De nombreuses lois ont été proposées pour décrire le comportement hyperélastique du
caoutchouc. On peut grossièrement les classer en trois catégories :
– les lois basées sur un développement mathématique de ψ comme les séries de Rivlin
[123] en fonction des invariants ou les exposants d’Ogden [111] en fonction des
valeurs propres de C,




à partir d’observations expéri-
mentales comme les modèles de Rivlin-Saunders [124] et Hart-Smith [61],
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– les lois basées sur une vision constructive de la loi de comportement. Ils sont
construits à partir de méthodes statistiques appliquées au réseau de chaines po-
lymères. On peut citer le modèle Néo-Hookéen [153], le modèle de tube étendu [69],
le modèle de micro-sphère [99], le modèle variationnel [52].
Figure 3.1.1: Concept de micro-sphère. De gauche à droite, représentation d’une éprou-
vette test, puis d’un élément, puis d’un point de Gauss. Les directions sont
indiquées par des ﬂèches en rouge.
3.2 Loi de comportement élastoplastique en grandes
déformations
3.2.1 Plasticité basée sur la décomposition multiplicative du
gradient de déformation
La formulation des modèles élastoplastiques en grandes déformations a pour source
les travaux pionniers de Hill [65] et de Green-Naghdi [54]. Les premiers développements
éléments-ﬁnis de ces modèles ont d’abord été concentrés sur l’hypoélasticité [6]. En hy-
poélasticité, l’élastoplasticité standard petites déformations est étendue au grandes dé-
formations en utilisant, dans les équations d’évolution, une mesure objective du gradient
temporel de la contrainte. Beaucoup de controverses ont alors été soulevées sur :
– l’utilisation d’une mesure objective arbitraire du gradient temporel de contrainte
[106],
– le manque d’objectivité des expressions incrémentales [127],
– l’oscillation de la contrainte observée lors d’un chargement monotone [105],
– la dissipation présente dans le domaine élastique [136].
Dans ce contexte, deux fomulations ont été développées :
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1. celle basée sur une décomposition multiplicative du gradient de déformation en
une partie élastique Fe et une partie inélastique Fp : F = Fe · Fp [137, 138],
2. son extension construite sur la base d’une nouvelle mesure de la déformation plas-
tique lagrangienne Ep [98].
La première est motivée par la théorie micro-mécanique de la plasticité cristalline et s’ap-
plique aux modèles phénoménologiques. Cette formulation, nommée théorie de Green-
Nagdhi, a été étendue par Miehe [98], en une formulation additive de la plasticité en
grandes déformations, qui a proposé de travailler dans l’espace des déformations loga-
rithmiques. Les résultats de ces deux formulations ont été comparés par Miehe avec les
résultats obtenus avec les formulations multiplicatives pour des matériaux isotropes et
anisotropes. Il a révélé qu’elles étaient très proches l’une de l’autre.
Pour pouvoir appliquer le problème adjoint du chapitre 5 à un modèle de plasticité
simple, on s’intéresse plus en détails à la formulation basée sur une décomposition mul-
tiplicative locale et à son application la plus simple : La plasticité J2 [140].
Relations cinématiques associées à la configuration intermédiaire :
Motivé par la plasticité cristalline, on postule l’existence d’une décomposition multi-
plicative du gradient sous la forme
F (X, t) = Fe (X, t) · Fp (X, t) ∀X ∈ BX, ∀t ∈ [0, T ] . (3.2.1)
D’un point de vue phénoménologique, on peut interpréter F−1e comme la déformation
locale de relâchement de la contrainte dans chaque voisinage Ox de la conﬁguration
actuelle Bx (Figure 3.2.1).
Figure 3.2.1: Décomposition multiplicative
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Par conséquent, on suppose implicitement que la conﬁguration locale intermédiaire,
déﬁnie par F−1e , est libre de contrainte. En suivant les notations précédentes, on peut
déﬁnir les tenseurs de déformations (déformation totale et déformation plastique) dans





















(Cp − 1) . (3.2.3)
On peut également introduire les tenseurs en conﬁguration actuelle
b = F · F⊤ (3.2.4)
et
be = Fe · F⊤e = F ·C−1p · F⊤, (3.2.5)
qui nous permettent d’introduire, de manière analogue, les tenseurs de déformations




























Décomposition multiplicative volumétrique-déviatorique :
Dans le contexte de la théorie des petites déformations, le tenseur de déformation ε
est décomposé en une partie volumétrique et une partie déviatorique de manière additive




le comportement plastique étant surtout observé sur le déviateur. Cette décomposition
perd son sens en grandes déformations. Dans le cadre multiplicatif, on peut utiliser la
partie préservant le volume du gradient de déformation F¯, introduite par [48], qui s’écrit
F¯ = (det F)
−1/3 F, (3.2.9)
pour remplacer la notion en petites déformations. On peut également écrire le tenseur
de Cauchy-Green sous cette forme
C¯ = (det F)
−2/3 C. (3.2.10)
On peut alors dériver la relation précédente par rapport au temps pour obtenir
˙¯C = 2F¯⊤ · dev (d) · F¯. (3.2.11)
29
Chapitre 3 Lois de comportement
3.2.2 Plasticité J2 en grandes déformations
Dans cette section, on considère la formulation en grandes déformations de la plasti-
cité J2 avec écrouissage isotrope. Tout d’abord, on suppose que le comportement reste
isotrope. En conséquence, l’énergie libre est indépendante de l’orientation de la conﬁgu-
ration de référence. Ensuite, on suppose, en accord avec la plasticité dans les métaux,
que l’écoulement plastique est isochore
det Fp = det Cp = 1 d’où det F = det Fe. (3.2.12)
Partie hyperélastique
L’énergie libre s’écrit alors sous la forme développée














− ln det Fe
]
,












tr C¯e − 3
)
où C¯e = (det Fe)
−2/3 F⊤e ·
Fe.
En utilisant la relation




= C¯ : C¯−1p , (3.2.14)
avec C¯p = (det Fp)
−2/3 Cp = Cp, on peut obtenir une expression de l’énergie libre plus
adaptée à notre cadre de travail lagrangien








Le seuil de Mises-Heyber à ne pas dépasser par le tenseur des contraintes s’écrit en
fonction de la contrainte de Kirchhoﬀ eulérienne τ = Jσ de la même manière qu’en
petites déformations




[σ̺ +Kα] ≤ 0, (3.2.16)
avec
– τ = 2Fe · ∂ψ∂Ce · F⊤e la contrainte de Kirchhoﬀ eulérienne et s = dev τ ,
– σ̺ la contrainte seuil,
– K > 0 le module d’écrouissage isotrope,
– α la variable d’écrouissage.
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Loi d’écoulement associative
De manière analogue à la théorie inﬁnitésimale, en considérant la fonction seuil ̺
et l’énergie libre ψ, la loi d’écoulement associative correspondante est déterminée de
manière unique par le principe de dissipation plastique maximum. Dans notre cas, les













F−1 · n · F−⊤
n = s/‖s‖
, (3.2.17)
à compléter par la loi élastique
s = µdev b¯e = µ
[








Loi d’écrouissage isotrope et conditions de charge/décharge
De la même manière que dans la théorie linéaire, on suppose que la variable d’écrouis-






Dans les deux lois (3.2.17) et (3.2.19), γ est le multiplicateur plastique vériﬁant les
conditions de Kuhn-Tucker de charge/décharge
γ ≥ 0 ̺ (τ , α) ≤ 0 γ̺ (τ , α) = 0. (3.2.20)
La condition de consistance s’écrit enﬁn
γ ˙̺ (τ , α) = 0. (3.2.21)
3.3 Exemple d’une loi de comportement viscoélastique
en grandes déformations
3.3.1 Modèle viscoélastique de base [82]
L’hypothèse d’hyperélasticité ne permettant pas de prendre en compte l’historique de
déformation des matériaux, nous complétons ici la présentation précédente en introdui-
sant le cadre viscoélastique, tel que décrit dans [82]. Ce modèle est basé sur le modèle
rhéologique de Kelvin-Voigt schématisé (Figure 3.3.1).
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Figure 3.3.1: Modèle rhéologique de Kelvin-Voigt pour un matériau viscoélastique
Il est composé de deux branches parallèles :
– une purement élastique et composée d’un ressort de raideur K0, d’élongation l,
– une, partiellement visqueuse, comprenant un ressort de raideur Ke d’élongation le,
et un vérin de coeﬃcient de viscosité ν d’élongation lν .
Si la force f est exercée entre les extrêmités A et B du système, son évolution est alors
décrite par le système d’équations
f = K0l +Kele
νl˙ν = Kele
l = le + lν
. (3.3.1)
En grandes déformations, on considère par analogie que le champ de déformation F dans
le matériau se décompose en une partie visqueuse Fν et une partie élastique Fe, et on
écrit
F = Fe · Fν . (3.3.2)
De la même manière qu’en plasticité, on a :
– Ce = F⊤e ·Fe qui désigne le tenseur de Cauchy-Green à droite de la partie élastique
du champ de déplacements,
– Cν = F⊤ν ·Fν qui désigne le tenseur de Cauchy-Green à droite de la partie visqueuse
du champ de déplacements.
Si on suppose de plus que le matériau est incompressible dans son comportement élas-
tique et visqueux, ces quantités sont alors contraintes, par
detCν = 1 et detC = 1. (3.3.3)
3.3.2 Loi de comportement
A tout état déformé caractérisé par C et Cν , on associe alors l’énergie de déformation
suivante
ψ (C,Cν) = ψ0 (C) + ψe (Ce) , (3.3.4)
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constituée de l’énergie de déformation de la branche élastique ψ0, et de l’énergie de
déformation élastique de la branche visqueuse ψe. Dans ce cadre, on obtient l’expression
du premier tenseur de Piola-Krichhoﬀ
P = 2F · ∂ψ (C,Cν)
∂C
− p cofF, (3.3.5)
où ﬁgure la pression hydrostatique p ∈ P, associée à la contrainte d’incompressibilitéˆ
BX
(detF− 1) q = 0, ∀q ∈ P. (3.3.6)
En introduisant la variable interne A = C−1ν , par diﬀérentiation de l’énergie par rapport
à la variable interne et introduction d’un potentiel de dissipation φ (A) = νA˙ : A˙.










+ q cof A. (3.3.7)
3.4 Cadre linéarisé
On compare les résultats de simulation à un calcul analytique dont les solutions ana-
lytiques ne sont connues que dans le cas linéaire. On a donc besoin de linéariser les lois
de comportements. Les hypothèses de linéarisation sont les suivantes.
3.4.1 Hypothèses de linéarisation
En notant le gradient de déplacement
∇Xξ = F− 1, (3.4.1)
l’hypothèse de transformation inﬁnitésimale suppose que ce gradient est petit quand on
se déplace de l’état d’équilibre initial à l’état d’équilibre actuel
‖∇Xξ‖ ≪ 1. (3.4.2)
On rapelle que cette hypothèse implique celle des déformations inﬁnitésimales. Le tenseur








De cette linéarisation découle une simpliﬁcation des variables internes
be = 1+ 2 (ε− εp) , (3.4.4)
C−1p = 1− 2εp. (3.4.5)
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3.4.2 Linéarisation des lois de comportements
Elasticité linéaire
Par linéarisation, on obtient
σ = C : ε, (3.4.6)
avec C le tenseur des modules d’élasticité qui possède les symétries
Cijkl = Cjikl = Cklij, (3.4.7)
et qui est associé à une forme quadratique déﬁnie positive sur les tenseurs symétriques
ε : C : ε > 0, ∀ε, ‖ε‖ 6= 0, ε = ε⊤ . (3.4.8)
Compte tenu des symétries, un comportement élastique anisotrope général est suscep-
tible d’être déﬁni par au maximum 21 coeﬃcients.
Plasticité linéarisée
Par linéarisation, si un élément de matière subit une déformation ε, on déﬁnit les
parties élastiques εe et plastiques εp de la déformation par
εe = C−1 : σ, (3.4.9)
εp = ε− εe. (3.4.10)
Pour reprendre le cas précédent, on peut écrire le seuil de Mises sous la forme




[σ̺ +Kα] ≤ 0, (3.4.11)
Modèle viscoélastique de base
Le modèle de viscoélasticité de base s’écrit par construction dans le cas linéaire
σ = K0ε+Keεe
νε˙ν = Keεe
ε = εe + εv
. (3.4.12)
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Il est maintenant bien établi que lorsqu’on cherche une grandeur caractéristique as-
sociée à la propagation d’une ﬁssure, on peut représenter cette propagation par une
perturbation de la conﬁguration de la structure. Ensuite, on peut construire la grandeur
caractéristique grâce aux méthodes de dérivation par rapport au domaine [96]. Dans
cette partie, nous proposons d’utiliser et d’étendre formellement ce type de méthode
lorsque le solide a un comportement viscoplastique. Dans ce cadre de travail, la diﬃculté
principale vient de la dépendance en temps du problème. Dans un premier temps, on se
propose alors d’introduire le temps physique dans la déﬁnition même de la perturbation.
Ensuite, on examine plusieurs hypothèses nous permettant de découpler la perturbation
et l’évolution inélastique (chapitre 4). On examine également le cas où la perturbation
et le processus d’évolution inélastique restent couplés (chapitre 5). Ce dernier cas donne
lieu à un calcul de grandeur caractéristique par une méthode d’état adjoint. Des choix
concrets de grandeurs caractéristiques ainsi que les détails pratiques de mise en oeuvre
du calcul sont enﬁn étudiés dans :
– le chapitre 6 pour la mise en oeuvre analytique et numérique du calcul de grandeur
par la méthode adjointe,
– le chapitre 7 pour la mise en oeuvre numérique de la variation de domaine,





caractéristique de la rupture par
perturbation de domaine
Dans ce chapitre, nous allons construire des grandeurs caractéristiques de la rupture
par perturbation de domaine dans le cadre des matériaux dissipatifs. Pour cela, nous
allons, tout d’abord, reprendre entièrement la construction classique des perturbations
de domaine en y ajoutant une dépendance en temps. Ensuite, nous allons construire
les outils permettant de dériver les grandeurs caractéristiques. Enﬁn, on propose, dans
le cadre de perturbation classique sans dépendance au temps, de calculer la dérivée de
l’énergie potentielle par rapport à la perturbation. On détermine alors les diﬀérentes
hypothèses que l’on doit faire pour que ce calcul soit explicite.
4.1 Méthodologie de perturbation
Considérons la conﬁguration de référence (ou conﬁguration matérielle) BX. C’est dans
cette conﬁguration qu’on construit l’ensemble de nos grandeurs caractéristiques. Notre
méthodologie consiste à créer des petites perturbations virtuelles de ce domaine dépen-
dantes du temps et induisant une variation de l’état thermodynamique de ce domaine.
Ces petites perturbations nous permettent de décrire la propagation d’une ﬁssure et de
donner un sens à la variation d’une quantité mécanique ou thermodynamique par rapport
à la perturbation. Cette méthode, nommée méthode θ, a été introduite par Murat-Simon
[103] dans le cas d’un ouvert régulier et par Destuynder-Djaoua [39, 40] dans le cas d’une
ﬁssure pour des problèmes indépendants du temps physique. Si le temps physique est
explicitement présent dans le problème mécanique comme c’est le cas dans les travaux
de Sandig [79] qui s’intéresse à la propagation d’une ﬁssure en dynamique, la fonction
indicatrice ϑ de la perturbation peut alors dépendre non-linéairement du temps physique
t et exister sur un intervalle ﬁni [ti, tf ].
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Puisqu’on s’attache seulement à étendre formellement le cadre d’utilisation de ces
perturbations, on ne précisera pas, dans notre cas, le cadre fonctionnel sous-jacent bien
qu’il faille être très prudent sur la régularité des champs utilisés. En eﬀet, dans le cas
d’un domaine ﬁssuré d’épaisseur nulle, la dérivée de la quantité recherchée peut être
nulle sauf dans le cas où les champs sont suﬃsamment singuliers. En revanche, s’ils le
sont trop la dérivée ne peut être déﬁnie.
On construit donc une famille de conﬁgurations matérielles perturbées, qu’on indexe
par le temps t ∈ [ti, tf ], BtX ; ainsi qu’une transformation χϑ qui associe la conﬁguration
BX à la conﬁguration BtX ensuite soumise à un chargement. Ensuite, on se sert de ce
cadre pour obtenir les formules principales servant à exprimer et à dériver les quantités
perturbées sur la conﬁguration de départ. Enﬁn, on développe ces formules au premier
ordre en supposant que les perturbations géométriques sont petites.
4.1.1 Les trois configurations
Pour t ∈ [ti, tf ], on peut déﬁnir trois conﬁgurations :
– une conﬁguration de référence BX qui sera utilisée comme conﬁguration de cal-
cul ; c’est en général une conﬁguration matérielle « saine » avant propagation d’une
perturbation,
– une conﬁguration matérielle perturbée BtX décrivant la géométrie du domaine ma-
tériel perturbé avant chargement,
– une conﬁguration courante perturbée Btx.
Cette représentation, utilisant trois conﬁgurations, est intimement liée aux travaux sur
les forces conﬁgurationnelles de J. D. Eshelby [93], G.A. Maugin [96] et sur la dérivée
topologique en grandes déformations [115].
Construction et Propriétés des transformations χϑ
Pour t ∈ [ti, tf ], on associe la conﬁguration perturbée BtX à la conﬁguration de réfé-
rence BX par la transformation
χϑ :
{
X ∈ BX → Xt ∈ BtX,
Xt = χϑ(X, t),
(4.1.1)
et on associe la conﬁguration BX à la conﬁguration BtX par la transformation inverse
Ξϑ :
{
Xt ∈ BtX → X ∈ BX,
X = Ξϑ(Xt, t).
(4.1.2)
On suppose que la transformation χϑ vériﬁe les hypothèses suivantes :
1. BtX ⊂ BX, la perturbation conduisant à une diminution du domaine matériel
« sain »,
2. χϑ est un diﬀéomorphisme quand ϑ est proche de 0,
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3. χ0(X, 0) est l’identité sur BX,




On écrit alors localement en temps la transformation χϑ sous la forme
χϑ(X, t) = X+ ϑ (t)θ (X) . (4.1.3)
De plus, on pose
∀t ∈ [ti, tf ] ϑ (t) = ητ = η (t− ti) , (4.1.4)
avec η ≪ 1 un facteur d’échelle. On suppose en eﬀet que la variation temporelle est
linéaire en temps ce qui n’impose aucune restriction puisqu’on eﬀectue un calcul de
perturbation linéaire où le résultat dépend linéairement de la perturbation de domaine.
Le calcul est alors simpliﬁé puisqu’on a dϑ
dt
= η.
Transformations entre les autres configurations





Xt ∈ BtX → xt ∈ Btx,
xt = φϑ(Xt, t).
(4.1.5)
La transformation complète entre la conﬁguration BX et la conﬁguration Btx s’écrit
ςϑ = φϑ ◦ χϑ avec
ςϑ :
{
X ∈ BX → xt ∈ Btx,
xt = ςϑ(X, t).
(4.1.6)
Sur la ﬁgure 4.1.1, on décrit les relations entre ces trois conﬁgurations.
Figure 4.1.1: Les conﬁgurations du système.
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Les relations entre les diﬀérentes conﬁgurations étant déﬁnies, on peut exprimer l’en-
semble des quantités perturbées sur la conﬁguration de calcul.
4.1.2 Formules liées au transport des quantités définies sur BtX
dans la configuration de calcul
Toute quantité générique (mécanique, géométrique ou thermodynamique) Yt déﬁnie






= Yt(χϑ(X, t), t) . (4.1.7)
En utilisant la quantité Y(X, t) calculée dans le problème sans perturbation, on déﬁnit
la perturbation δY sous la forme
δY(X, t) = Yt(χϑ(X, t), t)−Y(X, t) . (4.1.8)
La perturbation de domaine débutant à t = ti, l’évolution d’une quantité générique est
schématisée comme suit (ﬁgure 4.1.2).
Figure 4.1.2: Schéma du problème de perturbation
Contrairement à la perturbation classique dans la méthode θ de Destuynder-Djaoua
[39, 40], la perturbation δY n’est pas nécessairement linéaire en ητ du fait de l’éventuelle
dépendance en temps de la solution et de sa perturbation.
Le transport utilisé nécessite la connaissance du gradient des transformations χϑ et(
χϑ
)−1










= ∇−1X χϑ. (4.1.10)
On peut également écrire la transformation d’un élément de volume dVX en un élément
de volume dV tX
dV tX = JχdVX, (4.1.11)
avec
Jχ = det (Fχ) . (4.1.12)
Pour la transformation d’un élément de surface dSX de normale sortanteN en un élément
de surface dStX de normale sortante N
t , on a ensuite
dStX =
∥∥∥F−⊤χ ·N∥∥∥ JχdSX . (4.1.13)
Enﬁn, le transport de ∇XtYt s’écrit
∇XtYt = ∇XYt · F−1χ . (4.1.14)
La présence d’un problème d’évolution et la construction de grandeurs caractéristiques
de la rupture nécessitent enﬁn de déﬁnir diﬀérentes dérivées par rapport au temps.
4.1.3 Dérivées par rapport au temps
En considérant une quantité générique Yt, on peut déﬁnir trois dérivées par rapport
à t :
– la dérivée absolue ddtY
t = ∂Y
t
∂t |X à position de calcul ﬁxe,




∂t |Xt à position matérielle ﬁxe,




∂t |xt à position spatiale ﬁxe.
Dans certains cas particuliers, indépendants du temps, on dérive simplement par rapport
à ϑ en ϑ = 0 pour retrouver les résultats classiques de la mécanique de la rupture. On
note alors ces dérivées respectivement par :









t=ti , t = ti),









t=ti , t = ti).
La dérivation par rapport au temps de la transformation χϑ s’écrit alors
d
dt
χϑ = ηθ (X) (4.1.15)






Yt + η∇XtYt · θ . (4.1.16)
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En ϑ = 0, on a immédiatement
∆ϑYt = DϑYt +∇XY · θ . (4.1.17)
On peut ensuite dériver le gradient de la transformation χϑ avec (4.1.15)
d
dt
Fχ = η∇Xθ, (4.1.18)
ce qui nous donne ci-dessous la dérivée de ∇XtYt.
Calcul de ddt (∇XtYt)
Par déﬁnition des transformations entre les trois conﬁgurations, on peut écrire
∇XtYt = ∇XYt · F−1χ . (4.1.19)



























− η∇XtYt · ∇Xtθ . (4.1.21)









−∇XY · ∇Xθ . (4.1.22)
Théorème de transport sur le domaine matériel
Si on considère le champ par unité de volume f t décrivant une quantité physique dans





f t dV tX, (4.1.23)









+ f tdivt (ηθ) dV tX, (4.1.24)
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f tNt · (ηθ) dStX, (4.1.25)
avec
Nt =
F−⊤χ ·N∥∥∥F−⊤χ ·N∥∥∥ . (4.1.26)






∆ϑf t + fdivθ dVX. (4.1.27)
Si on considère ensuite le champ par unité de surface gt, on peut déterminer la dérivée


















où on a noté enﬁn
div∂Bt
X
ηθ = divtηθ − ∂ηθ
∂Nt
·Nt . (4.1.30)






∆ϑgt + gdiv∂BXθ dSX. (4.1.31)
Si on considère enﬁn le champ par unité de courbe ht déﬁni sur la courbe ΓtX de tangente




























= ∇Xt (ηθ) · τ t . (4.1.34)













L’ensemble des déﬁnitions précédentes sont suﬃsantes pour construire des grandeurs
caractéristiques de la rupture. Néanmoins, dans notre cas, on suppose systématiquement
que la perturbation géométrique est petite ∀t ∈ [ti, tf ], ce qui nous permet de faire un
développement à l’ordre 1 en η de plusieurs quantités.
4.1.4 Développement limité à l’ordre 1 en η
Avec une hypothèse de petites perturbations (η ≪ 1) et en se plaçant à l’instant t, à
l’ordre 1 en η, on peut développer quatre quantités utilisées couramment dans les calculs
Fχ = 1+ ητ∇Xθ, (4.1.36)
F−1χ = 1− ητ∇Xθ, (4.1.37)
Jχ = 1 + ητdivXθ, (4.1.38)∥∥∥F−⊤χ ·N∥∥∥ = ‖N‖ − ητ (∇⊤Xθ ·N) ·N . (4.1.39)
Ces égalités sont valables à tout instant.
4.1.5 Conclusion
L’ensemble de ces outils nous permet donc de travailler sur des quantités perturbées
et leurs dérivées dans la conﬁguration de calcul. On débute alors l’analyse des grandeurs
caractéristiques par le cas classique de la dérivée en ϑ = 0 avec des hypothèses suﬃsantes
pour que le calcul de cette dérivée soit explicite.
4.2 Formulation de la grandeur caractéristique dans les
cas indépendants du temps
La méthode θ, permet de dériver la fonction objective souhaitée par rapport au do-
maine [80]. Dans notre cas, on va s’intéresser à la variation de l’énergie potentielle dans
un cadre isotherme quasi-statique . Ce choix se base sur une analyse thermodynamique
du processus de ﬁssuration [146] en élasticité et de son extension à une ﬁssure fragile
dans un milieu dissipatif [116, 131]. Ensuite la variation de l’énergie potentielle est cal-
culée explicitement en utilisant plusieurs hypothèses simpliﬁcatrices sur le chargement
et les variables internes.
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4.2.1 Motivation thermodynamique
Sans pour autant aller dans le détail des motivations thermodynamiques, on revient
rapidement ici sur deux idées fondamentales dans le choix des grandeurs caractéristiques
de la rupture (voir par exemple [146]). En considérant, un domaine, dont le comporte-
ment est élastique, soumis à un chargement dans lequel une ﬁssure plane de longueur l
se propage, on peut montrer que la dissipation totale s’écrit
D = −∂Wep
∂l |E
(E , l) dl
dt
. (4.2.1)
avec E une désignation générique du chargement. La force motrice de la propagation de
ﬁssure apparait ainsi comme la dérivée de l’énergie potentielle par rapport à la position de
la ﬁssure à chargement ﬁxé. Cette démonstration a été successivement étendue par Stolz
[116] et par Steinmann [131] de manière sensiblement équivalente au cas d’une ﬁssure
fragile propageant dans un milieu dissipatif. L’hypothèse de ﬁssure fragile suppose que
les processus dissipatifs (représentés ici par l’évolution des variables internes k) ne sont
pas couplés au processus de rupture. Dans ce cas, les auteurs obtiennent formellement
D = −∂Wep
∂l |E,k




(E , l, k) dk
dt
. (4.2.2)
Nous en verrons l’expression détaillée à un cas particulier au chapitre 8. De plus, on
note que cette grandeur caractéristique a été utilisée avec succès par Luc Dormieux
[109] pour un matériau viscoélastique. Dans ce cas la force motrice de la propagation
apparait comme la dérivée de l’énergie potentielle par rapport à la position de la ﬁssure
à chargement et variables internes ﬁxés dans la conﬁguration variable. Le second terme
de la dissipation totale D représente la dissipation matériau.
4.2.2 Dérivation de l’énergie potentielle























tt·Xt dStX . (4.2.3)
Elle est égale à l’énergie libre du système diminué de la variation du potentiel des eﬀorts
extérieurs entre conﬁguration matérielle perturbée et conﬁguration actuelle perturbée.
La dérivée de l’énergie potentielle en µ = 0 est composée de trois termes correspondant
respectivement aux variations d’énergie libre, de potentiel du chargement volumique et











































































∆ϑψt + ψdivXθ dVX . (4.2.8)











d’où, d’après les équations constitutives (2.4.2,2.4.4)









P : ∆ϑFt −K : ∆ϑkt + ∂ψ
∂X |F,k,T
· θ + ψdivXθ dVX . (4.2.11)
Calcul de ∆ϑFt











− F · ∇Xθ . (4.2.13)
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+ b · ξdivXθ dVX, (4.2.15)






























+ (t · ξ) div∂BXθ dSX, (4.2.17)






∆ϑtt · ξ + t ·∆ϑξt + (t · ξ) div∂BXθ dSX . (4.2.18)
Formulation de la dérivée complète
Si on suppose que la variation de déplacemenet ∆ϑξ
t est une vitesse admissible ayant
la régularité permettant d’écrire le principe des puissances virtuelles en conﬁguration









t ·∆ϑξt dS = 0 . (4.2.19)
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: ∇Xθ +K : ∆ϑkt − ∂ψ
∂X |F,k,T













∆ϑtt · ξ + (t · ξ) div∂BXθ
]
dSX
4.2.3 Etude des cas spécifiques
Dans cette section, on traite les cas où on a des hypothèses suﬃsantes pour que le calcul
précédent soit explicite. Ces diﬀérents cas correspondent à des hypothèses classiques en
mécanique de la rupture.
Hypothèses sur le chargement
Dans la suite, on suppose que Dϑbt = ∆ϑbt− (∇Xb · θ) = 0. Cela revient à supposer
qu’à point matériel donné, le chargement volumique est indépendant de ϑ. De plus, on
suppose que la ﬁssure elle-même n’est pas chargée et que le champ θ n’est non nul
que dans un voisinage non chargé de la ﬁssure. L’expression de la dérivée de l’énergie


















K : ∆ϑkt − ∂ψ
∂X |F,k,T
· θ + (∇Xb · θ) · ξ + (b · ξ) divXθ
]
dVX
On remarque que cette formulation est entièrement explicite à l’exception de la variation
des variables internes ∆ϑkt qu’on simpliﬁe dans la suite du chapitre et dont on étudie
la dépendance en temps dans le chapitre 5.
Hyperélasticité
Dans le cadre hyperélastique (k = 0), isotherme, sans force de volume b = 0, et où
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Σ : ∇Xθ dVX . (4.2.23)
De plus, on a par calcul de la divergence du produit




− divX (Σ) · θ . (4.2.24)
En reprenant la notion d’équilibre conﬁgurationnel (2.4.9) dans ce cas, on obtient par le






(Σ ·N) · θ dSX . (4.2.25)








Σ : ∇Xθ dVX . (4.2.26)
Cette grandeur n’est dépendante que de la valeur de θ sur le bord du domaine. Comme
on le verra dans la formulation de θ, cette méthode nous permet de calculer l’intégrale
uniquement sur le domaine où ∇Xθ n’est pas nul. Or, on peut choisir ce domaine arbi-
trairement ce qui nous permet de calculer loin de la singularité pour éviter les erreurs
numériques. Dans tous les autres cas, on perd cet avantage (chapitre 8).
Evolution des variables internes dans un cas isotherme découplé sans force de
volume
Puisqu’on cherche à prendre en compte des processus dissipatifs couplés avec le pro-
cessus de rupture dans cette étude, il faut prendre en compte l’évolution des variables
internes. Nous pouvons faire deux hypothèses simpliﬁcatrices :
– soit, les processus dissipatifs sont stationnaires dans BtX. Les variables internes
restent ﬁgées pendant la perturbation de domaine Dϑkt = 0. Ces processus sont
équivalents à des situations de précontraintes ﬁgées en conﬁguration matérielle ou
à un découplage entre processus dissipatifs.
– soit, les processus sont stationnaires dans BX. Les variables internes sont exactement
et instantanément convectées avec la perturbation de domaine △ϑkt = 0.
Le premier cas qui est caractérisé par la relation
Dϑk
t = ∆ϑkt − (∇Xk · θ) = 0. (4.2.27)
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Si on suppose que l’évolution des variables internes est beaucoup plus lente que le pro-
cessus de ﬁssuration traduit par la perturbation, on obtient la relation (4.2.27). Sous
cette hypothèse et dans un cas sans force de volume, le problème d’un point de vue du
processus de rupture est hyperélastique précontraint et la dérivée de l’énergie potentielle












En reprenant la notion d’équilibre conﬁgurationnel en présence de variables internes






(Σ ·N) · θ dSX . (4.2.29)











−Σ : ∇Xθ +K : (∇Xk · θ)− ∂ψ
∂X |F,k,T




(Σ ·N) · θ dSX .
Dans ce cas, la grandeur caractéristique est bien déﬁnie et il n’y a aucune ambiguité sur
la déﬁnition de taux de restitution d’énergie par rapport à l’analyse thermodynamique
(section 4.2.1). On a toujours la propriété d’indépendance à la valeur de θ à l’intérieur
du domaine BX. Par contre, cette grandeur introduit des termes non nuls en ∇Xk au
voisinage de la pointe de ﬁssure (voir section 8.2 pour une application numérique), ce
qui complique le calcul numérique.
On considère ensuite le cas où les variables internes sont instantanément et exactement
convectées avec la ﬁssure. Ce cas est caractérisé par la relation
△ϑkt = 0 . (4.2.31)






Σ : ∇Xθ + ∂ψ
∂X |F,k,T
· θ dVX . (4.2.32)
En reprenant la notion d’équilibre conﬁgurationel en présence de variables internes






[Σ ·N · θ] dSX +
ˆ
BX
K : (∇Xk · θ) dVX . (4.2.33)
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Pour illustrer, regardons par exemple un problème viscoplastique où on suppose que
l’évolution des variables internes durant la perturbation se produit de manière instanta-
née et exactement convectée. Faisons une hypothèse supplémentaire en supposant que
la zone de dissipation dûe à la plasticité est conﬁnée en pointe de ﬁssure. On peut alors
imaginer deux cas extrêmes pour la grandeur caractéristique en ﬁssuration. On peut soit
supposer que la dissipation dûe à un processus viscoplastique conﬁné est comprise dans





On peut également soustraire la dissipation conﬁnée induite par la variation de position
exactement convectée (toujours positive) à la quantité précédente. On trouve alors :





K : Dϑkt dVX, (4.2.36)
et où par hypothèse
Dϑk
t = −∇Xk · θ . (4.2.37)




−Σ : ∇Xθ +K : (∇Xk · θ)− ∂ψ
∂X |F,k,T
· θ dVX. (4.2.38)
Pour ﬁnir, on peut remarquer que ces deux choix sont reliés par
Gr = GstatioBX − Dconfine´e = GstatioBtX (4.2.39)
4.2.4 Conclusion
La dérivée par rapport au domaine en ϑ = 0 ainsi que le choix de la dérivée recherchée
nous a permis de retrouver les diﬀérents cas classiques en mécanique de la rupture. On
a également montré que pour que le calcul soit explicite, on devait faire des hypothèses
de stationnarité sur l’évolution des variables internes. L’application des ces grandeurs
explicites est faite dans le chapitre 8. Pour pouvoir prendre en compte un couplage entre
processus dissipatifs et processus de rupture, on propose dans le chapitre 5 d’utiliser un
problème d’évolution visco-plastique perturbé et de le linéariser pour de petites pertur-
bations du domaine et des champs. Ce problème linéarisé va nous permettre de calculer





Extension de la construction d’une
grandeur caractéristique de la rupture
pour un problème couplé
Dans le chapitre précédent, on a déﬁni des perturbations géométriques dépendantes
du temps qui nous ont permis, dans le cadre de la méthode θ classique, de construire
plusieurs grandeurs caractéristiques de la rupture. Ces grandeurs ont l’avantage de pou-
voir être calculées explicitement mais il nous a fallu découpler l’évolution inélastique de
l’évolution de la géométrie pour parvenir à ce résultat. Ce découplage allant à l’encontre
du but premier de cette étude, on étend, dans ce chapitre, l’utilisation de la perturba-
tion de domaine à un problème d’évolution couplant processus dissipatif et variation de
domaine. Une fois ce couplage réalisé, on peut comparer le problème d’évolution avec
et sans variation de domaine et le linéariser pour de petites variations de la géométrie
et des champs. Dans ce cadre de perturbation linéaire d’un état non-linéaire, le calcul
d’une grandeur caractéristique sous forme générique est ensuite mené en utilisant une
méthode d’état adjoint. Enﬁn, on rappelle le lien, dans le cas de la variation d’énergie
potentielle, entre les variations construites par la présente méthode et par la méthode
de la section 4.2.
5.1 Description du problème posé
Pour pouvoir aborder le calcul d’une grandeur caractéristique pour un problème d’évo-
lution couplé à une perturbation de domaine, on doit décrire les diﬀérents éléments qui
sont utilisés pour ce calcul. Ces éléments sont :
– la perturbation de domaine,
– la forme générique de la grandeur caractéristique,
– le problème d’évolution sans perturbation de domaine.
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5.1.1 Description de la perturbation
Dans un problème d’évolution déﬁni ∀t ∈ [0, T ], on construit une perturbation
quasi-statique sur un intervalle de temps donné [ti, tf ] ⊂ [0, T ]. On rappelle que cette
perturbation s’écrit d’après (4.1.8)
∀X ∈ BX, ∀t ∈ [ti, tf ] χϑ(X, t) = X+ η (t− ti)θ (X) , (5.1.1)
avec η ≪ 1 un facteur d’échelle adimensionné et θ un champ de vitesse de perturbation
de domaine. On note également τ = t− ti le temps écoulé depuis l’initiation de la
perturbation.
5.1.2 Grandeur caractéristique générique
L’intérêt premier d’introduire un problème perturbé est de pouvoir comparer deux
histoires avec et sans perturbation. Si on ne prend pas en compte d’arguments spéci-
ﬁques à un problème d’évolution précis, on peut donc choisir de construire une grandeur






Z (Y, t,X) dVXdt, (5.1.2)
lorsqu’il n’y a aucune perturbation de domaine (domaine matériel ﬁxe entre ti et tf )
avec :
– Y une quantité générique,













lorsque la perturbation est présente. En ramenant JP sur la conﬁguration de départ, on








Yt(χϑ(X, t), t), t,χϑ(X, t)
)
Jχ dVXdt, (5.1.4)
avec Jχ = det (Fχ). On peut alors choisir de calculer la variation δJ = JP − JNP qui













· δY + ∂Z
∂X
· δX dVXdt . (5.1.5)
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· θ + ZdivXθ
)
dVXdt, (5.1.6)








· δY dVXdt, (5.1.7)
qui nécessite son évaluation. On remarque également que le premier terme est linéaire
en η, ce qui nous permet d’obtenir une grandeur caractéristique Gex de la rupture indé-
pendante de η et se calculant sur un horizon (tf − ti) directement à partir du problème










· θ + ZdivXθ
)
dVXdt . (5.1.8)
Rappelons que Z peut être une fonction du temps, notamment parce queY est en général
une fonction du temps.
5.1.3 Description du problème sans perturbation
On suppose que l’énergie libre est dépendante de F = ∇Xx via le tenseur des dilata-
tions C, d’un ensemble de variables internes variants dans le temps k et explicitement
de X. On associe à cet ensemble de variables internes :
– P = ∂ψ
∂F
le premier tenseur de Piola-Kirchhoﬀ,
– K = −∂ψ
∂k
la force thermodynamique.
L’équilibre s’écrit alors à chaque instant t ∈ [ti, tf ]
ˆ
BX
P : ∇Xxˆ− b · xˆ dVX −
ˆ
∂BX
t · xˆ dSX = 0 ∀xˆ ∈ V , (5.1.9)



















dVX = 0 ∀kˆ ∈ Ik. (5.1.11)
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Pour l’ensemble des variables internes k, on suppose enﬁn qu’il existe une fonction
H (K,k,X) régissant l’évolution de k vériﬁant K : H ≥ 0 pour tout processus thermo-









dVX = 0 ∀Kˆ ∈ K, (5.1.12)
avec d
dt
Y la dérivée par rapport au temps d’une quantité Y à position matérielle ﬁxe.
D’après (5.1.9,5.1.10,5.1.11,5.1.12), les champs et leurs dérivées satisfont le système
au sens faible b · xˆˆ
BX
P : ∇Xxˆ− b · xˆ dVX −
ˆ
∂BX




























dVX = 0 ∀Kˆ ∈ K, ∀t ∈ [0, T ] . (5.1.16)
Ce problème à résoudre sur les inconnues (x,P,k,K) se complète par une donne de
l’état initial k (0,X) des variables internes en tout point.
5.2 Problème d’évolution couplé à une variation de
domaine
Dans cette section, on reprend le système (5.1.13,5.1.14,5.1.15,5.1.16). Ce système,
une fois posé sur un domaine variable, est ramené sur la conﬁguration de calcul puis
linéarisé et développé à l’ordre 1 en η de manière à obtenir un problème d’évolution sur
les perturbations.
5.2.1 Problème d’évolution sur un domaine variable
En supposant que le système précédent est vériﬁé sur le domaine variable BtX, on
obtient de manière identique au système (5.1.13,5.1.14,5.1.15,5.1.16)
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dV tX = 0 ∀Kˆt ∈ Kt, ∀t ∈ [ti, tf ] . (5.2.4)
Ce système, pour une transformation de domaine donnée, possède les mêmes propriétés
que le système sans perturbation. Pour qu’il soit bien posé, il faut connaitre l’état initial
du système. Par déﬁnition, on a kt (ti,Xt) = kt (ti,X) en début de perturbation. On
doit aussi connaitre l’évolution des forces de volumes b et des conditions aux limites
imposées sur la frontière dans la variation de domaine. Puisqu’on ne souhaite pas, dans
notre méthode, devoir connaitre autre chose que le problème d’évolution non-perturbé
et la transformation de domaine, on suppose que :
– la frontière extérieure ∂BtX où sont appliquées les conditions aux limites impo-




– Les forces de volumes sont convectées avec la transformation bt (Xt, t) = b (X)
Ce système doit maintenant être transporté sur la conﬁguration de calcul.
5.2.2 Problème d’évolution sur la configuration de calcul





= xˆ (X) ∀X ∈ BX , (5.2.5)
de façon à avoir
∀xˆt ∈ V t d
dt
xˆt = 0 . (5.2.6)
Celà revient à convecter les fonctions tests. Le transport de l’équilibre (5.2.1) sur la
conﬁguration de calcul s’écrit alorsˆ
Bt
X


















∥∥∥F−⊤χ ·N∥∥∥ Jχ dSX ∀xˆ ∈ V
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avec Fχ = ∇Xχϑ le gradient de transformation entre le domaine matériel de départ et
le domaine matériel perturbé.






= Fˆ (X) ∀X ∈ BX , (5.2.8)





















dVX ∀Fˆ ∈ IF , ∀t ∈ [ti, tf ] .
(5.2.9)






= kˆ (X) ∀X ∈ BX , (5.2.10)























dVX ∀kˆ ∈ Ik, ∀t ∈ [ti, tf ] .
(5.2.11)
Dans le cas de l’équation d’évolution des variables internes (5.2.4), on doit en plus de
l’opération précédente transformer la dérivée par rapport au temps à position matérielle
ﬁxe en dérivée par rapport au temps à position de calcul ﬁxe notée ddtY







Yt − η∇XtYt · θ . (5.2.12)






= Kˆ (X) ∀X ∈ BX , (5.2.13)



























dVX ∀Kˆ ∈ K, ∀t ∈ [ti, tf ].
Le système (5.2.7, 5.2.9, 5.2.11, 5.2.14) écrit sur la conﬁguration de calcul est explicite-
ment fonction de la transformation géométrique. On peut alors le linéariser et utiliser
les hypothèses de petites variations géométriques (sous-section 4.1.4).
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5.3 Linéarisation du problème d’évolution contraint
D’après la construction de la perturbation de domaine (4.1.8), on a η ≪ 1. On suppose
également que les perturbations δY = Yt−Y de chaque quantité sont petites de manière
à pouvoir linéariser. A partir de là, on travaille à l’ordre 1 en η et δY, en négligeant les
termes en η2, ηδY et leurs dérivées (spatiales et temporelles).
5.3.1 Linéarisation de l’équilibre














∥∥∥F−⊤χ ·N∥∥∥ Jχ dSX = 0 ∀xˆ ∈ V, ∀t ∈ [ti, tf ] .
(5.3.1)
Les termes de transformation de domaine se linéarisent au premier ordre en η (sous-
section 4.1.4) :
– F−1χ = 1− ητ∇Xθ
– Jχ = 1 + ητdivXθ
–
∥∥∥F−⊤χ ·N∥∥∥ = 1− ητ (∇⊤Xθ ·N) ·N
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puis en utilisant la déﬁnition de la perturbation et l’hypothèse sur l’évolution des forces

























[P : ∇Xxˆ− b · xˆ] divXθ dVX .
De la même manière le second terme s’écritˆ
∂BX
tt · xˆ
∥∥∥F−⊤χ ·N∥∥∥ Jχ dSX =
ˆ
∂BX
t · xˆ dSX+
ˆ
∂BX
δt · xˆ dSX+ ητ
ˆ
∂BX
(t · xˆ) div∂BXθ dSX ,
(5.3.4)




·N. Or, l’équilibre sans perturbation est vériﬁé
ˆ
BX
P : ∇Xxˆ− b · xˆ dVX −
ˆ
∂BX
t · xˆ dSX = 0 ∀xˆ ∈ V, ∀t ∈ [ti, tf ] . (5.3.5)
Par application de (5.3.5) dans (5.3.3,5.3.4), on obtient l’équilibre linéariséˆ
BX
δP : ∇Xxˆ dVX −
ˆ
∂BX





P : (∇Xxˆ · ∇Xθ) dVX −
ˆ
BX





(t · xˆ) div∂BXθ dSX = 0∀xˆ ∈ V, ∀t ∈ [ti, tf ] .
5.3.2 Loi de comportement linéarisée











dVX = 0 ∀Fˆ ∈ IF , ∀t ∈ [ti, tf ] . (5.3.7)
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En supposant une diﬀérentiabilité suﬃsante de l’énergie libre, on a par l’hypothèse de
















(F,k,X) ·δk+ητ∇XP ·θ .
(5.3.8)


















































dVX = 0 ∀Fˆ ∈ IF , (5.3.10)
ce qui nous permet d’obtenir ﬁnalement la première relation de comportement linéarisé
de la même façon
ˆ
BX
















Fˆ : (∇XP · θ) dVX = 0 ∀Fˆ ∈ IF , ∀t ∈ [ti, tf ] .
En reprenant le même raisonnement pour la deuxième équation de comportement rame-
née sur la conﬁguration initiale (5.2.11), on obtient
ˆ
BX
















kˆ : (−∇XK · θ) dVX = 0 ∀kˆ ∈ Ik, ∀t ∈ [ti, tf ] .
63
Chapitre 5 Extension de la construction d’une grandeur caractéristique de la rupture
pour un problème couplé
5.3.3 Equation d’évolution linéarisée




















dVX = 0 ∀Kˆ ∈ K, ∀t ∈ [ti, tf ] .
(5.3.13)
En supposant une diﬀérentiabilité suﬃsante de la fonction H, on a par l’hypothèse de






























































dVX = 0 ∀Kˆ ∈ K, ∀t ∈ [ti, tf ] . (5.3.16)






























Kˆ : (∇XH (K,k,X) · θ) dVX
64
5.3 Linéarisation du problème d’évolution contraint










Jχ dVX = η
ˆ
BX
Kˆ : (∇Xk · θ) dVX. (5.3.18)




















Kˆ : (∇Xk · θ + τ∇XH · θ) dVX = 0 ∀Kˆ ∈ K, ∀t ∈ [ti, tf ] .
5.3.4 Système final
Le problème linéarisé s’écrit ﬁnalement en regroupant les quatres équations linéariséesˆ
BX
δP : ∇Xxˆ dVX −
ˆ
∂BX





P : (∇Xxˆ · ∇Xθ) dVX −
ˆ
BX





(t · xˆ) div∂BXθ dSX = 0 ∀xˆ ∈ V, ∀t ∈ [ti, tf ] .
ˆ
BX
















Fˆ : (∇XP · θ) dVX = 0 ∀Fˆ ∈ IF , ∀t ∈ [ti, tf ] .
ˆ
BX





































Kˆ : (∇Xk · θ + τ∇XH · θ) dVX = 0 ∀Kˆ ∈ K, ∀t ∈ [ti, tf ] .
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5.4 Construction du problème adjoint
Dans cette section, on écrit le problème précédent ∀t ∈ [ti, tf ] sous une forme générique








· δY dVXdt. (5.4.1)
















δY (ti) = 0
∀Yˆ ∈ Y , (5.4.2)






















est bilinéaire en dδYdt et Yˆ, b(δY, Yˆ, t) fonction du temps et bili-




est fonction uniquement de quantités















b(δY, Yˆ, t) =
ˆ
BX
δP : ∇Xxˆ dVX −
ˆ
∂BX






























































(t · xˆ) div∂BXθ dSX − τ
ˆ
BX








Kˆ : (∇Xk · θ + τ∇XH · θ) dVX























dt = 0 ∀Yˆ ∈ Y . (5.4.6)
On intègre alors par parties la première intégrale aﬁn de reporter la dérivation en temps
sur la fonction test en considérant la condition δY (ti) = 0 (nullité de la perturbation






















dt ∀Yˆ ∈ Y . (5.4.7)
On introduit alors le problème adjoint suivant
−a(δ̂Y, dY˜
dt





· δ̂Y dVX,∀δ̂Y ∈ Y (5.4.8)
Y˜tf = 0,
en notant l’inconnue adjointe Y˜. Il faut noter que pour résoudre le problème adjoint, il
est nécessaire d’intégrer le système précédent de manière rétrograde en temps.





















· δ̂Y dVX dt ∀δ̂Y ∈ Y . (5.4.9)
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En intégrant par parties le premier terme, en utilisant la condition en tf sur Y˜, et en



















· δ̂Y dVX dt ∀δ̂Y ∈ Y , et δ̂Y=0.
(5.4.10)
















Autrement dit, la variation inconnue recherchée est une fonction explicite de l’état ad-
joint sans que l’on ait à calculer δY. Pour résumer la démarche, il faut résoudre dans
un premier temps le problème d’évolution non-perturbé sur la quantité générique aﬁn
d’obtenir Y (t). Il faut ensuite résoudre le problème adjoint (5.4.8) pour obtenir Y˜(t).
La connaissance de ces deux quantités permet enﬁn de calculer simplement la variation
recherchée, quelque soit la perturbation imposée.
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Chapitre 6
Comparaison des grandeurs explicites
et couplées pour le problème de flexion
trois points
L’objet de ce chapitre est de proposer un cas ﬁssuré simple et une loi d’évolution régu-
lière de manière à progresser dans la validation du calcul de grandeurs caractéristiques
déﬁnies dans le chapitre 5.
Tout d’abord, on présente donc le cas de calcul et l’approximation choisie (section
6.1). Cette approximation permet de se ramener à un problème d’évolution 1D. Puis,
on pose (section 6.2) et on adjoint le problème 1D d’évolution linéarisé (section 6.3).
Pour ﬁnir, on propose une discrétisation du problème posé et une première étude sur
une grandeur couplée (section 6.4).
6.1 Fissure en flexion trois points : Géométrie, loi de
comportement et approximation
Dans le cadre des ﬁssures fragiles en milieu dissipatif, l’étude de Dormieux [109] a
montré que l’essai de ﬁssuration en ﬂexion trois points pouvait être approché par l’essai
de délamination de poutre mince en ﬂexion simple. On choisit donc de suivre la même
voie lors de notre analyse.
Dans cette section, on met en place la géométrie et les lois de comportement que
l’on va utiliser pour le problème ﬁssuré en ﬂexion trois points. Ensuite, on utilise une
approximation de poutre en ﬂexion pour reproduire le cas de la ﬁssure en ﬂexion simple.
Ceci nous permet de former le problème d’évolution 1D qui va conduire aux calculs des
grandeurs caractéristiques.
69
Chapitre 6 Comparaison des grandeurs explicites et couplées pour le problème de
flexion trois points
6.1.1 Géométrie
Dans ce chapitre, on considère une structure ﬁne entaillée en ﬂexion plane simple sous
l’application d’une force constante F imposée en t = 0 et maintenue par la suite (ﬁgure
6.1.1).
Figure 6.1.1: Structure 3D ﬁne (H → 0) entaillée en ﬂexion trois points soumise à une
force F selon l’axe Y imposée en t = 0 et maintenue par la suite. La
structure est de longueur L, d’épaisseur H et de hauteur h. Le repère est
centré en A.
Considérons alors les conditions aux limites appliquées à cette structure. Pour cela,
on note :
– le déplacement u (x, y, t) selon l’axe X,
– le déplacement v (x, y, t) selon l’axe Y .
Les conditions aux limites en déplacement sont alors ∀t ∈ [0, T ]
u (−L/2, 0, t) = 0, v (−L/2, 0, t) = 0, v (L/2, 0, t) = 0. (6.1.1)
et on impose une force selon l’axe Y au point B de coordonnée (0, h, t).
6.1.2 Lois de comportement
On se limite à une loi de Maxwell linéaire pour éviter l’irrégularité du pseudo-potentiel
de dissipation dans le cas élastoplastique et pour pouvoir comparer les résultats à l’étude
de Luc Dormieux [109] et valide l’approche par état adjoint dans un cadre dissipatif.
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6.1.3 Approximation : Délamination de poutre en flexion
La complexité mathématique du calcul de grandeur caractéristique pour des struc-
tures ﬁssurées en viscoplasticité nous conduit à rechercher une forme simpliﬁée de ces
grandeurs en simpliﬁant à la fois la géométrie et le comportement du cas de ﬂexion 3
points. Dormieux [109] a utilisé l’approximation de la poutre d’Euler-Bernoulli pour ré-
soudre ce problème. On choisit donc d’approcher le problème de ﬂexion trois points par
le délaminage de deux poutres visco-élastiques identiques se divisant en deux moitiés
symétriques. Chaque moitié est modélisée comme une poutre droite de section rectangu-
laire soumise, à son extrémité, à un déplacement perpendiculaire à son axe. Ce problème
est symétrique et on peut donc considérer une seule poutre, la poutre supérieure.
Elle occupe alors le volume [0, L]× [−h, h] où h représente la demi-épaisseur de la poutre
petite devant les autres dimensions et L sa longueur (ﬁgure 6.1.2).
Figure 6.1.2: Délaminage de deux poutres visco-élastiques soumises à une force F appli-
quée en t = 0 et maintenu par la suite. Les deux poutres sont délaminées
sur une longueur l(t) et ont une longueur L.
La poutre considérée est encore collée à partir du point d’abscisse x = −l(t) dans le
domaine x ≤ −l(t). L’abscisse x = −l(t) est alors considérée comme un encastrement.
En posant v (x, t) le déplacement selon l’axe y, les conditions aux limites peuvent s’écrire
v (−l(t), t) = 0; ∂v (−l(t), t)
∂x
= 0. (6.1.2)
Le champ de contrainte à l’intérieur de la poutre est ensuite supposé uniaxial
σ = σxx (x, y, t) ex ⊗ ex. (6.1.3)
Le champ des déformations ε (de type Navier-Bernoulli) et des déformations inélastiques
εin ont des composantes axiales respectivement de la forme
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ε = −yχ (x, t) ex ⊗ ex (6.1.4)




εv = −yχv (x, t) ex ⊗ ex. (6.1.5)




σxx (x, y, t) dy (6.1.6)




−yσxx (x, y, t) dy (6.1.7)
ce qui compte tenu de (6.1.4, 6.1.5) s’écrit sous la forme
N(x, t) = 0 (6.1.8)
M(x, t) = EI (χ− χv) (6.1.9)
avec E le module d’Young et I = 2
3
h3.
6.1.4 Lois d’évolution pour la poutre
L’intérêt de l’écriture de la relation courbure - moment est de poser les lois d’évolution
sur ces grandeurs simples. Dans le cadre proposé, on peut écrire la loi d’évolution sous















6.2 Problème d’évolution linéarisé
6.1.5 Problème d’évolution pour la poutre
Pour le système de poutre viscoélastique en ﬂexion, les champs et leurs dérivées sa-
tisfont le système suivant au sens faible :






dx− F vˆ(0) = 0, ∀vˆ ∈ V, ∀t ∈ [0, T ]. (6.1.12)
avec, M le moment ﬂéchissant, v le déplacement selon l’axe y (ﬁgure 6.1.2),
V =
{





ments verticaux cinématiquement admissible et [0, T ] l’intervalle du temps sur-
lequel le problème est déﬁni.
2. La loi de comportement (6.1.9) au sens faible se met sous la forme
0ˆ
−l









dx, ∀χˆ ∈ Iχ ∀t ∈ [0, T ]. (6.1.13)
0ˆ
−l









dx, ∀χˆv ∈ Iχ ∀t ∈ [0, T ]. (6.1.14)
avec χ la courbure totale, χv la courbure visqueuse, E le module d’Young, I = 23h
3
et K la force thermodynamique associée à χv. L’esapce des fonctions tests Iχ est
typiquement de la forme L2 (−l, 0).










KˆK dx, ∀Kˆ ∈ Iχ ∀t ∈ [0, T ]. (6.1.15)
6.2 Problème d’évolution linéarisé
6.2.1 Sytème perturbé linéarisé
En suivant la méthode du chapitre 5, on déﬁnit ensuite une perturbation sous la forme
d’une transformation de domaine sur l’intervalle de temps [ti, tf ], par (4.1.8)
∀X ∈ BX, ∀t ∈ [ti, tf ] χϑ(X, t) = X+ η (t− ti)θ (X) , (6.2.1)
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avec η ≪ 1 un facteur d’échelle adimensionné et θ un champ de vitesse de perturbation
de domaine. On suppose que le système déﬁni par les équations (6.1.12, 6.1.13, 6.1.14,
6.1.15) est vériﬁé sur le domaine perturbé. Ensuite, on ramène le système perturbé sur
la conﬁguration de calcul puis on le développe à l’ordre 1 en η de manière à obtenir
un problème d’évolution sur les perturbations. La linéarisation de l’équilibre (6.1.12) en
suivant la méthode que l’on vient de décrire est obtenue, en choisissant,
– de prendre à t la fonction test vˆt telle que vˆt (xt, t) = vˆ (x) ∀x ∈ [−l, 0],
– la transformation de domaine telle que la frontière extérieure où sont appliquées les
conditions aux limites imposées en chargement ne varie pas.
On développe également le terme ∂
2vt
∂xt,2













Par application du développement limité à l’ordre 1 en η de F−1χ , on obtient F
−1
χ =


























− η(t− ti)θ′ ∂v
∂x
]}


























































dx, ∀vˆ ∈ V ∀t ∈ [ti, tf ]. (6.2.7)
Ensuite, on peut obtenir la linéarisation de la première équation de comportement
(6.1.13) en choisissant de prendre à t la fonction test sur le domaine perturbé χˆt telle
























dx, ∀χˆ ∈ Iχ,∀t ∈ [ti, tf ].
(6.2.8)
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Ensuite, on linéarise la seconde loi de comportement (6.1.14) en choisissant de prendre à
t la fonction test sur le domaine perturbé χˆtv telle que Jχχˆ
t
v (x
























dx, ∀χˆv ∈ Iχ,∀t ∈ [ti, t
(6.2.9)
Pour ﬁnir, on linéarise la loi d’évolution (6.1.15) en choisissant de prendre à t la fonction


















dx, ∀Kˆ ∈ Iχ,∀t ∈ [ti, tf ]. (6.2.10)
6.2.2 Report du système sous la forme a, b, c
















δY (ti) = 0
∀Yˆ ∈ Y , (6.2.11)
où les variables duales Y et perturbées δY, sont déﬁnies par (en suivant l’ordre des
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6.3 Grandeur caractéristique & problème adjoint











dx− Fv (0, t) (6.3.1)

















g(t)Fv (0, t) dt (6.3.2)
avec g une fonction permettant de varier la zone d’intérêt de la grandeur caractéristique
recherchée. Cette grandeur s’écrit comme la variation de WA, δWA = δWA,im + δWA,ex
sous la forme de la somme d’un terme implicite et d’un terme explicite. Par (6.3.2) en
développant à l’ordre 1 en η, et en suivant la méthode détaillée au chapitre 5, on obtient
le terme implicite sous la forme suivante en supposant que :
1. les variables internes varient dans le temps,
2. le chargement est ﬁxé,
3. le chargement est non nul uniquement sur la partie de domaine où θ est nul.
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· δ̂Y dVX,∀δ̂Y ∈ Y (6.3.7)
Y˜tf = 0,
en notant :















Chapitre 6 Comparaison des grandeurs explicites et couplées pour le problème de
flexion trois points






















































dx− g(t)F δ̂v (0) ∀
(
δ̂M, δ̂v, δ̂χv, δ̂K
)
∈ (Iχ)3 × V






. Ce problème adjoint peut se mettre
sous la forme de quatre équations en annulant succesivement toutes les fonctions tests





















































dx = 0, ∀δ̂K ∈ Iχ ∀t ∈ [ti, tf ]. (6.3.12)
Après résolution du problème adjoint, en posant Yˆ = Y˜, pour la variation δY recherchée
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6.4 Discrétisation et premiers résultats de calcul d’une
grandeur caractéristique
6.4.1 Discrétisation
On explicite la discrétisation du problème direct, le problème adjoint se discrétisant
de la même façon. Pour commencer, on introduit (6.1.14) dans (6.1.15) pour l’équation
d’évolution. On réalise ensuite une discrétisation implicite de cette équation en N pas








































dx+ T vˆ(0) = 0. (6.4.3)
Cette équation est résolue en utilisant des éléments ﬁnis 1D d’Hermite de degré 3 de
manière à avoir une continuité de v(x) et de sa dérivée entre chaque élément. On note
également que la simulation est systématiquement réalisée avec 3 éléments de taille
identique et que θ est pris sous la forme
θ(x) =


















)5 − 3645 (x
l
)4 − 3510 (x
l
)3 − 1620 (x
l





Cette fonction est continue ainsi que ses dérivées première et seconde.
6.4.2 Premiers résultats sur le calcul de grandeur caractéristique
Cas de calcul à force constante et évolution de la courbure visqueuse bloquée
Pour commencer, on sollicite la poutre en ﬂexion avec une force F appliquée à t = 0
(ﬁgure 6.1.2). De plus, on bloque l’évolution de la courbure visqueuse. Le problème est

















Chapitre 6 Comparaison des grandeurs explicites et couplées pour le problème de
flexion trois points










dx− Fv (0) (6.4.6)















On remarque alors que ce résultat est identique à celui obtenu par Dormieux [109].
On vériﬁe alors que notre code nous donne bien le même résultat pour v(0) en testant
plusieurs valeurs de l, F et EI. On vériﬁe également qu’on obtient le même résultat avec





pour plusieurs valeurs de l, F et EI. On obtient alors pour Gfigeep,num et v(0) une erreur de
l’ordre de la précision machine entre le calcul par éléments ﬁnis et le calcul analytique.
Tendances sur la variation d’énergie potentielle et comparaison au cas bloqué
Pour pouvoir réaliser une première évaluation de la méthode proposée, et puisque le






grâce à l’équation (6.3.2) et avec g(t) pris sous la forme d’un dirac en tf . En pratique g
n’est non nul qu’au dernier pas de temps dans la discrétisation. De plus, on pose ti = 0.




Pour cela, on garde la discrétisation en temps de l’équation d’évolution mais on résout
formellement le problème d’équilibre à chaque pas de temps. Ensuite, on calcule Gdiracp,for
par diﬀérences ﬁnies en développant le résultat en η = 0 au premier ordre. Cette seconde
méthode nous permet d’obtenir un résultat intéressant sur Gdiracp,for. En eﬀet, en calculant













Ensuite, pour l’ensemble discret de valeurs tests l ∈ [1; 2], F ∈ [1; 101; 102], κ ∈
[1; 101; 102; 103; 104], EI ∈ [1; 2; 10] et tf ∈ [10−3; 10−2; 10−1; 1; 101; 102], on vériﬁe que
l’on trouve Gdiracp,for ≃ Gdiracp,num à la précision machine près. On conclue alors sur le bon
fonctionnement du problème adjoint dans le calcul de Gdiracp,num.
Pour ﬁnir, on remarque deux propriétés intéressantes de la grandeur trouvée :
1. Si on prend
Gdiracp,for
tf









Ces deux propriétés semblent logiques. En eﬀet, la première revient à ne pas laisser
le temps à la viscosité d’avoir un eﬀet sur la déformée de la poutre durant l’intervalle
de calcul de la perturbation, c’est à dire on perturbe beaucoup plus vite que le temps
caractéristique de déformation viscoélastique. Dans le second cas, on tend vers une loi
d’écoulement qui s’écrit sous la forme dχv
dt
≃ 0 → χv (t) = χv (0) ∀t ∈ [0, tf ]. Or, dans
notre cas χv (0) = 0. Il semble donc normal d’obtenir le même résultat.
6.5 Conclusion
Dans ce chapitre, nous avons mis en place le calcul de grandeur caractéristique par
problème adjoint dans un cas suﬃsament simple et régulier pour ne pas être géné par
les erreurs numériques. De plus, nous avons pu comparer notre calcul par éléments ﬁnis
et problème adjoint à des résultats semi-analytiques obtenus par diﬀérences ﬁnies. Nous
avons systématiquement observé une correspondance entre le résultat semi-analytique et
numérique. Ceci valide l’utilisation de la méthode proposée dans un cas régulier. De plus,
nous avons pu montrer que la grandeur obtenue se réduit bien au taux de restitution
d’énergie standard quand on se replace dans un cadre où l’évolution des variables internes
peut être supposé comme ﬁgée. La grandeur et la méthode proposée semblent donc être




Calcul numérique du taux de
restitution d’énergie
Dans cette section, on détaille une méthode de calcul numérique du taux de restitution
pour une ﬁssure 3D représentée par une surface de discontinuité au sein d’un milieu
continu. Cette méthode est la méthode standard utilisée dans le logiciel Z-cracks à
l’ONERA [5] avec lequel les calculs de ﬁssuration de ce manuscrit ont été faits. Elle a
été écrite par Vincent Chiaruttini [27] et l’auteur a collaboré à sa validation [28]. Ce
chapitre se limite donc à rapporter les principaux choix faits dans cette méthode.
Pour cela, on établit tout d’abord une formulation variationnelle permettant de déﬁnir
le taux de restitution d’énergie pour un front représenté par une courbe dans le cadre
de la méthode θ (section 7.1). Ensuite, on détaille une restriction de cette formulation
continue (section 7.2) et on propose une représentation numérique des diﬀérents objets
mathématiques dont on a besoin pour discrétiser cette formulation (section 7.3). Ces
objets sont : le front de ﬁssure, la base locale de travail et le champ de vecteurs θ. Enﬁn,
on détaille l’algorithme utilisé pour le calcul du taux de restitution d’énergie (section
7.4).
7.1 Représentation variationnelle du taux de restitution
d’énergie
On utilise la méthode θ pour une ﬁssure représentée par une surface SX dont le front
est représenté par une courbe ΓX. Dans ce cadre, on suppose qu’on est dans le cas








−Σ : ∇Xθ +K : (∇Xk · θ)− ∂ψ
∂X |F,k,T
· θ dVX. (7.1.1)
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En caractérisant le champ de vecteurs θ par sa trace le long du front, on peut alors








G(s) · θ (s) ds. (7.1.2)
avec s ∈ [0, smax] un paramétrage continu du front et G(s) un taux de restitution





G(s) · θ (s) ds =
ˆ
BX
−Σ : ∇Xθ +K : (∇Xk · θ)− ∂ψ
∂X |F,k,T
· θ dVX. (7.1.3)
avec Uθ l’espace de recherche de θ qui n’a pas été encore déﬁni, et G(s) la représentation
inconnue à déterminer.
7.2 Mise en oeuvre de la formulation continue
Dans cette section, les espaces de recherche de la solution associée à la formulation
variationnelle (7.1.3) sont simpliﬁés.
7.2.1 Géométrie de la structure fissurée
Considérons un volume BX contenant la surface ﬁssurée représentée par SX. On sup-
pose alors que la surface ﬁssurée est suﬃsamment régulière pour y déﬁnir une normale
NSΓ (M) en chaque point M ∈ SX. A cette surface ﬁssurée, on peut associer le front de
ﬁssure ΓX. Pour un problème contenant une seule ﬁssure, comme c’est le cas ici, le front
ΓX peut être déﬁni comme une courbe régulière paramétrisée
ΓX =
{
M = Γ (s) , s ∈ [0, smax] , Γ : [0, smax]→ R3
}
(7.2.1)
avec s un paramètrage continu du front ﬁssure. En tout point du front de ﬁssure Γ (s),
une base orthonormale locale est déﬁnie comme suit :





, est la tangente locale normalisée au front de ﬁssure,
– BΓ (s) = NSΓ (Γ (s)), est une normale à la surface ﬁssurée SX,
– NΓ (s) = BΓ (s)×TΓ (s), la normale au front dans le plan de ﬁssure dont l’orienta-
tion est dirigée vers l’intérieur de la structure.
84
7.2 Mise en oeuvre de la formulation continue
Figure 7.2.1: Base orthonormale locale
7.2.2 Champ d’extension du front de fissure en mode I
On se borne dans ce qui suit à étudier des perturbations en mode I (localement dans
le plan de ﬁssure). Dans un voisinage du front ﬁssure, tout point M peut localement
être décomposé en
M = Γ (s) + αNΓ (s) + βBΓ (s) (7.2.2)
avec Γ (s) la projectionM sur le front de ﬁssure, à savoir le plus proche voisin deM sur
ΓX.
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Figure 7.2.2: Représentation d’un point M dans la base locale.
On déﬁnit alors en chaque point du front une direction d’extension en mode I (lo-
calement dans le plan de ﬁssure) ν (s), qui se veut proche de NΓ (s) dans le plan
(TΓ (s) ,NΓ (s)). En pratique ν (s) peut être choisie comme égale àNΓ (s) sur l’ensemble
du front excepté au niveau des bords libres. Dans une zone spéciﬁée par l’utilisateur, une
correction est alors appliquée pour assurer l’orthogonalité de ν (s) avec la normale à la
surface libre. En pratique, sur la zone spéciﬁée, ν (s) passe linéairement de la condition
ν (s) = NΓ (s) à la condition d’orthogonalité au niveau du bord libre. L’extension θ est
alors déﬁnie par
θ (M) = f (r) θ˜ (s)ν (s) (7.2.3)
avec r =
√
α2 + β2 la distance de M au front de ﬁssure et 0 ≤ ri ≤ re ≤ r0,
f (r) =

0 si r > re,
1 si r < ri,






Figure 7.2.3: Représentation de la fonction f
7.2.3 Formulation restreinte continue
Par application des restrictions précédemment déﬁnies à (7.1.3) et en notant G(s)ν (s)
la restriction de G(s) porté par ν (s), on recherche donc le taux de restitution d’énergie




G(s)θ˜ (s) ds =
ˆ
BX
−Σ : ∇Xθ +K : (∇Xk · θ)− ∂ψ
∂X |F,k,T
· θ dVX. (7.2.5)
avec Uθ˜ =
{




Pour discrétiser la formulation variationnelle nous avons besoin de plusieurs outils
numériques. Dans le cadre de la méthode rapportée, ces outils sont :
– une spline de Catmull-Rom [38] pour la discrétisation du front ΓX ,
– une base locale régulière en chaque point du front,
– une interpolation des quantités le long du front permettant de déﬁnir une approxi-
mation de Uθ˜,
– une paramétrisation des points du volume par rapport au front.
7.3.1 Représentation du front de fissure
Considérons tout d’abord le front de ﬁssure décrit par la courbe ΓX régulière. Ce front
est représenté initialement par un ensemble de segments puisque il résulte de l’intersec-
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tion d’un maillage surfacique conforme (la surface ﬁssurée) par un maillage volumique
conforme (le domaine non-ﬁssuré). Ces segments sont ordonnés et liés de manière à
constituer une suite continue. De plus, les algorithmes présents dans Z-cracks imposent
à ces segments d’avoir une longueur aussi proche que possible des autres segments du
front. De manière à réduire le bruit numérique, on choisit alors de ne considérer que N
points parmis les N total points du front. On prend par exemple un point sur 8. Ces N
points ordonnés notés Pk, k ∈ {1, .., N} sont considérés comme les points de contrôle
d’une spline de Catmull-Rom [38] de classe C2 et de degré 3 par morceaux




1 u u2 u3
] 
0 1 0 0
−τ 0 τ 0
2τ τ − 3 3− 2τ −τ









– k = min (IP (s), N − 2) la partie entière (IP ) de s majorée par N − 2,
– u = s− k ∈ [0, 1] la position locale dans la section k,
– τ = 1
2
un paramètre de tension.
La formulation d’une spline tel qu’écrit dans (7.3.2) permet de paramétrer un point situé
entrePk+1 etPk+2 à partir de quatre points. Il est donc nécessaire de rajouter deux points
de contrôle supplémentaires pour pouvoir décrire complètement le front : les points P0 et
PN+1. Dans le cas où le front est fermé P1 = PN i et on obtient P0 = PN i−1, PN i+1 = P2.
Dans le cas où il est ouvert, il est nécessaire de déterminer explicitement des nouveaux
points de contrôle par extrapolation en utilisant les formules suivantes :
– si N > 2, on obtient P0 = 3P1 − 3P2 +P3 et PN i+1 = 3PN i − 3PN i−1 +PN i−2,
– si N = 2, on obtient P0 = 32P1 − 12P2 et PN i+1 = 32PN i − 12PN i−1.
Ce choix permet d’assurer une courbure symétrique autour des points P1 et PN . Dans
la suite, la représentation discrète du front ΓˆX sera donc paramétrisée comme l’ensemble
de points P qui appartiennent à la spline construite sur les points de contrôle P (s) , s ∈
[0, smax].
7.3.2 Base locale
Le long de la spline, une base de coordonnées locales est déﬁnie de manière à para-
métrer le champ de vecteurs d’extension du front. On peut donc introduire de manière
similaire à ce que l’on a fait pour la géométrie de la structure ﬁssurée (section 7.2.1)








– Bf (s) = Tf (s)×Nf (s).
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Malheureusement, cette base est inadaptée car Nf (s) n’est pas nécessairement tan-
gent à la surface de la ﬁssure. En chaque point de contrôle Pk, on calcule alors une
normale discrète Bˆk à la surface (ﬁgure 7.3.1) en sélectionnant l’élément de surface
discret qui contient les deux points les plus proches dans la représentation discrète,
Pik, k ∈ {1, .., Ni}, et Bˆk est déﬁnie comme la normale à la face de cet élément. Ensuite,
on vériﬁe la direction Bˆk de manière à ce que le vecteur Bˆk × Tf (s) soit bien dirigé
vers l’extérieur de la surface ﬁssurée. Cette normale discrète est alors adaptée à notre
problème. Pour obtenir une normale continue, une normale intermédiaire à la surface
Bˆ (s) est interpolée linéairement
∀s ∈ [0, smax] Bˆ (s) = (1− u) Bˆk + uBˆk+1, (7.3.3)





∥∥∥ dP (s)ds , (7.3.4)









∥∥∥Bˆ (s)− (Bˆ (s) ·T (s))T (s)∥∥∥ . (7.3.6)
Figure 7.3.1: Approximation du front et base locale. (en vert) Le front résultant de N
points de contrôle.(en rouge) La spline résultant de 4 points de contrôle.
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7.3.3 Interpolation le long du front
Que ce soit pour la fonction d’extension ou pour le taux de restitution d’énergie, on
a besoin d’une représentation le long du front qui repose sur les outils que l’on vient de
construire. Autrement dit, on a besoin de construire un espace approché Uh de l’espace
continu Uθ˜ utilisé a priori pour construire la perturbation θ et le G distribué . On choisit
ici de prendre pour Uh des éléments ﬁnis linéiques d’ordre 1, on propose d’introduire N
valeurs nodales Gk du taux de restitution d’énergie aux points de contrôle comme cela
est montré à la ﬁgure 7.3.2 avec une interpolation linéaire
Gˆ(s) = (1− ω)Gk + ωGk+1, (7.3.7)
et k = {1, .., min (IP (s), N − 2)}, ω = s− k ∈ [0, 1].
Figure 7.3.2: Représentation de Gˆ(s) le long d’un front (en rouge) à 7 points de
contrôle. Exemple d’interpolation entre le noeud de contrôle 2 et 3. Tri-
angles gris représentant l’interpolation utilisée.
De la même manière, on se propose de déﬁnir un champ d’extension discret par (7.2.3)
avec
ˆ˜θ (s) = (1− ω) θk + ωθk+1. (7.3.8)
et on pose ν (s) = N(s) pour respecter l’extension en mode I sur le problème discrétisé.
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7.3.4 Position d’un point près du front de fissure en utilisant la
base locale




≤ r0), peut s’écrire
en coordonnées locales (section 7.2.2)
OM = OMp +MpM = OM (α, β, s) = P (s) + αN (s) + βB (s) , (7.3.9)
avec :
– s la coordonnée du point de contrôle le plus proche de M sur le front Mp = P (s),
– α =MpM ·N (s),
– β =MpM ·B (s).
La matrice jacobienne de la position M par rapport aux coordonnées locales s’écrit
J =
 ∂αOM · ex ∂βOM · ex ∂sOM · ex∂αOM · ey ∂βOM · ey ∂sOM · ey
∂αOM · ez ∂βOM · ez ∂sOM · ez
 (7.3.10)
avec
∂αOM = N (s) , (7.3.11)
∂βOM = B (s) , (7.3.12)
∂sOM = P′ (s) + αN′ (s) + βB′ (s) . (7.3.13)
7.3.5 Gradient de la fonction d’extension
En utilisant la transformation donnée par (7.3.9) et la matrice jacobienne (7.3.10), on
peut ﬁnalement obtenir le gradient de la fonction d’extension sous la forme
∇Xθ (M) = J−1 (α, β, s)
α
r
f ′ (r) g(s)N (s) · ex βr f ′ (r) g(s)N (s) · ex {f (r) g′(s)N (s) + f (r) g(s)N′ (s)} · ex
α
r
f ′ (r) g(s)N (s) · ey βr f ′ (r) g(s)N (s) · ey {f (r) g′(s)N (s) + f (r) g(s)N′ (s)} · ey
α
r




f ′ (r) =

0 si r > re,
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7.4 Description de la méthode de résolution
Dans cette section, on présente la méthode qui permet de résoudre le problème (7.2.5)
discrétisé par éléments ﬁnis : trouver les (Gj)j∈{1,..,min(IP (s),N i−2)} qui vériﬁent
∀θk, k ∈ {1, ..,min (IP (s), N − 2)} , (7.4.1)ˆ
ΓX
Gˆ(s)ˆ˜θ (s) ds =
ˆ
BX
−Σ : ∇Xθ +K : (∇Xk · θ)− ∂ψ
∂X |F,k,T
· θ dVX.
Tout d’abord, un front discrétisé est construit en utilisant un spline de Catmull-Rom. On
en déduit une base locale régulière en chaque point du front. Ensuite, un champ vectoriel
d’extension de ﬁssure est déﬁni. Finalement, le volume d’intégration est discrétisé de
manière à pouvoir intégrer numériquement l’intégrale volumique dans la formulation
variationnelle.
Algorithme 7.1 Procédure complète telle que codé dans Z-cracks
***INPUTS
– {Pk} les points du front de ﬁssure
– N le nombre de points de contrôle demandé par l’utilisateur
– {elementsp} les éléments contenant les quantités aux points de Gauss et la règle
d’intégration
– {lip− facesi} les faces de la ﬁssure
***OUTPUT
– {Gk} les valeurs du taux de restitution d’énergie aux points de contrôle
***ALGORITHM
1. build− front ({Pk} , {lip− faces} , N)→ crack− front
2. build− volume ({elementsp})→ crack− volume
3. crack− front.integrate− curve ()→ MG
4. crack− volume.integrate− volume− G (crack− front, {elementsp})→ VG
5. M−1G VG → {Gk}
Une organisation du code orienté objet est également décrite dans le diagramme UML
(ﬁgure 7.4.1).
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Figure 7.4.1: Diagramme UML tel qu’implementé dans Z-cracks
7.4.1 Méthode d’intégration dans le volume
Le calcul éléments ﬁnis nous permet d’obtenir l’ensemble des quantités nécessaires
aux points de Gauss des éléments dans le volume ﬁssuré. Une méthode robuste d’in-
tégration consiste alors à utiliser ces données et la règle d’intégration utilisée dans le
calcul éléments-ﬁnis pour faire une intégration de Gauss sur chaque élément du volume
d’intégration. On doit donc évaluer θ et ∇Xθ aux points de Gauss en plus des autres
quantités déjà présentes dans le post-processeur. Une fois cette étape ﬁnie, l’intégration
complète suit les étapes suivantes reprises dans l’algorithme 7.2 :
1. Une liste des éléments contenus dans le support de θ est construite.
2. Cette liste est découpée en plusieurs sous-listes de même taille pour pouvoir réaliser
un calcul en parallèle.
3. Pour chaque sous-liste, on réalise l’intégration de Gauss. Pour cela, on cherche tout
d’abord le point du front le plus proche du point de Gauss courant. Ensuite, on
calcule θ et ∇Xθ. Enﬁn, on détermine le terme volumique pour chaque point de
Gauss.
4. On intègre le long du front.
5. On obtient un taux de restitution d’énergie curviligne en résolvant le système
linéaire résultant de la formulation variationnelle discrétisée (7.4.1) .
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Algorithme 7.2 Algorithme d’intégration en volume tel que codé dans Z-cracks
***INPUTS
– crack− front l’objet décrivant le front
– {elementsp} les éléments contenant les quantités aux points de gauss et la règle d’in-
tégration
***OUTPUT
– VG le second membre du taux de restitution d’énergie dans la formulation variation-
nelle
***ALGORITHM
a) function build− volume ({elementsp})
b) {} → crack− volume
c) for i ∈ {1, Nelem} do
d) create− box (elementsi, re + rΓ)→ box
e) if bb− tree− nodes.find− in− box (box) then
f) crack− volume.add (elementsi)
g) end if
h) end for
i) function integrate− volume− G ({elementsp})
j) for i ∈ {1, crack− volume.size ()} do
k) crack− volume [i]→ elem
l) for j ∈ {1, elem.GP [j]} → tj then
m) crack− front.projection (elem.GP [j])→ tj
n) compute− theta (tj)→ theta
o) compute− gradtheta (tj)→ gradtheta
p) integrate− G
(





Dans le détail l’algorithme 7.2 réalise les opérations suivantes :
– étapes (a) à (h) , function build− volume ({elementsp}). Cette fonction cherche
dans le volume ﬁssuré, les éléments qui ont une intersection avec le domaine d’ex-
tension limité par r0.
– étapes (i) à (r), function integrate− volume− G ({elementsp}). Cete fonction
réalise l’intégration volumique en faisant une boucle sur les éléments obtenus pré-
cedemment puis sur les points de gauss de chaque élément.
– étape (k), sélection d’un élément, le i-ème dans le volume d’extension.
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– étape (m), la projection du j-ième point de Gauss du i-ème élément permet d’obtenir
une coordonnée s à partir de laquelle on calcule la valeur du champ d’extension
(étape (n)) et de son gradient (étape (o)).
– étape (p), intégration de la contribution du point de gauss sélectionné dans la ma-




Cas de calculs explicites de la grandeur
caractéristique
Dans les chapitres 4 et 5, nous avons mis en place la construction de grandeurs ca-
ractéristiques de la rupture pour un problème dépendant du temps en distinguant deux
cas de calcul. Dans le premier (chapitre 4), on réalise des hypothèses sur l’évolution
des processus dissipatifs de manière à ce que les variations des variables internes soient
explicites. Dans le second (chapitre 5), on prend complètement en compte cette évolu-
tion. Dans ce chapitre, on étudie deux cas particuliers dans l’utilisation des grandeurs
caractéristiques explicites précédemment construites :
– le cas précontraint où les variables internes ne sont pas singulières (section 8.1).
Cette hypothèse se traduit, dans notre cas, par un découplage de l’évolution de ces
variables et du problème posé.
– le cas précontraint où les variables internes sont singulières (section 8.2). Cette
hypothèse se traduit, dans notre cas, par un couplage de l’évolution de ces variables
et du problème posé.
Pour ce faire, on choisit de calculer ces quantités sur des cas connus aﬁn de comparer
nos résultats à la littérature existante et de comprendre les problématiques numériques
présentes dans les deux cas. Ceci nécessite l’abandon provisoire des lois en grandes
déformations pour revenir vers des situations de pré-contrainte et de plasticité en petites
déformations. On note ﬁnalement que tous les problèmes étudiés dans la suite sont en
2D.
8.1 Cas explicites non-singuliers
Dans cette section, on examine plusieurs utilisations possibles du taux de restitution
d’énergie pour des problèmes où les variables internes ne sont pas singulières. Dans ce
cas, le problème d’équilibre à résoudre est purement élastique et les variables internes
sont prescrites durant l’analyse à la rupture. La grandeur utilisée pour caractériser la
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rupture (4.2.30) est alors strictement équivalente au taux de restitution d’énergie en
mécanique de la rupture élastique fragile. En présence de variables internes prescrites et
non-singulières, le calcul du taux de restitution d’énergie a déjà fait l’objet de plusieurs
applications telles que :
– La ﬁssuration des matériaux présentant un champ de précontrainte [163],
– La ﬁssuration des matériaux à gradient de comportement [8, 163, 42].
Dans ces deux cas, l’hypothèse d’invariance matérielle des variables internes Dϑkt = 0
est trivialement vériﬁée.
8.1.1 Cas de calcul validant la formulation (4.2.30)
Dans cette section, on utilise deux cas classiques, reconnus pour vériﬁer les hypothèses
proposées, pour mettre en place une méthodologie de calcul :
– un cas de ﬁssuration mode I élastique à gradient de comportement,
– un cas de ﬁssuration mode I élastique avec présence d’un champ de dilatation ther-
mique stationnaire.
Pour pouvoir valider notre méthode, on compare les résultats obtenus par la méthode
G− θ à :
1. une référence bibliographique [45, 46] qui nous donne aussi les détails de la construc-
tion du cas test,
2. un résultat par diﬀérences ﬁnies obtenu à partir de deux calculs complets sur deux
positions de ﬁssure distinctes avec l’aide du logiciel Zébulon [5].
De plus, comme nous avons déjà identiﬁé le calcul du termeˆ
BX
K : (∇Xk · θ) dVX, (8.1.1)
comme une diﬃculté numérique, on se place dans le cas le plus simple, où k est connu
aux nœuds. La méthode numérique proposée pour le calcul de l’extension θ, limité ici à
une extension scalaire en mode I, et du taux de restitution d’énergie G est celle détaillée
au chapitre 7. Le champ θ s’écrit donc sous la forme
θ (r) = f(r)ν, (8.1.2)
où :
– ν est le vecteur unitaire tangent à la ﬁssure au niveau de la pointe de ﬁssure. Dans
la suite, il désigne une perturbation de Mode I.
– r est la distance à la pointe de ﬁssure,
– f(r) =

0 si r > re,
1 si r < ri,
[2 (r − re) + 3 (r − ri)] (r−re)
2
(re−ri)3 sinon,
une fonction régularisante de rayon
intérieur ri et de rayon extérieur re.
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Géométrie
Le cas de calcul 2D choisi est tiré de [45, 46] et sa géométrie est décrite à la ﬁgure
8.1.1.
Figure 8.1.1: Éprouvette semi-inﬁnie de largeur W , présentant une ﬁssure de longueur
a. Cette éprouvette est soumise à une contrainte uniforme σt parallèle
à l’axe y, à un champ de température T (x) et à une variation de ses
propriétés matériau (E (x) , α(x), k(x)).
Cette éprouvette nous permet d’étudier la propagation d’une ﬁssure de longueur a
dans une éprouvette semi-inﬁnie de largeur W en déformation plane et en mode I.
Loi de comportement
On se place dans le cadre d’un problème quasi-statique en petits déplacements sous
chargement thermique (section 3.4). Le comportement de l’éprouvette testée est thermo-
élastique à propriétés non uniformes. Le modèle thermomécanique le plus simple, sur
lequel on se concentre, est celui de la thermoélasticité découplée. Dans cette approche,
le champ de température à tout instant résulte de causes externes (non mécaniques)
et n’est pas aﬀecté par l’état mécanique du matériau. La relation de comportement
thermoélastique linéaire s’écrit alors
σ = C : (ε− αT1) , (8.1.3)
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avec :
– σ la contrainte,





la déformation linéarisée par (3.4.3),
– T la température du matériau,
– α le coeﬃcient de dilatation thermique isotrope,
– C le tenseur d’élasticité,
– 1 le tenseur identité d’ordre 2.




λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 2µ 0 0
0 0 0 0 2µ 0




– λ = νE
(1+ν)(1−2ν) ,
– µ = E
2(1+ν)
.
Notre matériau est également à gradient de propriétés [45] :












– le coeﬃcient de Poisson ν constant.
Dans ce cas [46], la distribution de température est déﬁnie par l’équation de diﬀusion
















On distingue deux cas de chargement qui vont nous permettre de comprendre les
diﬃcultés associées au terme en gradient (8.1.1) :
– une contrainte de traction uniforme imposée à l’inﬁni sur les deux extrémités de
l’éprouvette sans variation de température (ﬁgure 8.1.1),
– une température imposée T1 en x = 0 et T2 en x = W sur l’ensemble de l’éprouvette
sans contrainte imposée (ﬁgure 8.1.1).
Expressions du taux de restitution d’énergie
Sous l’hypothèse de stationnarité dans BtX, vériﬁée par construction du problème, le
taux de restitution d’énergie s’écrit par linéarisation de (4.2.30) sous l’hypothèse des
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−Σ : ∇Xθ +K : (∇Xk · θ)− ∂ψ
∂X |F,k,T
· θ dVX, (8.1.6)
et peut se séparer en deux termes






σ · ∇Xξ − 12 [σ : (ε− αT1)]1
)












· θ dVX. (8.1.9)
Ici BX → Γr0 désigne le domaine de rayon r où θ n’est pas nul. Par déﬁnition de ν, E et
α, on obtient ensuite :
– ∇Xν est le vecteur nul,
– ∇XE = E1β exp (βx) ex,
– ∇Xα = α1w exp (wx) ex.
De plus, T ne dépend que de x et est connu analytiquement comme solution de (8.1.5)
et θ (r) = f(r)ν avec ν représentant ici un vecteur unitaire selon les x positifs. Le terme

















Le gradient de comportement et la présence de dilatation thermique n’induisent aucune
singularité.
8.1.2 Résultats numériques
Pour réaliser ce calcul 2D, on choisit des quadrangles quadratiques à 8 nœuds car on
sait [163] que les éléments linéaires sont trop pauvres pour bien représenter l’évolution
du gradient de température.
Résultats sur le premier cas de charge
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– σt la contrainte de traction appliquée sur l’éprouvette,
– E(a) le module d’Young en pointe de ﬁssure.
Pour obtenir une valeur unique de G, on choisit de prendre la moyenne des valeurs de G
sur 5 domaines de θ croissants (en prenant re croissant, ri comprenant les 2 premières
couches d’éléments) autour de la pointe de ﬁssure allant du contour vert au contour
rouge schématisé à la ﬁgure 8.1.2. On utilise en tout 354 éléments pour l’éprouvette et
l’élément en pointe de ﬁssure fait 3% de la largeur de l’éprouvette.
Figure 8.1.2: Domaines de θ.
En considérant les valeurs numériques proposées dans la littérature pour les diﬀérentes








on obtient les résultats présentés à la table 8.1.

Méthode KIn Erreur relative en %




Table 8.1: Comparaison des résultats. Rèfbiblio : résultat de [45]. Numérique : Calcul de
G moyenné sur plusieurs contours. Diﬀérences ﬁnies : Calcul par propagation
de ﬁssure pour une perturbation de 10−3.
Lors de ce premier test (table 8.1), on a pu résoudre le problème par diﬀérences ﬁnies
en réalisant deux calculs avant et après la perturbation de la pointe de la ﬁssure de
manière à obtenir un deuxième calcul de référence. On remarque que l’erreur résultante
est très faible par rapport au résultat de référence. Il faut néanmoins bien comprendre
que le cas est construit pour avoir une solution très régulière ce qui nous a permis de
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limiter au maximum l’erreur de calcul sur les termes en gradient. On peut également
vériﬁer l’indépendance au domaine d’intégration (ﬁgure 8.1.3).
Figure 8.1.3: Indépendance au domaine de θ. Grandeur normalisée en fonction du do-
maine de θ rapporté à la longueur de ﬁssure. (En bleu foncé) Résul-
tat diﬀérences ﬁnies. (En rose) Partie d’Eshelby du taux de restitution
d’énergie. (En jaune) Partie en gradient de variable interne du taux de
restitution d’énergie. (En bleu clair) Somme des deux parties du taux de
restitution d’énergie.
A la ﬁgure 8.1.3, l’indépendance au domaine de θ est excellente à part en pointe de
ﬁssure où le nombre d’éléments sur lequel on intègre est trop faible et l’erreur numérique
due à la singularité importante. On remarque également l’importance de la prise en
compte du terme en gradient dans le calcul de taux de restitution d’énergie. On peut
alors s’interroger sur la capacité de notre méthode à modéliser un cas où les intégrales
prises séparément sont 100 ou 1000 fois plus grandes que le taux de restitution d’énergie
résultant. Ce problème est l’objet du second cas de charge.
Résultat sur le second cas de charge
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On applique toujours une moyenne sur les valeurs du taux de restitution d’énergie pour














on obtient alors (tables 8.2 et 8.3).

Méthode KIn Erreur en %




Table 8.2: Comparaison des méthodes de calcul pour un chargement thermique véri-
ﬁant T1 = 0.05T0 T2 = 0.5T0. Rèfbiblio : résultat de [45]. Numérique : Calcul
de G moyenné sur plusieurs domaines de θ. Diﬀérences ﬁnies : Calcul par
propagation de ﬁssure pour une perturbation de 10−3.

Méthode KIn Erreur en %
Diﬀérences ﬁnies 0.0336 0.3
Numérique 0.0341 1.8
Rèfbiblio 0, 0335 −

Table 8.3: Comparaison des méthodes de calcul pour un chargement thermique véri-
ﬁant T1 = 0.2T0 T2 = 0.5T0.Rèfbiblio : résultat de [45]. Numérique : Calcul
de G moyenné sur plusieurs domaines de θ. Diﬀérences ﬁnies : Calcul par
propagation de ﬁssure pour une perturbation de 10−3.
On remarque que sur les tables 8.2 et 8.3, l’erreur de calcul par rapport au résultat
de référence reste assez faible mais peut varier beaucoup lorsqu’on change les conditions
aux limites. On peut alors examiner l’indépendance au domaine de θ (ﬁgure 8.1.4) qui
est visiblement responsable de l’erreur commise.
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Figure 8.1.4: (En haut) Indépendance au domaine de θ pour le cas de chargement
thermique avec σ0 = E1α1T0(1−ν) vériﬁant T1 = 0.05T0 T2 = 0.5T0, Taux de
restitution d’énergie normalisé en fonction du rayon d’intégration exté-
rieur re rapporté à la longueur de ﬁssure. (En bas) Zoom sur le taux de
restitution d’énergie normalisé en fonction du rayon d’intégration exté-
rieur re rapporté à la longueur de ﬁssure. (En rose) Partie d’Eshelby du
taux de restitution d’énergie. (En jaune) Partie en gradient de variable
interne du taux de restitution d’énergie. (En bleu clair) Somme des deux
parties du taux de restitution d’énergie.
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On observe, en eﬀet, deux pics d’erreur qui se situent pour le plus petit domaine de
θ (4% d’erreur) et pour le plus grand (16% d’erreur). Par contre, si on considère le plus
grand domaine de θ, l’erreur observée ne représente que 0.0067% de la valeur de Geshelby
ce qui montre que l’erreur commise sur chacune des intégrales est très faible. Dans ce
cas la méthode proposée n’est plus ﬁable et ne peut donc être utilisée.
8.1.3 Conclusion
Dans les deux cas précédents, on a pu mettre en avant l’intérêt de la prise en compte
des termes en gradient de variable interne. De plus, on a remarqué qu’en se plaçant dans
de bonnes conditions de calcul :
– discrétisation de la température aux nœuds,
– régularité de la solution,
– calcul analytique du gradient de propriétés,
– élément quadratique,
– intégration stable du taux de restitution d’énergie,
on retrouve des erreurs et des propriétés d’indépendance au domaine de θ extrêmement
similaires au problème purement élastique [28]. Ce problème est donc bien connu et les
méthodes numériques classiques sont bien adaptées à sa résolution. Comme nous allons
le voir par la suite, ce n’est plus le cas lorsque les variables internes présentent une
singularité.
8.2 Cas explicites singuliers
L’ensemble des travaux présentés ici ont été réalisés à l’Onera avec le logiciel Zcracks [5]
en collaboration avec Vincent Riolo et Vincent Chiaruttini.
Comme dans la section précédente, on calcule la dérivée de l’énergie potentielle dans
la propagation de ﬁssure à chargement et variables internes ﬁxées. Dans le cas le plus










−Σ : ∇Xθ +K : (∇Xk · θ)− ∂ψ
∂X |F,k,T
· θ dVX (8.2.1)
Comme nous l’avons vu à la section 4.2.1, on peut interpréter la grandeur caractéristique
(8.2.1) comme la force motrice de la propagation d’une ﬁssure fragile dans un milieu
dissipatif. On rappelle ﬁnalement que l’on utilise la représentation numérique du taux
de restitution d’énergie développée au chapitre 7. Puisqu’on se trouve dans un cas 2D,
le front de ﬁssure est ponctuel et on travaille donc avec une seule valeur scalaire du taux
de restitution d’énergie.
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8.2.1 Cas de calcul
La mise en œuvre du calcul de l’intégrale préalablement déﬁnie (8.2.1) a été réalisée
au sein du code Zset/Zebulon pour application au module de ﬁssuration conforme Z-
cracks [5], co-développé à l’Onera. On considère un modèle test représentatif des eﬀets
de plasticité conﬁnée agissant en pointe de ﬁssure. Le domaine d’étude circulaire est
maillé comme indiqué à la ﬁgure 8.2.1. Sur la frontière extérieure, on impose que le











sin (α/2) (κ− cos (α)) , (8.2.2)
où (r, α) sont les coordonnées polaires du point considéré et κ = 3 − 4ν avec ν le
coeﬃcient de Poisson du matériau et µ = E
2(1+ν)
Figure 8.2.1: Maillage représentatif du problème de plasticité conﬁnée en pointe de
ﬁssure (iso-valeurs de plasticité cumulée). Solution de Westergaard en
mode I imposée sur la frontière. Éléments triangulaires quadratiques à 6
nœuds.
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De cette façon, en vue d’une analyse de convergence en maillage, la longueur de la
ﬁssure disparait de la modélisation et seule la taille de la zone plastique est déterminante.
En pratique, on calibre les niveaux de chargement de sorte que la zone plastique reste
conﬁnée dans le domaine d’étude. Nous avons ainsi, avec un domaine de rayon unitaire,
généré des éléments de taille caractéristique jusqu’à 10−6 pour un rayon plastique de
l’ordre de 0.1. De plus, le domaine d’étude est noté Γ0.
Deux types de matériaux sont étudiés dans cette partie, tous les deux basés sur un
comportement élastique isotrope linéaire (module d’Young E, coeﬃcient de Poisson ν)
avec un seuil de plasticité suivant un critère de Von-Mises de limite initiale σ0. On
considère un comportement élastoplastique à écrouissage isotrope linéaire de module H
ou à écrouissage cinématique linéaire de module C. Pour rappel, l’énergie libre dans le




(ε− εp) : C
2
: (ε− εp) + H
2
p2, (8.2.3)




(ε− εp) : C
2
: (ε− εp) + C
3
εp : εp. (8.2.4)
On a introduit ici : ε la déformation totale, εp la déformation plastique, p la variable
d’écrouissage isotrope, et C le tenseur d’ordre 4 des modules d’élasticité. On note égale-
ment la contrainte σ = ∂ψ
∂ε
.






















Hp (∇Xp · θ) dV
(8.2.5)
avec les termes en σ : (∇Xεp · θ) et en Hp (∇Xp · θ) correspondant à K : (∇Xk · θ)























Cεp : (∇Xεp · θ) dV
(8.2.6)
avec les termes en σ : (∇Xεp · θ) et en 23Cεp : (∇Xεp · θ) correspondant àK : (∇Xk · θ)dans
(8.2.1) pour un écrouissage cinématique. De plus BX → Γr0 désignant le domaine de rayon
r où θ n’est pas nul. De la même manière que dans la section précédente, on a pris θ
sous la forme
θ (r) = f(r)ν, (8.2.7)
où :
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– ν est le vecteur unitaire tangent à la ﬁssure au niveau de la pointe de ﬁssure. Dans
la suite, il désigne une perturbation de Mode I.
– r est la distance à la pointe de ﬁssure,
– f(r) =

0 si r > re,
1 si r < ri,
[2 (r − re) + 3 (r − ri)] (r−re)
2
(re−ri)3 sinon,
une fonction régularisante de rayon
intérieur ri et de rayon extérieur re.
Le calcul du gradient des déformations inélastiques ∇Xεp est obtenu en utilisant un
processus de lissage par moindre carré mobile [5] à partir de leurs valeurs aux points de
Gauss (en pratique 8 à 16 points permettent d’obtenir de bons résultats).
Avec ce type de méthode et de lois de comportement, la contrainte garde une singu-
larité en pointe de ﬁssure et dans ces conditions, le calcul numérique de la quantité en
gradient de variable interne n’est pas ﬁable sur les premières couches d’éléments. Aussi,





K : (∇Xk · θ) dV (8.2.8)
reste indéterminée. Dans un premier temps, on choisit arbitrairement qu’en dessous d’un
rayon rc (représentant un rayon de coupure), cette quantité sera supposée nulle et évaluée
par moindres carrés mobiles uniquement sur l’intervalle [rc, re]. En pratique r est évalué
en chaque point de Gauss de chaque élément et le point de Gauss considéré est pris en
compte dans le calcul de G si et seulement si r ∈ [rc, re].
8.2.2 Résultats
Pour pouvoir étudier la quantité proposée dans la section précédente, on commence
par séparer chacun des ses termes pour identiﬁer les diﬃcultés numériques et vériﬁer l’in-
dépendance au domaine. Ensuite, on examine l’indépendance au maillage. Enﬁn, on fait
la synthèse des propriétés de notre grandeur en proposant une méthode de détermination
de la longueur caractéristique rc de coupure de l’intégrale de volume.
Identification des difficultés numériques pour chacun des termes












σ : (∇Xεp · θ) dV ,
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– Ggrad−ec = −
´
Γr0






(∇Xεp · θ) dV pour l’écrouissage cinématique.
De plus, on ajoute des indicateurs de la dissipation plastique dans un but comparatif :








dV , un terme de transport de la dissipation plastique,
– Ggrad−plc = −
´
Γr0
σ0 (∇Xp · θ) dV , un terme de gradient de la dissipation plastique.
On rapelle que le terme Gesh−el est le seul à ne pas contenir de longueur de coupure
rc. Dans tous les autres cas, cette longueur est pris égale à 3hmin avec hmin la taille
caractéristique de la plus petite maille à la pointe de ﬁssure.
On réalise alors un premier test avec écrouissage isotrope (ﬁgure 8.2.1). Les propriétés
choisies sont :
– E = 200000MPa,
– ν = 0,
– σ0 = 300MPa,
– H = 50000MPa.
Le chargement et le maillage ont les propriétés suivantes :
– l’amplitude de déplacement imposée est de 2 µm,
– la taille de maille à la pointe de ﬁssure hmin est de 10−6,
– les éléments sont quadratiques,
– le maillage contient 223.300 ddls.
On applique alors au système un cycle relaxant triangulaire (ﬁgure 8.2.2) dont deux
points nous intéressent :
1. un état de chargement maximal à t = 1,
2. un état de décharge complète à t = 2.
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Figure 8.2.2: Calcul de Gp = Gesh−el + Ggrad−pl (en vert) en fonction de l’historique de
chargement lors d’un cycle charge-décharge (chargement adimensionné
identiﬁé en rouge). Les termes d’écrouissage ne sont pas représentés car
d’un ordre inférieur.
A la ﬁgure 8.2.2, on peut observer la grandeur Gp = Gesh−el + Ggrad−pl en fonction de
l’historique de chargement lors du cycle relaxant. On remarque alors qu’il y a bien
croissance de la grandeur pendant la charge et décroissance durant la décharge. De
plus, elle devient négative en ﬁn de décharge. Cette variation pourrait être due aux
eﬀets de refermeture. Pour l’instant nous n’irons pas plus avant dans les détails du
comportement de cette grandeur mais elle semble qualitativement proche de la notion
de force thermodynamique pour la rupture (section 4.2.1). On examine ensuite l’inﬂuence
des diﬀérents termes en fonction de l’historique de chargement (ﬁgure 8.2.3).
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Figure 8.2.3: Séparation des diﬀérents termes en fonction de l’historique de chargement
lors d’un cycle charge-décharge pour une loi isotrope. (En rouge) char-
gement adimensionné. (En vert) Gesh−el terme d’Eshelby. (En bleu mer)
Ggrad−pl terme de gradient plastique. (En violet) Ggrad−ec terme de gra-
dient d’écrouissage. (En bleu clair) Ggrad−plc terme indicateur de gradient
de plasticité cumulée. (En marron) Gtr−ec terme de transport d’écrouis-
sage. (En vert-jaune) Gtr−plc terme indicateur de transport de plasticité
cumulée.
On observe alors que Ggrad−pl permet d’obtenir une valeur négative dans la grandeur
Gp à la décharge. Les termes d’écrouissage (Ggrad−ec, Gtr−ec), quant à eux, ainsi que les
termes indicateurs de plasticité cumulée Ggrad−plc, Gtr−plc sont visiblement d’un ordre de
grandeur inférieur à Ggrad−pl et Gesh−el.
On vériﬁe ensuite l’indépendance au domaine de ces termes et on regroupe entre eux
les termes d’écrouissage et les termes de plasticité cumulée. Pour cela, on calcule chaque
terme en fonction du rayon re, délimitant le domaine où θ est non-nul, en haut de la
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charge (ﬁgure 8.2.4 et zoom ﬁgure 8.2.5) et en bas de la décharge (ﬁgure 8.2.6).
Figure 8.2.4: Séparation des diﬀérents termes en fonction du rayon re au maximum
de la charge pour une loi isotrope. (En rouge) Gesh−el terme d’Eshelby
correspondant à la courbe haute,Gesh−el ≈ 0.8. (En vert) Ggrad−pl terme
de gradient plastique. (En bleu mer) Ggrad−ec terme de gradient d’écrouis-
sage. (En violet) Ggrad−plc terme indicateur de gradient de plasticité cu-
mulée. (En bleu clair) Gtr−ec terme de transport d’écrouissage. (En mar-
ron) Gtr−plc terme indicateur de transport de plasticité cumulée. (En vert-
jaune) Gtr−plc + Ggrad−plc. (En bleu foncé) Gtr−ec + Ggrad−ec.
113
Chapitre 8 Cas de calculs explicites de la grandeur caractéristique
Figure 8.2.5: Zoom sur la séparation des diﬀérents termes en fonction du rayon re au
maximum de la charge pour une loi isotrope. (En vert) Ggrad−pl terme de
gradient plastique. (En bleu mer) Ggrad−ec terme de gradient d’écrouis-
sage. (En violet) Ggrad−plc terme indicateur de gradient de plasticité cu-
mulée. (En bleu clair) Gtr−ec terme de transport d’écrouissage. (En mar-
ron) Gtr−plc terme indicateur de transport de plasticité cumulée. (En vert-
jaune) Gtr−plc + Ggrad−plc. (En bleu foncé) Gtr−ec + Ggrad−ec.
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Figure 8.2.6: Séparation des diﬀérents termes en fonction du rayon re au minimum de
la décharge pour une loi isotrope. (En rouge) Gesh−el terme d’Eshelby. (En
vert) Ggrad−pl terme de gradient plastique. (En bleu mer) Ggrad−ec terme de
gradient d’écrouissage. (En violet) Ggrad−plc terme indicateur de gradient
de plasticité cumulée. (En bleu clair) Gtr−ec terme de transport d’écrouis-
sage. (En marron) Gtr−plc terme indicateur de transport de plasticité cu-
mulée. (En vert-jaune) Gtr−plc+Ggrad−plc. (En bleu foncé) Gtr−ec+Ggrad−ec.
Tout d’abord, on observe que si re est trop proche de rc, le résultat n’est pas indépen-
dant du domaine. Ceci est dû au fait que l’intégration de la quantité est réalisée sur trop
peu d’éléments (1 à 3 éléments). Ensuite, on remarque que les regroupements proposés
– Gp = Gesh−el + Ggrad−pl,
– Gec = Gtr−ec + Ggrad−ec,
semblent indépendants du domaine mais que ce n’est pas le cas de la somme des termes de
plasticité cumulée Gplc = Gtr−plc+Ggrad−plc. On choisit donc de considérer uniquement Gp
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dans la suite car il est indépendant du domaine et aussi parce que le terme d’écrouissage
Gec est d’un ordre de grandeur plus petit.
Indépendance au maillage et à rc
On étudie ensuite l’indépendance au maillage. Trois types de maillage possédant dif-
férents facteurs de raﬃnement sont alors construits (ﬁgure 8.2.7).
Figure 8.2.7: Maillages Z-cracks pour trois facteurs de raﬃnement (de gauche à droite
et de haut en bas) k = 0.1, 0.23, 0.35. La taille de maille évolue en
kr log (kr).
Pour chaque facteur de raﬃnement, on construit ensuite cinq maillages diﬀérents par
leur valeur de hmin (10−6, 10−5, 10−4, 10−3, 10−2). Finalement, la valeur du rayon du
gradient initial rc est prise égale à deux éléments de taille hmin pour chaque calcul. Ceci
nous permet donc de vériﬁer également l’indépendance à rc. La seule autre diﬀérence
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avec le cas de calcul précédent se situe au niveau de la loi de comportement. En eﬀet,
en plus des tests en écrouissage isotrope, on réalise des tests en écrouissage cinématique
(de coeﬃcient de durcissement C = 76000MPa). Comme précédemment, on applique
ﬁnalement au système ﬁssuré un cycle relaxant dont deux points nous intéressent :
1. un état de chargement maximal à t = 1,
2. un état de décharge complète à t = 2.
On trace alors la valeur de Gp en fonction de hmin (∼ rc/2) pour les trois facteurs de
raﬃnement à la charge (ﬁgure 8.2.8) et à la décharge (ﬁgure 8.2.9) pour l’écrouissage
isotrope ainsi qu’à la charge (ﬁgure 8.2.10) et à la décharge (ﬁgure 8.2.11) pour l’écrouis-
sage cinématique.
Figure 8.2.8: Convergence en hmin de Gp pour diﬀérents facteurs de raﬃnement (0.1 en
rouge, 0.23 en vert et 0.35 en bleu). Valeurs de la grandeur obtenues au
sommet de la charge pour une loi élastoplastique de Von-Mises à écrouis-
sage isotrope linéaire.
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Figure 8.2.9: Convergence en hmin de Gp pour diﬀérents facteurs de raﬃnement (0.1 en
rouge, 0.23 en vert et 0.35 en bleu). Valeurs de la grandeur obtenues en
bas de la décharge pour une loi élastoplastique de Von-Mises à écrouissage
isotrope linéaire.
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Figure 8.2.10: Convergence en hmin de Gp pour diﬀérents facteurs de raﬃnement (0.1
en rouge, 0.23 en vert et 0.35 en bleu). Valeurs de la grandeur obtenues
au sommet de la charge pour une loi élastoplastique de Von-Mises à
écrouissage cinématique linéaire.
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Figure 8.2.11: Convergence en hmin de Gp pour diﬀérents facteurs de raﬃnement (0.1
en rouge, 0.23 en vert et 0.35 en bleu). Valeurs de la grandeur obte-
nues en bas de la décharge pour une loi élastoplastique de Von-Mises à
écrouissage cinématique linéaire.
Considérons pour commencer le cas d’écrouissage cinématique. Pour cette loi de com-
portement, il y a indépendance totale au facteur de raﬃnement ainsi qu’à rc pour
hmin < 10−3. Ceci semble être également le cas à la charge pour un écrouissage iso-
trope même si on observe une plus grande dépendance au facteur de raﬃnement. Pour
le cas de la décharge en écrouissage isotrope, même si l’erreur reste faible, il semble que
l’on observe diﬀérentes valeurs pour hmin = 10−6.
Pour conclure, nous avons identiﬁé une grandeur caractéristique Gp indépendante du
maillage, du raﬃnement et du domaine avec un comportement similaire à celui d’une
force thermodynamique. De plus, cette grandeur contient les termes dominants de la
dérivée d’énergie potentielle. La section suivante va nous permettre de synthétiser les
caractéristiques de Gp et de voir que lorsqu’on cherche une expression très qualitative de
Gp, il est possible de déraﬃner et de choisir un rc grand.
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Synthèse sur la grandeur choisie et longueurs caractéristiques pour les calculs de
fatigue
On considère ici le même cycle de chargement simple : une montée en charge en
traction (t ∈ [0, 1]), puis un retour à une frontière extérieure à déplacement imposé
nul (t ∈ [1, 2]). De plus, on étudie toujours les deux mêmes type de matériaux basés
sur un comportement élastique isotrope linéaire (module d’Young E = 200000MPa,
ν = 0.3) avec un seuil de plasticité suivant un critère de Von Mises de limite initiale
σ0 = 300MPa. Le module de l’écrouissage isotrope linéaire est H = 50000MPa et celui
de l’écrouissage cinématique linéaire C = 50000MPa. En se basant sur les deux sections













σ : (∇Xεp · θ) dV ,
et on rappelle que Gp = Gesh−el + Ggrad−pl.
Les ﬁgures 8.2.12 et 8.2.13 illustrent la valeur des quantités Gesh−el et Ggrad−pl pour les
deux lois de comportement en utilisant deux types de maillage : l’un très raﬃné avec une
taille de maille hmin atteignant 10−6 et l’autre plus grossier 10−2. Le calcul est mené
cette fois en quatre étapes :
1. un état de charge intermédiaire t = 0.5,
2. un état de chargement maximal t = 1,
3. un état de décharge intermédiaire t = 1.5,
4. un état de décharge complète t = 2.
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Figure 8.2.12: Quatre quantités en fonction du rayon du support de thêta re et zoom
sur une partie de la ﬁgure pour la loi d’écrouissage cinématique. De haut
en bas, courbes à t = 1, t = 0.5, t = 1.5 et t = 2 et Zoom. (En rouge)
Gp en fonction de re pour r0 = 2.10−6 et hmin = 10−6. (En vert) Gesh−el
en fonction de re pour hmin = 10−6. (En bleu foncé) Gp en fonction de
re pour rc = 5.10−2 et hmin = 10−2. (En violet) Gesh−el en fonction de re
pour hmin = 10−2. (En bleu clair) Gp en fonction de re pour rc = 5.10−2
et hmin = 10−6.
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Figure 8.2.13: Quatre quantités en fonction du rayon du support de thêta re pour la
loi d’écrouissage isotrope. De haut en bas, courbes à t = 1, t = 0.5,
t = 1.5 et t = 2. (En rouge) Gp en fonction de re pour rc = 2.10−6 et
hmin = 10−6. (En vert) Gesh−el en fonction de re pour hmin = 10−6. (En
bleu foncé) Gp en fonction de re pour rc = 5.10−2 et hmin = 10−2. (En
violet) Gesh−el en fonction de re pour hmin = 10−2. (En bleu clair) Gp en
fonction de re pour rc = 5.10−2 et hmin = 10−6.
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Ainsi plusieurs courbes quasi horizontales sont tracées. En résumé, elles représentent soit
des valeurs de Gesh−el (courbe verte maillage ﬁn, et violette maillage grossier), soit des
valeurs de Gp (courbe rouge maillage ﬁn avec rc = 2.10−6, bleu foncé et bleu clair pour
maillage ﬁn et grossier avec rc = 5.10−2). D’un point de vue numérique, on a remarqué
qu’à cause de la méthode de calcul du gradient de variable interne, on ne pouvait pas
prendre le paramètre du modèle rc inférieur à hmin2 . Néanmoins, il est important qu’il
soit bien plus petit que la taille de la zone plastique. On choisit alors ici et dans la
suite de le prendre égal à un dixième du rayon plastique et supérieur à hmin
2
. Dans le
cas test présenté, le rayon de la zone plastique vaut 0.5. On a donc pris rc = 5.10−2.
On remarque alors que les courbes en bleu foncé et bleu clair sont très proches et in-
variantes. Quelque soit le modèle, pour les deux états de montée en charge, on obtient
des résultats identiques, avec une quasi-invariance de l’intégrale Gp pour de très faibles
rayons d’intégration (1/1000 du rayon plastique).
Pour contourner la diﬃculté de détermination de la valeur du gradient initial, on
peut observer que pour les deux types de comportement, d’une part, une fois la valeur rc
choisie, la valeur de Gp reste toujours invariante, et d’autre part, le calcul de Gesh−el mené
sur un maillage beaucoup plus grossier, coïncide exactement dans sa zone de validité
avec le résultat sur maillage ﬁn. Ainsi, même si la valeur initiale (pour r < rc) de la
grandeur en gradient reste une indétermination, il est possible de déﬁnir une valeur
stable de l’intégrale Gp associée à une valeur de rc que l’on peut assimiler à une longueur
caractéristique représentative, par exemple, de l’échelle à laquelle a lieu le phénomène
de refermeture de ﬁssure en décharge.
On propose ainsi, ici, de ﬁxer cette longueur à Rc = 0.05 ce qui correspond dans cet
exemple à environ 1/5 ème du rayon plastique. Il est possible avec cette valeur d’obtenir
un résultat très proche de la solution de référence (du maillage ﬁn), avec le maillage
grossier beaucoup moins coûteux, tout en restant parfaitement invariant pour re > Rc.
Sur ce premier exemple, il semble observable que la quantité ainsi déﬁnie GRcP est sensible
à l’histoire du chargement, puisque les valeurs ne sont pas identiques dans des états de
sollicitation d’amplitude identique dans les phases de charge et de décharge (avec une
valeur qui devient même négative en décharge complète - qui coïncide avec une éventuel
état de compression résultant de la plasticité engendrée en traction).
8.2.3 Comportement de la quantité GRcP sous chargement dans le
cas d’une fissure fixe
Pour valider l’intérêt d’une telle grandeur pour des problématiques de fatigue, on
considère, dans un premier temps, une sollicitation plus complexe agissant sur notre
problème test : il s’agit d’une mission de chargement avec surcharge (décrite en trait
continu à la ﬁgure 8.2.14). Deux charges/décharges sont appliquées avec un premier
niveau de sollicitation, une surcharge de 50% est ensuite imposée, avant deux nouveaux
cycles d’amplitude initiale. On calcule alors la quantité GRc=0.05P pour deux maillages
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correspondant aux calculs de la section précédente : un maillage grossier avec 6892
degrés de liberté, un maillage ﬁn avec 64088 degrés de liberté.
Figure 8.2.14: GRc=0.05P calculé lors d’un chargement avec surcharge, comparaison entre
modèles de comportement pour maillages ﬁn ou grossier. (En traits
continus noir) chargement normalisé. (En tirets) GRc=0.05P pour une loi
cinématique et un maillage grossier (6892 ddls). (En plus) GRc=0.05P pour
une loi cinématique et un maillage ﬁn (64088 ddls). (En tirets et points)
GR0=0.05P pour une loi isotrope et un maillage grossier (6892 ddls). (En
croix) GRc=0.05P pour une loi isotrope et un maillage ﬁn (64088 ddls).
Dans ces conditions, on observe un fort eﬀet de la surcharge en utilisant un com-
portement élastoplastique à écrouissage isotrope : une réduction de plus de 25% de la
valeur maximale dans le cycle de chargement initial est observée. De plus, il n’y a pas
de diﬀérence signiﬁcative entre les valeurs obtenues avec les maillages ﬁn et grossier.
8.2.4 Comportement de la quantité GRcP sous chargement lors de la
propagation
Dans cette dernière section de validation de la quantité GRcP , on propose de montrer
qualitativement son intérêt pour un cas de propagation en plasticité conﬁnée avec sur-
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charge. On considère un problème 2D sur une éprouvette carrée de dimensions 10 mm
× 10 mm possédant un trou de rayon 1 mm en son centre (ﬁgure 8.2.15). La structure
possède un comportement élastoplastique à écrouissage isotrope linéaire décrit dans la
section précédente. Un chargement cyclique de traction verticale avec un eﬀort d’ampli-
tude 100 MPa est appliqué sur les parties supérieure et inférieure.
Figure 8.2.15: Eprouvette percée et ﬁssurée (au voisinage du trou à droite) soumise à
un chargement de traction verticale appliqué en déplacements imposés.
Une ﬁssure de longueur initiale 0.1 mm est présente sur le côté droit de l’éprouvette.
On choisit d’utiliser une loi de Paris caractérisée par un coeﬃcient C = 10−11 et un
exposant m = 3. Cette loi de propagation est alimentée par une valeur en variation de





△N = C (△K)
m , (8.2.9)




Pour réaliser cette simulation, nous avons utilisé, en plus du module Z-cracks, un
remaille adaptatif de la ﬁssure. la taille d’éléments minimum est de 0.005 mm dans
toute l’étude. En pratique, lors de la propagation, un incrément d’avancée de ﬁssure
△a est déﬁni, un chargement est eﬀectué, et à partir du △K calculé, un incrément de
mission △N correspondant est déterminé. Le maillage est alors transformé de façon à
avancer le front de ﬁssure.
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La première validation a conduit sur un cas de chargement triangulaire sans surcharge
de 0 à 100 MPa, à étudier la convergence de la simulation en fonction de l’incrément
d’avancée de ﬁssure △a. La ﬁgure 8.2.16 montre une très nette surévaluation de la
valeur de △K pour un pas d’avancée de ﬁssure de 0.05 mm, qui produit une évolution
beaucoup plus rapide de la ﬁssure (cf. ﬁgure 8.2.17). Il semble, que si l’avancée est trop
importante, le calcul n’est pas sensible à la traînée plastique qui fait chuter la valeur du
facteur d’environ 15%, comme on peut l’observer sur les courbes avec des incréments
d’avancée de ﬁssure de 0.01 mm ou 0.005 mm, qui produisent des valeurs voisines (bien
qu’oscillantes) et des vitesses de propagation très proches.
Le cycle de chargement est ensuite modiﬁé : à chaque fois que la ﬁssure progresse
de 0.1 mm, une surchage de contrainte de 50% est appliquée. En utilisant le paramètre
proposé au sein de la même loi de Paris et un pas d’avancée de ﬁssure suﬃsamment ﬁn,
il est visiblement possible de rendre compte qualitativement d’un ralentissement de la
ﬁssure (observable par la diminution de la valeur de △K juste après la surcharge), en
accord avec les observations expérimentales habituelles (voir [135] par exemple).
Figure 8.2.16: Comparaison des valeurs de △K (MPa√mm) en fonction de l’avancée
de ﬁssure a (mm). (En rouge) △a = 0.005 mm sans surcharge. (En
vert) △a = 0.01 mm sans surcharge. (En bleu foncé) △a = 0.05 mm
sans surcharge. (En violet) △a = 0.005 mm avec surcharge de 50% tous
les 0.1 mm de propagation. (En bleu clair)△a = 0.01 mm avec surcharge
de 50% tous les 0.1 mm de propagation.
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Figure 8.2.17: Comparaison des avancées de ﬁssure a (mm) en fonction du nombre
de cycles N. (En rouge) △a = 0.005 mm sans surcharge. (En vert)
△a = 0.01 mm sans surcharge. (En bleu foncé) △a = 0.05 mm sans
surcharge. (En violet) △a = 0.005 mm avec surcharge de 50% tous les
0.1 mm de propagation. (En bleu clair) △a = 0.01 mm avec surcharge
de 50% tous les 0.1 mm de propagation.
8.3 Conclusion
Dans ce chapitre, nous avons montré que lors de la mise en œuvre des grandeurs
caractéristiques explicites, deux cas étaient à distinguer : le cas où les variables internes
ne sont pas singulières, et le cas où elles le sont. En ce qui concerne le premier cas,
la grandeur caractéristique utilisée peut être comprise comme le taux de restitution
d’énergie du système et sa robustesse dépend de la précision du calcul du gradient de
variables internes. A contrario, le second cas s’est avéré bien plus diﬃcile à exploiter
puisque nous avons identiﬁé une diﬃculté numérique dans le calcul du gradient initial.
Néanmoins, en commun avec Vincent Riolo et Vincent Chiaruttini, nous avons proposé
la grandeur GR0P avec R0 une longueur caractéristique. Les premiers résultats obtenus
semblent indiquer que cette grandeur est qualitativement représentative des eﬀets de la
plasticité sur la ﬁssuration en fatigue.
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Modélisation constitutive de la
cristallisation sous contrainte dans le
caoutchouc

Le comportement sous chargement cyclique du caoutchouc naturel reste diﬃcile à cer-
ner du fait de sa faculté à cristalliser sous contrainte. Cette évolution de la microstructure
s’accompagne d’une importante amélioration de la durée de vie des pièces en fatigue.
Même si le phénomène de cristallisation sous contrainte de ce matériau est encore mal
connu, certains travaux ont apporté un éclairage sur ce phénomène ([68], [132], [12]). Ces
travaux ont concerné aussi bien les sollicitations monotones (cristallisation sous charge-
ment et sa disparition lors de la décharge, rôle de la relaxation moléculaire, inﬂuence sur
les chaînes amorphes), que cycliques (cumul des cristaux au cours des cycles, inﬂuence
du rapport de charge, dissipation). On note les propriétés suivantes :
– L’alignement des chaînes polymères lors de la déformation inﬂue sur la température
de fusion du caoutchouc et crée le phénomène de cristallisation sous contrainte [48].
– Il y a cumul des cristaux sous chargements cycliques et plus particulièrement pour
un rapport de charge positif et élevé ([132], [12]).
– La cristallisation modiﬁe fortement la propagation d’une ﬁssure en fatigue [132].
Dans cette partie, nous voulons obtenir une loi de comportement constitutive de la
cristallisation sous contrainte dans le cadre du modèle de micro-sphère [53]. Ce modèle
doit nous permettre de caractériser :
– la relation contrainte-déformation (eﬀet relaxant et durcissant, hystérèse),
– l’anisotropie des réponses locales en prenant en compte l’histoire locale des direc-
tions principales de déformation,
– les eﬀets localement induits par la cristallisation en fond de ﬁssure.
Dans ce cadre de travail, la diﬃculté principale vient de l’absence de loi de comportement
constitutive thermodynamiquement cohérente et pouvant s’appliquer à des simulations
3D comportant un grand nombre de degrés de liberté. On peut néanmoins citer deux
tentatives de construction d’un modèle constitutif contemporaines de ce manuscrit ([74]
qui se basent sur une cinétique de nucléation appliquée à une chaine représentative dans
chaque direction de l’espace et [119] qui cherchent une représentation mésomécanique
d’une cristallite dans un réseau chargé). De plus, les diﬀérents mécanismes constitutifs
proposés dans la littérature diﬀèrent sur de nombreux points [68]. Dans un premier
temps, on se propose alors de faire un état de l’art des observations expérimentales en
insistant sur les aspects constitutifs du comportement cyclique. Ensuite, on construit
une loi de comportement 1D thermodynamiquement cohérente basée sur les mécanismes
constitutifs que l’on a extrait des observations. Cette loi est alors intégrée au concept de
micro-sphère pour lui donner son aspect anisotrope. Enﬁn, on compare la loi à plusieurs





mécanismes en cristallisation sous
contrainte
La cristallisation sous contrainte est un phénomène de transformation de phase induit
par la déformation. Celui-ci a été découvert par Katz [70] en 1925 sur du caoutchouc en
déformation uni-axiale. On sait également que le caoutchouc non déformé peut cristalli-
ser ; ce phénomène est nommé cristallisation induite par la température [10] et n’a pas
lieu à température ambiante. On ne l’étudie donc pas dans la suite.
Dans la première section, on s’intéresse aux expériences fondamentales permettant de
comprendre ce phénomène (section 9.1). Ensuite, on détaille le comportement constitutif
du caoutchouc cristallisant sous contrainte (section 9.2). Enﬁn, on propose plusieurs
mécanismes permettant d’expliquer le comportement observé (section 9.3).
Nous notons également que le travail expérimental présenté dans ce chapitre est basé
sur les synthèses et études expérimentales de Huneau [68], Beurrot [12] et Marchal [91].
9.1 Expériences fondamentales
Depuis 1940, de nombreuses techniques expérimentales ont été utilisées pour étudier
et comprendre la cristallisation sous contrainte :
– les mesures de variation de volume [10],
– la diﬀraction par rayons X aux grands angles et aux petits angles [68],
– les mesures de relaxation de la contrainte [51],
– la microscopie par transmission d’électrons [88],
– la biréfringence [161],
– la résonance magnétique nucléaire [91],
– la spectroscopie de Raman [62].
Dans cette section, on se concentre sur quatre types d’expériences fondamentales :
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– la diﬀraction par rayons X aux grands angles et la microscopie par transmission
d’électrons pour caractériser la structure de la phase cristalline et sa morphologie
(section 9.1.1),
– l’essai de relaxation pour caractériser la cinétique de la cristallisation sous contrainte
(section 9.1.2),
– la résonance magnétique nucléaire pour caractériser la phase amorphe (section
9.1.3),
– l’analyse d’un cycle de chargement (contrainte et cristallinité en fonction de la
déformation) pour caractériser le réseau semi-cristallin (section 9.1.4).
9.1.1 Caractérisation de la phase cristalline
Analyse des tâches de diffraction par rayons-X aux grands angles
La diﬀraction rayons-X aux grands angles est une technique utilisée pour détermi-
ner la structure cristallographique des polymères. Elle permet d’obtenir des clichés de
diﬀraction (ﬁgure 9.1.1). Ces clichés sont obtenus à partir de données expérimentales
consistant en une carte d’intensité que nous noterons par la suite I (2θ, β) où les angles
2θ et β sont représentées à la ﬁgure 9.1.2.
Figure 9.1.1: Exemple d’un cliché de diﬀraction pour un échantillon tendu en traction
simple sur du caoutchouc naturel. Les ﬂèches blanches montrent la direc-
tion de traction. Les indices de Miller des plans correspondant aux arcs
de diﬀraction sont également indiqués (ﬁgure tirée de [12]).
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Figure 9.1.2: Déﬁnition de l’angle de Bragg 2θ et de l’angle azimuthal β (ﬁgure tirée
de [12]).
Dans la ﬁgure 9.1.1, le caoutchouc est en élongation uni-axiale et le faisceau est normal
à l’échantillon. Le caoutchouc sous tension peut alors être assimilé à un système dans
lequel les cristallites ont une orientation aléatoire. Pour chaque direction de diﬀraction
potentielle, si on trouve des cristallites présentant la bonne orientation, on obtient des
cercles de diﬀraction. Si l’échantillon est soumis à une traction, les cristallites adoptent
préférentiellement certaines directions et les anneaux de diﬀraction se structurent. On
obtient alors un cliché dont l’analyse permet de remonter à plusieurs propriétés de la
phase cristalline (ﬁgure 9.1.3).
Figure 9.1.3: Représentation schématique des diﬀérents paramètres cristallographiques
mesurés à partir d’un cliché de diﬀraction (ﬁgure tirée de [12]).
On observe également un anneau diﬀus qui correspond aux corrélations inter-chaînes.
Les spectres X de la partie amorphe du polymère peuvent donc également apporter des
informations utiles sur l’organisation des chaînes dans la matrice.
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Dans ce type de cliché, on peut séparer l’intensité de la phase isotrope Iiso (2θ, β) de
l’intensité de la phase anisotrope Iani (2θ, β) (ﬁgure 9.1.4).
Figure 9.1.4: Exemple de déconvolution d’un spectre (2θ, Iiso) (a) et d’un spectre
(2θ, Iani) (b) interpolé par une série de fonctions de Pearson. (points
bleus) Données expérimentales, (courbes noires) fonctions attribuées à
la phase amorphe, (courbes vertes) fonctions attribuées à la phase cris-
tallisée, (courbes rouges) somme des fonctions. (ﬁgure tirée de [12]).
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Figure 9.1.5: Evolution de l’index de cristallinité χ en fonction de l’élongation λ durant
un cycle de chargement à faible vitesse pour un caoutchouc naturel non-
chargé (NR) et un caoutchouc naturel chargé aux noirs de carbone (CB-
NR) (ﬁgure tirée de [12]).
Un index de cristallinité χ (ﬁgure 9.1.5) est calculé par
χ =
Icris
Icris + Iam (9.1.1)
où Icris est l’intensité intégrée des pics (120) et (200), Iam l’intensité intégrée du halo
amorphe et λ est l’élongation globale de l’éprouvette, c’est à dire en extension uniaxiale,
le rapport entre la hauteur déformée et non-déformée de l’éprouvette sollicitée dans cette
direction. Sur le cliché, on peut identiﬁer 18 arcs de diﬀraction qui résultent en 6 plans
diﬀérents. Comme on ne calcule que trois paramètres de maille (a, b, c) (en supposant
que la maille à la forme d’un parallépipède voir paragraphe suivant), chacun d’eux est
pris comme la moyenne de deux valeurs prises sur deux plans diﬀérents. Pour déterminer
les paramètres de maille, qui sont les trois dimensions du parallépipède, on détermine la





avec λ la longueur d’onde et θ l’angle de diﬀraction (angle de Bragg). Ensuite, les
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Le volume d’une maille est enﬁn calculé par V = abc. La taille des cristallites (chaque






– lhkl la taille de la cristallite dans la direction normale au plan de diﬀraction hkl,
– K un scalaire qui dépend de la forme de la cristallite (ici K = 0.78),
– ̟ la longueur d’onde des rayons-X,
– θ l’angle de diﬀraction (angle de Bragg),
– FWHM2θ la largeur à mi-hauteur du pic de hkl en 2θ.
On calcule alors un index du volume d’une cristallite par V¯cryst = l200l120l201. Puisque
la géométrie d’une cristallite dans le caoutchouc reste inconnue, il n’est pas possible de
calculer le volume réel d’une cristallite. Mais, dans l’hypothèse où cette forme ne change
pas avec la déformation et la présence de charge, V¯cryst est proportionnel au volume
moyen réel d’une cristallite. En supposant que le matériau soit incompressible et que le
volume cristallisé soit équivalent à la masse cristallisée, on peut calculer également un










où : Virr est le volume irradié par le faisceau de rayons-X, R est le rayon du faisceau, t0 est
l’épaisseur de l’échantillon dans l’état non-déformé, et λ est l’élongation de l’échantillon.
Dans ce cas, N est proportionnel au nombre réel de cristallites par unité de volume.
Finalement, la désorientation ψhkl comparée à l’orientation moyenne du plan hkl de
diﬀraction est simplement donnée par la moitié de la largeur à mi-hauteur des pics de
diﬀraction.
Morphologie de la maille élémentaire
Une cristallite est constituée de mailles élémentaires cristallines dont les sommets sont
les monomères constitutifs. En 1928, Mark et Von Susich [92] ont proposé, grâce à la
diﬀraction rayons-X aux grands angles, une structure orthorhombique pour la maille










Figure 9.1.6: Représentation des chaînes dans le plan (a,b), avec c l’axe de traction
et à l’axe des chaines. En haut à gauche, représentation d’une maille
élémentaire avec les paramètres de maille a et b. Position des plans per-
pendiculaires (200) et (120) (ﬁgure tirée de [91]).
Plusieurs études ont suivi mais la structure proposée est globalement restée la même
avec une maille élémentaire comprenant quatre chaînes. Lorsque le caoutchouc subit
une élongation uni-axiale, l’axe c de la cristallite correspond alors bien à la direction
d’élongation selon laquelle les chaînes s’alignent. Pour ce qui a trait à la déformation de
cette cristallite durant un test de traction, Pompradub et al [117], ont montré que les
paramètres a et b décroissent avec le chargement et que le paramètre c croit. Beurrot a
amélioré récemment ces résultats (ﬁgure 9.1.7).
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Figure 9.1.7: Evolution des paramètres d’une maille élémentaire contenue dans une
cristallite et du volume de cette maille en fonction de l’élongation λ durant
un cycle de chargement à faible vitesse pour un caoutchouc naturel non-
chargé (0-NR) et un caoutchouc naturel chargé aux noirs de carbone
(CB-NR). (a) : paramètre de maille a, (b) : paramètre de maille b, (c) :
paramètre de maille c, (d) : volume de maille. Triangles : charge, Carrés :
décharge (ﬁgure tirée de [12]).
Ces évolutions sont similaires pour les deux matériaux. Cela signiﬁe que lorsque le
matériau est allongé, les mailles unitaires sont allongées selon la direction de traction et
contractées selon les deux autres directions. De plus, le volume entier diminue. Pour une
élongation donnée, on remarque également que la maille est moins allongée (paramètre c)
et moins comprimée (paramètre a et b) durant la phase de décharge que durant la phase
de charge. On remarque également que quantitativement ces paramètres n’évoluent que
de 0.5% dans du caoutchouc non-chargé et de 1% dans du caoutchouc chargé.
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Taille et volume des cristallites
A température ambiante, Luch et Yeh [88] ont observé au microscope par transmission
d’électrons une structure ﬁbrillaire avec des cristallites dont la taille moyenne est de 100
◦
A
inﬂuencée par la déformation et la densité de réticulation. Ils ont également étudié la
morphologie des cristallites dans du caoutchouc naturel vulcanisé lors d’une déformation
de 700% par diﬀraction rayons-X aux petits angles. L’absence de pic discret lors de
la diﬀraction a alors été interprétée comme une absence de structure lamellaire [89].
On s’accorde donc sur une structure ﬁbrillaire pour la cristallisation sous contrainte.
Néanmoins pour de plus faibles élongations (λ ∈ [4, 5] dans le caoutchouc naturel non-
chargé), certains auteurs [159] supposent encore l’existence d’une combinaison entre
structure ﬁbrillaire et lamellaire. Cette hypothèse peut permettre de mieux expliquer
le comportement constitutif du caoutchouc lors d’un cycle de chargement [119]. Les
ﬁgures 9.1.8 et 9.1.9 montrent l’évolution de la taille des cristallites dans six directions
diﬀérentes. L’évolution du volume moyen des cristallites est illustrée à la ﬁgure 9.1.10.
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Figure 9.1.8: Evolution de la taille d’une cristallite en fonction de l’élongation λ durant
un cycle de chargement à faible vitesse pour un caoutchouc naturel non-
chargé (0-NR (a) à (f)). lhkl est mesuré dans la direction normale au plan




Figure 9.1.9: Evolution de la taille d’une cristallite en fonction de l’élongation λ durant
un cycle de chargement à faible vitesse pour un caoutchouc naturel chargé
aux noirs de carbone (CB-NR (g) à (l)). lhkl est mesuré dans la direction
normale au plan de diﬀraction (hkl). Triangles : charge, Carrés : décharge
(ﬁgure tirée de [12]).
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Figure 9.1.10: Evolution du volume d’une cristallite en fonction de l’élongation λ du-
rant un cycle de chargement à faible vitesse pour un caoutchouc naturel
non-chargé (0-NR en rouge) et un caoutchouc naturel chargé aux noirs
de carbone (CB-NR en bleu). Triangles : charge, Carrés : décharge (ﬁ-
gure tirée de [12]).
Ces observations nous amènent aux résultats suivants :
– la taille des cristallites évolue de 10% à 50% et dépend du matériau et de la direction
considérée,
– les cristallites sont plus petites dans le caoutchouc chargé que dans le non-chargé
[118, 152],









le caoutchouc chargé. Cette taille varie avec la densité de réticulation [159, 25].
Finalement, on remarque que l’évolution de la taille et du volume des cristallites est
la même pour les deux matériaux dans la plupart des directions : durant la phase de
traction, la taille diminue avec λ ; durant la phase de rétraction, elle augmente d’abord
pour les grandes élongations et décroit pour les petites élongations. De plus, pour une
élongation donnée, les cristallites sont plus grosses durant la phase de charge que durant
la phase de décharge pour les petites élongations alors que c’est l’opposé pour les grandes
élongations.
Nombres de cristallites
L’évolution du nombre de cristallites par unité de volume de matériau non-déformé
N est montrée à la ﬁgure 9.1.11.
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Figure 9.1.11: Evolution du nombre de cristallites par unité de volume de matériau non-
déformé en fonction de l’élongation λ durant un cycle de chargement à
faible vitesse pour un caoutchouc naturel non-chargé (0-NR en rouge)
et un caoutchouc naturel chargé aux noirs de carbone (CB-NR en bleu)
(ﬁgure tirée de [12]).
Cette évolution est très similaire à l’index de cristallinité. On remarque également qu’il
y a plus de cristallites dans le caoutchouc chargé que dans le caoutchouc non-chargé pour
une élongation donnée mais le nombre maximum de cristallites est plus petit. Les ﬁgures
9.1.5, 9.1.10 et 9.1.11 montrent alors que l’évolution du degré de cristallinité le long d’un
cycle est principalement dûe à la nucléation et la fusion des cristallites, plutôt qu’à une
évolution dans leur taille. Finalement, on note que pour le caoutchouc naturel chargé
aux noirs de carbone et pour de très grandes élongations, le nombre de cristallites dans
la phase de décharge est plus faible que durant la charge. L’auteur de cette expérience
[12] invoque une mauvaise mesure du nombre de cristallites ou un artefact expérimental
aux très grandes élongations pour expliquer ce résultat.
Orientation des cristallites
Les ﬁgures 9.1.12 et 9.1.13 donnent la désorientation comparée à l’orientation moyenne
de six plans de diﬀraction diﬀérents dans le caoutchouc non-chargé et cinq plans dans
le caoutchouc chargé. Le sixième plan dans le caoutchouc chargé n’est pas présent dans
la littérature.
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Figure 9.1.12: Evolution de la désorientation des plans de diﬀraction des cristallites
en comparaison de leur orientation moyenne en fonction de l’élongation
λ durant un cycle de chargement à faible vitesse pour un caoutchouc
naturel non-chargé (0-NR de (a) à (f)). Les indices de Miller sont mis




Figure 9.1.13: Evolution de la désorientation des plans de diﬀraction des cristallites
en comparaison de leur orientation moyenne en fonction de l’élongation
λ durant un cycle de chargement à faible vitesse pour un caoutchouc
naturel chargé aux noirs de carbone (CB-NR de (g) à (k)). Les indices
de Miller sont mis dans l’ordre hkl. Triangles : charge, Carrés : décharge
(ﬁgure tirée de [12]).
Cette évolution nous amène aux résultats suivants :
– Dans le caoutchouc non-chargé, cette désorientation décroit faiblement avec λ du-
rant la phase de charge. Durant la phase de décharge, elle commence à décroitre
faiblement puis augmente rapidement pour ﬁnir par une phase constante à la ﬁn
du cycle. Elle est plus élevée durant la phase de décharge que durant la phase de
charge et est similaire pour les six plans de diﬀraction. Le même type d’évolution a
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été rapporté par d’autres auteurs dont [118, 152, 159].
– Dans le caoutchouc chargé, cette désorientation augmente au début de la charge
puis décroit faiblement. Durant la phase de décharge, elle commence par décroitre
puis elle croit faiblement. Elle est supérieure durant la phase de charge que durant
la phase de décharge. Le même type d’évolution a été rapporté par d’autres auteurs
dont [118, 152].
L’ensemble des observations faites nous permet d’avoir une idée simple de la structure
cristalline du caoutchouc. C’est maintenant la cinétique de cristallisation que l’on étudie.
9.1.2 Cinétique de cristallisation
Lorsqu’on observe, à température ambiante, un caoutchouc naturel déformé suﬃsam-
ment pour cristalliser, la contrainte relaxe au cours du temps et la cristallinité augmente
[91]. On observe alors deux temps caractéristiques lors de cette relaxation. Ce résultat
est conﬁrmé par les travaux de Tosaka [158] et de Choi [30]. Cette expérience de re-
laxation, même si elle est la seule que l’on a pu faire jusqu’à très récemment, reste très
critiquable car le temps pour atteindre l’élongation maximum est toujours trop long par
rapport à la cinétique de cristallisation et les techniques de diﬀraction ont des temps
d’acquisition de données importants (typiquement plusieurs minutes). Malgré ces diﬃ-
cultés, diﬀérentes études ont conclu [1, 86, 97, 43] que l’orientation des molécules n’était
pas instantanée, et que les deux cinétiques s’accélèrent lorsque l’élongation augmente.
De plus, ces auteurs se sont accordés sur un temps caractéristique de 50msec pour la
cinétique la plus rapide. Cependant, durant les deux dernières années, de très important
progrès ont été réalisés dans la mesure du temps caractéristique de cristallisation [19, 2].
Ces études ont mis en place des techniques expérimentales dédiées à la mesure de ce
temps caractéristique. Elles ont alors mis en évidence un temps caractéristique évoluant
avec l’élongation (ﬁgure 9.1.14).
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Figure 9.1.14: Temps caractéristique de cristallisation τ en milli-seconde fonction de
l’élongation moyenne durant le test λa. λa = 4 est l’élongation à partir
de laquelle le matériau cristallise dans un essai quasi-statique (ﬁgure
tirée de [19])
Ce temps caractéristique est de l’ordre de 20msec lorsque λa > 4. Lorsque on se
rapproche de l’élongation λa = 4 qui correspond à l’élongation à laquelle le matériau
commence à cristalliser lors d’un essai quasi-statique, ce temps caractéristique augmente
très rapidement. Il est plus grand d’un facteur 10 lorsqu’on est très proche de cette
élongation. En fusion, il est naturel que l’on suppose un temps caractéristique très faible
devant le temps caractéristique de cristallisation et récemment une étude a conﬁrmé
cette hypothèse (ﬁgure 9.1.15).
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Figure 9.1.15: Cristallinité en fonction du temps pendant une décharge durant moins
de 10msec à t = 0 (ﬁgure tirée de [16]).
Dans cette ﬁgure, on remarque que le temps caractéristique de la fusion est nécessai-
rement inférieur au temps entre deux points de mesures consécutifs. Or, ce temps est de
7msec. La fusion peut donc être raisonnablement considérée comme instantanée. Et par
extension, l’évolution de l’index de cristallinité en fusion peut être considérée comme la
plus représentative d’un quasi-équilibre thermodynamique.
Dans la suite, on étudie plus spéciﬁquement l’inﬂuence de la cristallisation sur la phase
amorphe.
9.1.3 Caractérisation mécanique de la phase amorphe
On sait que la principale conséquence de la cristallisation sous contrainte du caou-
tchouc est la relaxation de la phase amorphe. Ceci a notamment été mis en équation par
Flory [48] en utilisant la mécanique statistique. Pour examiner plus en détails ce phéno-
mène, il serait intéressant de pouvoir séparer la contribution de la phase amorphe et la
contribution de la phase cristalline dans le réseau. Ceci peut être réalisé par la résonance
magnétique nucléaire par exemple. En eﬀet, cette technique nous permet d’obtenir une
indication sur l’alignement des chaînes par rapport à l’axe de traction dans le caou-
tchouc sous tension qui est proportionnel à l’écart quadripolaire △ν1 quantité obtenue
par résonance magnétique nucléaire. Cette technique, mise au point par Deloche [144],
consiste à introduire d’abord du deutérium dans le caoutchouc. Le nuage électronique
de la liaison carbone-deutérium introduit alors un gradient de champ auquel le spectre
de résonance magnétique nucléaire est sensible. On peut en eﬀet mesurer alors △ν1 et
montrer que cette quantité est un paramètre d’ordre dont Deloche a montré qu’il s’ex-
prime de manière simple en fonction notamment de l’angle theta de l’axe de la molécule
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avec la direction de traction. Ainsi, un plateau dans la mesure de △ν1 en fonction de la
contrainte montre que la phase d’alignement des molécules est terminée comme c’est le
cas à la ﬁgure 9.1.16). On peut ainsi utiliser cette quantité pour traduire l’évolution de
l’élongation moyenne de la phase amorphe dans l’échantillon (pour plus de détails, on
se réfère à [122]). On observe alors l’eﬀet de la cristallisation sur l’écart quadripolaire
(ﬁgure 9.1.16). Lorsque le matériau est totalement amorphe △ν1 est proportionnel à
(λ2 − λ−1). Puis, lorsque le matériau cristallise, on observe un plateau en △ν1 que l’on
peut interpréter comme un plateau dans l’évolution de l’élongation moyenne de la phase
amorphe dans l’échantillon. En fusion, on observe une décroissance de cette quantité.
Figure 9.1.16: (à gauche) Écart quadripolaire pour le caoutchouc non-chargé à 20°C et
51°C sur un cycle. (à droite) Comparaison entre la contrainte et l’écart
quadripolaire sur un cycle (la vitesse de chargement pour les deux me-
sures est du même ordre) (ﬁgures tirées de [122]) .
On peut remarquer que le même type de résultat a été obtenu par [3] en analysant la
partie dûe à la phase amorphe dans le cliché de diﬀraction.
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Figure 9.1.17: Caractérisation de l’eﬀet de durcissement induit par les cristallites.
(Lignes pleines) Contrainte nominale en fonction de l’élongation pour
une charge cristallisante. (Pointillés) Contrainte calculée en utilisant la
raideur amorphe combinée avec l’élongation de la partie amorphe du
réseau pendant la cristallisation sous contrainte (ﬁgure tirée de [3]).
Ces résultats nous permettent de remarquer que les cristallites agissent très proba-
blement comme des nano-charges dont le seuil de percolation serait faible. En eﬀet,
l’ampliﬁcation de la contrainte dûe à l’eﬀet durcissant de la cristallite sur la chaine elle-
même ne peut expliquer le durcissement observé puisque la contrainte du réseau amorphe
(ﬁgure 9.1.17) ne présente pas de durcissement signiﬁcatif lors de la charge. Pour ﬁnir,
nous allons caractériser le réseau complet en étudiant le comportement mécanique du
caoutchouc cristallisant sur un cycle de chargement. On se concentrera dans cette sous-
section sur le caoutchouc naturel non-chargé. L’analyse du caoutchouc naturel chargé
n’apporte pas d’informations supplémentaires.
9.1.4 Caractérisation mécanique du réseau semi-cristallin
Dans cette section, on étudie tout d’abord un cycle de chargement à vitesse et tempé-
rature constantes. Ensuite, on examine l’inﬂuence de plusieurs paramètres sur ce cycle :
– λmax et λmin, respectivement l’élongation maximale et l’élongation minimum at-
teinte pendant le cycle
– la vitesse de chargement,
– la température,
– la densité de réticulation.
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Vitesse et température constante : cycle complet
Les trois processus expérimentaux sur du caoutchouc naturel non-chargé étudiés dans
cette sous-section sont :
– l’essai de cristallisation sous contrainte à l’équilibre. Il s’agit d’étirer le caoutchouc
à une extension donnée, de le chauﬀer à 80°C aﬁn d’éliminer toute trace de cristalli-
nité, puis de le refroidir à température déterminée, de manière à obtenir le taux de
cristallisation du matériau à l’équilibre thermodynamique. On s’aﬀranchit ainsi de
tous les eﬀets de cinétique et de relaxation qui peuvent se manifester sur des durées
très longues.
– le cycle de traction à vitesse et température constantes. La cristallinité de l’échan-
tillon est mesurée en continu, en temps réel, tout au long du cycle de traction. C’est
une mesure sur un système hors équilibre, même dans les cas où la vitesse de trac-
tion est très lente. Le caoutchouc subit systématiquement un chargement cyclique
précédemment à la mesure pour éliminer une grande partie de l’eﬀet Mullins.
– l’essai sur phase amorphe. Il s’agit de chauﬀer le caoutchouc non-déformé à 80°C
pour l’empêcher de cristalliser. Ensuite, il est soumis à un chargement de traction
à vitesse constante.
Le cycle à vitesse et température constantes se décompose en deux phases : la traction
et la rétraction. Ces deux phases sont indiquées par des ﬂèches (ﬁgure 9.1.18). Le cycle
peut être subdivisé en plusieurs segments, qui correspondent aux divers comportements
microscopiques du caoutchouc. Ces points singuliers sont notés O, A, B, C, D, E.
Figure 9.1.18: Évolution simultanée a) de la contrainte σ et b) de la cristallinité au
cours d’un cycle de traction de vitesse 2mm/min à température am-
biante (ﬁgure tirée de [91]).
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Pour pouvoir comprendre ce type de comportement, il est également intéressant de
superposer à cette courbe le comportement amorphe et le comportement à l’équilibre
(ﬁgure 9.1.19).
Figure 9.1.19: Évolution simultanée a) de la contrainte σ (en noir) à 40°C, (en rouge)
à 82°C (renormalisée à 40°C par la loi de Mooney Rivlin), (en bleu)
à l’équilibre et b) de la cristallinité au cours d’un cycle de traction de
vitesse 2mm/min (ﬁgure tirée de [91]).
On observe une cristallisation hors équilibre dans la phase de charge qui se produit
à une élongation élevée λA et qui se traduit par une relaxation de contrainte au début
suivi d’un durcissement. La phase de décharge se fait essentiellement le long de la courbe
d’équilibre dès que le durcissement a été eﬀacé. En décharge, la cristallisation s’observe
à des élongations plus faibles qu’en charge.
Influence de λmax sur la dissipation
En réalisant plusieurs expériences, on s’aperçoit que les cycles s’inscrivent les uns dans
les autres (ﬁgure 9.1.20) et sont d’aire croissante avec λmax.
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Figure 9.1.20: Cycles de chargement à λmax croissant - force. La courbe de charge est
la courbe la plus en haut (ﬁgure tirée de [91]).
La cristallinité augmente également avec λmax (ﬁgure 9.1.21). De plus, on remarque
que plus λmax est réduit, plus on trouve une longue période de cristallinité constante en
décharge.
Figure 9.1.21: Cycles de chargement à λmax croissant - cristallinité. La courbe de charge
est la courbe du bas (ﬁgure tirée de [91]).
On peut alors remarquer (ﬁgure 9.1.20) que l’aire de l’hystérèse mécanique totale H
est proportionnelle à la cristallinité maximale sur un cycle χmax et donc à la densité
de cristallites dcris =
χmax
Vcris
(chaque cristallite étant supposée de volume constant Vcris).
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La connaissance de H, de χ et de la taille d’une cristallite nous permet de proposer un
calcul de la contribution (ﬁgure 9.1.22) d’une cristallite à l’énergie dissipée D par unité
de volume au cours du cycle
H = dcrisεcris, (9.1.6)
avec εcris l’énergie dissipée ramenée à une cristallite.
Figure 9.1.22: Énergie dissipée ramenée à une cristallite dans un cycle de traction à
élongation comprise entre 200% et 700% à la vitesse de 2mm/min à
20°C (ﬁgure tirée de [91]).
Influence de λmin sur la dissipation
L’inﬂuence de λmin sur la cristallisation durant un cycle de chargement a été abordée
par l’auteur de ce manuscrit au Centre technique de Ladoux Michelin [56]. Néanmoins,
l’étude de Nicolas Candau [21] a été mise en place sur une machine permettant une
exploitation plus rigoureuse des résultats. On se réfère donc systématiquement à son
étude dans la suite. L’eﬀet du λmin est similaire à celui du λmax mais dans un amplitude
bien moins importante. Ce qui peut s’expliquer par le fait qu’on se trouve plus proche
de l’équilibre dans le second cas.
Influence de la vitesse de chargement sur le cycle
On a vu dans la section précédente que la première échelle de temps de la cristallisation
sous contrainte est très rapide (20msec). On peut donc supposer que la cristallisation
a toujours le temps d’avoir lieu lorsque la vitesse de déformation est inférieure à 1 s−1.
Néanmoins, tous les tests sont hors-équilibre même avec une vitesse de 10−5 s−1 puis-
qu’on a observé, dans les essais de relaxation, une évolution de la cristallinité après 24h.
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Les principaux résultats sur l’inﬂuence de la vitesse de déformation nous viennent de
Miyamoto [102] avec des tests allant de 7.10−4 s−1 à 7 s−1. Il a alors mis en évidence une





lorsque la vitesse est multipliée par 104. Nous avons reproduit cette dépendance
(ﬁgure 9.1.23).
Figure 9.1.23: Variation de σA (contrainte nominale à l’initiation de la cristallisation)
en fonction de dλdt . Résultats expérimentaux (bleu) et courbe de tendance
(noir). (ﬁgure construite à partir des données de [102]).
Cette étude a été complétée par Trabelsi [149] et Marchal [91] (ﬁgure 9.1.24).
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Figure 9.1.24: Cycles de traction mécanique à deux vitesses diﬀérentes sur du caou-
tchouc naturel (ﬁgure tirée de [91]).
Finalement, en considérant une vitesse de charge de 10−3 s−1 comme base, on peut
faire les observations synthétiques suivantes :
– une réduction de la vitesse de déformation induit une légère accentuation de l’eﬀet
de relaxation juste après λA.
– une augmentation de la vitesse de déformation dans les très hauts régimes de défor-
mations (supérieure à 1 s−1) [43] induit une diminution de l’eﬀet du durcissement
car à ce moment la cristallisation n’a plus le temps de se faire. Ce phénomène est
caractérisé par une augmentation de λA.
– la taille et l’orientation des cristallites ne varient pas sensiblement pour des vitesses
qui restent hors des temps caractéristiques courts de la cinétique de cristallisation.
– Entre λD et λE, le problème est indépendant de la vitesse. De plus, la pente du
durcissement en décharge est indépendante de la vitesse. Il y a simplement une
modiﬁcation faible de λD. Cela renforce la notion de pseudo-équilibre en décharge.
Influence de la température sur le cycle
Nous ne considérons pas, dans cette étude, l’eﬀet de la température lorsqu’elle est
inférieure à la température ambiante car le caoutchouc cristallise alors de manière dif-
férente et cette cristallisation se couple à la cristallisation sous contrainte. L’ensemble
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des études a montré que la cristallisation sous contrainte décroit lorsque la température
augmente (ﬁgure 9.1.25).
Figure 9.1.25: a) Cycles de traction mécanique eﬀectués à 11°C, 33°C, 52°C et 72°C à
la vitesse V = 2mm/min (entre chaque cycle l’échantillon est chauﬀé)
b) Cristallinité correspondant aux cycles de traction mécanique (ﬁgure
tirée de [91]).
Albouy et Marchal [91] ont aussi montré que cette diminution est assez régulière. Par
exemple λA (allongement minimum pour observer la cristallisation en charge) et λE (al-
longement minimum pour observer la cristallisation en décharge) croissent linéairement
avec la température (ﬁgure 9.1.26).
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Figure 9.1.26: Représentation des élongations auxquelles débutent la cristallisation et
des élongations auxquelles a lieu la fusion des dernières cristallites à
diﬀérentes températures, pour chaque taux de réticulant (les cercles 0.8g
de soufre et les carrés 1,2g de soufre) (ﬁgure tirée de [91]).
Ces auteurs ont enﬁn montré que la cristallisation disparait presque complètement à
80°C. Par contre, quantiﬁer en détail l’inﬂuence de la température est diﬃcile puisque
le comportement de l’amorphe est également fortement modiﬁé par la température.
Influence de la densité de réticulation sur le cycle
L’inﬂuence de la densité de réticulation ν sur la cristallisation sous contrainte est un
important sujet d’étude pour l’ensemble des équipes de recherche [155, 151, 160, 25, 24].
Malgré cela, elle n’a pas encore été bien comprise. Le premier résultat qu’on peut trouver
est l’indépendance de λA par rapport à ν, ce qui est diﬃcile à admettre en considérant la
théorie de l’élasticité caoutchoutique et les applications de la mécanique statistique à la
cristallisation sous contrainte [160]. Il semble que ce résultat soit dû à une hétérogénéité
du réseau mais aucun mécanisme proposé ne semble arriver à reproduire l’ensemble des
propriétés observées. On trouve même des désaccords entre certaines observations. Sans
rentrer dans les détails et en considérant l’ensemble des études réalisées jusqu’ici, on
peut faire un résumé des propriétés observées pour ν ≥ 104mol/cm3 :
– la nucléation des cristallites est supposée être gouvernée par l’élongation relative
des chaînes, et augmente donc quand la densité de réticulation diminue.
– la taille maximum d’une cristallite est gouvernée par le nombre de segments entre
deux points de réticulation, et par conséquent, elle diminue lorsque la densité de
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réticulation augmente. De plus, elle semble disparaitre si la densité de réticulation
est trop élevée (le volume des cristallites devrait tendre vers zéro).
– une densité de réticulation optimale (1.5 × 104mol/cm3) existe pour la cristallisa-
tion ; elle correspond à un nombre de cristallites relativement élevé et, en même
temps, à des volumes élémentaires élevés.
Pour des densités de réticulation plus faibles, les résultats ne sont pas clairs et se contre-
disent [149, 24]. Il faut noter que dans ce cas le rôle des enchevêtrements comme points
de réticulation temporaires devient prépondérant et leur prise en compte dans les mé-
canismes aﬀecte fortement l’interprétation des résultats.
9.2 Comportement du caoutchouc cristallisant sous
contrainte (réseau semi-cristallin)
L’ensemble de ces expériences nous a permis d’observer les principaux aspects et
eﬀets de la cristallisation sous contrainte. Puisqu’on cherche à construire une loi de com-
portement pour le caoutchouc cristallisant, nous allons ensuite détailler les principales
propriétés qui devront être prises en compte dans cette loi.
9.2.1 Cristallisation et fusion
Tout d’abord, on observe que la cristallinité croît avec la déformation (ﬁgure 9.1.18)
de λA à λC puis décroit à la décharge entre λC et λE. On observe également que la
cristallinité est, à λ identique, plus grande en fusion qu’en cristallisation. Ensuite, on
observe que l’évolution de la cristallinité est à peu près linéaire en λ lors de la cristal-
lisation comme lors de la fusion. Enﬁn, la cristallinité en décharge correspond à celle à
l’équilibre à l’exception d’une petite zone aux grandes élongations où plusieurs phéno-
mènes diﬀérents peuvent être en compétition (sur-cristallisation, temps de pause sur le
cycle, cinétique, etc).
9.2.2 Hystérèse
Lors d’un cycle de chargement pour un caoutchouc cristallisant sous contrainte, la dé-
formation n’est pas entièrement réversible (ﬁgure 9.1.18). En eﬀet, la courbe contrainte-
élongation présente une hystérèse au cours d’un cycle de traction à vitesse et température
constantes. La présence d’une hystérèse peut être interprétée comme la conséquence de
plusieurs phénomènes :
– les eﬀets viscoélastiques (le désenchevêtrement des chaînes au cours de la traction),
– l’endommagement (eﬀet Mullins),
– la diﬀérence de cristallinité entre les phases aller et retour d’un cycle de déformation.
A priori, l’eﬀet Mullins a été éliminé par cyclage du matériau avant l’expérience. Marchal
[91] a jugé que la viscoélasticité représentait 10% de l’aire de l’hystérèse même si à de
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plus grandes vitesses de chargement cette valeur devient plus grande. Cet eﬀet serait un
peu plus important pour des mélanges caoutchoutiques où l’eﬀet des enchevètrements
est important [74]. On suppose donc que le phénomène de cristallisation est le principal
responsable de l’hystérèse. Lorsque λmax sur un cycle augmente, que λmin diminue ou
que T diminue, on observe également que l’hystérèse est d’aire croissante. On a remar-
qué enﬁn qu’à partir du moment où χ décroit, on se retrouve sur la courbe d’équilibre
χ = χeq avec χeq l’index de cristallinité à l’équilibre thermodynamique (ﬁgure 9.1.19).
Par contre, il y a un écart léger entre la contrainte nominale en fusion et la contrainte
nominale à l’équilibre thermodynamique. Pour ces raisons, l’état de fusion est nommé
« état de pseudo-équilibre ». Pour conclure, on peut noter que certaines mesures ther-
miques récentes [134] observent une dissipation sous forme de chaleur négligeable sur un
cycle. Les auteurs supposent alors que l’hystérèse pourrait être uniquement le résultat
d’une diﬀérence de cinétique. En plus des études précédemment citées qui contredisent
cette hypothèse, Nicolas Candau [20] a réalisé plusieurs chargements à vitesse faible
suivis d’un maintien de l’élongation à valeur ﬁxe. Il observe alors que même si la cris-
tallinité continue à augmenter, cette augmentation est inférieure à 0.5% sur le temps
caractéristique de l’expérience. Cela nous incite à garder notre hypothèse selon laquelle
la surfusion est en majorité responsable de l’hystérèse.
9.2.3 Relaxation de la phase amorphe
En considérant la ﬁgure 9.1.19, on observe que la cristallisation crée une relaxation de
la contrainte. Ceci est également visible dans les essais de relaxation. De plus, si on consi-
dère la caractérisation de la phase amorphe (ﬁgure 9.1.16), l’évolution de l’élongation
moyenne semble quasi nulle lors de la cristallisation pour λ ∈ [4, 5.7]. La cristallisation
crée donc une relaxation de la phase amorphe.
9.2.4 Durcissement du réseau
Si la cristallisation crée une relaxation de la phase amorphe, on remarque également
qu’au début de la fusion et à la ﬁn de la cristallisation, la contrainte est très élevée et
rejoint la contrainte de la phase amorphe. Elle peut même la dépasser dans certains
cas [91]. De plus, on remarque qu’à la ﬁn de la cristallisation la pente de la courbe de
contrainte cristallisante est plus forte que la pente de la courbe amorphe. Par conséquent,
le réseau durcit lorsqu’il y a cristallisation. Ce durcissement semble venir principalement
d’une augmentation du nombre de points de renfort dans le réseau (les cristallites)
puisque la « contrainte amorphe » (ﬁgure 9.1.17) ne présente qu’un durcissement faible.
9.2.5 Diagramme de phase du caoutchouc
Ce diagramme (ﬁgure 9.2.1) montre que la contrainte nominale de début de la cris-
tallisation est toujours supérieure à la contrainte de ﬁn de fusion et qu’elles sont toutes
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deux linéaires en la température. C’est ce phénomène que l’on nomme phénomène de
surfusion.
Figure 9.2.1: Diagramme de phase construit à partir des données de [91]. Contrainte
nominale d’initiation de la cristallisation σA (rouge) et de ﬁn de la fusion
σE (bleu) et tendances linéaires respectives fonction de la température de
l’échantillon.
9.3 Analyse des mécanismes proposés - phénomènologie
Dans cette section, on propose d’interpréter grâce à des relations phénoménologiques
le comportement du caoutchouc cristallisant et de l’associer à des mécanismes phénomè-
nologiques. Pour cela, on analyse tout d’abord les propriétés identiﬁées (relaxation de la
phase amorphe, durcissement du réseau) sous forme de mécanismes phénomènologiques.
Ensuite, on s’intéresse au lien entre la cristallinité et les variables internes proposées.
9.3.1 Relaxation de la phase amorphe
Analysons tout d’abord un réseau amorphe à 80°C. En élongation uniaxiale, la combi-
naison entre une loi de Mooney-Rivlin pour les petites élongations et une loi de Langevin
pour les très grandes élongations peut être utilisée pour représenter précisement le com-
portement de l’amorphe [91]. La contrainte nominale en élongation uni-axiale s’écrit
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+ 2C2 [1− λ−3] (9.3.1)
avec trois constantes (C1,C2,λm) à déterminer et avec L−1 : [0, 1] → R+ la fonction
inverse de Langevin donnée par L (β) = cothβ − 1
β
. D’après Flory [48], l’extension des
chaînes provoque une diminution d’entropie, ce qui conduit à la cristallisation d’une
partie des segments des chaînes et d’autre part un gain d’entropie de la partie restée
amorphe du polymère. Cette partie relaxe et la force exercée sur les points de réticulation
diminue.
Figure 9.3.1: Chaîne semi-cristalline, modèle de Flory (ﬁgure tirée de [74]).
Le mécanisme de la ﬁgure 9.3.1 explique simplement ce phénomène sur une chaîne. Si
λ représente l’extension à laquelle est soumise une chaîne de polymère comportant Nseg
monomères, avant extension, la longueur de la chaîne à l’équilibre vaut r0 = ̟
√
Nseg
(où ̟ est un coeﬃcient dépendant de la nature de la chaîne expérimentalement). Après
traction, elle vaut r = λr0. Quand une cristallite de longueur nclseg se forme, lseg étant
la longueur d’un monomère, il reste Nseg − nc monomères dans la partie amorphe de la










Lorsque nc ≪ Nseg, on écrit la relation précédente sous la forme
λlocal = λ− λχ (9.3.3)
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. La relation (9.3.2) peut nous permettre d’estimer l’eﬀet
de relaxation sous la forme d’une diminution de l’élongation de la partie amorphe. Cette
diminution ne représente pas une décomposition de la déformation en une déformation
plastique puis élastique comme dans le cas de la décomposition multiplicative en plasti-
cité grandes déformations. C’est lié à un gel d’une partie de chaîne et à une diminution
de la partie active par (9.3.2) suivi d’une simpliﬁcation supposant que seule une faible
partie de la chaîne cristallise nc ≪ Nseg dans la même philosophie qu’en Gaussien.
La relaxation de la phase amorphe est également très bien observée expérimentalement
à la ﬁgure 9.1.17 où on sépare la contrainte nominale dans la phase amorphe et dans
la phase cristalline. En conclusion, nous avons un premier mécanisme de relaxation qui
se traduit autant de manière théorique qu’expérimentale par une cristallinité eﬃcace λχ
qui diminue la contribution amorphe au réseau semi-cristallin complet.
9.3.2 Durcissement du réseau
L’élongation de l’amorphe nous permet alors de travailler sur la raideur du réseau. En
eﬀet, on voit bien que la forte augmentation de la contrainte ne peut être seulement due
à une augmentation de λlocal puisqu’on observe aux très hautes élongations une pente
supérieure en contrainte dans le cas semi-cristallin que dans le cas amorphe (ﬁgure 9.1.19)
et que la « contrainte amorphe » reconstruite à partir d’une mesure de l’élongation locale
présente une quasi-absence de phase de durcissement (ﬁgure 9.1.17). Introduisons alors








– R1 une constante phénoménologique,
– ds la densité de points de réticulation initiale du réseau.
Un peu avant le point B et jusqu’au point C, la cristallinité augmente linéairement
avec λ. Le réseau semi-cristallin, qui se met alors en place dans cette phase, crée deux
mécanismes dont les eﬀets s’opposent (ﬁgure 9.3.2) d’après Marchal :
– les chaînes relaxent entre les cristallites (section 9.3.1),
– il y a durcissement superlinéaire du matériau par (9.3.4) du fait de l’accroissement
du nombre de cristallites pouvant créer si elles sont multi-chaînes des points de réti-
culation. Ces cristallites peuvent alors former des cages qui empêchent le matériau
de se relaxer.
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Figure 9.3.2: Mécanisme de cristallisation (ﬁgure tirée de [91]).
Dans cette phase (ﬁgure 9.1.19), on observe une dépendance quadratique en χ de la
raideur RT (9.3.4) (ﬁgure 9.3.3).
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Figure 9.3.3: Raideur RT du réseau en fonction de 〈χ− χB〉 la cristallinité normalisée
et interpolation quadratique des résultats obtenus à partir des mesures
d’élongation locale [91].
9.3.3 Expression de la cristallinité en fonction de λχ
Comme on l’a déjà souligné précédemment, il est possible que les cristallites aient des
morphologies diﬀérentes quand elles nucléent à diﬀérents états de contrainte. Cette hy-
pothèse se base sur l’évolution de l’orientation des chaînes amorphes avec la contrainte.
Construire et suivre l’évolution de toutes les conﬁgurations cristallines possibles est bien
au delà du cadre de cette étude et des possibilités de caractérisation thermomécanique.
Cela nécessiterait la connaissance d’un nombre important de variables internes obser-
vables à des longueurs caractéristiques bien plus petites que celles auquelles nous avons
accès.
On préfère alors une approche plus phénoménologique qui consiste à se ramener à un
cristal moyen dans une chaine représentative qui possède une cristallinité eﬃcace ou dé-
formation de transformation λχ. Cette grandeur peut être comprise comme l’eﬀet direct
de la cristallite sur le champ de déformation. Si les cristallites qui nucléent à diﬀérents
états de contrainte ne diﬀèrent pas par leur morphologie, ceci se traduit qualitativement
par une proportionnalité entre λχ et χ comme c’est le cas dans la relation (9.3.2). Dans
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La croissance du cristal équivalent est ici donnée par l’augmentation du nombre de seg-
ments de Kuhn en phase cristalline nc. Dans ce modèle, la cristallinité χ est représentée
par la proportion de segments en phase cristalline et la cristallite est étendue et mono-
chaîne.
Sous des hypothèses plus complexes, comme le suppose Marchal [91], les cristallites qui
nucléent à de plus hauts niveaux de contraintes sont capables de générer une élongation
de transformation plus importante à volume équivalent. Cela pourrait s’expliquer par
un passage de cristallites lamellaires (faibles niveaux de contrainte) à des cristallites
ﬁbrillaires (hauts niveaux de contrainte) dû à un plus grand alignement des chaînes.
Cette dépendance à la contrainte crée naturellement une variation dans la relation entre
χ et λχ.
Puisque la littérature ne nous permet pas de trancher entre les deux approches, on
propose d’utiliser la relation entre χ et λχ proposée par Lagoudas [77] dans la cristalli-








avec Λcris (σ) l’élongation de transformation maximale atteignable par une cristallite qui







avec Λfus (σ) l’élongation de transformation récupérée à chaque fusion à un niveau de
contrainte σ donnée. Dans notre cas, cette relation ne sera utilisée que dans un but
de post-processing des résultats pour relier la variable microcinématique λχ sortie du
modèle au taux de cristallinité mesuré.
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Modèle constitutif du caoutchouc
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Pour construire un modèle constitutif du caoutchouc cristallisant sous contrainte, on
propose d’utiliser l’analyse faite au chapitre précédent en supposant que le phénomène
dissipatif prépondérant en terme de dissipation est la cristallisation. Dans un premier
temps, on construit à partir de cette analyse une loi de comportement uni-dimensionnelle
thermodynamiquement cohérente pour un cycle de chargement (section 10.1). Ensuite,
on présente une version simpliﬁée de cette loi (section 10.2) puis on ajoute les eﬀets de
viscosité du réseau (section 10.3). Enﬁn, pour pouvoir obtenir une loi de comportement
multidirectionnelle capable de créer une réponse anisotrope, on intègre la loi 1D au
concept de micro-sphère (section 10.4).
10.1 Loi 1D pour la cristallisation sous contrainte
10.1.1 Energie libre et variables internes
La construction d’une loi de comportement pour un système semi-cristallin passe tout
d’abord par la construction d’une loi de comportement pour le caoutchouc amorphe. Pour
cela, on peut s’appuyer sur la construction phénoménologique en élongation uni-axiale
(9.3.1) telle que développée par Christian Miehe [53]. Pour la construire, on considère
que l’énergie libre d’une chaîne polymère peut être modélisée par un ressort de Langevin.
Ensuite, pour prendre en compte les eﬀets de conﬁnement (souvent représentés par un
terme en I2 dans l’énergie macroscopique) (sous-section 10.4.2), on suppose que la chaine
est conﬁnée dans un tube de base variable (ﬁgure 10.1.1). Le comportement amorphe à
l’échelle de la chaîne est donc caractérisé par :
– l’élongation de la chaîne,
– la contraction du tube,
– la température.
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Figure 10.1.1: Chaîne amorphe contrainte (ﬁgure tirée de [53]).
Considérons alors une chaîne polymère représentative composée de Nseg segments de
longueur lseg. On note L = Nseglseg sa longueur de référence. La chaîne non-contrainte
par un tube est décrite par la variable r qui représente la distance entre ses extrémités.
Pour une chaîne non-étirée à l’équilibre, on a en moyenne r0 =
√
Nseglseg. L’élongation





Lorsque le réseau est amorphe, on a remarqué (ﬁgure 9.1.19) qu’il était nécessaire de
prendre en compte l’eﬀet d’extensibilité ﬁnie de la chaîne aux grandes élongations. C’est
pour modéliser cet eﬀet que l’on utilise le ressort de Langevin. Dans une direction donnée,





















avec L−1 : [0, 1] → R+ la fonction inverse de Langevin donnée par L (β) = cothβ − 1
β
.
Le ressort de Langevin est équivalent au ressort gaussien pour de petites élongations et
possède une extensibilité ﬁnie en λ =
√
Nseg.
Ensuite, on prend en compte les contraintes d’exclusion entre les diﬀérentes molécules
qui forment le réseau. Pour cela, on peut utiliser un modèle de tube qui caractérise
ces contraintes [41]. On suppose alors que chaque chaîne est conﬁnée dans un tube de
diamètre d dont les deux extrémités sont ﬁxées aux extrémités de la chaîne et dont on
limite la contraction de section. On caractérise alors cette contrainte par l’aire du tube








– α une constante qui dépend de la forme de la base du tube,
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la contraction relative de la base du tube,
– d0 le diamètre du tube dans le réseau non déformé.
Dans la construction du modèle 1D, on remplace provisoirement cette mesure de contrac-
tion par un terme d’énergie en λ−1. Cette approximation permet d’obtenir le terme de
force en −λ−2 utilisé par [53] pour le modèle 1D en présence des ces contraintes lorsque
λ → 0. Dans la gamme d’élongations utilisées pour le recalage du modèle 1D, cette
approximation donne des résultats similaires à ν en élongation uniaxiale. L’énergie libre
pour nch chaînes amorphes présentes dans une direction du réseau s’écrit alors en sup-
posant que l’énergie libre de la chaîne (10.1.2) et du tube (10.1.3) sont additives et que
toutes les chaînes dans la direction sont dans le même état moyen
























Pour rendre l’expression (10.1.4) plus compacte, on note































)) l’énergie libre de Langevin,





le module du tube.
Nous aurons besoin dans la suite d’une approximation numérique de la fonction de
Langevin. On peut choisir classiquement l’approximation de Padé proposée par [33] qui







Nseg − λ2 . (10.1.6)
On peut maintenant construire l’énergie libre pour le cas semi-cristallin.
Système semi-cristallin
L’étude faite au chapitre 9 nous a permis de montrer que sous contrainte, des cris-
tallites nucléent dans le caoutchouc. Leur présence induit toujours trois mécanismes
observables à l’échelle constitutive :
1. la relaxation des chaînes amorphes,
2. un durcissement du réseau par changement de la morphologie,
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3. un eﬀet de raideur additionnelle par la présence de nano-renforts (les cristallites)
pouvant percoler.
La relaxation a été modélisé au chapitre 9 par la formule (9.3.2) en λ→ λ−λχ. Ensuite, le
mécanisme de durcissement associé à la conformation de la cristallite est simplement pris
en compte de manière phénoménologique grâce à une énergie stockée lors du changement
de phase sous la forme g (λχ) (ﬁgure 10.1.2)
g (λχ) =

g (0) = [0,∞] pour λχ < 0,
◦







Figure 10.1.2: Energie stockée
Cette construction permet d’interdire des cristallinités négatives ou des cristallinités
supérieures à λχ,sat. On obtient ici une forme bien connue en plasticité parfaite. Le
mécanisme d’élasticité activé par la présence de cristallites dans le caoutchouc est, quant
à lui, uniquement présent aux grandes élongations λ ≥ λ∗ et non dissipatif (λ∗ > λA)
avec λ∗ l’élongation d’activation du mécanisme. Il est donc pris sous la forme d’une
énergie libre supplémentaire




si λχ > 0. (10.1.8)
Enﬁn, puisque de la chaleur latente est produite/absorbée durant la cristallisation/fusion
sous contrainte, une dépendance à la température est présente par le biais d’une enthalpie
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de formation hf et d’une entropie sf de phase cristalline. On propose donc ﬁnalement
d’écrire l’énergie libre du système semi-cristallin sous la forme





+ nchg (λχ) (10.1.9)





Cette énergie introduit :
– la relaxation à travers le choix de l’élongation locale λlocal = λ − λχ utilisée dans
l’énergie libre de chaine amorphe,
– RA = kBNseg et RB les deux raideurs, respectivement du milieu amorphe et cristal-
lisé,
– g (λχ) l’énergie stockée dans les cristallites en fonction de leur morphologie,
– λχ,sat l’élongation inélastique maximum atteignable dans un réseau semi-cristallin,
– sf l’entropie de formation de la cristallite,
– hf l’enthalpie de formation de la cristallite.
10.1.2 Relations constitutives
Pour obtenir les équations constitutives, on introduit l’inégalité de dissipation locale










– P la contrainte 1D en conﬁguration de référence,
– s l’entropie.
En développant dψsemi−cris(λ,λχ,T )dt par rapport aux variables internes, on obtient


















En utilisant la forme explicite de l’énergie libre du système semi-cristallin (10.1.9), on
obtient donc les équations constitutives pour la contrainte en écrivant que la dissipation
doit être nulle dans toute évolution à cristallisation ﬁgée (hypothèse d’élasticité). On




= Pam + Ptube + Pel, (10.1.12)
avec trois composantes : une composante de chaine amorphe Pam, une composante de
tube Ptube et une composante liée à l’activation de l’élasticité Pel :
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– Ptube = −nchRATUλ−2,
– Pel =
{
0 si λ < λ∗,
nchRBTF
′ (λ− λ∗) si λ ≥ λ∗.















L’énergie libre n’étant pas diﬀérentiable en λχ du fait de la construction du terme g, il
faut distinguer la force thermodynamique de cristallisation πdχ déﬁnie par la dérivée à
droite de ψsemi−cris en λχ pour λχ ∈ [0, λχ,sat[ et λχ croissant de la force thermodyna-
mique de fusion πgχ déﬁnie par la dérivée à gauche de ψsemi−cris en λχ pour λχ ∈ ]0, λχ,sat]
et pour λχ décroissant. On a donc :
1. si dλχdt > 0,









− nch (sfT − hf ) , ∀λχ ∈ [0, λχ,sat[ ,
(10.1.14)
2. si dλχdt < 0,









− nch (sfT − hf ) , ∀λχ ∈ ]0, λχ,sat] .
(10.1.15)
10.1.3 Lois d’évolution
Par application des équations constitutives (10.1.12, 10.1.13) dans (10.1.11), on trouve




≥ 0 si dλχ
dt
> 0, D = πgχ
dλχ
dt
≥ 0 si dλχ
dt
< 0. (10.1.16)
L’inégalité est automatiquement vériﬁée à cristallisation ﬁgée dλχdt = 0. On suppose que
durant l’évolution de la variable interne, on obtient une inégalité stricte sur la dissipation
lors de la cristallisation. Cette hypothèse est naturelle puisque le comportement du
caoutchouc cristallisant est dissipatif en charge d’après les expériences. Lorsqu’il y a
fusion, on est par contre dans un état de pseudo équilibre. On suppose donc que cet état
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est non dissipatif. En appliquant ces conditions, on trouve que πχ doit être strictement
positif lorsqu’il y a cristallisation et nul lorqu’il y a fusion.
On déﬁnit alors les lois d’évolution par rapport à la cristallinité à l’équilibre qui vériﬁe
πχ (λχ,eq, λ, T ) = 0, (10.1.17)
et qui relie de manière unique λχ à un couple (λ, T ) donné. En fusion,
dλχ
dt < 0 on prend
donc
πgχ = 0. (10.1.18)
Pour la cristallisation (dλχdt > 0), qui est en retard sur l’équilibre, on ne l’autorise que si
la force thermodynamique est égale à un seuil donné
πdχ = nchY (λχ,sat − λχ) (10.1.19)
avec une fonction Y caractéristique du matériau positive décroissante nulle à l’origine
(Y (0) = 0) . En eﬀet, le mécanisme simpliﬁé que l’on a pu extraire des observations sur
le comportement cyclique est le rapprochement entre la courbe d’équilibre en λχ,eq (λ, T )
et la même courbe en charge lorsque λχ,maxcycle → λχ,sat. Lorsque λχ,maxcycle = λχ,sat, il
est alors naturel d’après nos hypothèses que la décharge élastique soit nulle puisque le











La température Tg ici est la température de transition vitreuse en decà de laquelle le









> 0, ∀λχ ∈ [0, λχ,sat[ . (10.1.21)











3N2 + (λ− λχ)4(
N − (λ− λχ)2






















 > 0 (10.1.23)
qui sera donc positif si (10.1.20). On propose donc d’écrire l’évolution sous la forme de
trois cas :
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1. Si πdχ = nchY (λχ,sat − λχ) et dπ
d
χ





















qui est positif par (10.1.21). On est donc en cristallisation que l’on pilote en faisant
πdχ à rester sur la courbe de cristallisation π
d
χ − nchY (λχ,sat − λχ) = 0.
2. Si πgχ = 0 et
dπgχ

















qui est strictement négative car
◦
g est convexe. On est en fusion.
3. Dans tous les autres cas, on prend dλχdt = 0.
Ce modèle vériﬁe alors les inégalités suivantes
Théorème 0 : On a nécessairement dλχdt ≤ 0 en λχ = λχ,sat et
dλχ
dt ≥ 0 en λχ = 0 donc
on reste toujours dans l’intervalle d’admissibilité.
Théorème 1 : On garantit l’inégalité de dissipation
– Cas 1 : la dissipation est positive ou nulle car dλχdt > 0 et π
d
χ = nchY (λχ,sat − λχ) ≥ 0.
– Cas 2 : la dissipation est positive ou nulle car πgχ = 0.
– Cas 3 : la dissipation est positive ou nulle car dλχdt = 0.
Théorème 2 : Par construction, le modèle borne la force thermodynamique :
– Le cas 1 empêche d’avoir πdχ > nchY (λχ,sat − λχ), ∀λχ ∈ [0, λχ,sat[
– Le cas 2 empêche d’avoir πgχ < 0, ∀λχ ∈ ]0, λχ,sat].
Pour pouvoir utiliser ce modèle dans un cadre industriel, on en propose une version
simpliﬁée dans la section suivante.
10.2 Modèle simplifié
10.2.1 Formulation
Dans cette sous-section, on détaille une version simpliﬁée du modèle. Pour obtenir une
version plus simple de l’énergie libre, on raisonne d’abord sur une seule chaine (nch = 1)
et on pose U = 1. Ensuite, on réduit le ressort de Langevin et F (λ) à des ressorts











Enﬁn, on suppose que l’énergie stockée s’écrit sous la forme quadratique
◦
g (λχ) = g1
λ2χ
2
pour λχ ∈ ]0, λχ,sat[ (10.2.3)
et que le seuil varie linéairement
Y = (λχ,sat − λχ)Y1, (10.2.4)
avec g1 > 0 et Y1 > 0. Celà donne ﬁnalement d’après (10.1.9, 10.2.2 et 10.2.1)










+ λχ (sfT − hf ) .
(10.2.5)
La contrainte s’écrit alors
P =
{
RA−GT (λ− λχ − λ−2) si λ < λ∗,
RA−GT (λ− λχ − λ−2) +RBT (λ− λ∗) si λ ≥ λ∗. (10.2.6)
On note par ailleurs :
– P1 = RA−GT (λ− λχ),
– P2 = RBT (λ− λ∗).
La force thermodynamique πχ s’écrit ﬁnalement par (10.1.14)
πgχ = π
d
χ = P1 − sfT + hf − g1λχ. (10.2.7)
On remarque que pour le modèle simpliﬁé, la condition (10.1.20) s’écrit
RA−GTg + g1 > Y1. (10.2.8)
De manière à vériﬁer que ce modèle est bien capable de reproduire le comportement
recherché, on réalise une analyse analytique avant d’ajouter la viscosité du réseau.
10.2.2 Test du modèle 1D sur un cas analytique
Dans cette sous-section, on commence par proposer une procédure aﬁn de déterminer
les constantes du modèle. Ensuite, on calcule de manière analytique la réponse du modèle
à un cycle de chargement piloté en λ. Le cycle choisi est supposé saturant en début et
en ﬁn de cycle. Cela signiﬁe qu’en bas du cycle, on aura λχ = 0 et qu’en haut du cycle,
on aura λχ = λχ,sat. Enﬁn, on commente les diﬀérentes propriétés obtenues.
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Zone de comportement amorphe pour λχ = 0
Au début de ce cycle (P < P (λA, 0, T )), la contrainte est en RA−GT (λ− λ−2) par
(10.2.6). On retrouve alors bien P (λ = 1) = 0. Cette zone est donc pilotée entièrement
par la raideur RA−G et permet de la ﬁxer. Dans la suite, on ne considère pas le terme
de tube en λ−2 puisqu’il n’inﬂue pas sur la zone d’élongation étudiée en cristallisation
et en fusion. De plus, ce terme n’est pas présent dans la force thermodynamique.
Problème en fusion et en cristallisation
Les trois états caractérisant ce cycle sont :
– en λχ = 0, le début de la cristallisation à P (λA, 0, T ),
– en λχ = 0, la ﬁn de de la fusion à P (λE, 0, T ),
– en λχ = λχ,sat avec une contrainte P (λC , λχ,sat, T ) identique en cristallisation et en
fusion puisque, lors d’un cycle saturant, on n’observe pas de décharge élastique.
La première condition s’écrit donc, par (10.2.7), sous la forme
P (λA, 0, T )− sfT + hf = Y1λχ,sat. (10.2.9)
De la même manière, on obtient la seconde condition
P (λE, 0, T )− sfT + hf = 0, (10.2.10)
et la troisième identique en fusion et en cristallisation
P1 (λC , λχ,sat, T )− sfT + hf − g1λχ,sat = 0. (10.2.11)
A priori, la dépendance à la température de PE et PA est correcte car expérimentalement
ces contraintes sont eﬀectivement linéaires à peu près de même pente en T (ﬁgure 9.2.1).
On a donc P (λE, 0, TE) sous la forme
P (λE, 0, T ) = CfusT + P (λE, 0, TE) , (10.2.12)
avec :
– P (λE, 0, TE) = −hf ,
– Cfus = sf .
Par soustraction des conditions (10.2.9,10.2.10) sur la transformation, on obtient en





par déﬁnition de λA et λE. La condition (10.2.11) nous permet ensuite d’obtenir
g1 = RA−GT
λC − λχ,sat − λE
λχ,sat
. (10.2.14)
On rappelle alors que l’on doit vériﬁer deux conditions :
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– la condition de positivité de l’énergie stockée qui impose λC − λE ≥ λχ,sat,
– la condition sur les lois d’évolution (10.2.8) qui impose λC > λA.
Avec les constantes obtenues, on obtient donc en fusion d’après (10.1.18)
λ− λE − (λC − λE) λχ
λχ,sat
= 0, (10.2.15)
et lors de la cristallisation d’après (10.1.19)
λ− λA − (λC − λA) λχ
λχ,sat
= 0. (10.2.16)
On obtient donc en fusion par (10.2.15) (bas de la ﬁgure 10.2.1 )
λχ = λχ,sat
λ− λE
λC − λE , (10.2.17)
et en cristallisation par (10.2.16) (bas de la ﬁgure 10.2.1 )
λχ = λχ,sat
λ− λA
λC − λA . (10.2.18)
On retrouve bien une pente plus grande dans la phase de cristallisation que dans la phase
de fusion car
λA > λE (10.2.19)
par le diagramme de phase. En fusion, la contrainte s’écrit ensuite en négligeant le terme























+RBT (λ− λ∗) si λ ≥ λ∗.
(10.2.20)























+RBT (λ− λ∗) si λ ≥ λ∗.
(10.2.21)
On vériﬁe donc bien qu’il y a relaxation de la contrainte par le changement de phase
puisque le facteur qui précède λ est plus petit que 1. De plus, on observe que, puisque
λA > λE, la relaxation de la partie amorphe du réseau est nécessairement plus grande en
cristallisation qu’elle ne l’est en fusion. On peut également remarquer qu’il n’y a aucune
restriction dans la relation entre λ∗ et λc, on peut donc avoir λ∗ ≤ λc ou λ∗ ≥ λc.
Seulement, dans l’interprétation physique du modèle, le mécanisme en λ∗ représente la
création d’un « macro-réseau » par les nouvelles nucléations. Ce n’est donc pas dans
l’esprit du modèle de prendre λ∗ ≥ λc.
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Zone de comportement amorphe après saturation en λχ = λχ,sat
Après avoir atteint λχ = λχ,sat, la contrainte s’écrit
P =
{
RA−GT (λ− λχ,sat) si λ < λ∗,
RA−GT (λ− λχ,sat) +RBT (λ− λ∗) si λ ≥ λ∗. (10.2.22)
Dans ce cas, le comportement redevient élastique.
Résultats
On retrouve donc bien les « grandes tendances » de comportement du caoutchouc
cristallisant sous contrainte (ﬁgure 10.2.1) :
– la présence d’une hystérèse,
– la relaxation en cristallisation et en fusion,
– l’eﬀet de raideur additionnelle,
– les courbes de fusion et de cristallisation qui se rejoignent en λC .
Figure 10.2.1: Résultat analytique de la contrainte (en haut) et de la cristallinité (en





On a mis en place dans la section précédente l’énergie libre et les lois d’évolution
associées au modèle de cristallisation sous contrainte. Basé sur la représentation phé-
noménologique des mécanismes observés, ce sytème doit nous permettre de retrouver
les observations faites au chapitre 9. Dans ce chapitre, on a cependant observé qu’une
partie de l’hystérèse (entre 10 et 20%) était probablement due à la viscoélasticité. Nous
allons donc proposer dans la suite une modélisation de cet aspect en supposant que la
viscoélasticité observée dans le réseau amorphe est due à la présence d’enchevêtrements
dans le caoutchouc que l’on modélise en utilisant la méthode des réseaux superposés de
Doi et Edwards [41]. Au mécanisme de cristallisation, on superpose donc un mécanisme
de relaxation viscoélastique pour modéliser les désenchevêtrements : certaines chaînes
sous chargement vont s’allonger de manière irréversible, et leur élongation dans l’énergie
libre devra être mesurée par rapport à cet allongement irréversible.
Figure 10.3.1: Hiérarchie de chaînes (ﬁgure tirée de [53]).
On suppose dans ce cas qu’il existe un spectre a = 1...s de chaînes prototypes sur-
imposées au réseau (ﬁgure 10.3.1). Ce spectre discret est nommé hiérarchie d’élongation
hors-équilibre. Il est décrit par un ensemble de variables internes
{εa}a=1..s . (10.3.1)
Ces variables nous permettent de décrire les ﬂuctuations dépendantes du temps du mé-
canisme hiérarchique par une contribution supplémentaire à l’énergie libre
ψv = ψv (λ, {εa}a=1..s) . (10.3.2)
Dans le modèle le plus simple, on suppose que cette contribution prend la forme d’une
énergie de déformation quadratique par rapport à l’écart entre la déformation logarith-







µa (ln (λ)− εa)2
}
, (10.3.3)
avec {µa}a=1..s un ensemble de paramètres matériau déﬁnissant les raideurs locales. La
force thermodynamique associée s’écrit
βa = −∂ψv
∂εa
= µa (ln (λ)− εa) . (10.3.4)
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On observe alors qu’on revient à l’équilibre sur ce réseau si les ﬂuctuations sont nulles
ln (λ) = εa. (10.3.5)























(ln (λ)− εa) . (10.3.8)
La variable εa se relâche donc avec un temps de relaxation τa = η
a
µa
. On peut également










avec βa(0) = 0. Cette équation introduite dans la formulation de la dissipation micro-







(ln (λ)− εa)2 . (10.3.10)
Ceci montre qu’il y a consistance thermodynamique pour τa strictement positif. On vient
donc de rajouter 2s paramètres matériau au problème élastique :








le temps de relaxation de ces chaînes.
10.4 Construction d’un modèle à directions : la
micro-sphère
10.4.1 Cadre macroscopique
Soit ϕ : X → x la transformation entre la conﬁguration non-déformée et déformée.
Le gradient de déformation s’écrit
F = ∇Xϕ, (10.4.1)
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et le jacobien est noté
J = det(F). (10.4.2)
On note ensuite le tenseur de Cauchy-Green à droiteC = F⊤·F. Ensuite, on considère un
ensemble de variables internes k. On propose alors d’écrire l’énergie libre macroscopique
Ψ sous la forme
Ψ = Ψ(k,C) . (10.4.3)
Elle se décompose additivement en quatre éléments :
– l’énergie libre viscoélastique Ψν ({εa(t,R), a = 1..s} ,C) dont l’expression micro est
décrite en (10.3.3),
– l’énergie libre de tube Ψtube (C) dont l’expression micro en terme de variation de
section ν est décrite en (10.1.3),
– l’énergie libre du système semi-cristallin réduit Ψχ (λχ(t,R), T,C) dont l’expression
micro s’écrit
ψsemi−cris−res (λ, λχ, T ) = nchRATFβ
λ− λχ√
Nseg
+ nchg (λχ) + nchλχ (sfT − hf ) ,
(10.4.4)
– l’énergie libre du mécanisme élastique activé en λ∗ qui s’écrit Ψ¯el (C) et dont l’ex-
pression micro est décrite en (10.1.8).
Nous allons maintenant exprimer les relations micro-macro sur les variables internes.
10.4.2 Relation micro-macro
Dans cette section, on construit les relations micro-macro pour :
– la mesure d’élongation,
– la variation de section utilisée en (10.1.3).
On fait pour cela l’hypothèse d’une déformation localement aﬃne.
Mesure d’élongation
On doit relier la déformation macroscopique F à la déformation d’une chaîne unique.
Considérons alors R, le vecteur d’orientation lagrangien tel que
|R| =
√
R ·R = 1. (10.4.5)
Il caractérise l’orientation d’une chaîne matérielle donnée en conﬁguration de référence.
Dans une hypothèse de déformation localement aﬃne, le vecteur d’élongation s’écrit
alors
t = F ·R. (10.4.6)
L’élongation macroscopique le long de la direction R s’écrit donc
λ¯ = |t| =
√
t · t, (10.4.7)
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ce qui donne par construction
λ (R) = λ¯ (R) =
√
R ·C ·R. (10.4.8)
Mesure d’aire
Tout d’abord, on rappelle que d’un point de vue macroscopique on peut déﬁnir le
vecteur surface NdA normal à une surface dans un contexte lagrangien et le vecteur
surface déformée nda = F−⊤ ·NdA. On peut alors mesurer la déformation d’un élément




∣∣∣F−T ·N∣∣∣ = √N ·C−1 ·N (10.4.9)
en prenant N tel que |N| = 1 et n tel que |n| = 1.
Microscopiquement, en considérant la déformation d’un élément d’aire de normale R
sur la micro-sphère dans la conﬁguration de référence, on peut proposer d’écrire une
mesure de la déformation d’un élément d’aire micro sur la sphère sous la forme
ν =
√
R ·C−1 ·R, (10.4.10)
et, on propose la relation micro-macro
ν = ν¯. (10.4.11)
Figure 10.4.1: Lien entre les variables micro et macro. (a) Elément de volume macro-
scopique non-déformé. (b) Elément de volume macroscopique déformé
(ﬁgure tirée de [53]).
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Dans le cas d’une extension de l’aire macroscopique, les chaînes dans la direction
perpendiculaire à la chaîne considérée sont allongées. On suppose, en eﬀet, que les chaînes
perpendiculaires font obstacle à l’extension de la chaîne considérée et qu’elles permettent
donc la décroissance du diamètre de ﬂuctuation à l’intersection. Ce modèle constitue
une relation inverse entre le diamètre du tube microscopique et le changement d’aire
macroscopique.
10.4.3 Energie libre et équations du modèle de micro-sphère
Par direction R, on a un ensemble (λχ(t,R), {εa(t,R)}a=1..s) de variables internes
micro associées aux processus dissipatifs. L’évolution de λχ(t,R) suit direction par di-
rection la loi d’évolution pilotée par le taux d’élongation λ(t,R) et la température T (t)
du point matériel (10.1.23, 10.1.24). L’évolution de {εa(t,R)}a=1..s suit direction par
direction la loi d’évolution pilotée par le taux d’élongation λ(t,R) subie par la direction
dans la déformation macroscopique et calculée par (10.4.8). Pour résumer, on a tout
d’abord l’énergie libre du modèle par unité de volume non déformé
Ψ = Ψν ({εa(t,R), a = 1..s} ,C) + Ψχ (λχ(t,R), T,C) + Ψel (C) + Ψtube (C) . (10.4.12)
Dans (10.4.12), les termes sont calculés direction par direction. On a respectivement par
(10.3.3)
























g (λχ(t,R)) + λχ(t,R) (sfT − hf ) dA (R) ,
(10.4.14)











dA (R) , (10.4.15)






ν (C,R) dA (R) . (10.4.16)
avec ν (C,R) donné par (10.4.10). Ce modèle se couple aux lois d’évolution (10.1.18,
10.1.19) et (10.3.8) à écrire point par point et direction par direction. Ce modèle va nous
permettre de construire simplement une anisotropie évolutive, observée en cristallisation




Méthode numérique pour la loi de
cristallisation sous contrainte
anisotrope
Dans ce chapitre, on présente les algorithmes qui nous permettent de travailler avec
les lois de comportement construites dans le chapitre précédent. On détaille d’abord les
algorithmes pour les lois 1D (section 11.1) puis on met en place ces algorithmes sur la
micro-sphère pour passer d’une loi 1D à une loi 3D anisotrope (section 11.2). Enﬁn, on
détaille l’intégration de la loi de comportement dans le code éléments ﬁnis Febio [90]
(section 11.3).
11.1 Comportements 1D
11.1.1 Changement de phase indépendant du temps : Algorithme
de retour radial
Les lois d’évolution proposées (10.1.18, 10.1.19) sont de type plasticité avec écrouis-
sage. On peut donc obtenir à l’instant tn+1 la variable interne λχ,n+1 et le module tangent
Cct = d
2ψsemi−cris
d(△λn)2 avec △λn = λn+1 − λn par un algorithme de retour radial utilisant une
projection aux points de saturation.
Présentation de l’algorithme
Le problème de l’intégration du comportement est posé de la façon suivante. On consi-
dère une direction dans un élément de matière dont l’état mécanique Sn = {λn, λχ,n, Tn, Pn}
à l’instant tn est connu. On impose alors à cette direction un incrément d’élongation△λn
et un incrément de température △Tn donné de sorte qu’à l’instant tn+1 son élongation
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anisotrope
soit λn+1 = λn + △λn et sa température soit Tn+1 = Tn + △Tn. On doit alors déter-
miner la contrainte Pn+1 et l’élongation inélastique λχ,n+1 prédites par les relations de
comportement. Pour cela, on utilise un schéma implicite. Les relations de comportement
(10.1.2) sont donc écrites à l’instant t = tn+1
P1,n+1 = Pam (λn+1, λχ,n+1, Tn+1) ,
cristallisation△λχ,n > 0, fcris (P1,n+1, Tn+1, λχ,n+1) ≤ 0, △λχ,nfcris (P1,n+1, Tn+1, λχ,n+1) = 0,
fusion△λχ,n < 0, ffus (P1,n+1, Tn+1, λχ,n+1) ≤ 0, △λχ,nffus (P1,n+1, Tn+1, λχ,n+1) = 0.
(11.1.1)
sous les déﬁnitions
fcris = P1,n+1 − ◦g
′
(λχ,n+1)− nch (sfTn+1 − hf )− nchY (λχ,sat − λχ,n+1) , (11.1.2)
et
ffus = −P1,n+1 + ◦g
′
(λχ,n+1) + nch (sfTn+1 − hf ) . (11.1.3)
La première étape consiste alors à réaliser une prédiction thermo-élastique en supposant
que △λχ,n = 0. Cette hypothèse nous permet d’obtenir :
– λχ,n+1 = λχ,n,
– P elas1,n+1 = Pam (λn+1, λχ,n, Tn+1).
On évalue alors les deux critères de transformation fcris ≤ 0 et ffus ≤ 0. Ces évaluations
nous permettent de distinguer trois cas diﬀérents :
1. Les deux critères de transformation sont respectés et la prédiction thermo-élastique
est bonne.
2. Le critère de cristallisation n’est pas respecté (f elascris
(
P elas1,n+1, Tn+1, λχ,n
)
> 0) mais
le critère de fusion l’est et on doit faire une correction de la prédiction avec le
premier critère.
3. Le critère de fusion n’est pas respecté (f elasfus
(
P elas1,n+1, Tn+1, λχ,n
)
> 0) mais le critère
de cristallisation l’est et on doit faire une correction de la prédiction avec le second
critère.
Les deux critères ne peuvent pas ne pas être respectés en même temps par construction.
Si on est dans le cas 2, on doit alors corriger la cristallisation prédite, de manière à
vériﬁer la condition de cristallisation qui s’écrit sous la forme
P1,n+1 − ◦g
′
(λχ,n+1)− nch (sfTn+1 − hf )− nchY (λχ,sat − λχ,n+1) = 0. (11.1.4)














ce qui permet d’actualiser l’accroissement de cristallisation par










Une fois que la méthode de newton a convergé à l’itération N , on peut obtenir l’itération
△λχ,n sous la forme
△λχ,n = min
(
△λ(N)χ,n , λχ,sat − λχ,n
)
> 0, (11.1.7)
par déﬁnition de f elascris . Ici△λχ,n est majoré par λχ,sat−λχ,n car l’énergie élastique devient
inﬁnie si λχ,n+1 > λχ,sat. D’un point de vue algorithmique, il est plus eﬃcace de faire la
projection à l’intérieur de la boucle de Newton.
Si on est dans le cas 3, on doit alors corriger la prédiction de manière à vériﬁer la
condition de fusion qui s’écrit sous la forme
P1,n+1 − ◦g
′
(λχ,n+1)− nch (sfTn+1 − hf ) = 0. (11.1.8)












ce qui permet d’actualiser la cristallisation par










Une fois que la méthode de newton a convergé à l’itération N , on peut obtenir l’itération






par déﬁnition de f elasfus . Ici △λχ,n est minorée par −λχ,n car l’énergie élastique devient
inﬁnie si λχ,n+1 < 0.
Puisqu’on sait maintenant résoudre le problème d’évolution, on peut exprimer le mo-
dule tangent cohérent Cct qui est déﬁni en l’absence de changement d’état par
Cct = dPn+1
d△λn . (11.1.12)
Par (10.2.6,11.1.1), ce module se développe, dans le cadre de l’approximation de Padé
pour la fonction de Langevin (10.1.6)) sous la forme
189

























si λn+1 ≥ λ∗.
(11.1.13)
Ensuite, on peut développer d△λχ,n
d△λn en diﬀérentiant la condition de consistance














Finalement, l’algorithme sur chaque direction se présente sous la forme suivante :
Algorithme 11.1 Algorithme de retour radial pour le changement de phase 1D
1. Poser les incréments △λn et △Tn ;
2. Former P elas1,n+1 = Pam (λn+1, λχ,n, Tn+1) (prédicteur élastique) ;
3. Calculer f elascris
(




P elas1,n+1, Tn+1, λχ,n
)
; Trois cas :
a) Si f elascris ≤ 0 et f elasfus ≤ 0 , actualiser par P1,n+1 = P elas1,n+1, λχ,n+1 = λχ,n et
former le module tangent cohérent élastique ; d△λχ,n
d△λn = 0
b) Si f elascris > 0 et f
elas
fus ≤ 0 :
i. Calculer △λχ,n par la méthode de Newton ;
ii. Actualiser par λχ,n+1 = λχ,n + △λχ,n, puis calculer P1,n+1 =
Pam (λn+1, λχ,n+1, Tn+1) ;
iii. Former le module tangent cohérent Cct ;
c) Si f elascris ≤ 0 et f elasfus > 0 :
i. Calculer △λχ,n par la méthode de Newton ;
ii. Actualiser par λχ,n+1 = λχ,n + △λχ,n, puis calculer P1,n+1 ==
Pam (λn+1, λχ,n+1, Tn+1) ;
iii. Former le module tangent cohérent Cct ;
11.1.2 Viscoélasticité
Le problème de l’intégration du comportement est posé de la façon suivante. On consi-
dère une direction dans un élément de matière dont l’état mécanique Sn = {λn, P vn , βan}
à l’instant tn est connu ∀a ∈ {1, .., s}. On impose alors à cette direction un incrément
d’élongation△λn donné de sorte qu’à l’instant tn+1 son élongation soit λn+1 = λn+△λn.





par les relations de comportement. On utilise pour cela un schéma d’Euler implicite. Par














△t+ τa . (11.1.15)









Puisqu’on sait maintenant résoudre le problème d’évolution, on peut exprimer le module





















(△t+ τa)λn+1 . (11.1.19)













On peut donc écrire notre algorithme sous la forme
Algorithme 11.2 Algorithme pour le problème d’évolution viscoélastique
1. Poser l’incrément △λn ;
2. Calculer △βan = µ
aτaln(λn+1/λn)−△tβan
△t+τa ;
3. Actualiser par βan+1 = β
a
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11.2 Intégration à la micro-sphère
11.2.1 Algorithme générique
Sur la micro-sphère, on utilise de manière générique l’algorithme suivant quelque soit
la loi de comportement.
Algorithme 11.3 Modèle de micro-sphère
1. Initialisation : Obtenir Fn+1 à l’instant tn+1 et les variables internes kn à l’instant
tn ; Obtenir les vecteurs d’orientation discrets Ri et les poids d’intégration wi ;
2. Utiliser les relations micro-macro pour obtenir dans chaque direction discrète λn+1
et νn+1 ;
3. Résoudre le problème d’évolution 1D dans chaque direction ; Mettre à jour les
variables ; Obtenir le module tangent cohérent dans chaque direction pour l’instant
tn+1 ;
4. Assembler les directions pour obtenir les variables 3D à l’instant tn+1 grâce à la
règle de quadrature ;
Pour commencer, on présente la règle de quadrature.
11.2.2 Intégration numérique sur la sphère S2 [64]
Éléments de base




f (R) dA (R) , (11.2.1)




wjf (Rj) , (11.2.2)
avec :
– {wj}j=1..N l’ensemble des poids de la règle,
– {Rj}j=1..N l’ensemble des points d’évaluation.
Toutes les règles de quadrature présentées dans la suite vériﬁent
N∑
j=1
wj = 4π. (11.2.3)
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Cette condition permet que les constantes soit intégrées exactement. Si on suppose que
l’erreur sur les valeurs de f est bornée par ε alors, l’erreur en QNf , e (f) sera bornée par




Numériquement, il est donc préférable d’avoir uniquement des poids positifs dans l’en-
semble des règles de quadratures de manière à ce que l’erreur soit bornée par
e (f) = 4πε. (11.2.5)
De plus, d’un point de vue de nos problèmes d’évolution, il est préférable de n’avoir que
des poids positifs de manière à ce que la dissipation intégrée sur la sphère soit positive
si la dissipation dans chaque direction D (R) est positive.
Quadrature à précision polynomiale
Une règle de quadrature QN a un degré de précision L si





L’espace PL (S2) des polynômes sphériques de degré inférieur ou égal à L est la restriction
à la sphère de l’ensemble des polynômes de R3 de degré inférieur ou égal à L. Cette espace
a pour dimension (L+ 1)2. Parmi l’ensemble des méthodes de construction des règles
de quadrature à précision polynomiale, on va s’intéresser en particulier aux quadrature
qui sont invariantes par rapport à toutes les rotations d’un sous-groupe ﬁni G du groupe
des rotations dans R3. Ce type de méthode de construction repose sur le théorème
suivant : Supposons qu’on ait construit une règle de quadrature sur la sphère invariante
par rapport à toutes les rotations d’un sous-groupe ﬁni G du groupe des rotations dans
R3. Cette règle a une précision de degré L, si et seulement si elle est exacte pour tous les
G-invariants polynômes sphériques de degré inférieur ou égal à L. Ce théorème permet de
réduire la taille du système non-linéaire à résoudre pour construire la règle de quadrature
puisqu’on peut construire le système sur les G-invariants polynômes sphériques de degré
inférieur ou égal à L. Pour la plupart des règles de quadratures, le groupe utilisé est
souvent représenté par : un octaèdre (règle de Lebedev), un icosaèdre (règle de Popov).
Les quadratures construites de cette façon sont très proches du rapport optimal entre
L et N dans la plupart des cas connus. On peut en eﬀet montrer que l’ensemble de ces




L2 +O (L) , (11.2.7)
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Enﬁn, on note que la règle de quadrature à précision polynomiale de degré L et à poids
positifs possède la propriété suivante sur l’erreur d’intégration : Si f ∈ Hs (S2) avec
s > 1 et N = O (L2) alors il existe une constante c = c (s, f) telle que
|If −QNf | ≤ c
N s/2
. (11.2.9)
Cette borne est optimale. Toutes ces règles peuvent être calculées par des codes présentés
dans [164]. Les premières règles en nombre de points d’intégration sont résumées dans
le tableau 11.1.
N L Code source Efficacite´
6 3 LEB 0.88
12 5 DES 1
24 7 DES 0.88
32 9 DITK 1.04
50 11 LEB 0.96
72 14 MCLAREN 1.04
Table 11.1: Règles de quadrature des codes sources [164].




Lors des calculs numériques (chapitre 12, 13, et 14) on utilise uniquement des règles
qui vériﬁent :
– la propriété de symétrie centrale car la loi de comportement possède cette symétrie
(λ (R) = λ (−R) et ν (R) = ν (−R)), l’intégration se faisant alors sur la demi-
sphère,
– la positivité des poids d’intégration, de manière à vériﬁer le second principe de la
thermodynamique indépendamment de la méthode d’intégration numérique.
Il faut alors pouvoir obtenir un critère de choix sur le nombre de points de la règle
de quadrature. Une comparaison des diﬀérentes règles de quadrature avec une règle de
référence, celle de [47] à 900 points, en présence d’anisotropie a été réalisée par Ehret
[44]. En accord avec cette étude, nous avons déterminé qualitativement que les trois
règles de quadrature permettant le meilleur compromis entre erreur numérique et temps
de calcul sont :
1. la règle à 45 points d’Heo et Xu [63],
2. la règle à 61 points de Bazant et Oh [9],
3. la règle à 72 points de McLaren [164].
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Pour l’ensemble des cas tests sur éprouvette, on utilise la règle de Maclaren à 72 points.
Cependant, lorsqu’on analyse les résultats direction par direction, on utilise la règle à 900
points pour rendre négligeable le bruit numérique dans la représentation des grandeurs
direction par direction.
11.2.3 Grandeurs pour l’intégration sur la micro-sphère
On explicite successivement dans le cas continu et discret la forme intégrée en direction
de l’énergie libre, du second tenseur de Piola-Kirchhoﬀ et de l’opérateur tangent. Dans
ces formules, au niveau discret, chaque intégrale est à remplacer par une quadrature
(11.2.2) adaptée choisie dans la table 11.1.
Énergie libre
Même si on peut utiliser l’énergie libre sous la forme (10.4.12), le caoutchouc est un
matériau ne subissant que de très petites variations de volume. Après approximation
par éléments ﬁnis et sous intégration éventuelle des termes de variation de volume,
on peut être face à des variations de volume numérique non négligeables. Pour éviter
de pénaliser le modèle de micro-sphère par des diﬃcultés numériques de traitement
de l’incompressibilité, on sépare l’énergie libre Ψ en un terme isochore Ψ¯ et un terme
volumétrique W (J) traité séparement dans le solveur.
L’énergie libre s’écrit alors sous la forme

















avec J = det (F) le jacobien,
C¯ = J−2/3C. (11.2.12)











































































– R est une direction dans la micro-sphère,














C¯−1 : (R ⊗R).
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Second tenseur de Piola Kirchhoff




S = Svol + Siso, (11.2.14)
avec :
– Svol = 2p ∂J∂C , et p =
dW
dJ la partie sphérique du tenseur de Cauchy,











puis par application à Svol
Svol = pJC−1. (11.2.16)







= I − 1
3
C⊗C−1, (11.2.17)
avec I ijkl = δikδjl. Le tenseur Siso s’écrit donc sous la forme
Siso = J
−2/3S¯ : P⊤, (11.2.18)
avec :
– P = I − 1
3
C−1 ⊗C,
– S¯ = 2 ∂Ψ¯
∂C¯
.







































0 si λ < λ∗,
nchRBTF







11.2 Intégration à la micro-sphère
– ∂ψtube(ν)
∂ν
















[AikBjl +AilBjk] . (11.2.20)
Opérateur tangent






C = Cvol + Ciso, (11.2.21)
avec :
– Cvol = 2∂Svol∂C ,
– Ciso = 2∂Siso∂C .





















se développe sous la forme
∂C−1
∂C
= −C−1 ⊙C−1, (11.2.24)







C−1 ⊗C−1 − 2JpC−1 ⊙C−1. (11.2.25)
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Le développement de C¯ = 2J−4/3 ∂S¯
∂C¯
, spéciﬁque à chaque loi de comportement, est ﬁna-






































































































0 si λ < λ∗,
nchRBTF

































Les grandeurs détaillées dans cette section sont nécessaires et suﬃsantes pour l’implé-
mentation de la loi de comportement proposée. Nous allons, pour ﬁnir, décrire l’intégra-
tion dans le code éléments ﬁnis orienté objets Febio.
11.3 Intégration au code élément finis orienté objets
Febio [90] (ﬁnite elements for biomechanics) (ﬁgure 11.3.1) est un logiciel opensource
en C++ pour l’analyse éléments ﬁnis. Il a été spécialement conçu pour les applica-
tions en biomécanique et développé au Musculoskeletal Research Lab de l’université de
l’Utah. Febio oﬀre la possibilité de résoudre des problèmes en grandes déformations en
quasi-statique et dynamique. Il possède également de nombreuses lois de comportement
multi-phasique, pour matériaux poreux et à anisotropie évolutive. C’est cette dernière
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Figure 11.3.1: Febio
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spéciﬁcité ainsi que son caractère opensource qui nous a amené à l’utiliser. Pour pouvoir
intégrer notre loi de comportement dans ce code, il a fallu suivre les étapes suivantes :
déﬁnition d’une nouvelle classe matériau, déﬁnition des paramètres matériau, implé-
mentation de l’initialisation du matériau, déﬁnition d’une structure de point matériel,
implémentation d’une routine calculant la contrainte (incluant la résolution du problème
d’évolution par retour radial) et l’opérateur tangent. D’un point de vue de l’implémen-
tation, nous avons donc créer deux classes (ﬁgure 11.3.2 pour le modèle simpliﬁé) :
– la classe FeCrisdMaterial, héritant de la classe des matériaux découplés dans la-
quelle on déclare le matériau ainsi que les constantes. Les méthodes associées à cette
classe permettent d’initialiser le matériau, de créer un point matériau contenant
des variables internes par direction, de calculer la contrainte déviatorique ainsi que
l’opérateur tangent déviatorique. Elle contient également le choix d’une méthode
d’intégration numérique sur la sphère unité.
– la classe FeCrisdMaterialPoint, héritant de la classe point matériel dans laquelle
on crée un point matériel pouvant gérer des variables internes par direction à chaque
pas de temps. On se sert également de cette classe pour sauvegarder et écrire cer-
taines données par direction pour chaque point de Gauss dans le ﬁchier log. Les
méthodes associées à cette classe permettent de gérer le point matériel contenant
ces variables internes et de les mettre à jour.
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Figure 11.3.2: Diagramme UML des classes Febio telles que livrées pour le logiciel dans
le cas de la loi de cristallisation sous contrainte simpliﬁée.
En plus de ces deux classes, dont les éléments sont détaillés dans la section suivante, qui
suﬃsent à la création et à l’utilisation de la loi de comportement, les routines permettant
d’écrire des résultats à partir du ﬁchier binaire ont été modiﬁées pour accueillir certains
résultats par direction en chaque point de Gauss ou sur un élément. Pour ﬁnir, les calculs
les plus coûteux ont nécessité l’utilisation de la librairie MKL-Pardiso en remplacement
de la librairie Skyline d’origine pour la résolution des systèmes linéaires. Pour permettre
de comprendre plus en détails la ﬁgure 11.3.2, on détaille ces deux éléments principaux
dans la suite. Pour plus de clarté, on montre ici le cas gaussien puisque c’est le plus
utilisé dans la suite. On se place aussi dans la situation d’une intégration à 21 directions
par demi sphère. Il faut néanmoins comprendre que l’implémentation est générale et ne
nécessite donc pas d’être changée pour le modèle complet. De plus, on a suivi les règles
d’implémentation de Febio dans la suite qui ne correspondent pas forcément à l’esprit
de l’orienté objet.
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11.3.1 FeCrisdMaterial
En suivant la méthode d’implémentation dans Febio, on a créé uniquement deux ﬁ-
chiers FeCrisdMaterial.h contenant les classes FeCrisdMaterial et FeCrisdMaterialPoint
ainsi que le nom de deux ﬁchiers .h : geodesic.h contenant les règles d’intégration numé-
rique sur la sphère et FEUncoupledMaterial.h contenant la classe des matériaux décou-
plés. Cette dernière classe nous permet tout simplement d’avoir une base de variables
et de méthodes déjà codées pour accéder aux informations contenues dans le point ma-
tériel des matériaux élastiques découplés et de se limiter au développement de la partie
déviatorique de la contrainte et de l’opérateur tangent. La classe FeCrisdMaterial codé
à la suite est décrite dans la ﬁgure 11.3.2 et 5 méthodes sont codées dans le ﬁchier
FeCrisdMaterial.cpp :
1. FeCrisdMaterial() le constructeur du matériau,
2. Init() :void qui initialise le matériau et vériﬁe que les constantes respectent les
conditions thermodynamiques.
3. CreateMaterialPointData(void) :FEMaterialPoint* qui retourne un pointeur sur
le nouvel objet décrivant le point matériel à variables internes directionnelles Fe-
CrisdMaterialPoint,
4. DevStress(&pt :FEMaterialPoint) :mat3ds qui prend en entrée « l’état » du point
matériel à l’instant tn et qui renvoie la contrainte déviatorique à l’instant tn+1.
Dans cette routine, on a codé le retour radial et mis à jour les 21 variables internes
m_xhi. On a également passé au point matériel des informations par direction
m_elong et une information intégrée sur la sphère m_xhi_int qui nous servent
dans le post-processing.
5. DevTangent(&pt :FEMaterialPoint) :tens4ds qui prend en entrée « l’état » du point
matériel à l’instant tn et qui renvoie la partie déviatorique de l’opérateur tangent
à l’instant tn+1.
Ensuite, on doit ajouter à l’intérieur de FeCrisdMaterial.h le code complet du point
matériel à variables internes.
11.3.2 FeCrisdMaterialPoint
Le but de cette classe est principalement de passer des informations (variables internes,
variables particulières pour le post-processing) au ﬁchier binaire stockant les informa-
tions de calcul. Puisque Febio n’a pas de structure bien déﬁnie pour les problèmes à
variables internes, on doit recréer cette classe à chaque fois. Elle est constituée de 4
méthodes :
1. FeCrisdMaterialPoint(*pt :FEMaterialPoint) le constructeur du point matériel
voulu appelant la classe abstraite FEMaterialPoint,
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2. Init(bﬂag :bool) :void, la méthode appelée avant chaque pas de temps pour l’ini-
tialisation. Elle a un paramètre booléen bﬂag qui vériﬁe si on est au premier pas
de temps. Dans ce cas, elle alloue et initialise les variables internes.
3. Copy(void) :FEMaterialPoint*, la méthode qui crée une copie de la classe point
matériel. Cette méthode est donc utilisée pour stocker l’état courant avant que le
pas de temps commence. Cette méthode permet également à Febio de redémarrer
le pas de temps en cas d’échec de la convergence.
4. Serialize(&ar :Dumpﬁle) :void. Cette méthode est utilisée pour écrire et lire les





Dans ce chapitre, on réalise des tests numériques représentatifs sur la loi de compor-
tement construite aﬁn de valider le modèle et son approche numérique. Pour cela, on
valide tout d’abord le modèle par des calculs 1D (section 12.1) pour vériﬁer que l’on
retrouve bien les tendances principales recherchées. Ensuite, on analyse l’apport de la
micro-sphère dans un cas homogène uniaxial (section 12.2) puis biaxial (section 12.3).
Le modèle est testé sur des cas hétérogènes à grand nombre de degrés de liberté et
présentant des diﬃcultés particulières dans le chapitre 13.
Avant de commencer les tests numériques, il convient de noter le choix fait dans le
reste du manuscrit en ce qui concerne la gestion de l’incompressibilité. On rappelle donc
que le solver utilisé est Febio et qu’on utilise la méthode de Lagragien augmenté et que
la constante d’incompressibilité prise est égale à 50000. De plus, on vériﬁe systématique-
ment à posteriori que le matériau est bien incompressible.
12.1 Calcul 1D de validation
12.1.1 Cas de charge-décharge : Comparaison à l’expérience
L’objectif de cette sous-section est de comparer un cycle de charge-décharge saturant
à vitesse et température constantes à l’expérience dans le cadre du modèle 1D complet.
Pour cela, on a choisi un cycle de [91] (ﬁgures 12.1.1, 12.1.2 et 12.1.4) où le caoutchouc
naturel est soumis à une élongation uniaxiale cyclique à une vitesse de 2mm/min et une
température de 40°C. On a choisi ce cas expérimental car les résultats présentés sont très
complets. Toutes ces grandeurs sont fonctions de l’élongation moyenne. De plus, les trois
mécanismes (relaxation, durcissement, activation de l’élasticité) sont clairement présents
et séparés notamment en ce qui concerne le plateau de contrainte suivant l’initiation de
la cristallisation. Pour ﬁnir, la comparaison est réalisée à partir du modèle 1D complet
contenant l’énergie de Langevin et on décrit sous la forme de fonctions puissances :
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– l’énergie stockée
◦





pour λχ ∈ ]0, λχ,sat[ avec α1 une nouvelle constante
de forme,
– l’énergie libre du troisième mécanisme F =
〈λ−λ∗〉α2+
α2
avec α2 une nouvelle constante
de forme,
– le seuil en cristallisation Y (λχ,sat − λχ) = Y1 (λχ,sat−λχ)
α3
α3
avec α3 une nouvelle
constante de forme.
Ceci ajoute 3 constantes à celles déjà présentes sur le modèle simpliﬁé. La valeur de la
contrainte nominale observée durant la charge pour la phase amorphe de λ = 1 à λ = 7
est représentée à la ﬁgure 12.1.1.
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Figure 12.1.1: Contrainte nominale en fonction de l’élongation lors d’une traction uni-
axiale amorphe à 80°C renormalisée à 40°C par la relation de Rivlin.
Comparaison entre le résultat expérimental extrait de [91] et le mo-
dèle constitutif 1D. Expérience amorphe à 80°C renormalisée à 40°C (en
rouge). Test numérique amorphe à 40°C (en vert)
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On rappelle ici que le test amorphe est réalisé à 80°C, puis renormalisé à 40°C en
considérant que la contrainte amorphe est proportionnelle à la température, ce qui est
le cas expérimentalement (ﬁgure 9.1.19). Le modèle amorphe nécessite trois constantes :
– la raideur du réseau amorphe,
– le nombre de segments dans la chaine représentative,
– le module du tube. Celui ci est réglé de manière à avoir une contrainte nulle en
λ = 1 comme pour l’analyse analytique (section 10.2).
Les deux premières constantes (raideur du réseau amorphe et nombre de segments) sont
choisies de manière à minimiser l’écart modèle-expérience au sens des moindres carrés.
On peut remarquer que le tube ne joue un rôle qu’aux petites élongations (λ = 1...2.5).
On remarque également que la pente de la courbe augmente à partir de λ = 5.5 ce qui
montre l’obligation d’utiliser une fonction de Langevin plutôt qu’une énergie de chaine
amorphe gaussienne. La ﬁgure 12.1.1 nous permet alors de montrer que l’écart entre la
théorie et l’expérience est mineur. Cet écart est similaire à celui obtenu par le modèle
amorphe de [91] qui est sensiblement basé sur les mêmes arguments.
Ensuite, on examine les résultats semi-cristallins. Pour obtenir la présence de cristal-
lisation sous contrainte, l’essai est refait à 40°C. Tout d’abord, on se concentre sur les
résultats des ﬁgures 12.1.2 et 12.1.3. Pour pouvoir comparer la contrainte entre l’expé-
rience et le modèle constitutif, on commence par utiliser les constantes du cas amorphe
puis on ajuste les constantes aux points A et E comme celà est fait dans le test analytique
(section 10.2.2). Il reste alors deux constantes (α2, α3) et un point à ajuster (le point
C) que l’on utilise pour minimiser l’écart entre les courbes au sens des moindres carrés.
Cette méthode pour caler les constantes permet d’illustrer deux points essentiels :
– l’indépendance entre les constantes venant du problème amorphe et du problème
semi-cristallin,
– l’équivalence entre les tendances présentes sur le modèle simpliﬁé et sur le modèle
complet.
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Figure 12.1.2: Contrainte nominale en fonction de l’élongation lors d’un test cyclique en
élongation uniaxiale. Comparaison entre le résultat expérimental extrait
de [91] et le modèle constitutif 1D. Comparaison des deux résultats
amorphes avec les constantes de la ﬁgure 12.1.1 (En vert). Comparaison
des deux résultats en charge pour une cristallisation de λA à λC (En
rouge). Comparaison des deux résultats en décharge pour une fusion de
λE à λC (En bleu).
209
Chapitre 12 Tests numériques homogènes
La ﬁgure 12.1.2 montre alors que pour les contraintes le modèle peut être ajusté à 80°C
puis à 40°C et être très proche du résultat expérimental. Les trois mécanismes sont en
eﬀet présents. La zone de relaxation juste après λA est en particulier bien représentée
par le modèle. On montrera néanmoins à la section 13.3.1 que certaines formulations
matériau sont moins adaptées au modèle que le caoutchouc naturel non chargé.
Ensuite, on représente l’élongation locale comme une fonction de λ2 − λ−1 (ﬁgure
12.1.3).
Figure 12.1.3: Elongation locale λlocal = λ − λχ en fonction de λ2 − λ−1 lors du test
cyclique (ﬁgure 12.1.2), λlocal à la charge (en rouge), λlocal à la décharge
(en bleu).
En ce qui concerne l’élongation locale, en dépit du fait que l’on ne peut faire de
comparaison directe, la tendance est en accord qualitatif avec la ﬁgure 9.1.16. On peut
notamment observer que l’élongation locale en charge pour λ > λA présente grossière-
ment un plateau. Pour conclure avec cette partie de la comparaison, le comportement de
cristallisation sous contrainte est facilement reproduit par le modèle même si l’on consi-
dère plusieurs états diﬀérents amorphe - semi-cristallin ainsi que plusieurs grandeurs
diﬀérentes sur ce matériau.
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Finalement, la relation entre le taux de cristallinité et le taux d’élongation inélastique









avec β une constante de forme, χI la constante de proportionnalité assurant le recalage
entre la cristallinité réelle et l’index de cristallinité et Pcharge la contrainte 1D à la charge.









à la décharge avec χC la constante assurant la continuité de la fonction χ au maxi-
mum du cycle : χde´charge (λmax) = χcharge (λmax). Avec ce résultat, on peut construire la
cristallinité en fonction de l’élongation (ﬁgure 12.1.4).
Figure 12.1.4: Index de cristallinité χ en fonction de l’élongation lors du test cyclique
(ﬁgure 12.1.2). Comparaison entre l’expérience (en points rouge) et le
modèle durant la charge (en ligne continue rouge). Comparaison entre
l’expérience à l’équilibre (en points vert) et le modèle durant la décharge
(en ligne continue verte). Expérience à la décharge (ligne bleu).
Il faut tout d’abord rappeler qu’on travaille sur un index de cristallinité dans l’expé-
rience. Le recalage se fait donc toujours à, au moins, une constante multiplicative près.
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On note ensuite que la cristallinité est bien reproduite par ce calcul 1D à l’exception de
trois domaines :
– λA est signiﬁcativement plus faible dans l’expérience que dans le modèle, le modèle
ignorant toute une phase d’amorçage
– λE est plus faible dans l’expérience que dans le modèle,
– la surcristallisation au début de la décharge n’est pas prédite par le modèle.
12.1.2 Cas cycle partiel - modèle simplifié : Vérification de
tendances
Ce test doit nous permettre de vériﬁer que notre modèle est capable de reproduire
qualitativement la diminution de la décharge élastique lorsque λχ → λmax,cycleχ pour
le modèle analytique 1D (section 10.2). On rappelle qu’avec le modèle simpliﬁé, en
négligeant le terme en λ−2 dans la gamme d’élongation qui nous intéresse, on a :
– la contrainte P =
{
RA−GT (λ− λχ) si λ < λ∗,
RA−GT (λ− λχ) +RBT (λ− λ∗) si λ ≥ λ∗,
– la condition de fusion λ− λE − (λC − λE) λχλχ,sat = 0,
– la condition de cristallisation λ− λA − (λC − λA) λχλχ,sat = 0.
Lors des cycles saturants, la charge dure jusqu’en λC . Supposons alors que l’on bloque
la charge en λB < λC . Dans ce cas, on obtient
λχ,B = λχ,sat
λB − λA
λC − λA . (12.1.3)
Si on décharge à partir du point B, la cristallinité reste constante et la décharge est
élastique jusqu’à λD vériﬁant la condition de fusion pour λχ = λχ,B ce qui donne par
(12.1.3) et par déﬁnition de λA, λB, λC
λD = λE +
(λB − λA) (λC − λE)
λC − λA . (12.1.4)
La longueur de la décharge élastique peut ensuite être exprimée par λB − λD ce qui
donne par (12.1.4)
0 ≤ λB − λD = (λA − λE) λC − λB
λC − λA ≤ λA − λE. (12.1.5)
On retrouve naturellement une décharge élastique décroissante lorsque λB → λC . Fina-
lement, la pente de cette décharge est soit RA−GT si λB < λ∗, soit (RA−G +RB)T puis
RA−GT si λB ≥ λ∗. Ceci nous donne le résultat de la ﬁgure 12.1.5.
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Figure 12.1.5: Résultat analytique de la contrainte (en haut) et de la cristallinité (en
bas) en fonction de λ pour le modèle simpliﬁé et diﬀérentes décharges
partiels. (Bleu en charge) (Rouge en décharge). (Flèche violette) Indi-
cation du sens de l’évolution du chargement.
Notons que lors de charges partielles, le raisonnement et les résultats obtenus seraient
du même type. Cette méthodologie à l’avantage de reproduire simplement et qualita-
tivement les résulats présents lors de cycles non-saturants car le nombre de constantes
n’a pas changé. On peut également remarquer que si on remplace le seuil Y linéaire
par une fonction puissance l’évolution de la décharge élastique par rapport à λχ,B est
modiﬁée. Néanmoins, on garde toujours une seule et unique courbe de fusion lors de
décharges partielles ce qui ne correspond pas à l’expérience (ﬁgure 12.1.6). Mais, il faut
rappeler que ce modèle 1D est conçu pour être fonctionnel après introduction dans la
micro-sphère (section 12.2.2).
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Figure 12.1.6: Résultats expérimentaux avec cycles mécaniques à élongations crois-
santes (λ˙ = 2mm/min), allant de 400 à 700% lors d’un test en élongation
uniaxiale.(A gauche) Contrainte nominale en fonction de l’élongation. (A
droite) Index de cristallinité en fonction de l’élongation (ﬁgure tirée de
[91]).
12.1.3 Synthèse de la validation 1D
Les tests 1D nous ont permis de valider :
– les trois mécanismes,
– la modélisation correcte du problème amorphe uniaxial,
– la modélisation correcte d’un chargement cyclique semi-cristallin saturant ou non
au niveau de la contrainte et de l’évolution qualitative des variables internes.
Cependant, nous avons identiﬁé l’absence d’anisotropie inhérente au modèle 1D ainsi que
l’insuﬃsance de l’hypothèse d’évolution sur le seuil Y . Nous allons voir dans la section
suivante que ces défauts sont systématiquement corrigés par la micro-sphère, modèle qui
nous permet de simuler des problèmes 3D sous chargement multi-axiaux dans un code
éléments ﬁnis.
12.2 Calcul 3D uniaxial
L’intégration du comportement 1D dans la micro-sphère nous a permis d’obtenir une
loi de comportement 3D (section 10.4). Cette loi a été codée dans le code éléments ﬁnis
Febio [90] et sa mise en oeuvre numérique décrite dans le chapitre 11. Dans cette section,
on se concentre donc sur les résultats issus de ce code. Les calculs ont d’abord été eﬀec-
tués sur des maillage à 1 élément pour valider l’implémentation. Ensuite, on s’intéresse
à l’expression de l’élongation inélastique intégrée sur la micro-sphère dans un cas homo-
gène uniaxial pour plusieurs types de cycle partiel. Puis, on s’attarde sur le principal
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résultat que l’on attend en anisotropie évolutive, à savoir la prédiction de l’orientation
des cristallites au cours d’un cycle. Enﬁn, on réalise un calcul sur un maillage à plusieurs
éléments pour ﬁnir la validation de l’implémentation de la loi de comportement.
12.2.1 Réponse anisotrope pour un chargement uniaxial homogène
à un élément
Pour ce premier cas, on considère un élément unique de type hexaédrique trilinéaire à
8 noeuds. Cet élément subit une élongation λ1 imposée dans la direction z et reste libre
en déplacement selon les autres directions. La loi de comportement utilisée est celle du
modèle simpliﬁé (section 10.2) intégré sur la micro-sphère.
Considérons R un vecteur d’orientation lagrangien sur la sphère unité déﬁnie sur le
repère (x,y, z) (ﬁgure 12.2.1) par
R =
 sin (φ) cos (θ)sin (φ) sin (θ)
cos (φ)
 . (12.2.1)
Figure 12.2.1: Coordonnées sphériques
Le tenseur de Cauchy-Green isochore à droite pour une élongation uniaxiale λ1 dans
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+ cos2 (φ)λ21. (12.2.3)
On représente alors l’élongation normalisée λ(φ)
λ1
obtenue par Febio pour diﬀérents λ1
(ﬁgure 12.2.2). Pour commencer, il y a bien symétrie par rapport à l’axe 0−π du résultat
obtenu comme celà est prévu par l’expression analytique ainsi qu’une indépendance par
rapport à θ. Ensuite, on observe conformément à ce qui est attendu une plus forte
élongation dans la direction de traction (axe 0− π) et une diminution dans la direction
perpendiculaire qui est la direction la plus comprimée.
Figure 12.2.2: Représentation polaire de l’élongation normalisée λ(φ)
λ1
obtenue par Fe-
bio dans un cas élastique pour plusieurs élongations uniaxiales λ1 sur
un élément dans la direction z (Erreur relative par rapport à la
formulation analytique 12.2.3 inférieure à 0.5%). (En rouge) λ(φ)
λ1
pour λ1 = 1. (En vert)
λ(φ)
λ1
pour λ1 = 2. (En marron)
λ(φ)
λ1
pour λ1 = 3.
(En bleu) λ(φ)
λ1
pour λ1 = 10.
Ensuite, on reconstruit à partir des résultats Febio l’élongation inélastique λχ (φ) pour
diﬀérents λ1 en cristallisation (ﬁgure 12.2.3) et en fusion (ﬁgure 12.2.4). Les constantes
choisies sont :
– λE = 2,
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– λA = 3,
– λC = 6,
– λχ,sat = 5.
Sans revenir en détails sur les diﬀérents mécanismes qu’on a introduit en cristallisation,
on peut dire que l’on observe bien le mécanisme de saturation en λχ = 0 et λχ = λχ,sat =
5 ainsi que la diﬀérence entre la phase de cristallisation et la valeur de λχ à l’équilibre. La
nouveauté présente par rapport au modèle 1D est la notion de saturation sur l’ensemble
de la sphère. En eﬀet, on voit que le λχ,sat par direction ne correspond pas au λχ,sat sur
la sphère complète. Ceci est intrinsèquement dû à la répartition de l’élongation sur la
sphère, ce qui fait que l’on ne sature pas sur l’ensemble des directions.
Figure 12.2.3: Représentation polaire de λχ (φ) en cristallisation obtenue en phase de
chargement pour plusieurs élongations uniaxiales λ1 sur un élément dans
la direction z avec λχ,sat = 5. (En rouge) λχ (φ) pour λ1 = 4. (En vert)
λχ (φ) pour λ1 = 6. (En marron) λχ (φ) pour λ1 = 8. (En bleu) λχ (φ)
pour λ1 = 10.
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Figure 12.2.4: Représentation polaire de λχ (φ) en cristallisation et à l’équilibre ther-
modynamique pour plusieurs élongations uniaxiales λ1 sur un élément
dans la direction z avec λχ,sat = 5. (En rouge) λχ (φ) en cristallisation
pour λ1 = 6. (En vert) λχ (φ) à l’équilibre pour λ1 = 6. (En marron)
λχ (φ) en cristallisation pour λ1 = 8. (En bleu) λχ (φ) à l’équilibre pour
λ1 = 10.
On remarque également (ﬁgure 12.2.4) que comme prévu la surface représentée par
λχ (φ) à l’équilibre thermodynamique est toujours supérieure à celle représentée par
λχ (φ) en cristallisation à λ1 donné. Enﬁn, on représente la traction directionelle P (φ) =
∂ψ
∂λ
(φ) pour λ1 = 6.5 sur le même cas test que précédemment (ﬁgure 12.2.5) pour diﬀé-
rentes valeurs de λχ,sat dans le cas de la cristallisation et de l’équilibre thermodynamique.
Les constantes choisies sont :
– λA = 3,
– λE = 2,
– λC = 6,
– RA−G = 1,
– RB = 1,
– λ∗ = 5.
De la même manière, on observe bien les diﬀérents mécanismes répartis par direction.
Il est aussi intéressant de voir que ce n’est pas la direction d’élongation qui est la plus




. Il sera intéressant de reprendre cette observation
lors des calculs de ﬁssuration où on peut directement observer les directions les plus
relaxées.
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Figure 12.2.5: Représentation polaire de la traction directionnelle P (φ) en élongation
uniaxiale λ1 = 6.5 sur un élément dans la direction z. (En rouge)
P (φ) en cristallisation avec λχ,sat = 3. (En vert) P (φ) en cristallisa-
tion avec λχ,sat = 4. (En marron) P (φ) à l’équilibre thermodynamique
avec λχ,sat = 3. (En bleu) P (φ) à l’équilibre thermodynamique avec
λχ,sat = 4.
Ces résultats nous permettent de valider uniquement l’implémentation du modèle. On
examine ensuite le cas de l’index de cristallinité pour plusieurs cycles partiels.
12.2.2 Cristallinité
On se propose ensuite d’analyser la grandeur λχ (λ1) moyennée sur la sphère lors
de trois chargements à cycles partiels (λ1 étant l’élongation uniaxiale appliquée à un
élément) :
1. un cycle à décharges partielles (ﬁgure 12.2.6),
2. un cycle à charges partielles (ﬁgure 12.2.7),
3. un cycle mixte à charge et décharge partielle (ﬁgure 12.2.8).
Cycle à décharges partielles
Considérons pour celà le modèle simpliﬁé (section 10.2) pour un cas d’élongation
uniaxiale homogène sur un élément avec les constantes suivantes :
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– λχ,sat = 3.9,
– λA = 3.8,
– λC = 5.8,
– λE = 2.43,
– nint = 900, le nombre de directions d’intégration pour cette mesure en particulier.
Avec les données obtenues, on compare à la ﬁgure 12.2.6 un résultat extrait de [91] et
notre modèle en supposant qu’il y a proportionnalité entre λχ et χ. On rappelle que cette
hypothèse n’en est pas une à proprement parler puisque le résultat expérimental présente
un index de cristallinité et non la valeur réelle de la cristallinité dans le matériau. On
travaille donc au moins à une constante multiplicative près.
Figure 12.2.6: Comparaison entre le modèle et l’expérience [91] pour deux décharges
dans un chargement cyclique uniaxial homogène. Représentation de
l’élongation inélastique moyennée sur la sphère λχ (λ1) à une constante
multiplicative près (en lignes continues) et de l’index de cristallinité χ
(en losanges pleins) pour deux λmax croissants en fonction de l’élongation
prescrite λ1. (Ligne et losanges rouges) Phase de cristallisation modèle
et expérience pour λ1,max = 6.38. (Ligne et losanges bleus) Phase de fu-
sion modèle et expérience pour λ1,max = 5.43. (Ligne et losanges verts)
Phase de fusion modèle et expérience pour λ1,max = 6.38.
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D’un point de vue général, on observe qu’après intégration sur la micro-sphère le
modèle donne de bien meilleurs résultats que dans le cas 1D (section 12.1.2) à trois
niveaux :
– la progression régulière de l’index de cristallinité depuis χ = 0 et vers χ = χsat,
supposée proportionnelle à λχ pour le modèle simpliﬁé,
– l’évolution de la décharge élastique avec λ1,max,cycle,
– la variation de la position de la courbe de fusion avec λ1,max,cycle,
et ce sans aucune constante supplémentaire. On comprend que celà est dû au fait que
l’histoire de chargement dans chaque direction est diﬀérente. On observe donc le résultat
d’une intégration d’un comportement micro simple sur un ensemble de directions dans
l’espace ce qui crée un comportement macroscopique plus riche. La courbe de fusion
après intégration sur la micro-sphère (au niveau macro) peut donc se déplacer alors que
les courbes de fusion au niveau micro (dans chaque direction) sont bien toutes les mêmes
par construction. Ce premier cas conﬁrme les hypothèses faites à la section 12.1.2. De
plus, l’accord quasi quantitatif entre les diﬀérentes courbes montre que la variable λχ
dans notre représentation abstraite du réseau est très proche de χ. Ceci est en faveur
de la présence tout à fait majoritaire de cristallites étendues dont chaque élément à un
eﬀet direct sur la relaxation du réseau. On continue ensuite notre étude avec un cas à
charges partielles.
Cycle à charges partielles
Considérons pour celà le modèle simpliﬁé (section 10.2) pour un cas d’élongation
uniaxiale homogène sur un élément avec les constantes suivantes :
– λχ,sat = 3.9,
– λA = 3.8,
– λC = 5.8,
– λE = 2.43,
– nint = 900, le nombre de directions d’intégration pour cette mesure en particulier.
On peut alors comparer la tendance de la ﬁgure 12.2.7 avec les observations similaires à
celles de Marchal [91] faites par Candau et ses co-auteurs [21]. On remarque simplement
que même si les phases de charge et de décharge élastique ne semblent pas évoluer
exactement de la même façon que dans le modèle après intégration sur la sphère, on
observe néanmoins un accord qualitatif entre les courbes.
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Figure 12.2.7: Cas de chargement à charges partielles pour un élément. Représentation
de λχ intégré sur la sphère pour diﬀérents λ1,min,cycle en fonction de l’élon-
gation λ1 appliquée à l’élément. (En rouge) Modèle phase de cristallisa-
tion λ1,max,cycle = 6.38. (En vert) Modèle phase de fusion λ1,max,cycle =
6.38. (En marron) Modèle phase de cristallisation λ1,min,cycle = 3. (En
bleu) Modèle phase de cristallisation λ1,min,cycle = 3.7. (En violet) Mo-
dèle phase de cristallisation λ1,max,cycle = 4.3.
De plus, on peut également remarquer que par direction le point de saturation est en
λC = 5.8 alors que l’on va plus loin dans la simulation dans l’élongation appliquée. Dans
ce cas, les directions moins sollicitées continuent à cristalliser et les directions saturées
retrouvent un comportement élastique.
Cas avec sous-cycle de chargement
Schématiquement, la propriété observée en interne [56] et qui fait suite aux deux cas
précédents est décrite à la ﬁgure 12.2.8. Comme on le voit schématiquement, les deux
hystérèses se ferment exactement là où elles se sont ouvertes.
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Figure 12.2.8: Cas de chargement à charge et décharge partielle. Schéma tiré de l’ex-
périence réalisée par l’auteur au centre technique de Ladoux [56] pour
du caoutchouc naturel sollicité à faible vitesse. (En haut) Elongation
en fonction d’un indicateur de temps désignant l’évolution du charge-
ment prescrit. (En bas) Représentation schématique de la contrainte
nominale en fonction de l’élongation correspondant au chargement (en
haut). Chaque couleur correspond à une phase de chargement (càd suc-
cesivement rouge, vert, violet, bleu).
Cette propriété de certains phénomènes hystérétiques a été mis en avant pour la
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première fois par [55] qui l’a nommée « mémoire discrète ». Pour pouvoir approcher
cette propriété, nous avons utilisé sur la ﬁgure 12.2.8 le modèle simpliﬁé (section 10.2)
avec la micro-sphère. Pour pouvoir valider notre approche, on peut faire le raisonnement
suivant par comparaison aux autres méthodes de modélisation des sous-cycles lors des
changements de phase sous contrainte proposées dans la littérature :
– Au vu de la cohérence entre la courbe d’équilibre et la courbe de fusion sur un cycle
(ﬁgure 9.1.19), la présence de plusieurs courbes de fusion diﬀérentes sur plusieurs
cycles (ﬁgure 9.1.21) pourrait être dû à la diﬀérence d’histoire de chargement entre
les diﬀérentes directions.
– Au vu de la ressemblance entre les diﬀérentes hystérèses, on peut supposer qu’à par-
tir d’une hystérèse de référence, on peut construire toutes les autres en connaissant
simplement les λmin et λmax de l’hystérèse. Cette approche se base sur les raison-
nements constitutifs de Bouvet [15] qui modiﬁe l’énergie stockée g pour qu’elle
devienne une variable interne à part entière avec sa propre loi d’évolution. De plus,
cette loi d’évolution doit contenir la propriété de mémoire discrète grâce à un nou-
veau paramêtre h contenant la valeur de λχ aux max et au min de tous les hystérons
ouverts en un point du chargement. Ce type de méthode a fait l’objet d’une note
interne [58].
Résumons rapidement les diﬀérentes modélisations proposées dans la littérature pour ces
hystérèses emboitées. Plusieurs auteurs [60, 15, 77] ont déjà utilisé avec succès des lois
d’évolution dépendantes de λmin, λmax que ce soit pour le changement de phase ou pour
modéliser l’eﬀet Mullins. Elles ont l’avantage de rester simples dans leur formulation
en dépit de la complexité du phénomène hystérétique observé en comparaison des lois
basées sur l’étude du minimum d’un ensemble de systèmes semi-cristallins sur une chaine
composée d’éléments simples bi-stables [121]. Cependant, dans les études constitutives
citées précedemment, la cohérence thermodynamique n’est soit vériﬁée que pour un
certain type de chargement [60], soit illustrée de manière empirique que pour une seule
construction précise des fonctions seuils et sans précision sur la forme de l’énergie stockée
[77]. Seul Bouvet [15] a abordé, sur un cas particulier la positivité de la dissipation et
la construction de l’énergie stockée. Néanmoins, la construction proposée sur la loi 3D
correspondante s’avère n’être pas fonctionnelle pour les chargements non-proportionnels.





n’est pas forcément nécessaire contrairement à ce qu’on peut observer sur les lois de
changements de phase sous contrainte dans les alliages à mémoire de forme [77].
12.2.3 Evolution de l’orientation des cristallites
On s’attarde ici sur le principal résultat que l’on attend en anisotropie évolutive, à
savoir la prédiction quantitative de l’orientation des cristallites pour des chargements
uniaxiaux ainsi que l’évolution de cette orientation au cours d’un cycle (ﬁgure 12.2.9).
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Figure 12.2.9: Evolution de la désorientation du plan de diﬀraction des cristallites pa-
rallèles à la direction de la chaine en comparaison de leur orientation
moyenne en fonction de l’élongation λ durant un cycle de chargement
uniaxial à faible vitesse pour un caoutchouc naturel non-chargé 0-NR.
Les indices de Miller sont mis dans l’ordre hkl. Triangles : charge, Car-
rés : décharge. Dans cette expérience λE = 2.7, λA = 4 et λC = 5.8
[12].
Pour étudier la distribution d’orientation des cristallites par rapport à la direction
principale de chargement (direction la plus chargée), on a introduit expérimentalement
l’angle de désorientation des cristallites (9.1.1) par rapport à cette direction Θdes. Pour
pouvoir obtenir une mesure similaire dans notre modèle, on utilise la procédure proposée
par [157] et [74] pour le mesurer. Dans le cas de la cristallisation sous contrainte, l’axe
long des cristallites tend à être orienté selon la direction principale de chargement. On
considère alors que la distribution d’intensité provenant du cliché de diﬀraction rayons-X
aux grands angles peut être approximée par la distribution gaussienne






– φC l’angle entre l’axe long de la cristallite et la direction principale de chargement,
– I0 l’intensité maximale,
– w la mesure de dispersion.
Ensuite, l’approximation de l’intensité I (φC) est calée sur le résultat expérimental ce
qui permet d’obtenir une estimation de w. L’angle de désorientation Θdes des cristallites,







Dans le cadre du modèle, on rappelle que les cristallites sont représentées par des élé-
ments 1D alignés dans la directionR. On considère alors l’expression de λχ (φ) , supposée
proportionnelle à χ (φ), exprimée dans la conﬁguration de référence. Puis, on transforme
cette expression en λχ,C (φC) dans la conﬁguration déformée par égalité des indices du
même secteur matériel qu’il soit calculé après ou avant déformation
λχ,C (φC) sin (φC) dφC = λχ (φ) sin (φ) dφ. (12.2.6)
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Ainsi construite, la fonction λχ,C (φC) est alors approchée par une fonction du type
I (φC). Ceci nous permet enﬁn d’obtenir une estimation de w puis de Θdes par le modèle.
Nous avons donc besoin de connaitre la transformation de la conﬁguration de référence
à la conﬁguration déformée.
Dans le cas uniaxial, on considère l’expérience de [12] (ﬁgure 12.2.9). Pour traduire
l’expression fondamentale de l’anisotropie évolutive dans notre cadre de travail, on choisit
d’utiliser le modèle simpliﬁé intégré à la micro-sphère avec un index de cristallinité
linéaire en λ. L’énergie libre s’écrit donc sous la forme (section 10.1.9)










avec λE (T ) l’élongation à la ﬁn de la fusion. On a aussi pris le seuil sous la forme
Y = Y1 (λχ − λχ,sat). Ceci nous laisse avec trois constantes (g1, λE, Y1) à déterminer à
partir des mesures de WAXD en légende de la ﬁgure 12.2.9 et quatres autres constantes
(RA, RB, λχ,sat et λ∗) qui ne sont pas signiﬁcatives pour cette mesure. Les résultats Febio
pour un calcul homogène nous permettent de construire par interpolation une fonction
λχ (λ, θ, φ) dans la conﬁguration de référence comme on l’a déjà fait à la section 12.2.1.
Dans le cas uniaxial, on rappelle alors que le tenseur gradient de déformation isochore















et que λχ (λ, θ, φ) est indépendant de θ. On doit alors transformer λχ dans la conﬁgu-
ration déformée. Pour celà , on considère R un vecteur d’orientation lagrangien sur la
sphère unité déﬁnie sur le repère (x,y, z)(ﬁgure 12.2.1) par
R =








, θ ∈ [0, 2π] et r le vecteur d’orientation eulérien correspondant
r =
 sin (φC) cos (θC)sin (φC) sin (θC)
cos (φC)
 . (12.2.10)
Dans le cadre de la micro-sphère aﬃne, on a











sin (φ) sin (θ)
λ1cos (φ)
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= tan (θ) (12.2.12)






















On retrouve l’invariance en θ dans le cas d’une élongation uniaxiale. Ensuite, on obtient
l’expression de la cristallinité λχ,C (φC) par (12.2.6) sous la forme














)) λ3/21 (1 + tan2 (φC))3/2
(1 + λ31tan2 (φC))
3/2
. (12.2.16)






obtient la ﬁgure 12.2.10.
Figure 12.2.10: Angle Θdes de désorientation des cristallites fonction de l’élongation de
l’éprouvette bande (ﬁgure 12.2.11) dans un cas d’élongation uniaxiale
recalée sur le test de [12] (ﬁgure 12.2.9).
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Rappellons tout d’abord que pour ce calcul nous avons utilisé le schéma d’intégration
à 900 points. Ehret [44] rappelle, que dans ce cas, les erreurs numériques sont de l’ordre
de 0.001% sur l’intégration. Le schéma n’impacte donc pas notre mesure. Il faut alors
remarquer que pour de très petits taux de cristallinité en charge et en décharge, les
valeurs ne sont pas traçées. On a fait ce choix car pour ces valeurs, une distribution
gaussienne n’est pas du tout représentative de χC (φC). Ensuite, on remarque qu’en
charge, Θdes est presque constant et vaut en moyenne 5.5°. Ceci est qualitativement
conforme à l’expérience. Lors de la décharge, on observe naturellement une plus grande
désorientation puisqu’on cristallise plus à λ équivalent. On remarque alors que Θdes croit
plus vite dans le modèle que pour l’expérience mais que la tendance ainsi que les valeurs
de Θdes restent en accord avec cette dernière. L’étape ﬁnale pour la validation du modèle
est de réaliser un cycle sur une éprouvette complète avec le modèle complet.
12.2.4 Analyse d’un chargement cyclique sur une éprouvette
complète
Pour le cas uniaxial sur éprouvette complète de 3000 éléments, on utilise simplement
une bande de caoutchouc (ﬁgure 12.2.11) dont une extrémité est encastrée et dont l’autre
subit un déplacement imposé dans la direction y , les autres directions étant libres. Les
éléments sont hexaédriques trilinéaires à 8 noeuds comme dans la section précédente.
Figure 12.2.11: Eprouvette bande, maillage Abaqus transférable sur Febio en éléments
hexahédriques à 8 noeuds.
A la ﬁgure 12.2.12, on compare le cas expérimental [154] (une éprouvette de caoutchouc
polyisoprène synthétique matériau qui cristallise moins que le caoutchouc naturel) et le
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modèle complet avec :
– l’énergie stockée
◦





pour λχ ∈ ]0, λχ,sat[ avec α1 une nouvelle constante
de forme,
– l’énergie libre du troisième mécanisme F =
〈λ−λ∗〉α2+
α2
avec α2 une nouvelle constante
de forme,
– le seuil en cristallisation Y (λχ,sat − λχ) = Y1 (λχ,sat−λχ)
α3
α3
avec α3 une nouvelle
constante de forme.
On peut remarquer que ce choix et donc la méthode de recalage des constantes est
identique à la section 12.1. La fonction inverse de Langevin est remplacée par son déve-
loppement de Padé (10.1.6). On peut remarquer que le modèle est toujours proche du
résultat expérimental et que les mécanismes sont moins marqués que sur le modèle 1D.
De plus, ce cas est quasi-homogène et très proche d’un cas purement uniaxial.
Figure 12.2.12: Comparaison modèle-expérience pour un test cyclique pour un caou-
tchouc synthetique polyisoprene à 0°C et 10 mm/min, Contrainte nomi-
nale en fonction de l’élongation appliquée à l’éprouvette λ0. Comparai-
son de la contrainte entre simulation (points) et expérience (ligne) à la
charge (en bleu). Comparaison de la contrainte entre simulation(points)
et expérience (ligne) à la décharge (en rouge).
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12.2.5 Synthèse des tests uniaxiaux 3D
Les diﬀérents tests uniaxiaux nous ont permis de valider :
– l’utilisation du formalisme de la micro-sphère,
– la présence d’une anisotropie évolutive basée sur une déformation aﬃne (section
12.2.1),
– la validité du formalisme de la micro-sphère pour passer d’un modèle micro simple
à un modèle macro plus riche dans le cas des chargements cycliques partiels (section
12.2.2),
– l’évolution qualitativement validée de l’orientation des cristallites lors d’un cycle
(section 12.2.3),
– la modélisation d’une éprouvette cristallisant sous contrainte (section 12.2.4).
12.3 Calcul 3D homogène biaxial
Dans cette section, on s’intéresse uniquement à la modélisation d’un chargement
biaxial sur un élément unique de type hexaédrique trilinéaire à 8 noeuds comme à la
section 12.2.1. Ce test va nous permettre de montrer la cohérence de l’évolution de l’ani-
sotropie en fonction du facteur de biaxialité B. L’élément considéré subit une élongation
dans les directions x et y. Il reste libre dans la direction z. La loi de comportement
utilisée est celle du modèle simpliﬁé intégré sur la micro-sphère (section 10.2). Dans ce














le facteur de biaxialité. L’élongation direction par direction peut s’écrire
analytiquement par (12.2.11)
λ (θ, φ) =
√
λ21sin




L’élongation par direction calculée par FEBIO est représentée à la ﬁgure 12.3.1. Pour
commencer, on retrouve bien une indépendance par rapport à θ dans le cas équibiaxial.




2 (φ) + λ−41 cos2 (φ). (12.3.3)
On peut également comparer la ﬁgure à gauche de 12.3.1 à la représentation polaire du
cas uniaxial (ﬁgure 12.2.2).
230
12.3 Calcul 3D homogène biaxial
Figure 12.3.1: Représentation sphérique de λ (θ, φ) en sortie de FEBIO pour λ1 = 7





et 1 respectivement de gauche à droite. L’axe x est vertical et l’axe
y horizontal. Chaque ligne de niveau à une valeur de φ constant avec
φ = π
2
à l’extérieur et φ = 0 au centre.
Ensuite, on reconstruit à partir des résultats Febio l’élongation inélastique λχ (θ, φ)
pour diﬀérents B à l’équilibre et pour λ1 = 7 (ﬁgure 12.3.2). Les constantes choisies
sont : λE = 2, λC = 6, λχ,sat = 3. Les autres constantes ne sont pas signiﬁcatives dans ce
cas. On observe, de la même manière que dans le cas uniaxial, des ﬁgures dont l’évolution
est sensiblement équivalente à celle de λ ce qui est cohérent avec le modèle analytique
(section 12.1.2). De plus, on remarque que dans un cas équibiaxial B = 1, on observe des
cristallites uniformément dans toutes les directions du plan x-y (ﬁgure 12.3.2 à droite)
ce qui correspond au résultat obtenu expérimentalement par Beurrot [12].
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Figure 12.3.2: Représentation sphérique de λχ (θ, φ) en fusion pour λ1 = 7 dans le





respectivement de gauche à droite. L’axe x est vertical et l’axe y hori-
zontal. Chaque ligne de niveau à une valeur de φ constant avec φ = π
2
à
l’extérieur et φ = 0 au centre.
12.4 Conclusion
La micro-sphère construite à partir d’une énergie libre et d’un potentiel de dissipa-
tion 1D décrivant localement la cristallisation sous contrainte, nous a permis d’obtenir
un modèle à anisotropie évolutive de la cristallisation sous contrainte. On peut notam-
ment remarquer que cette méthode, au delà d’une modélisation phénoménologique de la
cristallisation , présente plusieurs aspects particulièrement intéressants :
1. un passage simple des cycles saturants aux cycles partiels reproduits qualitative-
ment sans besoin d’une variable interne supplémentaire au contraire de [15] par
exemple,
2. une séparation claire entre la contribution du réseau amorphe et des nano-renforcements
créés par les cristallites à la contrainte
Néanmoins, on peut citer deux limitations du modèle. Tout d’abord, l’hypothèse de
passage micro-macro aﬃne reste très grossière et limite l’utilisation de la micro-sphère
quelque soit le modèle. Cette hypothèse représente, à nos yeux, la plus intéressante
perspective d’amélioration du modèle. La seconde limitation est l’absence de cinétique
dans le modèle. On pourrait également proposer de relier ce modèle à des approches plus
micro-mécanique de la cristallisation sous contrainte comme celle de Rabia Laghmach
[76].
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L’étude de la propagation de ﬁssure en fatigue dans les élastomères est d’une impor-
tance majeure pour l’industrie du pneu. Elle permet d’améliorer la durée de vie des
pièces. Le caoutchouc naturel en particulier montre un tenue exceptionnelle à la fatigue
en comparaison du caoutchouc synthétique pour certaines conditions de chargement
(déchirure en traction, rapport de charge positif en fatigue). Cette propriété ne peut
être expliquée en considérant uniquement les mécanismes d’endommagement classiques.
En eﬀet, les ﬁssures dans les matériaux caoutchoutiques présentent un fort émousse-
ment dont la cause semble diﬃcile à appréhender en considérant un matériau purement
élastique [67]. Parallèlement à cette émoussement, on peut même observer dans le ca-
outchouc naturel la création de ﬁssures se propageant à partir des lêvres de l’entaille
initiale et parallèlement au chargement [50]. Un mécanisme de renforcement fortement
anisotrope doit être pris en compte pour pouvoir proposer un critère de fatigue capable
de prédire ces propriétés particulières. Le mécanisme de renforcement, qui est supposé
jouer un rôle majeur dans les propriétés de rupture du caoutchouc, est justement la
cristallisation sous contrainte à travers la dissipation mais aussi à travers le rôle des
nano-renforcements que créent les cristallites dans le réseau.
Dans cette partie, le but n’est pas de proposer un critère de fatigue mais plutôt de
rendre compte de l’impact de la cristallisation sur la ﬁssuration du caoutchouc par les
méthodes proposées dans les deux parties précédentes : la loi de comportement anisotrope
de la cristallisation sous contrainte et la grandeur caractéristique de la rupture prenant
en compte qualitativement l’eﬀet de la dissipation.
On se propose alors de commencer par montrer que la loi de comportement anisotrope
nous permet d’obtenir un proﬁl de ﬁssure et une zone de cristallisation en pointe de ﬁssure
sensiblement équivalents à ceux obtenus dans l’expérience. Ensuite, c’est l’évolution
observée expérimentalement de la vitesse de ﬁssuration en fatigue en fonction du rapport
de charge et du type de caoutchouc (cristallisant ou non) que l’on compare à l’évolution




Cristallisation en pointe de fissure
Pour pouvoir caractériser l’impact de la cristallisation sous contrainte sur la ﬁssuration
dans le caoutchouc, il est nécessaire de commencer par l’analyse de la cristallisation en
pointe de ﬁssure sur un cas de référence puisque cette zone cristallisée n’a jamais été
modélisée à la connaissance de l’auteur. Dans un premier temps, on fait un état de
l’art des résultats expérimentaux sur la présence de cristallisation en pointe de ﬁssure
(section 13.1). Ensuite, on présente un cas expérimental de référence présentant de la
cristallisation en pointe de ﬁssure sur un caoutchouc chargé dans des conditions de
fatigue (section 13.2) puis on commente les hypothèses que l’on va faire pour modéliser
ce cas. Enﬁn, on compare ce résultat à la simulation (section 13.3).
Nous notons également que le travail expérimental présenté dans ce chapitre est basé
sur les études expérimentales de Rublon [128, 129, 130].
13.1 Etat de l’art
Peu de travaux ont abordé le problème de la cristallisation sous contrainte dans des
conditions de fatigue. En 1975, Kawai [71] a détecté la présence de cristallisation sous
contrainte en fatigue en utilisant une méthode stroboscopique de manière à pouvoir ac-
cumuler la faible intensité diﬀractée à chaque cycle. Plus récemment, Rouvière [126] a
réalisé des essais de fatigue durant lesquels on stoppe le chargement pendant 45 min
pour acquérir des informations sur la cristallisation. Cette méthode rend malheureu-
sement diﬃcile la séparation entre la cristallisation sous contrainte dûe à la fatigue et
la cristallisation sous contrainte dûe au maintien de la déformation. Beurrot [12] a pu
dépasser cette diﬃculté en utilisant la radiation du synchrotron qui réduit le temps de
pose à 1s. Finalement, on peut noter que seuls deux articles ont abordé le problème de la
cristallinité en pointe de ﬁssure : Lee & Donovan [81] ont mesuré la distribution de cris-
tallinité le long de la direction de propagation d’une ﬁssure dans du caoutchouc chargé
et non chargé et Trabelsi [150] a étendu cette mesure au voisinage de la pointe de la
ﬁssure dans du caoutchouc non chargé. Dans les deux cas, les mesures ont été réalisées à
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déformation ﬁxée. Pour ﬁnir, on peut noter que le mécanisme d’endommagement associé
à la cristallinité en pointe de ﬁssure a été étudié au microscope électronique à balayage
par Beurrot et Cailletaud [12, 132].
13.2 Cas expérimental de référence
Dans cette section, on détaille et on caractérise une expérience de fatigue réalisée
par Pierre Rublon [129]. Cette expérience permet d’obtenir le proﬁl d’une ﬁssure dans
un matériau cristallisant sous contrainte pour diﬀérentes élongations ainsi que la valeur
de l’index de cristallinité au voisinage de la pointe de la ﬁssure dans des conditions de
fatigue. Cette expérience est choisie à cause de la précision des résultats : le nombre de
points de mesure dans la zone cristalline est bien plus important (environ 100 points
[129]) que dans celle réalisée par Trabelsi (environ 3 points [150]). Dans un soucis de
rigueur, la description du cas expérimental est une reformulation des écrits
de Pierre Rublon sur le sujet [128, 129, 130].
13.2.1 Description de l’expérience
Pour cette expérience, on utilise un caoutchouc naturel contenant 50 p.h.r. de noirs
de carbone N347. La formulation du matériau est détaillée à la table 13.1.
Ingrédients Contenu (p.h.r.)
Caoutchouc naturel 100
Noirs de carbone 50
Acide stéarique 2





Table 13.1: Formulation du matériau ( tableau tiré de [129]).
Ce matériau est alors utilisé pour préparer une éprouvette PS « Pure shear ». Ces
éprouvettes sont communément utilisées dans les tests de fatigue en traction plane [78,
114]. Elles font 78 mm de long, 13 mm de hauteur et 2 mm d’épaisseur (ﬁgure 13.2.1).
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Figure 13.2.1: Eprouvette PS (ﬁgure tirée de [129]).
L’éprouvette est encastrée dans deux mors au niveau des boudins dont les mouvements
sont synchronisés pour garder le centre de l’éprouvette ﬁxe durant les tests. Une fois at-
tachée, l’éprouvette est tout d’abord soumise à 300 cycles relaxants de fréquence 2Hz
et à une élongation globale de 1.92 de manière à éliminer au maximum la déformation
résiduelle due à la viscoélasticité et à l’eﬀet Mullins. Après cette étape de précondition-
nement, le déplacement des mors est ajusté de manière à atteindre une force de 0N
au repos. Une coupure de 20 mm est alors faite au rasoir. Cette longueur est suﬃsante
pour pouvoir négliger les eﬀets de bords sur la contrainte en pointe de ﬁssure. Ensuite,
on la soumet à quelques cycles pour en émousser la pointe et la transformer en ﬁssure
de fatigue. La ﬁssure se propage alors d’environ 1 mm. Cette procédure d’émoussement
est appliquée avant chaque expérience. Il faut noter que, dans la zone dans laquelle se
trouve la pointe de ﬁssure, le taux de restitution d’énergie ainsi que la forme du champ
de contrainte autour de la pointe de la ﬁssure sont indépendants de la longueur de celle-ci
[129] ce qui permet de ne pas avoir la longueur de la ﬁssure comme paramètre critique
dans la simulation et dans l’expérience.
Procédure de mesure de la cristallinité
La cristallinité est mesurée grâce à une machine de diﬀraction rayons-X aux grands
angles dont le faisceau fait approximativement 300 µm × 200 µm durant un temps
d’exposition de 1s. La plage de mesure de la zone cristallisée pour chaque élongation est
détaillée à la table 13.2 et à la ﬁgure 13.2.2.
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
Elongation Hauteur globale Largeur globale Espace en hauteur Espace en largeur
globale (H) (mm) (W) (mm) (H) (mm) (W) (mm)
1.46 1 2 0.111 0.25
1.61 1.5 3.5 0.167 0.389
1.77 2.5 5 0.278 0.625
1.92 3 7 0.333 0.875

Table 13.2: Caractéristiques de la zone de mesure (hauteur et largeur globales) et des
points de mesure (espace en hauteur et en largeur) pour chaque élongation
globale (ﬁgure tirée de [129]).
Figure 13.2.2: (A gauche) Mesure brute de l’index de cristallinité. (A droite) Lissage
de la mesure pour λ = 1.92. La zone hachurée représente la ﬁssure. Le
contour dicontinu rouge indique la zone de mesure. L’échelle en niveaux
de gris représente les valeurs de l’index de cristallinité (ﬁgure tirée de
[128]).
De manière à pouvoir prendre un point de mesure durant 1s à chaque maximum du
cycle, la vitesse de chargement est ralenti à 0.1 Hz au voisinage de ce point. Puisque la
cristallisation sous contrainte est un processus rapide, Pierre Rublon [128] suppose que le
changement de vitesse ne perturbe pas signiﬁcativement les résultats. Il faut également
noter que la mesure dure 90 cycles et que la croissance de ﬁssure durant la mesure est
négligeable. Cette hypothèse est conﬁrmée à posteriori à la ﬁn du test.
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13.2.2 Résultats
L’expérience précédente nous permet d’obtenir les résultats présentés à la ﬁgure 13.2.3.
On note tout d’abord une diﬀérence dans l’index entre les ﬁgures 13.2.2 et 13.2.3. Cette
diﬀérence semble être une conséquence de la date de publication de chaque ﬁgure. Nous
n’en tenons pas compte dans la suite. Ces résultats montrent que l’élongation globale a
une inﬂuence notable sur la zone cristallisée en pointe de ﬁssure. En eﬀet, les dimensions
de la zone dans les deux directions sont doublées entre λ = 1.61 et λ = 1.92. Même si
ce résultat est intuitif, il n’a jamais été mesuré dans des conditions de fatigue.
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Figure 13.2.3: Index de cristallinité autour de la pointe d’une ﬁssure de fatigue après
lissage des résultats pour des élongations globales de : (a) λ = 1.46, (b)
λ = 1.61, (c) λ = 1.77 et (d) λ = 1.92. Les lignes en pointillés montrent
la zone de mesure et la zone hachurée la ﬁssure (ﬁgure tirée de [129]).
13.2.3 Caractérisation du NR 50
La caractérisation expérimentale du matériau (ﬁgure 13.2.4) a été réalisée sur une
éprouvette TR30 (ﬁgure 13.2.5).
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Figure 13.2.4: (En haut) Force mesurée sur l’éprouvette en fonction de l’élongation lo-
cale mesurée sur le centre de l’éprouvette TR30 (partie utile). (En bas)
Index de cristallinité en fonction de l’élongation au centre de l’éprou-
vette. Test à 2mm/min sur l’éprouvette TR30 (ﬁgure reproduite à l’aide
des données de [128]).
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Figure 13.2.5: Schéma de l’éprouvette TR30 (ﬁgure tirée de [128]).
On peut remarquer que l’hystérèse ne se referme pas complètement lorsqu’il n’y a plus
de cristallites dans le matériau. Pour ce matériau, cet eﬀet est habituellement attribué
aux désenchevêtrements qu’on ne prend pas en compte par la suite. Pour ﬁnir, le début
de la cristallisation est mesuré à λA = 2.3 et la ﬁn de la fusion à λE = 1.7.
13.2.4 Modélisation
Pour ce cas d’étude, on se propose de suivre la procédure suivante :
1. Caractérisation de la loi de comportement sur le test non-ﬁssuré cyclique de la
section précédente en se basant sur la procédure du chapitre 12,
2. Calcul en traction simple sur la demi-éprouvette ﬁssurée avec les constantes obte-
nues à l’étape précédente,
3. Post-processing Matlab des résultats éléments-ﬁnis en conﬁguration déformée.
A la connaissance de l’auteur, le présent test de fatigue est la seule caractérisation de
cristallisation en pointe de ﬁssure présentant les détails suﬃsants pour être exploité par
le modèle. Malgré ces qualités, ce test présente deux diﬃcultés :
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1. la modélisation géométrique de la ﬁssure. La transformation de l’entaille réalisée au
cutter en ﬁssure de fatigue implique notamment un émoussement de celle-ci. Cette
entaille a donc une épaisseur non-nulle à l’état non-déformé. Or, on se propose
de la modéliser par une ﬁssure sans prendre en compte le rayon d’entaille. On se
base pour cela sur des études internes [13], montrant l’adéquation de la déformée
et du taux de restitution d’énergie pour un modèle de ﬁssure hyperélastique sur
une éprouvette PS et sur l’étude de Samy Mzabi [104] où la valeur mesurée de
l’épaisseur d’une ﬁssure de fatigue dans l’état non-déformé pour un caoutchouc
chargé était d’environ 2−3µm. L’épaisseur caractéristique trouvée est négligeable
devant la taille de la zone cristallisée.
2. les diﬀérentes échelles de temps à l’oeuvre. Les échelles de temps présentes sont
la cinétique rapide de cristallisation de temps caractéristique ∼ 20 10−3s pour
λ 6= λA et augmentant très fortement au voisinage de λA, la vitesse de sollicitation
de l’éprouvette ﬁssurée ∼ 1 s−1 et ∼ 10−1 s−1 pour la prise de mesure, et la vitesse
de sollicitation de l’éprouvette non-ﬁssurée ∼ 10−3 s−1.
Notre modèle, lui, ne prend pas en compte les diﬀérentes échelles de temps. On suppose
que les tests réalisés sont quasi-statiques par rapport à l’échelle de temps rapide de la
cristallisation. Ceci est raisonnable en regard aux expériences de chargement cyclique à
diﬀérentes vitesses de sollicitation pour des ordres de grandeurs similaires (de 7 s−1 à
7 10−4 s−1 section 9.1.4). Néanmoins, plusieurs auteurs ont montré [129][3] qu’il n’existait
pas qu’une seule échelle de temps dans la cristallisation. De plus, au voisinage de λA
([3], ﬁgure 9.1.14), il semble que le temps caractéristique de la première cinétique de
cristallisation augmente d’un facteur au moins égal à dix. Ceci ne joue pas en faveur de
la mesure que nous allons réaliser sur la taille de la zone cristallisée modélisée même si
dans l’expérience (ﬁgure 13.2.3), on se limite à un index de cristallinité minimum de 0.1
ce qui correspond à une élongation λ = λA + 0.2 pour laquelle le temps caractéristique
pourrait ne pas avoir encore explosé.
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13.3.1 Caractérisation du matériau
Pour pouvoir caractériser le matériau, on utilise une représentation 3D de la moitié de
l’éprouvette TR30 (ﬁgure 13.3.1). Cette demi-éprouvette est maillée avec 3672 éléments
hybrides hexahédriques à 8 noeuds. Sur la face supérieure de l’éprouvette on impose le
déplacement selon l’axe X de l’éprouvette et on bloque les autres degrés de liberté. Sur la
face inférieure de l’éprouvette, on impose une condition de symétrie en X pour modéliser
les conditions de chargement d’une éprouvette complète. Le chargement en déplacement
selon l’axe X est découpé en 50 pas sur un cycle complet relaxant. La tolérance en
déplacement est imposée à 10−4. On a vériﬁé à posteriori que ces critères et le maillage
proposé étaient suﬃsants pour obtenir un résultat convergé à moins de 2% près sur les
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contraintes dans la partie utile de l’éprouvette. Enﬁn, la loi de comportement utilisée
est une loi de cristallisation sous contrainte par micro-sphère utilisant une fonction de
Langevin L (L (β) = cothβ − β−1) avec Nseg = 10 pour la chaine représentative, un
seuil Y linéaire, une énergie stockée
◦
g quadratique et un énergie supplémentaire après
durcissement F sous la forme F =
〈λ−λ∗〉α2+
α2
avec α2 = 9. On peut remarquer que la valeur
de Nseg est très faible et peu réaliste comparativement aux valeurs obtenues sur de cas
de chargements uniaxiaux pour du caoutchouc naturel non-chargé [91] qui semblent
plus physique au regard de la déﬁnition de cette constante. Ceci est dû à la présence
d’une quantité importante de noirs de carbone dont l’eﬀet renforçant n’est pas pris en
compte par le modèle de base. Ceci laisse 4 constantes indépendantes λA, λE, λC et
Rbt. Nous connaissons déjà la valeur des constantes λA et λE par l’expérience (ﬁgure
13.2.4) : λA = 2.7, λE = 1.7. Les constantes restantes sont alors calibrées de manière à
diminuer l’écart entre expérience et théorie en mettant l’accent sur la décharge et l’aire
de l’hystérèse totale (ﬁgure 13.3.2) ou sur la charge (ﬁgure 13.3.3).
Figure 13.3.1: Maillage non-déformé de l’éprouvette TR30 3D. 3672 éléments hybrides
hexahédriques à 8 noeuds. Déplacement imposé en X sur la face supé-
rieure de l’éprouvette et condition de symétrie enX sur la face inférieure.
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Figure 13.3.2: Comparaison de la force de rappel résultante sur l’éprouvette en fonction
de l’élongation à la surface de la partie utile de l’éprouvette. Recalage
sur la décharge et l’aire de l’hystérèse. (Carrés rouges) Expérience. (Tri-
angles verts) Modèle. Les données expérimentales sont extraites de [128].
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Figure 13.3.3: Comparaison de la force de rappel résultante sur l’éprouvette en fonction
de l’élongation à la surface de la partie utile de l’éprouvette entre mo-
dèle et expérience. Recalage sur la charge. (Carrés rouges) Expérience.
(Triangles verts) Modèle. Les données expérimentales sont extraites de
[128].
Pour obtenir le résultat présenté aux ﬁgures 13.3.2 et 13.3.3, on utilise une procé-
dure identique à celle de l’expérience : on mesure la force résultante sur l’éprouvette
en fonction de l’élongation mesurée dans la section utile selon l’axe X. On remarque
alors que par rapport aux précédents tests, la comparaison entre expérience et modèle
est moins bonne. Cet écart a été identiﬁé par Marchal et Kroon [91, 74] comme étant
dû aux désenchevêtrements modélisable par une loi viscoélastique [53] (section 10.3).
Il peut être également dû à l’absence de modélisation du renforcement aux noirs de
carbones. Dans tous les cas, cette réduction très rapide de l’hystérèse en comparaison
de ce qui est observé expérimentalement se retrouve systématiquement dans les cas où
des mécanismes autres qu’une cristallisation (indépendante du temps) sont à l’oeuvre.
Pour plus de détails, on peut se reporter à une comparaison de modèles réalisée par
Govindjee [101]. Si le recalage du modèle est fait uniquement sur l’adéquation charge
et décharge, on obtient une hystérèse de 35% plus faible avec le modèle en comparaison
de l’expérience ce qui motive l’utilisation d’un modèle simple de désenchevêtrements tel
que proposé à la section 10.3. Lors de la comparaison modèle-expérience faite dans ce
chapitre, on utilise le modèle de la ﬁgure 13.3.3 car nous n’avons besoin que des résultats
en charge. Dans le chapitre 14, on utilisera le modèle de la ﬁgure 13.3.2 avec recalage de
l’hystérèse car on s’intéresse à la dissipation et aux grandeurs énergétiques.
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13.3.2 Description du calcul
Pour reproduire l’expérience présentée à la section 13.2, on maille une demi-éprouvette
PS 3D dans laquelle on introduit une ﬁssure de 21 mm (ﬁgure 13.3.4). Cette demi-
éprouvette est maillée avec 42250 éléments hybrides hexahédriques à 8 noeuds avec 20
éléments dans l’épaisseur. Avec un maillage adaptatif (ﬁgure 13.3.4), cela nous permet
d’avoir une taille d’élément d’environ 0.05 mm en pointe de ﬁssure et un temps de calcul
de 1h environ pour un cycle complet. Considérons alors la plus petite zone cristallisée
donnée par l’expérience (mesure à λ = 1.46) (ﬁgure 13.2.3). Si on mesure la taille de
cette zone dans le plan de ﬁssure au milieu de l’éprouvette en épaisseur, elle correspond
à :
– 3 éléments pour la mesure expérimentale,
– 5 éléments pour le modèle.
Cela nous permet d’obtenir une mesure assez précise de la taille de cette zone comme
on le verra par la suite.
Sur la face supérieure de l’éprouvette, on impose le déplacement selon l’axe Z de
l’éprouvette et on bloque les autres degrés de liberté. Sur la face inférieure (plan de
ﬁssure) de l’éprouvette, on impose une condition de symétrie en Z pour modéliser les
conditions de chargement d’une éprouvette complète.
Figure 13.3.4: Maillage déformé de l’éprouvette Pure-Shear (PS) 3D. 42250 éléments
hybrides hexahédriques à 8 noeuds. Taille de l’élément en pointe de
ﬁssure h = 0.046mm. Déplacement imposé sur la face supérieure de
l’éprouvette et condition de symétrie en Z sur le plan de ﬁssure. Environ
4600 éléments dans la zone cristallisée pour λ = 1.92.
La tolérance en déplacement est de 10−5. De plus, le chargement est découpé en 100
pas de λ = 1 à λ = 1.92 de manière à éviter les retournements d’élément au niveau
des bords libres en pointe de ﬁssure. Pour ﬁnir, on se limite au calcul en charge car
les résultats expérimentaux proviennent eux-mêmes d’une mesure en charge. A la ﬁgure
13.3.5, on peut voir la déformée de l’éprouvette PS complète ainsi que la pointe de ﬁssure.
On peut remarquer que la pointe de ﬁssure est anguleuse ce qui est probablement dû à
la présence d’une énergie de Langevin dans la micro-sphère [87].
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Figure 13.3.5: (En haut) Déformation nominale en Z sur l’éprouvette PS complète à
λ = 1.92. (En bas) Zoom sur la pointe de ﬁssure.
13.3.3 Comparaison à l’expérience
Le résultat expérimental décrit à la section 13.2 donne trois caractéristiques : la forme
de la zone de cristallisation, la taille de la zone de cristallisation, et la forme du proﬁl
de ﬁssure (ﬁgure 13.3.6).
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Figure 13.3.6: Schéma de la mesure de taille et de forme de la zone de cristallinité.
La mesure de taille est réalisée dans le plan de ﬁssure en regroupant
préalablement les données selon l’axe X (épaisseur) et en sommant la
taille des éléments cristallisés selon l’axe X. La mesure de forme, noté iso
expérimentale dans la suite, est caractérisée par la courbe de cristallinité
constante minimum mesurée χ = 0.1 que l’on observe autour de la pointe
de ﬁssure (ﬁgure tirée de [129]).
On remarque également que nos résultats sont 3D alors qu’ils sont 2D dans l’expé-
rience. En eﬀet, lors de l’expérience, une somme des résultats selon l’axe X (épaisseur de
l’éprouvette) est réalisée. Pour obtenir des résultats équivalents, on procède de la même
manière. Pour cela, on se place en conﬁguration déformée et on somme les résultats
en cristallinité selon l’axe X. Notons que la somme est réalisée même si pour certaines
coordonnées (Z,Y), on n’a pas de matière à chaque coordonnée X.
On commence alors par comparer la taille (table 13.3) et la forme (ﬁgure 13.3.7) de
la zone de cristallinité. On rappelle que la longueur d’un élément dans le modèle est
d’environ 0.05 mm et que dans l’expérience elle varie entre 0.1 et 0.3 mm. On remarque
alors qu’à part pour λ = 1.61, l’écart entre expérience et modèle reste très faible et
inférieur à la taille caractéristique de l’élement de mesure expérimental.
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
Elongation λ dp Modèle en mm dp Taille d’élement à dp (χ = 0.1) en mm Expérience en mm
1.46 0.31 0.04 0.29
1.61 0.53 0.04 0.65
1.77 0.90 0.06 1.02
1.92 1.51 0.07 1.62

Table 13.3: Mesure de la taille dp telle que déﬁnie au schéma 13.3.6 de la zone de cris-
tallinité par rapport à la pointe de ﬁssure dans le plan de la ﬁssure. Pour
ramener la représentation 3D à une représentation 2D, on utilise la même
procédure que dans l’expérience en sommant les valeurs de cristallinité se-
lon l’axe X (épaisseur de l’éprouvette) ainsi que la présence de matière pour
déterminer le proﬁl de ﬁssure dans l’état déformé. Les mesures expérimen-
tales sont réalisées à partir de la ﬁgure 13.2.3. La cristallinité minimum
dans le modèle pour la mesure de distance a été prise égale à 0.1 comme
dans l’expérience.
Ensuite, on s’intéresse à la forme de la zone de cristallisation pour λ = 1.92 seulement
grâce à la procédure précisée à la ﬁgure 13.3.7. On remarque encore une fois que l’écart
entre expérience et modèle est de l’ordre de grandeur de l’erreur de mesure expérimentale.
Elle est caractérisée ici par la dissymétrie entre les zones de cristallisation de part et
d’autre du plan de ﬁssure puisque l’état de contrainte dans le test est symétrique par
rapport au plan de ﬁssure.
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Figure 13.3.7: Comparaison à λ = 1.92 entre la forme de la zone de cristallinité pour
le modèle et pour l’expérience. La position de l’iso expérimentale est
préalablement recalée sur celle du modèle à la pointe de fissure en
(Z = 0, Y = −16). La présence de deux isos expérimentales est dûe au
fait qu’on postraite une éprouvette ﬁssurée qui n’est pas parfaitement
symétrique par rapport au plan de ﬁssure. Le modèle lui est parfaitement
symétrique par rapport au plan de ﬁssure par construction
Enﬁn, on compare le proﬁl de ﬁssure expérimental au proﬁl de ﬁssure modélisé en
conﬁguration déformée. Cette comparaison est réalisée à la ﬁgure 13.3.8 pour deux temps
t = 0.5 ↔ λ = 1.46 et t = 1 ↔ λ = 1.92. Pour pouvoir réaliser cette comparaison, on
regroupe toujours les résultats selon l’axe X dans un premier temps (ici la présence
de matière). Ensuite, puisqu’il y a dissymétrie des lèvres de ﬁssure dans l’expérience
contrairement au modèle, on symétrise le résultat expérimental en prenant une moyenne
des deux proﬁls déformés. On remarque alors que la tendance est bonne sans pour autant
être complètement quantitative notamment lorsque la déformation est plus importante
à t = 1. On peut également remarquer que l’adéquation des deux résultats est meilleure
en pointe de ﬁssure que sur le reste du proﬁl. Pour ﬁnir, on précise que la ﬁssure se
déforme systématiquement plus dans le modèle sans que l’on puisse expliquer pourquoi.
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Figure 13.3.8: Comparaison entre les proﬁls de ﬁssure expérimentaux et théorique pour
t = 1↔ λ = 1.92 et t = 0.5↔ λ = 1.46. Pour ramener la représentation
3D à une représentation 2D, on utilise la même procédure que décrite
précédemment. Le proﬁl de ﬁssure expérimental présenté sur la ﬁgure
est une moyenne faite sur le proﬁl des deux lêvres de la ﬁssure pour
palier à la dissymétrie présente dans l’expérience. Le proﬁl de ﬁssure
théorique est recalée à la pointe de fissure en (Z = 0, Y = 0).
13.3.4 Anisotropie en fond de fissure
Pour ﬁnir, on montre que la cristallisation est bien anisotrope en fond de ﬁssure. Même
si nous n’avons aucune mesure expérimentale de l’anisotropie locale en fond de ﬁssure,
on peut extraire de notre calcul la représentation sphérique de λχ. Pour celà, on reprend
la demi-éprouvette PS en conﬁguration déformée (ﬁgure 13.3.5) et on se place au milieu
de l’éprouvette dans le plan de ﬁssure. On prend ensuite 4 éléments depuis la pointe de




Figure 13.3.9: Anisotropie en fond de ﬁssure. Déformée 3D de la demi-éprouvette PS
(ﬁgure 13.3.5) avec Zoom au niveau de la pointe de ﬁssure (en rouge).
De haut en bas, lêvre déformée de la ﬁssure puis pointe (première ﬂéche)
puis plan de ﬁssure. Les ﬂèches désignent des points matériels en conﬁ-
guration déformée pourlesquels, on a fait représentée λχ sur la sphère
(en rose et bleu) (méthode identique à la ﬁgure 12.3.2).
On peut alors remarquer que la répartition de λχ est bien anisotrope et semblable à
celle obtenue dans un cas d’élongation uniaxiale (section 12.2). De plus, on observe que
plus on s’éloigne de la pointe de ﬁssure plus λχ diminue sur l’ensemble de la sphère.
13.4 Conclusion
Dans l’ensemble on peut remarquer que la cristallisation en pointe de ﬁssure est bien
reproduite par le modèle dans ce cas malgré sa simplicité en comparaison de l’expérience





Caractérisation de la fissuration en
fatigue pour un matériau cristallisant :
Premières tendances
Dans cette section, on pose les premières tendances résultantes de l’étude d’une ﬁssure
de fatigue en présence de cristallisation sous contrainte. Cette étude n’est pas suﬃsante
pour obtenir une loi de propagation de ﬁssure dans ce type de matériau mais elle est
réalisée dans cette perspective.
Dans un premier temps, on fait donc un état de l’art des résultats sur l’inﬂuence de la
cristallisation sur la propagation de ﬁssure en fatigue (section 14.1). Ensuite, on présente
un cas expérimental récent sur un caoutchouc chargé montrant les deux principales
inﬂuences de la cristallisation sur la ﬁssuration en fatigue (section 14.2) puis on compare
certains de ces résultats avec la simulation en utilisant la grandeur explicite proposée au
chapitre 8 (section 14.3).
Nous notons également que le travail expérimental présenté dans ce chapitre est basé
sur les études expérimentales de Rublon [128, 129, 130].
14.1 Etude expérimentale de l’influence de la
cristallisation sur la propagation de fissure en
fatigue
Comme nous l’avons vu au chapitre 13, la présence d’une structure fortement aniso-
trope en pointe de ﬁssure peut être détectée par des mesures de diﬀraction rayons-X
aux grands angles. De plus, la présence de cette structure est supposée jouer un rôle
majeur dans la propagation de ﬁssure en opposant une structure beacoup plus dure
dans la direction de propagation de ﬁssure que dans la direction perpendiculaire à celle-
ci. Hamed et Kim [59] ont notamment étudié la forme de la surface d’une ﬁssure se
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propageant dans un caoutchouc cristallisant et non-cristallisant sous un chargement de
mode I. Ils ont alors observé que, dans le caoutchouc non-cristallisant, la propagation se
faisait majoritairement en ligne droite alors que dans l’autre cas, la surface ﬁssurée résul-
tait de multiples initiations, propagations et déviations autour de la ﬁssure principale.
Ces déviations ont ensuite été mises en relation avec un mécanisme purement élastique
d’émoussement par Albouy et al. [49] dans le cas de la rupture brutale. Saintier et al.
[132] ont quant à eux observé la propagation d’une ﬁssure en fatigue sous des conditions
similaires à Hamed mais uniquement avec un caoutchouc naturel cristallisant et ce pour
deux rapports de charge diﬀérents (ﬁgure 14.1.1).
Figure 14.1.1: Surface ﬁssurée en fatigue sous des conditions de chargement en mode
I dans un cas relaxant (à gauche) R = −0.3 et un cas non-relaxant (à
droite) R = 4.2. R est le rapport de charge déﬁni par la fraction entre
la charge minimum et maximum lors du cycle (ﬁgure tirée de [132]).
Dans le cas non-relaxant, toutes les cristallites disparaissent lors de la décharge alors
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qu’un taux de cristallisation non-nul perdure toujours dans le cas non-relaxant. On ob-
serve alors également une morphologie de ﬁssuration très diﬀérente dans les deux cas.
Dans le cas non-relaxant, des branchements à l’échelle macroscopique sont présents et
la propagation de la ﬁssure est le résultat de la propagation de plusieurs fronts dans des
directions diﬀérentes. L’observation de la surface ﬁssurée à l’échelle macroscopique peut
donc déjà nous apporter une première explication sur l’augmentation de la durée de vie
en fatigue pour ces conditions de chargement : l’augmentation drastique de la surface
ﬁssurée autorise une plus grande dissipation d’énergie ce qui réduit signiﬁcativement la
vitesse de propagation en fatigue. En utilisant, le concept de force thermodynamique
pour la rupture développé à la section 4.2.1, on peut également dire que les observa-
tions précédentes sont le témoin d’une compétition entre le processus de rupture et un
processus de renforcement du matériau en pointe de ﬁssure qui permet l’apparition de
ﬁssures secondaires. Néanmoins, certaines questions restent ouvertes :
– Comment la cristallisation sous contrainte crée les conditions favorables à l’appari-
tion de ces ﬁssures secondaires ?
– Comment peut on caractériser qualitativement cette compétition avec une grandeur
énergétique ?
Observations au microscope électronique à balayage (MEB) [12]
Pour poursuivre cette réﬂexion, nous allons nous intéresser au processus de propaga-
tion de ﬁssure à une échelle mésoscopique grâce aux observations que l’on peut faire avec
un microscope électronique à balayage.
A la ﬁgure 14.1.2, on peut observer deux vues d’une pointe de ﬁssure de fatigue dans
un caoutchouc chargé aux noirs de carbone. Comme cela a été mentionné par Beurrot
[12], la pointe de ﬁssure est composée de nombreuses zones en forme de diamant séparées
par des ligaments.
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Figure 14.1.2: (En haut) Vue de dessus de la pointe de ﬁssure dans l’état déformé.
(En bas) Vue de côté de la pointe de ﬁssure dans l’état déformé (ﬁgure
extraite de [12]).
La régularité de ce motif ainsi que l’orientation des ligaments dans deux directions
symétriques mais non-alignées par rapport à la direction de chargement peut surprendre
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au premier abord. Néanmoins, on rappelle que dans le modèle construit au chapitre 10
et notamment dans les cas les plus relaxants au niveau macroscopique, on peut observer
une relaxation plus importante dans les directions cristallisées les plus chargées si la cris-
tallisation est suﬃsamment importante (ceci se traduisant par un module directionnel
négatif) et ce malgrè une dissipation toujours positive par direction. Cette observation
pourrait être rapprochée de la présence de ligaments orientés symétriquement à la direc-
tion de traction. Beurrot décrit ensuite la propagation de ﬁssure à l’échelle mésoscopique
comme suit :
– à l’état initial, une zone en forme de diamant avec ses ligaments la délimitant forme
une partie de la pointe de ﬁssure,
– la zone devient avec l’évolution du chargement sur plusieurs cycles plus profonde et
plus large et par conséquent les ligaments deviennent plus étirés et plus ﬁns,
– le ligament le plus ﬁn casse et la matière se réorganise autour de la coalescence de
deux zones voisines précédemment séparées par le ligament cassé.
Cette observation a également été associée à un mécanisme expliquant la présence de
ﬁssures secondaires (ﬁgure 14.1.3) :
Figure 14.1.3: Phénomène d’apparition des ﬁssures secondaires (ﬁgure tirée de [12]).
– initialement, trois zones de même profondeur a,b, et c sont séparées par des ligaments
(en gris),
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– ensuite, lorsque la ﬁssure a propagé, les zones a et c ont cru plus profondément que
la zone b,
– lorsque la ﬁssure continue de se propager, une des deux branches (a ou c) devient
la branche ﬁssurée principale (zone a dans la ﬁgure 14.1.3). Cette zone s’est alors
transformée en deux nouvelles zones plus relaxées e et f . La zone c devient alors la
plus contrainte et forme une ﬁssure secondaire.
Pour conclure, on peut remarquer que les observations au MEB montrent que la pointe
de ﬁssure présente un émoussement signiﬁcatif et que la présence de ﬁssures secondaires
semble dûe à une anisotropie illustrée par l’orientation des ligaments. De plus, il semble
assez clair que la ﬁssure se propage préférentiellement dans la zone la moins relaxée.
Loi phénoménologique de propagation en fatigue
La vitesse de propagation de ﬁssure en fatigue dans un caoutchouc cristallisant dépend
de l’énergie de déchirement maximum durant le cycle Tmax et du rapport de charge
R = λmin−1
λmax−1 . La notion « d’énergie de déchirement » est historiquement appliquée aux





avec W l’énergie de déformation, A la surface de ﬁssure et le suﬃxe |U indique que la
dérivation s’eﬀectue à un déplacement constant des zones d’application des forces. En
faisant la synthèse de plusieurs travaux expérimentaux sur cette propriété [95, 85, 18],
Mars et Fatemi [94], ont proposé un modèle phénoménologique pour décrire l’inﬂuence
de Tmax et de R sur la vitesse de propagation de ﬁssure en fatigue. Ce modèle se base
sur les observations suivantes :
– à R constant, l’eﬀet de Tmax sur la vitesse de propagation obéit à une loi puissance,
– les lois puissances pour chaque rapport de charge R convergent vers un taux de
restitution d’énergie critique pour une vitesse de ﬁssuration maximale,
– l’augmentation de R entraine une diminution du facteur puissance dans la loi de
propagation convergeant vers une vitesse de ﬁssuration minimum indépendante de
Tmax pour R grand.
Le modèle proposé, valide pour des vitesses de propagation da
dN
∈ ]10−8, 10−3[ mm/cycle










– F (R) = F0 + F1R + F2R2 + F3R3 ou F (R) = F0exp(F4R) une fonction phénomé-
nologique,
– Tc l’énergie de déchirement critique auquel la ﬁssuration débute,
– Tmax l’énergie de déchirement au maximum du cycle,
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– rc la vitesse maximum de propagation de ﬁssure.
14.2 Cas expérimental de référence
Dans cette section, on détaille la mise en place d’une expérience de fatigue réalisée
par Pierre Rublon [128]. Cette expérience est sensiblement équivalente à celle présentée
à la section 13.2. Dans un soucis de rigueur, la description du cas expérimental
est une reformulation des écrits de Pierre Rublon sur le sujet [128, 129, 130].
14.2.1 Description de l’expérience
Les éprouvettes PS utilisées sont plus longues (157 mm) que les éprouvettes préce-
demment utilisées. Mais nous devons noter que le taux de restitution est indépendant
de la longueur de la ﬁssure et de la longueur de l’éprouvette PS pour ce test.
Après avoir ﬁxé l’éprouvette, elle subit une première sollicitation de 300 cycles à
une élongation globale de λ = 1.92 et une fréquence de 2 Hz de manière à diminuer les
contraintes résiduelles dûes à la viscosité et à l’eﬀet Mullins. Ensuite, on mesure l’énergie
de déchirement (équivalent au taux de restitution d’énergie dans un cas hyperélastique
en déplacements imposés) par la méthode expérimentale de Rivlin et Thomas [125] à
plusieurs élongations globales inférieures à λ = 1.92. Dans la méthode de Rivlin, on
calcule le taux de restitution d’énergie à partir des dimensions de l’éprouvette non-
déformée et du niveau d’énergie libre stockée à une élongation prescrite. On introduit
alors trois coupures dans l’éprouvette : deux aux bords (2 cm de long) et une au milieu
de l’éprouvette (3cm de long) et on cycle un peu de manière à obtenir une ﬁssure de
fatigue. Enﬁn, plusieurs tests de fatigue sont réalisés à diﬀérents rapports de charge R
s’écrivant sous la forme
R =
λmin − 1
λmax − 1 , (14.2.1)
avec λmin l’élongation en bas du cycle et λmax l’élongation en haut du cycle. On mesure
alors pour chaque pointe de ﬁssure la vitesse de propagation et on la moyenne sur
l’ensemble des quatres pointes. Cette mesure est également réalisée pour un caoutchouc
isoprène synthétique comportant le même taux de charge car celui-ci cristallise beaucoup
moins [130]. De plus, en utilisant la méthode décrite à la section 13.2.1, le volume
cristallisé est mesuré en pointe de ﬁssure pour les diﬀérents rapports de charge à λmax =
1.92.
14.2.2 Résultats
Des expérience de Rublon [128], on retient trois éléments principaux :
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– la mesure du « taux de restitution d’énergie » par la méthode de Rivlin et Thomas
[125] en fonction du déplacement (table 14.1),
– la mesure du volume cristallisé par la méthode décrite à la section 13.2.1 dans le cas
en fatigue (noté Volume cristallisé fatigue) et dans un cas où on a laissé l’éprouvette
à λmax pendant un temps long (noté Volume cristallisé pose),
– la comparaison entre la vitesse de ﬁssuration en fatigue pour un caoutchouc syn-
thétique (non-cristallisant) et naturel (cristallisant),
– la comparaison entre diﬀérentes vitesses de ﬁssuration en fatigue pour un caoutchouc
naturel à diﬀérents rapport de charge R.
La mesure du « taux de restitution d’énergie » tel que désigné par Pierre Rublon, est réa-
lisé à partir de l’énergie de déchirement comme suit [128]. En considérant des éprouvettes
de faible épaisseur constante e0 et en notant l, la longueur de la ﬁssure, l’expression de





Dans le cas de l’éprouvette Pure Shear, Rivlin et Thomas [125] ont montré par (14.2.2)
que
T = Wvh, (14.2.3)










6 0.77 1.3 4620
8 2.2 3.3 7293
10 5.01 11 10394
12 9.1 50 14140

Table 14.1: Mesure de l’énergie de déchirement et du volume cristallisé pour R = 0
en fonction du déplacement pour du caoutchouc naturel chargé à 50 phr
sur éprouvette PS. Le volume cristallisé en fatigue et en pose est mesuré
sur une éprouvette ﬁssurée. L’énergie de déchirement est mesurée sur une
éprouvette non-ﬁssurée avec la courbe de contrainte-élongation [125] (ta-
bleau construit à partir des donnés de [128]).
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Figure 14.2.1: Vitesses de propagation de ﬁssure dc
dn
pour R = 0 pour un caoutchouc
naturel chargé à 50 phr (triangles rouges) et un caoutchouc synthétique
chargé à 50 phr « caoutchouc peu cristallisant » (croix noirs) en fonc-
tion de G en haut du cycle (J/m2) . Courbes de régression en fonction
puissance (ﬁgure tirée de [128]).
265
Chapitre 14 Caractérisation de la fissuration en fatigue pour un matériau
cristallisant : Premières tendances
Figure 14.2.2: Comportement schématique des mélanges NR50 et IR50 en termes de
vitesses de propagation de ﬁssure de fatigue pour diﬀérents rapports de
chargement R (à gauche), et évolution schématique du « volume cris-
tallisé » Vcrist ou Vdetect (mesurés en haut des cycles) avec le taux de
restitution d’énergie G pour diﬀérents rapports de chargement R dans
le cas du mélange NR50 (à droite) (Figure et légende extraites de
[128] (« Discusssion générale »)).
On peut synthétiser les observations faites de la manière suivante :
– avec le déplacement, le taux de restitution d’énergie mesuré par la méthode de
Rivlin et Thomas augmente ainsi que le volume cristallisé,
– la vitesse de ﬁssuration en fatigue est inférieure dans un caoutchouc naturel par
rapport à un caoutchouc synthétique et cette écart grandit rapidement avec le taux
de restitution d’énergie en haut du cycle et donc avec le volume cristallisé,
– la vitesse de ﬁssuration en fatigue décroit avec le rapport de charge (elle est notam-
ment très faible pour R = 0.5) et le volume cristallisé augmente.
– le volume cristallisé est plus grand lors d’un essai de relaxation qu’en sollicitation
cyclique.
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14.3 Modélisation de l’influence de la cristallisation sur
la vitesse de propagation de fissure en fatigue
14.3.1 Méthode
Pour commencer, on reprend le cas test de la section 13.3.2 sur la demi-éprouvette
Pure-Shear auquel on applique un chargement cyclique à rapport de charge nul. La mise
en place informatique du code FEBIO ne nous permettant pas une étude numérique
du taux de restitution d’énergie aussi précise qu’au chapitre 8, on utilise les diﬀérences
ﬁnies pour le calculer. Néanmoins, on vériﬁe la convergence en perturbation à posteriori
en remaillant l’éprouvette (ﬁgure 13.3.4) de manière à avoir des perturbations allant de
10−3 à 10−1 mm. Le calcul est alors fait sur 5 maillages diﬀérents pour les perturbations
∆l = 10−3, 2.10−3, 5.10−3, 4.10−2, 2.10−1 et on ne considère que la valeur obtenue pour
la plus petite perturbation. Lors de la perturbation, tous les points du front de ﬁssure
sont perturbés dans le plan de ﬁssure (selon l’axe Y) et uniformément ce qui nous permet
d’obtenir une grandeur scalaire pour le taux de restitution d’énergie. On choisit alors de
calculer deux grandeurs diﬀérentes Gp et Gam par (section 4.2.1)
Gp = −
(













– ∆l la perturbation de la longueur de la ﬁssure l identique pour tous les points du
front,
– |λχ,i, U¯ les variables ﬁxées durant la perturbation, càd U¯ le chargement en déplace-
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potentielle à laquelle on soustrait l’énergie libre liée au troisième mécanisme de
cristallisation par (10.4.12).
On rappelle que la première grandeur Gp suppose à priori que l’énergie consommée
par la cristallisation ne peut plus être consommée pour l’avancée de ﬁssure et qu’il y
a un découplage fort entre ces deux phénomènes. La grandeur Gam est basée sur le
raisonnement suivant :
A la section 14.1, nous avons fait plusieurs observations qui nous amènent à penser
que la ﬁssure se propage préférentiellement dans la phase amorphe et que plus cette
phase amorphe est relaxée moins la ﬁssure se propage facilement. De plus, comme cela
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a été observé par Marchal (ﬁgure 14.3.1), sous certaines conditions le matériau non-
cristallisant présente un durcissement moins important que le matériau cristallisant à
cause du réseau créé par les nano-renforcements (les cristallites) et ceux malgré le fait
que la phase amorphe soit plus relaxée dans le matériau cristallisant (exemple à la ﬁgure
14.3.2).
Figure 14.3.1: Évolution de la contrainte nominale σ (en noir) à 8°C, (en rouge) à 82°C
(renormalisée à 8°C par la loi de Mooney Rivlin) au cours d’un cycle de
traction de vitesse 2mm/min (ﬁgure tirée de [91]).
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Figure 14.3.2: Caractérisation de l’eﬀet de durcissement induit par les cristallites.
(Lignes pleines) Contrainte nominale en fonction de l’élongation pour
une charge cristallisante. (Pointillés) Contrainte calculée en utilisant la
raideur amorphe combinée avec l’élongation de la partie amorphe du
réseau pendant la cristallisation sous contrainte (ﬁgure tirée de [3]).
Or, dans notre modèle, l’eﬀet de durcissement créé par les nano-renforcements est




s’activant en λ∗. Ceci nous amène à enlever cette contribu-
tion de manière à ce que, dans la grandeur caractéristique, on ne puisse restituer que de
l’énergie provenant de la partie amorphe du réseau. Nous pouvons donc ainsi comparer
qualitativement deux approches du calcul de taux de restitution.
14.3.2 Différence entre caoutchouc cristallisant et non-cristallisant
L’ensemble des calculs est reporté à la table 14.2. Dans cette table, on peut observer le
calcul du taux de restitution des grandeurs proposées dans la section précédente auxquels
on a ajouté Gnc. Pour calculer Gnc, on empèche le matériau de cristalliser. Cela nous
permet de comparer nos résultats avec un matériau virtuel ayant les mêmes propriétés
mais ne pouvant pas cristalliser. On remarque également que les constantes utilisées pour
la loi de comportement sont celles qui ont permis d’obtenir la ﬁgure 13.3.2 et cela dans
le but de se rapprocher de la courbe de décharge expérimentale comme nous l’avions
expliqué (section 13.3.1).
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Déplacement en mm Gnc en J/m2 Gam en J/m2 Gp en J/m2
6 4220 3520 3840
10 10660 8460 9520
12 14540 10210 15230
− − − −
pente linéaire (1700) (1130) (1830)

Table 14.2: Taux de restitution d’énergie en J/m2 en fonction du déplacement appliqué
à l’éprouvette. Gnc pour le test en l’absence de cristallisation. Gam pour le
test cristallisant en supprimant l’énergie en λ∗ dans le calcul du taux. Gp
pour le test cristallisant. La « pente linéaire » correspond à la pente de la
courbe de tendance linéaire successiverment de Gnc, Gam et Gp en fonction
du déplacement appliqué à l’éprouvette. Test réalisées à partir de la loi de
comportement (ﬁgure 13.3.2)
Les observations que l’on peut faire sont les suivantes :
1. Gam est toujours plus petit que Gp. Cette observation semble logique puisqu’on a
supprimé un terme strictement positif pour Gam. Ce terme correspond phénomè-
nologiquement aux nano-renforcements.
2. Gnc est plus grand que Gam pour tous les déplacements et plus grand que Gp sauf
pour 12 mm. Cette observation montre que Gam est la grandeur la plus faible,
donc celle qui est le plus impactée par la cristallisation. De plus, orsqu’on prend
en compte l’eﬀet des nano-renforcements dans la grandeur caractéristique (cas Gp)
alors cette dernière peut être plus élevé qu’en absence de cristallisation. Ceci pour-
rait être interprété par le fait que le raidissement dû uniquement aux cristallites
est très important. Le matériau semi-cristallin devient alors plus raide que le ma-
tériau non-cristallisant. Expérimentalement, on a cependant observé qu’une ﬁssure
se propage moins vite lorsque les cristallites sont présentes (section 14.2.2). C’est
cette observation qui nous a amené à supposer que la ﬁssure ne se propageait que
dans la partie amorphe.
3. Gnc croit plus vite que Gam et moins vite que Gp.Cette observation peut être rap-
prochée de la comparaison entre caoutchouc cristallisant et non-cristallisant (ﬁgure
14.2.2 gauche) où on observe un écartement entre la vitesse de propagation dans
un caoutchouc cristallisant et non-cristallisant avec l’augmentation du déplacement
au maximum du cycle.
En conséquence de ces diﬀérentes observation, on conclue que Gam est le meilleur can-
didat pour la construction d’une loi de propagation en fatigue.
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14.3.3 Effet du rapport de charge sur la vitesse de propagation
De nombreuses lois de propagation de ﬁssure s’écrivent sous la forme
dl
dN
= C (∆G)α (14.3.3)
avec : l la longueur de la ﬁssure, N le nombre de cycles, C et α des constantes,
∆G = Gmax − Gmin le taux de restitution d’énergie en haut du cycle soustrait au
taux de restitution d’énergie en bas du cycle. C’est donc la valeur de ∆G qui pilote
la vitesse de ﬁssure. Dans notre cadre de travail, le calcul correct de ∆G dépend de
la bonne représentation de la cristallisation sous contrainte et de son évolution avec le
chargement. Malheuresement, pour ce cas de chargement, on représente mal l’évolution
de la cristallinité et par conséquent ∆G.
On observe, dans l’expérience, que l’augmentation du λmin à λmax identique appliqué
à l’éprouvette sur un cycle crée une augmentation du volume cristallisé mesuré à λmax.
Beurrot [12] a par ailleurs précisé sur une éprouvette non-ﬁssurée sollicitée en fatigue
que cette augmentation se faisait seulement si l’élongation minimum atteinte pendant le
cycle λmin était supérieure à l’élongation minimum où des cristallistes peuvent exister en
fusion. Puisque la ﬁssure propage très peu durant la mesure, les conditions mécaniques
ne changent pas à λmax mais le volume cristallisé augmente néanmoins.
Notre modèle de cristallisation ne peut reproduire ce phénomène. En eﬀet, on travaille
par rapport à une courbe d’équilibre unique ce qui ne permet pas de créer d’eﬀets
d’accumulation de la cristallinité. On pourrait proposer plusieurs modiﬁcations de notre
modèle permettant de prendre en compte cet eﬀet. Cependant, à notre connaissance,
il n’y a pas aujourd’hui de mécanismes micro-mécaniques permettant d’expliquer l’eﬀet
observé.
Pour conclure, sur le multicycle apparaît un eﬀet d’accumulation qui ne rentre pas
encore dans le cadre de notre modèle prévu pour la description d’un ou de quelques
cycles.
14.4 Conclusion
Dans ce chapitre, nous avons mis en oeuvre la loi de comportement de cristallisation
sous contrainte développée dans la partie III sur un cas d’éprouvette ﬁssurée. Une mé-
thode de calcul du taux de restiution d’énergie développée au chapitre 8 permettant de
prendre en compte qualitativement l’inﬂuence de la cristallisation a ensuite été utilisée
de manière à obtenir quelques premières tendances sur l’inﬂuence de la cristallisation
sur la propagation de ﬁssure. Pour cela, nous avons utilisé les résultats provenant de
plusieurs expériences de [128].
Nous avons alors comparé deux caractérisations diﬀérentes de la rupture pour com-
prendre la diﬀérence entre caoutchouc cristallisant et non-cristallisant. Ces deux carac-
térisations ont montré un bon accord avec les résultats expérimentaux.
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Néanmoins, on peut citer deux limitations de cette étude. Tout d’abord, le cadre
informatique dans lequel les simulations ont été réalisées ne nous a pas permis de déployer
l’ensemble des outils de caractérisation de la ﬁssuration développés dans ce manuscrit.
De plus, sur le multicycle apparaît un eﬀet d’accumulation qui ne rentre pas encore dans




L’objectif de ce travail était d’obtenir une loi de comportement anisotrope représenta-
tive de la cristallisation sous contrainte dans le caoutchouc, de l’intégrer dans un calcul
macroscopique éléments ﬁnis, et de comprendre l’inﬂuence de ce phénomène sur la pro-
pagation de ﬁssures dans ce matériau par un critère de taux de restitution d’énergie.
A la partie II « Calcul de taux de restitution d’énergie », nous nous sommes intéressés
à l’extension formelle du calcul de grandeur caractéristique pour la ﬁssuration dans un
cadre dissipatif. Dans un premier temps, on s’est proposé d’introduire le temps physique
dans la déﬁnition de la perturbation et d’examiner plusieurs hypothèses nous permettant
de découpler la perturbation et l’évolution inélastique. Ensuite, nous avons examiné le
cas où la perturbation et le processus d’évolution inélastique restent couplés. Ce cas a
donné lieu à un calcul de grandeur caractéristique par une méthode d’état adjoint. La
mise en oeuvre numérique de la variation de domaine a ensuite été proposée. Pour ﬁnir,
nous nous sommes concentrés sur de cas de calcul :
1. une ﬁssure dans un milieu élastoplastique pour le cas des grandeurs explicites,
2. la délamination d’une poutre viscoélastique linéaire pour le cas des grandeurs cou-
plées calculées par état adjoint.
Ces deux cas nous ont permis d’améliorer la robustesse des méthodes de calcul dans le
cas des grandeurs explicites et de valider l’approche par état adjoint pour les problèmes
réguliers dans le cas des grandeurs couplées. Du point de vue des futurs déﬁs à relever, un
des axes majeurs pour l’aspect numérique reste l’obtention de méthodes robustes pour
calculer les termes non-nuls en pointe de ﬁssure. En ce qui concerne l’aspect mécanique,
c’est le développement de critère de propagation pouvant s’associer à ce type de grandeur
qui nous semble le plus essentiel.
A la partie III, nous avons obtenu une loi de comportement constitutive de la cristal-
lisation sous contrainte dans le cadre du modèle de micro-sphère qui nous a permis de
caractériser : la relation contrainte-déformation (eﬀet relaxant et durcissant, hystérèse),
l’anisotropie des réponses locales en prenant en compte l’histoire locale des directions
principales de déformation, et les eﬀets localement induits par la cristallisation en fond de
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ﬁssure. Cette loi, développée dans un cadre thermodynamique cohérent, a été comparée
à plusieurs mesures expérimentales sur un panel exhaustif de chargement. Nous avons
alors pu montrer une bonne reproductibilité des résultats expérimentaux. En terme de
perspectives, nous pouvons noter tout d’abord l’importance de la prise en compte des
diﬀérentes échelles de temps et d’espace dans la modélisation de la cristallisation sous
contrainte. En eﬀet, les aspects phénoménologiques de la loi gagneraient à être enrichis
par une modélisation de la nucléation des cristaux comme celle de [76] par exemple. De
plus l’hypothèse de passage méso-macro, ici aﬃne, nous semble réductrice vis à vis du
comportement réel du caoutchouc. Elle pourrait être améliorée en suivant la méthode
développée par Gloria [52].
Pour ﬁnir, la partie IV nous a permis de débuter l’étude d’une ﬁssure en présence de
cristallisation sous contrainte. Nous avons alors démontré que la loi de comportement
anisotrope était capable de reproduire un proﬁl de ﬁssure et une zone de cristallisation en
pointe de ﬁssure sensiblement équivalents à ceux obtenus dans l’expérience et ce malgré
la complexité de la discussion sur les diﬀérentes échelles de temps à l’oeuvre. Ensuite,
nous avons pu proposer une grandeur caractéristique de type taux de restitution d’énergie
permettant de faire une distinction qualitative entre la vitesse de propagation de ﬁssure
dans un matériau cristallisant ou non grâce à la prise en compte de la dissipation et
de la distinction réseau amorphe/réseau semi-cristallin. En terme de perspectives, nous
pouvons tout d’abord noter notre incapacité à comprendre l’augmentation du volume
cristallisé avec le rapport de charge et donc l’évolution de la vitesse de propagation avec
ce même rapport. L’augmentation du volume cristallisé avec le rapport de charge est un
phénomène qui, à notre connaissance, vient d’être identiﬁé pendant le travail de Pierre
Rublon. Une étude plus approfondie de ce phénomène devrait permettre de trouver
une modélisation phénoménologique correspondante. Rappellons que la propagation de
ﬁssure à fort rapport de charge (ﬁgure 14.1.1) présente un faciès tout à fait unique dans
le caoutchouc. La simulation de ce type de faciès semble nécessiter, non seulement la
modélisation de la cristallisation sur des cycles de chargement complexe, mais en plus une
représentation précise de l’anisotropie en fond de ﬁssure ainsi qu’un critère d’initiation
des ﬁssures secondaires comparable avec le critère de propagation de la ﬁssure principale.
Ces diﬀérents ingrédients nécessitent encore des développements futurs conséquents de
la modélisation de la cristallisation sous contrainte et de son inﬂuence sur la propagation
d’une ﬁssure de fatigue.
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