In this paper, we introduce a generalization of frames called partial resolution squares. We are interested in constructing sets of complementary partial resolution squares for Steiner triple systems. Our main result is the existence of six complementary partial resolution squares for Steiner triple systems of order v which can be superimposed in a v × v array so that the resulting array is also the array formed by the superposition of three mutually orthogonal Latin squares of order v where v ≡ 1 (mod 6), v ≥ 7, and v /
Introduction.
A balanced incomplete block design (BIBD) D is a collection B of subsets (blocks) taken from a finite set V of v elements with the following properties.
(1) Every pair of distinct elements from V is contained in precisely λ blocks of B.
(2) Every block contains exactly k elements.
We denote such a design as a (v, k, λ) − BIBD. A (v, k, λ) − BIBD D is said to be near resolvable if the blocks of D can be partitioned into classes (resolution classes) R 1 , R 2 , . . . , R v such that for each element x of D there is precisely one class which does not contain x in any of its blocks and each class contains precisely v − 1 distinct elements of the design. The classes R 1 , R 2 , . . . , R v form a resolution of D and D is denoted by N R(v, k, λ) − BIBD. Two necessary conditions for the existence of a N R(v, k, λ) − BIBD are v ≡ 1 (mod k) and λ = k − 1. Results on N R(v, k, k − 1) − BIBDs can be found in [7] and [2] .
Let R and R be two resolutions of a N R(v, k, λ) − BIBD. R and R are said to be orthogonal if | R i ∩ R j | ≤ 1 for all R i ∈ R, R j ∈ R . (It should be noted that the blocks of the design are considered as being labeled so that if a subset of the elements occurs as a block more than once the blocks are treated as distinct.) If a N R(v, k, λ) − BIBD has a pair of orthogonal resolutions, it is called doubly near resolvable and is denoted by DN R(v, k, λ) − BIBD. We can use a pair of orthogonal resolutions of a DN R(v, k, λ) − BIBD to construct a v × v array. (For convenience, we often refer to this array as a DN R(v, k, λ) − BIBD.) We index the rows and columns of the array with the pair of orthogonal resolutions R and R . In the cell labeled (R i , R j ), we place R i ∩ R j . If R i ∩ R j = ∅, the cell is left empty. The rows of the array will contain the resolution classes of the resolution R and the columns will contain the resolution classes of the orthogonal resolution R . As an example, a DN R(10, 3, 2) − BIBD is displayed in Figure 1 Figure 1 A (1, 2; 3, 10, 1)-frame, [5] .
If the DN R(v, k, λ) − BIBD has the additional property that under an appropriate ordering of the resolution classes R and R , R i ∪ R i contains precisely v − 1 distinct elements of the design and R i ∩ R i = ∅ for all i, then the array is called a (1, λ; k, v, 1)-frame. The diagonal of a (1, λ; k, v, 1)-frame is empty and a unique element of the design can be associated with each cell (i, i). The DN R(10, 3, 2) − BIBD in Figure 1 is a (1, 2; 3, 10, 1)-frame. The element associated with cell (i, i) is i for i = 0, 1, . . . , 9.
Let F be a set of t (1, λ; k, v, 1)-frames, F = {F 1 , F 2 , . . . , F t }. Let F be the superposition of F 1 , F 2 , . . ., and
If the main diagonal of F is empty and each cell of F contains at most one block of size k, then F is called a set of t complementary (1, λ; k, v, 1)-frames.
For more general definitions and results on frames and sets of t complementary frames, we refer to [14, 9] and [6] . Frames and sets of complementary frames have been used extensively in constructions for doubly near resolvable and doubly resolvable balanced incomplete block designs, [9, 10, 11, 12, 15, 6] . Recently, a connection between sets of mutually orthogonal Latin squares and sets of complementary frames has been established in [13] . In particular, sets of k complementary frames can be constructed with the additional property that the blocks can be ordered to provide a set of mutually orthogonal Latin squares, [13] . These designs are useful in recursive constructions and some applications are described in [13] . In this paper, we are interested in an analogue of this result which uses s-partial resolution squares.
An s-partial parallel class P of a (v, k, λ) − BIBD D is a set of s pairwise disjoint blocks. An s-partial resolution of D is a partition of the blocks of D Two s-partial resolutions R and R of D are said to be orthogonal if
(It should be noted that the blocks of the design are considered as being labeled so that if a subset of the elements occurs as a block more than once the blocks are treated as distinct.) As in the case of resolutions, we can use a pair of orthogonal s-partial resolutions of a design to construct a square array. We index the rows and columns of the array with the pair of orthogonal s-partial resolutions R and R . In the cell labeled (R i , R j ), we place R i ∩ R j . If R i ∩ R j = ∅, the cell is left empty. The resulting array is an s-partial resolution square for the design D. The rows of the array will contain the s-partial parallel classes of the resolution R and the columns will contain the s-partial parallel classes of the orthogonal resolution R . Note that if s = (v − 1)/k and λ = k − 1, then the s-partial resolution square is a DN R(v, k, k − 1) − BIBD. In Figure 2 , we display a 2-partial resolution square for a (13, 3, 1) − BIBD. The symbols are {0, 1, . . . , 9, a, b, c}.
In this paper, we will deal exclusively with partial resolution squares for (v, 3, 1) − BIBDs or Steiner triple systems of order v, ST S(v). We now restrict our definitions and results to this case, however we note that the ideas clearly extend to more general designs.
We first recall that the number of blocks in a The analogue of a set of t complementary frames is a set of t complementary normalized P Rsq(v). As in the case of frames, we want to place several partial resolution squares in a single array. Let S i denote a normalized P Rsq(v) for i = 1, 2, . . . , t, and let S = {S 1 , S 2 , . . . , S t }. Let S be the superposition of S 1 , S 2 , . . ., and S t , S = S 1 • S 2 • . . . • S t . S is a v × v array and the main diagonal of S is empty. If each cell of S contains at most one block, then S is called a set of t complementary P Rsq(v). It is easy to see that 1 ≤ t ≤ 6.
A set of t complementary (normalized) P Rsq(v) is called balanced if each element of V −{i} occurs m times in row i and each element of V −{i} occurs m times in column i of S. (We note that the array S constructed from a set of 2m balanced complementary P Rsq(v) is an (m, 2m; 3, v, 1)-frame and contains the blocks of a (v, 3, 2m) − BIBD, [14, 9] .)
In the remainder of this paper, we will restrict our attention to sets of six balanced complementary P Rsq(v). For notational convenience, we denote a set of six balanced complementary P Rsq(v) and the resulting array by BCP Rsq(v). In this case, the array is completely filled except for the diagonal and element i does not occur in row i or column i for all i. (The underlying design is a (v, 3, 6) − BIBD which can be decomposed into six (v, 3, 1) − BIBDs.) We need one further definition before describing our results.
Suppose that it is possible to order the symbols in the filled cells of a BCP Rsq(v) in such a way that a square consisting of the ith element of each cell (i = 1, 2, 3) is a latin square L i (when an idempotent main diagonal is added), and suppose that L 1 , L 2 , and L 3 form a set of three mutually orthogonal latin squares, then the BCP Rsq(v) is called a mutually orthogonal Latin square ordered BCP Rsq(v) or a MOLS-ordered BCP Rsq(v). (Definitions and results on mutually orthogonal Latin squares can be found in [1] or the texts [3] or [4] . ) An example of a MOLS-ordered BCP Rsq appears in Figure 3 . This square, a BCP Rsq (7), was constructed by superimposing 6 complementary normalized P Rsq (7)s. The filled cells of the ith of these squares can be seen below in the i th (extended) diagonal. Note that all off-diagonal cells are filled, that the i th row (column) contains every symbol except i exactly 3 times (once as the first symbol, once as the second and once as the third), that the three squares comprised only of either the 1 st , the 2 nd or the 3 rd symbol in each cell are three idempotent MOLS(7) (when the main diagonal is filled in appropriately), and that the set of all filled cells is a (7, 3, 6) − BIBD. A cyclic Steiner triple system of order v contains exactly (v − 1)/6 = s base blocks. If the base blocks are disjoint, then clearly a (v − 1)/6-partial resolution can be constructed cyclically from these base blocks. The set {a 1 , . . . a s } is an adder for a set of base blocks {B 1 , . . . B s } if {B 1 +a 1 , . . . B s + a s } is also a set of disjoint blocks of the design. Note that the cyclic translates of the disjoint base blocks and the cyclic translates of the base blocks plus adders are a pair of orthogonal partial resolutions and yield a P Rsq(v). Also note that when a P Rsq(v) is formed in this manner the s-transversal of filled cells can be decomposed into s disjoint transversals each consisting of the translates of a starter block. The P Rsq(13) in Figure 2 was constructed in this manner with the set of base blocks {{2, 6, 5}, {1, 3, 9}} and the adder {4, 2}.
In the next section, we describe a direct construction for BCP Rsq(v) which uses this type of structure. This construction is used together with recursive constructions in section 3 to prove our main result on MOLS-ordered BCP Rsq(v) for v ≡ 1 (mod 6).
Direct Construction.
In this section we give a direct construction using finite fields. Our general construction is the following.
Lemma 2.1 Let g be a generator of the multiplicative group of the field F q where q = 6t + 1 is a prime power. Let ind(s) be the index of the element s ∈ F q (i.e. if k = ind(s), then g k = s). If there exists an x such that the following conditions are satisfied:
then there exists a MOLS-ordered BCP Rsq(q).
Proof: From the Bose construction, it is well known that the starter blocks T = {{g i , g 2t+i , g 4t+i }, 0 ≤ i ≤ t − 1} can be used to generate an STS(q). Clearly, g jt T = T j for 0 ≤ j ≤ 5 yields six sets of starter blocks of (isomorphic) STS(q)s. It is our intention to pack these 6 STSs in a square of size q by q. For our purposes, it is convenient to order each block in these triple systems. In particular, we order each block in T as {(g i , g 2t+i , g 4t+i ), 0 ≤ i ≤ t − 1}, and then we extend this ordering to each T j in the obvious way. Note that for all v − 1 ordered starter blocks, the blocks are uniquely identified by the first element in the ordered block. Define Q k = (g k , g k+2t , g k+4t ) for each k ∈ Z 6t . We let the corresponding adder for Q k be g k+x . The q by q square R is indexed by the elements in F q . In the first row of the square, Q k is placed in column −g k+x for all k ∈ Z q−1 . The remaining square is constructed by developing the first row using F q (i.e. if R(a, b) = (u, v, w), then cell R(a + h, b + h) = (u + h, v + h, w + h) for all h ∈ F q ).
We must check that this construction satisfies the conditions for a MOLSordered BCP Rsq(q). First we must check that the square R is well-defined, i.e. that there is exactly one triple in every off-diagonal cell. This is true since the adders are all distinct and consist of every nonzero element of F q . Hence the square R does indeed contain 6 distinct STS(q) in the union of all the cells.
Next we check the row and column balance. Row balance is obvious since each row is a translate of the first row and it is easy to see that each non-zero element of F q occurs exactly three times in that row. Further note that each symbol occurs exactly once in each position in the ordered triples of the first row and hence of each row. Now we check the columns. The first column contains all of the ordered triples
. We see that the set of first symbols occurring in the triples of the first column are {g
Clearly this consists of every non-zero element of F q exactly once. In a similar manner we see that the set of elements in the second positions and the set of elements in the third position in the first column also contain each symbol of F q exactly once. Hence by construction, each column of R has this property.
Next we show that the three latin squares formed from the first, second and third symbols in each cell are indeed orthogonal (latin was proved in the paragraph above). Consider the first two: call them L 1 and L 2 . In the first row of the superposition of L 1 and L 2 are the pairs (g k , g k+2t ) for all k ∈ Z 6t . The (ordered) differences between the first element and the second element is g k+2t − g k = g k (g 2t − 1). Clearly as k goes through all the elements of Z 6t , every difference occurs exactly once. Hence when this first row is developed in the additive group of the field, every pair will occur exactly once (except the pairs (i, i) which are assumed to be on the diagonal). Hence L 1 and L 2 are mutually orthogonal. That L 1 and L 3 , and L 2 and L 3 are orthogonal can be shown similarly.
Finally, we must check that each column of R contains 6 partial parallel classes. We will show that the translates of each partial parallel class in the first row form a partial parallel class of the first column (i.e. no symbol occurs twice in the translates). Consider the partial parallel class
We have previously established that all the symbols occurring the first position are distinct, next we show that no symbol in the first position of a translate can equal a symbol in the second position of a translate. Assume equality, then for some s, k with |s − k| < t we must have g s+jt + g s+jt+x = g k+(2+j)t + g k+jt+x . Hence,
. Now the first condition in the hypothesis of this lemma, namely that |ind(g 2t + g
x ) − ind(1 + g x )| ≥ t gives the required contradiction. In a similar manner, the other two conditions of the hypothesis insure that the first and second and the second and third symbols in the translates are distinct. Hence the first column consists of six partial parallel classes. Now, by construction we have that every column of R contains 6 partial parallel classes, completing the proof.
We illustrate this construction for v = 13: the element x = 1 satisfies the hypothesis of Lemma 2.1 and g = 2 is a generator of F 13 . Table 1 gives six sets of starter blocks as well as the column in the first row where each block is placed. Table 1 Starter blocks and adders for a BCP Rsq (13) .
Note that the BCP Rsq(13) in Figure 2 is constructed from T in Table  1 . The square in Figure 4 is a BCP Rsq(13) constructed using the starter blocks and adders listed in Table 1 . (For typesetting purposes we substituted  the symbol a for 10, b for 11 and c for 12 Lemma 2.2 For every prime power q ≡ 1 (mod 6), 7 ≤ q ≤ 5077 and for q = 5779, 5827, 8053 and 11827, there exists an x satisfying conditions 1,2, and 3 of Lemma 2.1.
Proof:
The values for x are given in Appendix 1. For q = p n with n > 1, a table giving the irreducible polynomial and a generator for GF(q) is in Appendix 2.
¿From the two lemmas above we have the following theorem. Theorem 2.3 For every prime power q with q ≡ 1 (mod 6), 7 ≤ q ≤ 5077 and for q = 5779, 5827, 8053 and 11827, there exists a MOLS-ordered BCP Rsq(q).
3 Recursive Constructions and Spectrum.
In this section we describe some recursive constructions which when combined with the results from the previous section will give us the spectrum of MOLSordered BCP Rsqs. We begin with a PBD-closure result. (For definitions and results on PBD-closure, we refer to [17] .) Lemma 3.1 If there exists a pairwise balanced design of order v with block sizes from the set K (a PBD(v, K)) and if there exists a MOLS-ordered BCP Rsq(k) for all k ∈ K, then there exists a MOLS-ordered BCP Rsq(v). Equivalently, the set S = {v | there exists a MOLS-ordered BCP Rsq(v)} is PBD-closed.
Proof: This construction is the standard PBD construction for sets of mutually orthogonal Latin squares and block designs. Since a MOLS-ordered BCP Rsq(k) consists of three superimposed idempotent MOLS(k), it follows that the resulting v × v array, S, is also MOLS-ordered. It also follows that in S all off-diagonal cells are filled and that it is row and column balanced. It remains to show only that S is the array formed by the superposition of six complementary P Rsq(v).
For every block of size k (k ∈ K) of the pairwise balanced design there exists a BCP Rsq(k), and each of these arrays consists of a set of six complementary P Rsq(k)s. We use the blocks of the ith partial resolution square for each of the blocks in the PBD to construct a P Rsq(v), S i , for i = 1, 2, . . . , 6. So it is straightforward to check that S is the superposition of S 1 , S 2 , . . . , S 6 .
We now use a PBD closure result from Mullin and Stinson [16] and Greig [8] . Let Q 1 = {q : q ≡ 1 (mod 6), q ≤ 5077, q a prime power }, let P = {55, Proof: The proof is implicitly contained in [16] . We will give an outline of the proof here but we refer to [16] for the details.
Lemma 4.1 of [16] (with some additional PBD's found in [8] ) shows that if n ≡ 1 (mod 6), n ≤ 5071, and n ∈ P , then there exists a PBD(n, Q 1 ).
In text following the proof of Lemma 5.1 in [16] , the authors assert that for every n ≡ 1 (mod 6) between 5077 and 46357 (except n ∈ E), there exists a PBD(n, Q 1 ) . Finally, Lemma 5.1 in [16] proves by induction that if there exists a PBD(n, Q 1 ∪ E) for all 1927 ≤ n ≤ 46357 with n ≡ 1 (mod 6), then there exists a PBD(n, Q 1 ∪ E) for all n ≡ 1 (mod 6) with n ≥ 1927. The result follows.
¿From Theorems 2.3 and 3.2 and Lemma 3.1 we have the following. We will now construct MOLS-ordered BCP Rsqs for some of the values missing from the theorem above. We first note that the singular direct product holds for normalized partial resolution squares and for sets of t complementary partial resolution squares. Since these constructions are straightforward generalizations of the singular direct product constructions for frames and sets of t complementary frames, we omit the proofs and refer to [14, 9] . (The decomposition into six complementary P Rsqs follows from the decomposition of the base design, a BCP Rsq(u), and the subdesigns, BCP Rsq(v).) We state the construction for the case of interest to us. Proof: This follows immediately since the singular direct product also holds for sets of mutually orthogonal Latin squares. Proof: Each of these is an application of Corollary 3.5. For each w, Table 2 gives the appropriate value of u and v so that the corollary can be applied. Table 2 Parameters for applications of Corollary 3.5.
¿From Theorem 3.3 and Lemma 3.6 we have the following result. 
