Abstract. In this paper we develop the theory of Fourier multiplier operators Tm :
Introduction
Fourier multiplier operators play a major role in analysis and in particular in the theory of partial differential equations. Such operators are of the form
where F denotes the Fourier transform and m is a function on R d . Usually one is interested in the boundedness of T m : 
For p = q = 1 and p = q = ∞ one obtains only trivial multipliers, namely Fourier transforms of bounded measures. The case where p = q ∈ (1, ∞) \ {2} is highly nontrivial. In general only sufficient conditions on m are known that guarantee that T m is bounded, although also here it is necessary that m ∈ L ∞ (R d ). In the classical paper [28] Hörmander studied Fourier multipliers and singular integral operators of convolution type. In particular, he showed that if 1 < p ≤ 2 ≤ q < ∞, then
Here L r,∞ (R d ) denotes the weak L r -space. In particular, every m with |m(ξ)| ≤ C|ξ| −d/r satisfies m ∈ L r,∞ (R d ). It was also shown that the condition p ≤ 2 ≤ q is necessary here. More precisely, if there exists a function F such that {F > 0} has nonzero measure and for all m : R d → R with |m| ≤ |F |, T m :
Hörmander also introduced an integral/smoothness condition on the kernel K which allows one to extrapolate the boundedness of T m from
. This led to extensions of the theory of Calderón and Zygmund in [13] . In the case p 0 = q 0 it was shown that the smoothness condition on the kernel K can be translated to a smoothness condition on the multiplier m which is strong enough to deduce the classical Mihlin multiplier theorem. From here the field of harmonic analysis has quickly developed itself and this development is still ongoing. We refer to [24, 25, 36, 54] and references therein for a treatment and the history of the subject.
In the vector-valued setting it was shown in [6] that the extrapolation results of Hörmander for p = q still holds. However, there is a catch:
• even for p = q = 2 one does not have T m ∈ L(L 2 (R d ; X)) for general m ∈ L ∞ (R d ) unless X is a Hilbert space.
In [12] it was shown that T m ∈ L(L p (R d ; X)) for m(ξ) := sign(ξ) if X satisfies the so-called UMD condition. In [10] it was realized that this yields a characterization of the UMD property. In [11] , [43] , [63] versions of the Littlewood-Paley theorem and the Mihlin multiplier theorem were established in the UMD setting. These are very useful for operator theory and evolution equations (see for example [18] ).
In the vector-valued setting it is rather natural to allow m to take values in the space L(X, Y ) of bounded operators from X to Y . Pisier and Le Merdy showed that the natural analogues of the Mihlin multiplier theorem do not extend to this setting unless X has cotype 2 and Y has type 2 (a proof was published only later on in [4] ). On the other hand there was a need for such extensions as it was realized that multiplier theorems with operator-valued symbols are useful in the stability theory and the regularity theory for evolution equations (see [2, 27, 61] ). The missing ingredient for a natural analogue of the Mihlin multiplier theorem turned out to be R-boundedness, which is a strengthening of uniform boundedness (see [9, 14] ). In [62] it was shown that Mihlin's theorem holds for m : R → L(X) if the sets {m(ξ) | ξ ∈ R \ {0}} and {ξm
are R-bounded. Conversely, the R-boundedness of {m(ξ) | ξ ∈ R \ {0}} is also necessary. These results were used to characterize maximal L p -regularity, and were then used by many authors in evolution equations, partial differential equations, operator theory and harmonic analysis (see the surveys and lecture notes [2, 16, 34, 38] ). A generalization to multipliers on R d instead of R was given in [26] and [55] , but in some cases one additionally needs the so-called property (α) of the Banach space (which holds for all UMD lattices). Improvements of the multiplier theorems under additional geometric assumptions have been studied in [23] and [53] assuming Fourier type and in [32] assuming type and cotype conditions. 
The condition p ≤ 2 ≤ q cannot be avoided in such results (see below (1.1)). Note that no smoothness on m is required. Theorem 1.1 should be compared to the sufficient condition in (1.1) due to Hörmander in the case where X = Y = C. We will give an example which shows that the γ-boundedness condition (1.2) cannot be avoided in general. Moreover, we obtain several converse results stating that type and cotype are necessary.
We note that, in case m is scalar-valued and X = Y , the γ-boundedness assumption in Theorem 1.1 reduces to the uniform boundedness of (1.2). Even in this setting of scalar multipliers our results appear to be new.
In Theorem 3.21 we obtain a variant of Theorem 1.1 for p-convex and q-concave Banach lattices, where one can take p = p 0 and q = q 0 . In [50] we will deduce multiplier results similar to Theorem 1.1 in the Besov scale, where one can let p = p 0 and q = q 0 for Banach spaces X and Y with type p and cotype q.
A vector-valued generalization of (1.1) is presented in Theorem 3.12. We show that if X has Fourier type p 0 > p and Y has Fourier type q
,
We show that in this result the Fourier type assumption is necessary. It should be noted that for many spaces (including all L r -spaces for r ∈ [1, ∞) \ {2}), working with Fourier type yields more restrictive results in terms of the underlying parameters than working with type and cotype (see Subsection 2.2 for a discussion of the differences between Fourier type and (co)type).
The exponents p and q in Theorem 1.1 are fixed by the geometry of the underlying Banach spaces. However, Corollary 4.2 shows that under smoothness conditions on the multiplier, one can extend the boundedness result to all pairs (p,q) satisfying 1 <p ≤q < ∞ and
Here the required smoothness depends on the Fourier type of X and Y and on the number r ∈ (1, ∞]. We note that even in the case where X = Y = C, for p < q we require less smoothness for the extrapolation than in the classical results (see Remark 4.4).
We will mainly consider multiplier theorems on R d . There are two exceptions. In Remark 3.11 we deduce a result for more general locally compact groups. Moreover, in Proposition 3.4 we show how to transfer our results from R d to the torus T d . This result appears to be new even in the scalar setting. As an application of the latter we show that certain irregular Schur multipliers with sufficient decay are bounded on the Schatten class C p for p ∈ (1, ∞).
We have pointed out that questions about operator-valued Fourier multiplier theorems were originally motivated by stability and regularity theory. We have already successfully applied our result to stability theory of C 0 -semigroups, as will be presented in a forthcoming paper [51] . In [49] the first-named author has also applied the Fourier multiplier theorems in this article to study the H ∞ -calculus for generators of C 0 -groups.
Other potential applications could be given to the theory of dispersive equations. For instance the classical Strichartz estimates can be viewed as operator-valued L p -L q -multiplier theorems. Here the multipliers are often not smooth, as is the case in our theory. More involved applications probably require extensions of our work to oscillatory integral operators, which would be a natural next step in the research on vector-valued singular integrals from L p to L q . This article is organized as follows. In Section 2 we discuss some preliminaries on the geometry of Banach spaces and on function space theory. In Section 3 we introduce Fourier multipliers and prove our main results on L p -L q -multipliers in the vector-valued setting. In Section 4 we present an extension of the extrapolation result under Hörmander-Mihlin conditions to the case p ≤ q.
1.1. Notation and terminology. We write N := {1, 2, 3, . . .} for the natural numbers and N 0 := N ∪ {0}.
We denote nonzero Banach spaces over the complex numbers by X and Y . The space of bounded linear operators from X to Y is L(X, Y ), and L(X) := L(X, X). The identity operator on X is denoted by I X .
For p ∈ [1, ∞] and (Ω, µ) a measure space, L p (Ω; X) denotes the Bochner space of equivalence classes of strongly measurable, p-integrable, X-valued functions on Ω. Moreover, L p,∞ (Ω; X) is the weak L p -space of all f : Ω → X for which
where λ f (α) := µ({s ∈ Ω | f (s) X > α}) for α > 0. In the case where Ω ⊆ R d we implicitly assume that µ is the Lebesgue measure. Often we will use the shorthand notations · p and · p,∞ for the L p -norm and L p,∞ -norm. The Hölder conjugate of p is denoted by p ′ and is defined by 1 =
We write ℓ p for the space of p-summable sequences (x k ) k∈N0 ⊆ C, and denote by ℓ p (Z) the space of p-summable sequences (x k ) k∈Z ⊆ C.
We say that a function m : Ω → L(X, Y ) is X-strongly measurable if ω → m(ω)x is a strongly measurable Y -valued map for all x ∈ X. We often identify a scalar function m :
The class of X-valued rapidly decreasing smooth functions on R d (the Schwartz functions) is denoted by S(R d ; X), and the space of X-valued tempered distributions by S ′ (R d ; X). We write S(R d ) := S(R d ; C) and denote by ·, · :
A standard complex Gaussian random variable is a random variable γ :
, where (Ω, P) is a probability space and γ r , γ i : Ω → R are independent standard real Gaussians. A Gaussian sequence is a (finite or infinite) sequence (γ k ) k of independent standard complex Gaussian random variables on some probability space. We will use the convention that a constant C which appears multiple times in a chain of inequalities may vary from one occurrence to the next.
Preliminaries
2.1. Fourier type. We recall some background on the Fourier type of a Banach space. For these facts and for more on Fourier type see [20, 29, 46] .
Each Banach space X has Fourier type 1 with Let X be a Banach space, (γ n ) n∈N a Gaussian sequence on a probability space (Ω, P) and let p ∈ [1, 2] and q ∈ [2, ∞]. We say that X has (Gaussian) type p if there exists a constant C ≥ 0 such that for all m ∈ N and all x 1 , . . . , x m ∈ X,
We say that X has (Gaussian) cotype q if there exists a constant C ≥ 0 such that for all m ∈ N and all x 1 , . . . , x m ∈ X,
with the obvious modification for q = ∞.
The minimal constants C in (2.1) and (2.2) are called the (Gaussian) type p constant and the (Gaussian) cotype q constant and will be denoted by τ p,X and c q,X . We say that X has nontrivial type if X has type p ∈ (1, 2], and finite cotype if X has cotype q ∈ [2, ∞).
Note that it is customary to replace the Gaussian sequence in (2.1) and (2.2) by a Rademacher sequence, i.e. a sequence (r n ) n∈N of independent random variables on a probability space (Ω, P) that are uniformly distributed on {z ∈ R | |z| = 1}. This does not change the class of spaces under consideration, only the minimal constants in (2.1) and (2.2) (see [17, Chapter 12] ). We choose to work with Gaussian sequences because the Gaussian constants τ p,X and c q,X occur naturally here.
Each Banach space X has type p = 1 and cotype q = ∞, with τ 1,X = c ∞,X = 1. If X has type p and cotype q then X has type r with τ r,X ≤ τ p,X for all r ∈ [1, p] and cotype s with c s,X ≤ c q,X for all s ∈ [q, ∞]. A Banach space X is isomorphic to a Hilbert space if and only if X has type p = 2 and cotype q = 2, by Kwapień's theorem (see [1, Theorem 7.4.1] ). Also, a Banach space X with nontrivial type has finite cotype by the Maurey-Pisier theorem (see [1, Theorem 11.1.14] ).
Let X be a Banach space, r ∈ [1, ∞) and let Ω be a measure space. If X has type p ∈ [1, 2] and cotype q ∈ [2, ∞) then L r (Ω; X) has type min(p, r) and cotype max(q, r) (see [17, Theorem 11.12] [41] . We repeat some of the definitions which will be used frequently.
Let X be a Banach lattice and p, q ∈ [1, ∞]. We say that X is p-convex if there exists a constant C ≥ 0 such that for all n ∈ N and all x 1 , . . . , x n ∈ X,
with the obvious modification for p = ∞. We say that X is q-concave if there exists a constant C ≥ 0 such that for all n ∈ N and all x 1 , . . . , x n ∈ X,
Every Banach lattice X is 1-convex and ∞-concave. If X is p-convex and qconcave then it is r-convex and s-concave for all r ∈ [1, p] and s ∈ [q, ∞]. By [41, Proposition 1.f.3], if X is q-concave then it has cotype max(q, 2), and if X is pconvex and q-concave for some q < ∞ then X has type min(p, 2).
If X is p-convex and p ′ -concave for p ∈ [1, 2] then X has Fourier type p, by [21, Proposition 2.2]. For (Ω, µ) a measure space and r ∈ [1, ∞), L r (Ω, µ) is an rconvex and r-concave Banach lattice. Moreover, if X is p-convex and q-concave and r ∈ [1, ∞), then L r (Ω; X) is min(p, r)-convex and max(q, r)-concave. Specific Banach lattices which we will consider are the Banach function spaces. For the definition and details of these spaces we refer to [40] . If X is a Banach function space over a measure space (Ω, µ) and Y is a Banach space, then
. Throughout we will identify these and consider f as an element of both
The following lemma, proved as in [60, Theorem 3.9] by using (2.3) and (2.4) on simple X-valued functions and then approximating, relates the
-norm of such an f and will be used later.
where
where C ≥ 0 is as in ( 2.4) The proof of the following lemma is the same as in [44, Lemma 4] for simple X-valued functions, and the general case follows by approximation.
for all n ∈ N, T 1 , . . . , T n ∈ T , x 1 , . . . , x n ∈ X and each Gaussian sequence (γ k ) n k=1 . The smallest such C is the γ-bound of T and is denoted by γ(T ). By the KahaneKhintchine inequalities, we may replace the
Every γ-bounded collection is uniformly bounded with supremum bound less than or equal to the γ-bound, and the converse holds if and only if X has cotype 2 and Y has type 2 (see [4] ). By the Kahane contraction principle, for each γ-bounded collection T ⊆ L(X, Y ) and each λ ∈ [0, ∞), the closure in the strong operator topology of the family {zT
By replacing the Gaussian random variables in (2.5) by Rademacher variables, one obtains the definition of an R-bounded collection T ⊆ L(X, Y ). Each Rbounded collection is γ-bounded. The notions of γ-boundedness and R-boundedness are equivalent if and only if X has finite cotype (see [39, Theorem 1.1]), but the minimal constant C in (2.5) may depend on whether one considers Gaussian or Rademacher variables. In this article we work with γ-boundedness instead of Rboundedness because in our results we will allow spaces which do not have finite cotype.
2.5. Bessel spaces. For details on Bessel spaces and related spaces see e.g. [2, 8, 29, 57] .
For X a Banach space, s ∈ R and
is a Banach space endowed with the norm
and
In this article we will also deal with homogeneous Bessel spaces. To define these spaces we follow the approach of [57, Chapter 5] (see also [58] ). Let X be a Banach space and definė
by restriction, and [50] for the tedious details in the vector-valued setting). HenceṠ
is the collection of polynomials on
Fourier multipliers results
In this section we introduce operator-valued Fourier multipliers acting on various vector-valued function spaces and discuss some of their properties. We start with some preliminaries and after that in Subsection 3.2 we prove a result that will allow us to transfer boundedness of multipliers on R d to the torus T d . Then in Subsection 3.3 we present some first simple results under Fourier type conditions. We return to our main multiplier results for spaces with type, cotype, p-convexity and q-concavity in Subsections 3.4 and 3.5.
3.1. Definitions and basic properties. Fix d ∈ N, let X and Y be Banach spaces, and let m : R d → L(X, Y ) be X-strongly measurable. We say that m is of moderate growth at infinity if there exist a constant α ∈ (0, ∞) and a g ∈ L 1 (R d ) such that
We call T m the Fourier multiplier operator associated with m and we call m the
Y ) which will be denoted by T m , and often just by T m when there is no danger of confusion. If X = Y and p = q then we simply say that m is an L p (R d ; X)-Fourier multiplier. We will also consider Fourier multipliers on homogeneous function spaces. Let X and Y be Banach spaces and let m :
is of moderate growth at zero and infinity if there exist a constant
For such an m, letṪ m :
. We use similar terminology as before to discuss the boundedness ofṪ m . Often we will simply write T m =Ṫ m , to simplify notation.
In later sections we will use the following lemma about approximation of multipliers, which can be proved as in [24, Proposition 2.5.13].
Lemma 3.1. Let X and Y be Banach spaces and
The same result holds for f ∈Ṡ(R d ; X) if instead we assume that there exist an 
The Hardy-Littlewood-Sobolev inequality on fractional integration is a typical example where Proposition 3.2 can be applied. 
, where
for some C d,p,q ′ ≥ 0. In particular, the Fourier multiplier operator with symbol
This result seems to be new even in the scalar case X = Y = C.
Moreover, adding zero vectors x k or y * k and enlarging n if necessary, we can assume that Q = |k|≤n e −k y * k . To prove (3.1) observe that for E := L min(p,q
where we have used that m f , g
sin(πtj ) πtj for t = (t 1 , . . . , t n ) ∈ R d , and
Then f ∈ E ⊗ X, g ∈ E ⊗ Y * , and
where we used the standard fact that
Since the left-hand side of (3.2) equals the left-hand side of (3.1), the first statement follows from these estimates.
The second statement follows from the first since the X-valued trigonometric polynomials are dense in
As an application of Proposition 3.4 and Theorem 1.1 we obtain the following:
Corollary 3.6. Let X be a Banach space with type p 0 ∈ (1, 2] and Y a Banach space with cotype q 0 ∈ [2, ∞), and let p ∈ (1, p 0 ), q ∈ (q 0 , ∞). Let r ∈ (1, ∞] be such that
. Therefore, Kahane's contraction principle yields
which is assumed to be finite. By Theorem As an application we show how Corollary 3.6 can be used in the study of Schur multipliers. For p ∈ [1, ∞) let C p denote the Schatten p-class over a Hilbert space H. For a detailed discussion on these spaces we refer to [17] and [29] . Let (e j for v ∈ C a , is well-defined and satisfies
Proof. By duality it suffices to consider a ∈ (1, 2), and by an approximation argument it suffices to consider finite rank operators v ∈ C a . Let p ∈ (1, a) be such that
r . Since C a has type a and cotype 2 (see [30] ) it follows from Theorem 3.6 that the Fourier multiplier T m associated with (m n ) n∈Z is bounded from
As in the proof of [48, Theorem 4] one sees that
where v n := j,k∈Z,f (j)−f (k)=n e j ve k for n ∈ Z. Similarly,
Taking L q and L p norms over t ∈ [0, 1] in the above identities yields
where we applied (3.5) in the final step. 
In Proposition 3.15 we show that this multiplier result characterizes the Fourier type p of X for specific choices of Y , and the Fourier cotype q of Y for specific choices of X.
which concludes the proof. 
for all X and Y , 1 ≤ p ≤ q ≤ ∞ and r ∈ [1, ∞] such that 
. In certain cases (3.6) is stronger than the result in Proposition 3.9. For instance, if r ∈ [1, 2] and L(X, Y ) has Fourier type r (for r > 1 this implies that either X or Y is finite-dimensional), then
for some constant C ≥ 0. Therefore we recover the conclusion of Proposition 3.9 from Young's inequality in a very special case.
Remark 3.11. Proposition 3.9 (and Theorem 3.12 below) can also be formulated for general abelian locally compact groups G, not just for R d . In that case one should assume that the Fourier transform is bounded from
for p ∈ [1, 2] and that the inverse Fourier transform is bounded from L
Here G is the dual group of G. Then one works with symbols m : G → L(X, Y ) which are X-strongly measurable and such that
In the same way as in Proposition 3.9, one then obtains a constant C ≥ 0 independent of m such that
For G = T d such results can also be deduced from the R d -case by applying the transference of Proposition 3.4.
In the scalar setting we noted in (1.1) that the conclusion of Proposition 3.9 holds under the weaker condition m ∈ L r,∞ (R d ). In certain cases we can prove such a result in the vector-valued setting. 
where C ≥ 0 is independent of m.
Proof. Observe that by real interpolation (see [56, 1.18.6] and [37, (2.33)]) we obtain
for ε > 0 so small that p 2 < p 0 and q 1 > q 0 . Note that 
for C ≥ 0 independent of m and f , where we used the Fourier type p j of X and
It follows from the first observation and the estimate above that
The above result provides an analogue of [28, Theorem 1.12] . In general, we do not know the "right" geometric conditions under which such a result holds. We formulate the latter as an open problem. 
A similar question can be asked for the case where X = Y and m is scalar-valued. We will now show that the Fourier multiplier result in Proposition 3.9 characterizes the Fourier type of the underlying Banach spaces. To this end we need the following lemma. 
Proof. By the closed graph theorem there exists a constant C ≥ 0 such that
It suffices to show (3.7) for fixed f ∈ S(R d ; X) with f p = 1 and g ∈ S(R d ; Y * ) with g q ′ = 1. Let ε ∈ (0, 1) and choose simple functions ζ : R d → X and 
. By considering a common refinement, we may suppose
where c 1 , . . . , c n ∈ R. Then (3.9) implies
By taking the supremum over all c k 's with n k=1 |c k | r |A k | ≤ 1 we find
Therefore, using this estimate, the reverse triangle inequality and Hölder's inequality (with
Letting ǫ tend to zero yields (3.7) for f p = 1 = g q ′ , as was to be shown.
Now we are ready to show that, by letting Y vary, the Fourier multiplier result in Proposition 3.9 characterizes the Fourier type of X, and vice versa. 
(1) If Y = C and q = 2, then X has Fourier type p. Proof. By Lemma 3.14, (3.7) holds for some C ≥ 0. Therefore in case (1) we obtain, for fixed f ∈ S(R d ; X) and for all ϕ ∈ S(R d ),
where we used the fact that F :
and hence X has Fourier type p. In case (2) we deduce in the same way that Y * has Fourier type q ′ and thus also that Y has Fourier type q ′ , by duality. Finally, for (3) note that
, and the result follows.
Remark 3.16. An alternative proof of Proposition 3.15 can be given using the transference of Proposition 3.4. However, this yields worse bounds and it seems that the analogue in the type-cotype setting requires the same technique as in Proposition 3.15. The estimate which can be proved under the assumption of Lemma 3.14 is as follows. There is a constant C ≥ 0 such that for all (x k ) |k|≤n in X and (y *
.
We end this section with a simple example which shows that the geometric limitation in Theorem 3.9 is also natural in the case X = Y = ℓ u . We will come back to this in Example 3.30, where type and cotype will be used to derive different results.
Example 3.17. Let p ∈ (1, 2] , and for q ∈ [2, ∞) let r ∈ (1, ∞] be such that
Let (e j ) j∈N0 ⊆ X be the standard basis of X, and for k ∈ N let S k ∈ L(X) be such that S k (e j ) := e j+k for j
with the obvious modification for r = ∞. If u ∈ [p, p ′ ], then X has Fourier type p and Fourier cotype q = p ′ . Thus by Proposition 3.9, in this case
We show that this result is sharp in the sense that for u / ∈ [p, p ′ ] the conclusion is false. This shows that Proposition 3.9 is optimal in the exponent of the Fourier type of the space for
Letting n → ∞ we deduce that
Thus, in the special case q = p ′ , we obtain u ≥ p. By a duality argument one sees that also u ≤ p ′ .
3.4.
Type and cotype assumptions. In Proposition 3.9 and Theorem 3.12 we obtained Fourier multiplier results under Fourier type assumptions on the spaces X and Y . In this section we will present multiplier results under the less restrictive geometric assumptions of type p and cotype q on the underlying spaces X and Y . First we prove Theorem 1.1 from the Introduction.
Theorem 3.18. Let X be a Banach space with type p 0 ∈ (1, 2] and Y a Banach space with cotype q 0 ∈ [2, ∞), and let p ∈ (1, p 0 ) and q ∈ (q 0 , ∞), r ∈ (1, ∞) be such that
where C ≥ 0 is independent of m. Moreover, if p 0 = 2 (or q 0 = 2), then one can also take p = 2 (resp. q = 2).
It is unknown whether Theorem 3.18 holds with p = p 0 and q = q 0 (see Problem 3.19 below).
Proof. We will prove the result under the condition:
Here γ(R d ; X) is the X-valued γ-space (for more on these spaces see [59] ). Note that the assumptions imply (3.10). Indeed, this follows from the homogeneous versions of [60, Proposition 3.5] and of [33, Theorem 1.1] (proved in exactly the same way, here we use the assumption that X has type p 0 and p < p 0 ). Moreover, if p 0 = 2, thenḢ [59, Theorem 11.6] ), hence in this case one can in fact take p = 2. The embedding for Y follows in a similar way.
Let
where we have used f γ(R d ;X) = f γ(R d ;X) (see [30] ), the γ-multiplier Theorem (see [35, Proposition 4.11] and [59, Theorem 5.2]) and the fact that γ(
is dense, this concludes the proof.
In Theorem 3.21 we provide conditions under which one can take p = p 0 and q = q 0 . The general case we state as an open problem:
The same problem can be formulated in case m is scalar-valued, in which case the γ-boundedness reduces to uniform boundedness.
Remark 3.20. Assume X and Y have property (α) as introduced in [47] . (This implies that X has finite cotype, and if X and Y are Banach lattices then property (α) is in fact equivalent to finite cotype.) In the multiplier theorems in this paper where γ-boundedness is an assumption, one can deduce a certain γ-boundedness result for the Fourier multiplier operators as well. Indeed, assume for example the conditions of Theorem 3.18. Let {m j : R d \ {0} → L(X, Y ) | j ∈ J } be a set of Xstrongly measurable mappings for which there exists a constant C ≥ 0 such that for
Note that, since X and Y have finite cotype, γ-boundedness and R-boundedness are equivalent. Now we claim that
) is γ-bounded as well. To prove this claim one can use the method of [22, Theorem 3.2] . Indeed, using their notation, it follows from the Kahane-Khintchine inequalities that Rad(X) has the same type as X and Rad(Y ) has the same cotype as Y . Therefore, given j 1 , . . . , j n ∈ J and the corresponding m j1 , . . . , m jn , one can apply Theorem 3.18 to the multiplier M :
given as the diagonal operator with diagonal (m j1 , . . . , m jn ). In order to check the γ-boundedness one now applies property (α) as in [22, Estimate (3. 2)].
3.5. Convexity, concavity and L p -L q results in lattices. In this section we will prove certain sharp results in p-convex and q-concave Banach lattices.
First of all, from the proof of Theorem 3.18 we obtain the following result with the sharp exponents p and q. 
where C is a constant depending on X, Y , p, q and d.
Proof. In the case where X is a p-convex and Y is a q-concave Banach lattice, the embeddings in (3.10) can be proved in the same way as in [60, Theorem 3.9] , where the inhomogeneous case was considered. Therefore, the result in this case follows from the proof of Theorem 3.18. Now let X 0 be a p-convex Banach lattice with finite cotype such that X ⊆ X 0 , let P ∈ L(X 0 ) be a projection with range X and let Y 0 be a q-concave Banach lattice with a continuous embedding ι :
(3.12)
As we have shown above, there exists a constant C ∈ (0, ∞) that depends only on X 0 , Y 0 , p, q and d such that T m0 extends uniquely to a bounded operator
Since T m = T m0 ↾ S(R;X) , the result follows from (3.12) and (3.13). So far, in all our results about (L p , L q )-multipliers the indices p and q have been restricted to the range p ≤ 2 ≤ q, which is necessary when considering general multipliers (see (1.1) ). However, we have also seen in Example 3.3 that for the scalar multiplier m(ξ) = |ξ| −s such a restriction is not necessary, as follows from Proposition 3.2 since the kernel associated with m is positive. We now show that also for operator-valued multipliers with positive kernels on p-convex and q-concave Banach lattices, the restriction p ≤ 2 ≤ q is not necessary and moreover γ-boundedness can be avoided. First we state the result for multipliers between Bessel spaces. 
for some C ≥ 0 independent of K.
By further approximation arguments one can often avoid the assumptions that
for all x ∈ X. It follows from [51] that the bound in Theorem 3.24 is optimal in a certain sense.
Proof. The second estimate in (3.14) follows from the continuity of mx = F (Kx).
, for the first estimate in (3.14) it suffices to fix an f ∈Ṡ(R d ) ⊗ X and to show that
Since X has finite cotype, it does not contain a copy of c 0 . Hence, by [41, Theorem 1.a.5 and Proposition 1.a.7], X is order continuous. Moreover, the range of f is contained in a separable subspace X 0 of X. By [41, Proposition 1.a.9], X 0 has a weak order unit. Now [41, Theorem 1.b.14] implies that X 0 is order isometric to a Banach function space. Similarly, Y is order continuous, and the range of T m (f ) is contained in a separable subspace Y 0 which is order isometric to a Banach function space. So henceforth we may assume without loss of generality that X and Y are Banach function spaces.
It follows by approximation from Lemma 2.1 that
for some constant C ≥ 0, where we used Minkowski's integral inequality in the final step. Lemma 2.2, applied to the positive operator K(s) ∈ L(X, Y ) and the function
Finally, Lemma 2.1 yields that, for n(
Combining all these estimates yields (3.15) and concludes the proof.
In terms of L p -L q -multipliers we obtain the following result. Note that below we require that the kernel associated with the multiplicative perturbation |ξ| d/r m(ξ) of m is positive, unlike in Proposition 3.2 where this positivity was required of the kernel associated with m. 
for some C ≥ 0 independent of m.
Proof. First note that m is of moderate growth at infinity, where we use that r > 1. Hence
is well-defined. Now the result follows by applying Theorem 3.24 to the symbol ξ → |ξ| 
Let (γ k ) |k|≤n be a Gaussian sequence. Replacing x k by γ k x k , and taking L 2 (Ω)-norms, we find that
Here we used the fact that for each
) |k|≤n is identically distributed as (γ k ) |k|≤n . This implies that X has type p.
Case (2) can be proved in a similar way by reversing the roles of f and g. Indeed, this gives that Y * has type q ′ and hence Y has cotype q. In case (3) we let f = g ∈ S(R d ; X) in (3.16) and argue as below (3.17) . Here we use that X ⊆ X * * has cotype 2 (see [17, Proposition 11.10] ).
If X = C, then (3.17) is a special case of Pitt's inequality (see [5] and [7] ):
Note that Theorem 3.18 and the proof of Proposition 3.27 show that (3.18) holds if X has type p 0 > p and cotype 2. Moreover, by the proof above one sees that Pitt's inequality with β = 0 and q = 2 implies that X has type p and X * has type p. Moreover, in the case α = β = 0 and q = p ′ , Pitt's inequality is equivalent to X having Fourier type p. It seems that a vector-valued analogue of Pitt's inequality has never been studied in detail. This leads to the following natural open problem: Problem 3.28. Characterize those Banach spaces X for which Pitt's inequality (3.18) holds.
For p-convex and q-concave Banach lattices, (3.18) can be proved by reducing to the scalar case using the technique of [21, Proposition 2.2].
Next we show that a γ-boundedness assumption cannot be avoided in general. In the case where p = q such a result is due Clément and Prüss (see [29, Chapter 5] ). In Proposition 3.9 and Theorem 3.12 we have seen that γ-boundedness is not needed for certain L p -L q -multiplier theorems. In the following result we derive the necessity of the γ-boundedness of {m(ξ) | ξ ∈ R d } under special conditions on m.
Proposition 3.29. Assume 1 < p ≤ q < ∞ and let
In Example 3.30 we will provide an example where even the γ-boundedness of 
. Now the R-boundedness follows from [4] . For convenience we include a short argument below. Let (ε k ) |k|≤n be a sequence of independent random variables which are uniformly distributed on Ω := [0, 1] d . Replacing x k by ε k x k in (3.19) and integrating over Ω yields that
Here we used the fact that for each t ∈ T d , (ε k e k (t)) |k|≤n and (ε k ) |k|≤n are identically distributed.
Finally, the estimate for the γ-bound is well-known and follows from a randomization argument.
The following example, which is similar to Example 3.17, shows that Theorem 3.21 is sharp in a certain sense. In particular, it shows that the γ-boundedness condition is necessary in certain cases. In the special case where u = p, both results can be combined using complex interpolation to obtain that T m : L p (R; X) → L q (R; X) is bounded for all q ∈ [2, p ′ ] if α = 2 p − 1. Note also that the difference between Proposition 3.9 and Theorem 3.21 is most pronounced when p = u = 1. In this case X = ℓ 1 has trivial type and trivial Fourier type, but cotype q = 2. Hence Proposition 3.9 only yields the boundedness of T m : L 1 (R; X) → L ∞ (R; X) for α ≥ 1, which can also be obtained trivially since in this case m is integrable. On the other hand, Theorem 3.21 yields the nontrivial statement that T m : L 1 (R; X) → L 2 (R; X) is bounded for α ≥ 1. Now fix q ∈ [2, ∞) and let u ∈ [2, q]. Then, similarly, with α = 1 − In particular this shows that the γ-bound provides the right factor in certain cases.
In the following remark we show that one cannot prove the γ-boundedness, or even the uniform boundedness, of {|ξ| d/r m(ξ) | ξ ∈ R d } in general. In the next remark we compare the results obtained in this section with the ones obtained by Fourier type methods.
Remark 3.32.
r < ∞, then we can find p 0 ∈ (1, 2) and q 0 ∈ (2, ∞) such that
