The classic error bounds for quasi-Monte Carlo approximation follow the KoksmaHlawka inequality based on the assumption that the integrand has finite variation. Unfortunately, not all functions have this property. In particular, integrands for common applications in finance, such as option pricing, do not typically have bounded variation.
Introduction
Quasi-Monte Carlo methods are Monte Carlo methods for numerical integration that use quasirandom sequences in place of (pseudo-)random numbers. These quasi-random sequences are also known as low-discrepancy sequences due to their approximate uniformity throughout the region of integration.
We consider integration over I s := [0 , 1 ] s , an s-dimensional cube and let µ be the probability measure on I s induced by the s-dimensional Lebesgue measure, where s is an arbitrary positive integer. The quasi-Monte Carlo approximation of the integral of a function f over I s is given by
where x 1 , . . . , x n are low-discrepancy sequences in I s .
The classical error bound for the approximation (1) in s = 1 dimension is the inequality of Koksma [11] ; the multi-dimensional case is the inequality of Hlawka [6] . The Koksma-Hlawka inequality provides an error bound in terms of the variation and star discrepancy of the point set P = {x 1 , . . . , x n }. To state this result, we first define, for an arbitrary subset B of I s , 
A(B;
For a function f on I s and a subinterval J of I s , let ∆(f ; J) be an alternating sum of the values of f at the vertices of J (i.e., defined so that function values at adjacent vertices have opposite signs).
The variation of f on I s in the sense of Vitali is defined by
where the supremum is extended over all partitions T of I s into subintervals. Let V (k) (f ; i 1 , . . . , i k )
be the variation in the sense of Vitali of the restriction of f to the k-dimensional face {(u 1 , . . . , u k ) ∈ I s : u j = 1 for j = i 1 , . . . , i k }; then,
is called the variation of f on I s in the sense of Hardy and Krause, and f is of bounded variation in this sense if V (f ) is finite. The Koksma-Hlawka inequality states that
for any function f of bounded variation V (f ) on I s in the sense of Hardy and Krause.
This error bound has good asymptotic characteristics for functions of bounded variation, but the bound may be quite loose in some cases and does not apply to many practical examples.
We particularly focus on integrands that arise in financial applications of option pricing. Monte
Carlo and quasi-Monte Carlo methods are quite popular for these problems (see Glasserman [5] ).
Several papers (see, e.g., Birge [1] , Caflisch, et al. [2] , Paskov and Traub [15] , and Joy, et al. [9] ) present experimental results that indicate good performance for quasi-Monte Carlo methods in option pricing. The justification for such performance often considers the relatively low effective dimension in these problems (see [2] and Owen [14] ), but, as noted, for example, by Owen [14] , the integrands do not generally satisfy conditions for the common error bounds even in low dimensions.
Instead of considering bounds based on bounded variation, we consider the bounds introduced by Niederreiter [13] that use a uniformity property of many quasi-Monte Carlo methods and do not require finite variation. Using this result and appropriately limiting the integration region, we establish different types of error bounds for quasi-Monte Carlo approximation for common option pricing integrands. In Section 2, we introduce the quasi-Monte Carlo methods by analyzing a simple European call. In Sections 3 and 4, we establish error bounds for the quasi-Monte Carlo approximation in one and the general case of s-dimensions. We demonstrate that the error bound for the given quasi-Monte Carlo approximation for option pricing is O(N +δ ) for any δ > 0.
Quasi-Monte Carlo methods in European call valuation
To provide a simple case, we value a European call option by quasi-Monte Carlo approximation.
From the risk-neutral valuation argument, the European call option price, c, is the expected value discounted at the risk free rate of interest, that is,
where r is the riskfree rate of return, ν(S T ) is the (risk-neutral equivalent) probability measure on the price S T of a share at expiration date T , K is the exercise or strike price of the option, and g(S T ) is the corresponding probability density of the price at T .
In the Black-Scholes model, we assume the share price follows geometric Brownian motion, so that S T is lognormally distributed. Let σ be the volatility of the stock price; then, the expected return on stock is r − σ 2 2 and the stock price at time T is
where 1 ∼ φ(0, 1), the standard normal random variable; then,
where
. To apply a quasi-Monte Carlo method as given above, we need to redefine the integral over the unit interval by using the cumulative distribution, 
We may consider several forms for these quasi-random sequences. In our development, we consider quasi-random points with a uniformity property used in [13] . To define this property, let (X, B, ν) be a probability space and let N be a nonempty subset of B.
As noted by Niederreiter [13] , many quasi-random sequences, such as the Cartesian product of midpoints of equal length subintervals in each dimension over the unit hypercube, the (t, m, s)-nets (described, for example, in Chapter 4 of Niederreiter [12] ) in base b for b ≥ 2 and 0 ≤ t ≤ m for integers b, t, and s in dimension s, and the Halton sequences (see, e.g., Chapter 3 of Niederreiter [12] ) in bases b 1 , . . . , b s for pairwise, co-prime integers b i ≥ 2, satisfy this property. In the following discussion, we assume that the quasi-random point set P is an (N , ν)-uniform point set.
Error bound in one dimension
We use the European call example to value the error bound of the quasi-Monte Carlo approximation.
We show later that we can generalize our result to any option payoff that grows at most linearly in the price of an asset that follows geometric Brownian motion and is sampled at discrete time intervals over a finite time horizon.
In the simple European call case, the error is
Our Without loss of generality then,
To bound the error, we first define a truncated function.
then the error is
To estimate the bounds for equation (5), we need two lemmas.
Proof. Using the standard substitutions for normal integrands,
2 r dr dθ
We then have
Proof. We first place into the proper form as follows.
Proof.
Now we estimate the bound of |e
such that
From the definition of G,
Hence,
Since G is a monotone function, its inverse G −1 is monotone. We thus have
Definition 3.5 Let (X, B, µ) be an arbitrary probability space and B(X) be the normed linear space of bounded real-valued functions on X. Let H = {H 1 , ..., H k } be a finite collection of nonempty subsets of X with
We next use the uniform point set property from [13] that states that S H (F ) defines a bound on the integration error when, for each W ∈ N , ∃H j ∈ H such that H j ⊃ W .
Lemma 3.6 If M is assumed as above, and P is a (N , ν)-uniform point set such that N includes
where Q(x) is defined as above.
Proof. Our samples i are chosen by i = G −1 (z i ) where z i form a quasi-Monte Carlo sequence that is
Let F (z) denote the function Q(G −1 (z)) and let H = {H 1 , ..., H N }, where
By the assumption on N and [13] Corollary 1, we have
where f (z) = 1. Note that
2 . We thus have,
Combining these results, we have the following theorem establishing a fixed error bound. We will then develop improved bounds. 
where C is a constant that only depends on S 0 , σ and T .
Proof. Combining Inequality (5), Lemma 3.3 and Lemma 3.6, we have
= CN where C = 3S 0 (
). Inequality (7) holds when −
In Inequality (6), we can define a new M such that for any given k, M satisfies the equation:
); Inequality (6) then becomes
2 σ 2 T < 0 holds for any k. We also used the inequality (2k + 1)((
2k+1 < 2; thus, Inequality (8) holds. In this case, we obtain the following corollary with an improved bound.
Corollary 3.1 Under the uniform point set conditions as given in Lemma 3.6, for any k ∈ N, there exists a number N 0 such that for all N > N 0 ,
Since the constant C does not depend on k and k can be any positive number, we have the following corollary. 
Error bound in s(> 1) dimensions
In simulating the path followed by the price process S, we now divide the life of the derivative into s intervals of length T s . In practice, each sub-interval may have unique characteristics (e.g., early exercise, default, or prepayment options) that prevent direct one-dimensional integration. For simplicity in this analysis, we suppose each sub-interval has the same form. The approximating equation is then
where t ∼ φ(0, 1). The European call price is then given by
...
The error of the approximation is then 
We can then define the truncated function as below:
The error of the approximation is then
Note that
. (11) First we estimate the upper bound of ...
..
We thus have g s ≤ ag s−1 + b, where a = e ; therefore,
There thus exists a constant L that only depends on S 0 , r, T , σ, and s such that e −rT ...
To simplify the terms, we let L = sS 0 e rT . Inequality (12) still holds. We thus have
We then evaluate the upper bound of |e −rT ...
For the first part of this development, we use a quasi-random sequence based on the van der Corput sequence (see Niederreiter [12] ). This sequence is defined, for an integer b ≥ 2, with
, where Z b is the least residue system mod b. For any integer n ≥ 0, n has a unique digit expansion in base b as:
we can then write Equation (14) as
and define the radical-inverse function (Niederreiter [12] ) to be
the van der Corput sequence in base b is the sequence x 0 , x 1 , . . . with x n = φ b (n) for all n ≥ 0.
Let b 1 , . . . , b s−1 be the first s − 1 prime numbers. For the s-dimensional case here, we use the following construction (see, e.g., Deák [3] ), where
and 0 < δ < 
, i = 1, ..., N − 1; 1 (x 1 ), . . . , G −1 (x s )). By [13] Corollary 1, we have
We thus have
T .
Combining (10), (11), (13) and (18), we have
where C = max{2, 2L, 2L , 2LL } is a constant that only depends on S 0 , r, σ, T and where s and k can be any numbers. We let M be such that
and N > N 0 , where N 0 is the least number that makes the condition M > 2(ks + k + 1)σs
Since C is independent of k and k can be any positive number, the upper bound goes to CN ...
where C only depends on S 0 , r, σ and s.
So far, we used only a simple European call as an example with payoff of (S T −K) + at maturity.
In fact, in all our proofs in one and multiple dimensions, we actually estimated the error bound for the approximation with the integrand S T as (S T − K) + < S T ; therefore, we have the following theorem. ...
Theorem 4.2 If a derivative has a payoff function g(S
where C is a constant that only depends on K 0 , S 0 , r, σ, T and s.
This result depends on the form of the quasi-random sequence used in (17). Note that the proof only used the partition in the last dimension to develop the result. The key in much of this development is that we take advantage of the low effective dimension of this integrand. We can generalize this result to other quasi-random sequences by considering the dependence on the final price S T as a sample of j G that can then be applied to find N 0 noting that the discrepancy is decreasing in N .
Conclusions
An advantage of quasi-Monte Carlo methods over standard Monte Carlo methods is that quasiMonte Carlo methods have smaller asymptotic error bounds. These results do not, however, apply to functions most commonly used in option pricing. We have developed bounds based on a uniform point set property of quasi-random sequences that provide good asymptotic results and may help explain some of the empirical effectiveness of these methods.
While this work provides new theoretical justification for the effectiveness of quasi-Monte Carlo methods in finance, many open issues still remain. The empirical results in [1] , [9] , and [15] suggest, for example, that better bounds might be possible. Other questions include to what extent other price processes may admit similar bounds and whether other option functional forms
