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Abstract
A new expression for weak truncated Itoˆ–Taylor expansions of functionals of Itoˆ processes is proposed.
The new truncated expansion is expressed, as in the ordinary case, in terms of powers of the increments of
the variables. A systematic procedure to obtain such expansions and general results in order to avoid some
parts of the calculation are presented. As an application, expansions of order up to 6 are derived.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
In [3] Platen and Wagner proposed a stochastic generalization of the Taylor formula for Itoˆ
di6usions. This generalization, called Itoˆ–Taylor expansion, was based upon the use of multiple
stochastic integrals. Itoˆ–Taylor expansions are characterized by the choice of the multiple integrals
which appear in them. So they provide various kinds of approximations of functional of di6usion
processes. Here we investigate a particular kind: the so-called weak Itoˆ–Taylor expansions. If we
truncate the expansion we obtain a linear combination of some multiple integrals of the constant
equal to 1 function (see [2] for an extensive treatment of the topic); in many situations it is di?cult
to operate with this truncated expansion, since the multiple stochastic integrals cannot be expressed
in terms of simpler stochastic processes. To avoid this problem in [4] a new expression for weak
truncated Itoˆ–Taylor expansions of order up to 3 was proposed. The new truncated expansion of a
functional f(t; Xt) of an Itoˆ di6usion Xt at a point (t0; Xt0) is expressed, as the ordinary truncated
expansion, as a combination of products of the increments = t − t0 and BX = Xt − Xt0 . Following
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this work, here we introduce a systematic procedure to obtain such expansions and general results
to avoid some parts of the calculation. As an application, orders 4–6 expansions are derived.
The construction of time discrete approximations of Itoˆ processes is the most important application
of Itoˆ–Taylor expansions. If we are only interested in the computation of moments or other function-
als of the Itoˆ process, we shall use weak Itoˆ–Taylor expansions. The above mentioned di?culties
with multiple integrals can be avoided with the use of the new expansions. So Runge–Kutta schemes
can be obtained by means of the comparison of the stochastic expansion of the approximation with
the corresponding Taylor scheme, i.e., following the same procedure that in the deterministic case.
In this way, in [5,7] schemes of Runge–Kutta type of orders 2 and 3 were derived and in [6] the
authors obtained the order conditions that a stochastic Runge–Kutta method must verify to reach
weak order two.
The outline of the paper is as follows: In Section 2 at Jrst we present brieKy Itoˆ–Taylor expansions
(we refer to [2] for the details) and we prove some results which will be used later. In Section 3 we
introduce the new truncated Itoˆ–Taylor expansions in the multi-dimensional case. Finally, in Section
4 the truncated expansion of up to order 6 are derived in the scalar case.
2. Itoˆ–Taylor expansions
Let (; F; P) be a probability space, let {Wt}t¿0 be an m-dimensional standard Wiener process
with components W 1t ; : : : ; W
m
t and let {Ft}t¿t0 be a nonanticipating family of -Jelds with respect
to {Wt}.
Let Xt0 be Ft0 -measurable and let {Xt}t∈[t0 ;T ] be the solution of a stochastic di6erential equation
(sde)
Xt = Xt0 +
∫ t
t0
a(s; Xs) ds+
m∑
k=1
∫ t
t0
bk(s; Xs) dWks ; (1)
where a : [t0; T ]× Rd → Rd has components a1; : : : ; ad and bk : [t0; T ]× Rd → Rd, k = 1; : : : ; m, has
components b1k ; : : : ; bdk ; we assume that the drift and the di6usion coe?cients of the equation satisfy
the conditions of an existence and uniqueness theorem, e.g., [1, Theorem 6.2.2].
Associated to sde (1) we have the di6erential operators:
L(0) =
9
9t +
d∑
i=1
ai
9
9xi
+
1
2
d∑
i; j=1
m∑
k=1
bikbjk
92
9xi 9xj
;
L(k) =
d∑
i=1
bik
9
9xi
; k = 1; : : : ; m: (2)
A multi-index  of length l() = l∈N is a vector = (j1; : : : ; jl) with j1; : : : ; jl ∈{0; 1; : : : ; m}. For
completeness we denote by v a multi-index of length 0.
For each  = (j1; : : : ; jl) with l¿ 1 we deJne L = L(j1) ◦ L(j2) ◦ · · · ◦ L(jl). If we also take Lv as
the identity operator, we have an operator for each multi-index , deJned for su?ciently smooth
coe?cients a, b1; : : : ; bm and functions f : [t0; T ]× Rd → R.
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In the following if =(j1; : : : ; jl) then d represents the multiple stochastic integration with respect
to dWj1 ; : : : ; dWjl :∫ t
t0
f(·; X·) d=
∫ t
t0
· · ·
∫ s3
t0
∫ s2
t0
f(s1; Xs1) dW
j1
s1 dW
j2
s2 · · · dWjlsl ;
where, for simplicity, the Lebesgue integration symbol dt is denoted by dW 0.
If {Xt} is the solution of sde (1), given f : [t0; T ] × Rd → R, when a, b1; : : : ; bm and f are
su?ciently smooth, we have (see [2]) the order n weak Itoˆ–Taylor expansion of the di6usion
f(t; Xt): it is the Itoˆ–Taylor expansion associated to the set of all multi-indices of length less or
equal to n and it is given by
f(t; Xt) =
∑
l()6n
∫ t
t0
(Lf)(t0; Xt0) d+
∑
l()=n+1
∫ t
t0
(Lf)(·; X·) d:
The integrals in the Jrst summation have constant integrands. They form the expansion part. The
integrands in the second one are nonconstant. The sum of their integrals constitute the remainder.
The Itoˆ–Taylor expansion is a generalization of the deterministic Taylor formula.
If we denote I; t =
∫ t
t0
1 d, the order n weak Itoˆ–Taylor expansion can be expressed
f(t; Xt) =
∑
l()6n
(Lf)(t0; Xt0)I; t +
∑
l()=n+1
∫ t
t0
(Lf)(·; X·) d: (3)
If we drop the remainder in (3), we have the weak truncated Itoˆ–Taylor expansion of order n of
f(t; Xt) at the point (t0; Xt0):
(Tnf)(t) =
∑
l()6n
(Lf)(t0; Xt0)I; t : (4)
The above deJnition of truncated Itoˆ–Taylor expansion of an Itoˆ di6usion Yt = f(t; Xt) does not
depend on the change of variable y = f(t; x); in other words, if Yt = f(t; Xt) = g(t; Zt) then the
truncated expansion obtained using f and the inJnitesimal operators associated to the sde with
solution {Xt} is the same than the expansion obtained using g and the operators associated to
the sde with solution {Zt}. To prove this it is su?cient to see the assertion when Zt = Yt and
g(t; y)=y. Let {Xt} be the solution of the sde with drift coe?cient a(t; x) and di6usion coe?cients
b1(t; x); : : : ; bm(t; x). Then, by Itoˆ formula, Yt = f(t; Xt) is the solution of the sde
dYt = a˜(t; Yt) dt +
m∑
k=1
b˜k(t; Yt) dWkt
with drift coe?cient
a˜(t; f(t; x)) =

9f
9t +
d∑
i=1
ai
9f
9xi
+
1
2
d∑
i; j=1
m∑
k=1
bikbjk
92f
9xi 9xj

 (t; x)
= (L(0)f)(t; x)
and di6usion coe?cients
b˜k(t; f(t; x)) =
(
d∑
i=1
bik
9
9xi
)
(t; x) = (L(k)f)(t; x); k = 1; : : : ; m:
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If we denote the inJnitesimal operators associated to this equation by
L˜(0) =
9
9t + a˜
9
9y +
1
2
m∑
k=1
(b˜k)2
92
9y2 ;
L˜(k) = b˜k
9
9y ; k = 1; : : : ; m;
we have that the order n truncated expansion of Yt at the point (t0; Yt0) = (t0; f(t0; Xt0)) is∑
l()6n
(L˜g)(t0; Yt0)I (5)
with g(t; y) = y. Since
(L˜(0)g)(t; Yt) = a˜(t; Yt) = (L(0)f)(t; Xt)
and
(L˜(k)g)(t; Yt) = b˜k(t; Yt) = (L(k)f)(t; Xt);
we have for each multi-index  that
(L˜g)(t; Yt) = (Lf)(t; Xt)
and then the expansions in (4) and (5) coincide.
For simplicity, we shall write Tnf and I instead of (Tnf)(t) and I; t , respectively. So the truncated
order n weak Itoˆ–Taylor expansion at the point (t0; Xt0) of an Itoˆ di6usion Yt = f(t; Xt) is a linear
combination of multiple integrals of the family {I: l()6 n}. Proposition 5.11.1 in Kloeden and
Platen [2] shows the main property of truncated weak Itoˆ–Taylor expansions.
Denition 1. Two Itoˆ di6usions {Yt} and {Zt} will be said n-equivalent in the weak sense, in
symbols Yt
(n)
Zt , if they have the same order n weak Itoˆ–Taylor expansion at each point.
Example. As an illustration let us see that if d= m= 1 (scalar case) then
(BW )3
(2)
3 ·BW;
i.e., the di6usions (Wt−Wt0)3 and 3(t− t0)(Wt−Wt0) are 2-equivalent in the weak sense. Firstly, let
us calculate the second-order truncated Itoˆ–Taylor expansion of (Wt−Wt0)3. Since Wt is the solution
of dXt = dWt , we have a= 0, b= 1,
L(0) =
9
9t +
1
2
92
9x2 ; L
(1) =
9
9x
and if we take f(t; x) = (x −Wt0)3 we obtain for l()6 2:
(Lf)(t0; Wt0) =


0 if ∈{v; (0); (1); (0; 0); (1; 1)};
3 if = (0; 1);
3 if = (1; 0):
(6)
Then the second-order truncated expansion of (BW )3 = (Wt −Wt0)3 is
Tn(f) = 3I(0;1) + 3I(1;0):
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If we take now g(t; x)= 3(t− t0)(x−Wt0) we get that 3I(0;1) + 3I(1;0) is also the truncated expansion
of 3(t − t0)(Wt −Wt0).
From the linearity of the operators L we have that Tn(!f + "g) = !Tn(f) + "Tn(g); it is not
di?cult to see that Tn(I) = I if l()6 n. Then we have that an Itoˆ di6usion and its truncated
expansion of order n are n-equivalent:
f(t; Xt)
(n)
Tn(f) =
∑
l()6n
(Lf)(t0; Xt0) · I: (7)
The above truncated expressions are the starting point to obtain truncated expansions of the di6usion
f(t; Xt) about a point (t0; Xt0) in terms of the increments of the components t−t0, X 1t −X 1t0 ; : : : ; X dt −X dt0 .
The following result will be useful later:
Proposition 2. Let {Xt} be the solution of sde (1) and let g : [t0; T ] × Rd → R be a su9ciently
smooth function. The order n truncated expansion of the process (t − t0)g(t; Xt) can be obtained
multiplying (t − t0) by the truncated expansion of order n− 1 of the process g(t; Xt).
Proof. Let h(t; x) = (t − t0)g(t; x). Since
(L(0)h)(t; x) = g(t; x) + (t − t0)(L(0)g)(t; x)
and
(L(k)h)(t; x) = (t − t0)(L(k)g)(t; x); k = 1; : : : ; m;
we can write
(L(i)h)(t; x) = $i;0g(t; x) + (t − t0)(L(i)g)(t; x); (8)
where i∈{0; 1; : : : ; m} and
$i; j =
{
1 if i = j;
0 otherwise
is the Kronecker delta symbol. In what follows, for simplicity, we shall omit the evaluation point
(t; x). From (8), if i; j∈{0; 1; : : : ; m}:
L(j; i)h= L(j)($i;0g+ (t − t0)L(i)g) = $i;0L(j)g+ $j;0L(i)g+ (t − t0)L(j; i)g:
Following in this way if i; j; k ∈{0; 1; : : : ; m}
L(k; j; i)h= $i;0L(k; j)g+ $j;0L(k; i)g+ $k;0L(j; i)g+ (t − t0)L(k; j; i)g:
In general, for a multi-index = (i1; i2; : : : ; il) of length l¿ 2:
Lh= $il;0L
(i1 ; :::; il−1)g+ $il−1 ;0L
(i1 ; :::; il−2 ; il)g+ · · ·+ $i1 ;0L(i2 ; :::; il)g+ (t − t0)Lg:
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We have that
h(t0; Xt0) = 0;
(L(i)h)(t0; Xt0) = $i;0g(t0; Xt0) if i∈{0; 1; : : : ; m}
and if l()¿ 2:
(Lh)(t0; Xt0) = $il;0(L
(i1 ; :::; il−1)g)(t0; Xt0) + · · ·+ $i1 ;0(L(i2 ; :::; il)g)(t0; Xt0):
Then the nth truncated Itoˆ–Taylor expansion of h(t; Xt) = (t − t0)g(t; Xt) is
Tn(h) =
∑
l()6n
(Lh)(t0; Xt0) · I
= g(t0; Xt0) · I(0) +
∑
26l6n
i1 ;:::; il∈{0;1;:::;m}
($il;0(L
(i1 ; :::; il−1)g)(t0; Xt0) + · · ·
· · ·+ $i1 ;0(L(i2 ; :::; il)g)(t0; Xt0)) · I(i1 ;i2 ;:::;il): (9)
In the last sum each integral I appears multiplied by the factors (L%g)(t0; Xt0) with % the multi-indices
obtained by dropping a null component of . Then in the sum each term (L(j1 ; :::; jl−1)g)(t0; Xt0) appears
multiplied by the integrals I(0; j1 ;:::;jl−1), I(j1 ;0;j2 ;:::;jl−1); : : : ; I(j1 ;:::;jl−1 ;0). The sum of these integrals is
(t − t0)I(j1 ;:::;jl−1), see [2, Theorem 2.5.3]. Then, by (9):
Tn(h) = g(t0; Xt0) · I(0) +
∑
%=( j1 ;:::; jl−1)
26l6n
j1 ;:::; jl−1∈{0;1}
(L%g)(t0; Xt0)(I(0; j1 ;:::;jl−1) + · · ·+ I(j1 ;:::;jl−1 ;0))
= g(t0; Xt0)(t − t0) +
∑
16l(%)6n−1
(L%g)(t0; Xt0)(t − t0) · I%
= (t − t0)

g(t0; Xt0) + ∑
16l(%)6n−1
(L%g)(t0; Xt0) · I%


= (t − t0)Tn−1(g)
and the proof is complete.
3. New weak Itoˆ–Taylor expansions
Our aim is, given (t0; Xt0), to obtain an expansion of f(t; Xt) in terms of  = t − t0 and BX 1 =
X 1t − X 1t0 ; : : : ;BX d = X dt − X dt0 generalizing the deterministic case:
f(t; Xt)
(n)

∑
i0 ; i1 ;:::; id¿0
i0+i1+···+id6n
fi0 ;i1 ;:::;id
(t − t0)i0
i0!
(X 1t − X 1t0 )i1
i1!
· · · (X
d
t − X dt0 )id
id!
;
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where we have denoted
fi0 ;i1 ;:::;id =
9i0+i1+···+idf
9ti09xi11 · · · 9xidd
(t0; Xt0):
Theorem 3. Let {Xt} be the solution of the stochastic di:erential equation (1). If f : [t0; T ]×Rd →
R is a su9ciently smooth function then
f(t; Xt)
(n)

∑
i0 ; i1 ;:::; id¿0
2i0+i1+···+id62n
fi0 ;i1 ;:::;id
(t − t0)i0
i0!
(X 1t − X 1t0 )i1
i1!
· · · (X
d
t − X dt0 )id
id!
:
Proof. Consider deJnition (4) of the truncated expansion Tn(f); expanding the coe?cients (Lf)
(t0; Xt0) in terms of the derivatives of f evaluated at (t0; Xt0) and grouping in these derivatives, we
get an expression of the form
Tn(f) =
∑
i0 ; i1 ;:::; id¿0
2i0+i1+···+id62n
fi0 ;i1 ;:::;id · F (n)i0 ;i1 ;:::;id ; (10)
where F (n)i0 ;i1 ;:::;id is a brief notation for the term which multiplies to fi0 ;i1 ;:::;id in the nth truncated
expansion. Applying (10) to the function
f(t; x1; : : : ; xd) =
(t − t0)i0
i0!
(x1 − X 1t0 )i1
i1!
· · · (xd − X
d
t0 )
id
id!
we obtain that F (n)i0 ;i1 ;:::;id is the order n truncated expansion of the process
(t − t0)i0
i0!
(X 1t − X 1t0 )i1
i1!
· · · (X
d
t − X dt0 )id
id!
: (11)
Then from (7) and (10)
f(t; Xt)
(n)
Tn(f)
(n)

∑
i0 ; i1 ;:::; id¿0
2i0+i1+···+id62n
fi0 ;i1 ;:::;id
(t − t0)i0
i0!
(X 1t − X 1t0 )i1
i1!
· · · (X
d
t − X dt0 )id
id!
;
which completes the proof.
Remark. The truncated expansion (10) can be split into two sums:
Tn(f) =
∑
i0 ; i1 ;:::; id¿0
i0+i1+···+id6n
fi0 ;i1 ;:::;idF
(n)
i0 ;i1 ;:::;id
︸ ︷︷ ︸
deterministic
+
∑
i0 ; i1 ;:::; id¿0
i0+i1+···+id¿n
2i0+i1+···+id62n
fi0 ;i1 ;:::;idF
(n)
i0 ;i1 ;:::;id
︸ ︷︷ ︸
stochastic
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and then
f(t; Xt)
(n)

∑
i0 ; i1 ;:::; id¿0
i0+i1+···+id6n
fi0 ;i1 ;:::;id
(t − t0)i0
i0!
(X 1t − X 1t0 )i1
i1!
· · · (X
d
t − X dt0 )id
id!
+
∑
i0 ; i1 ;:::; id¿0
i0+i1+···+id¿n
2i0+i1+···+id62n
fi0 ;i1 ;:::;id
(t − t0)i0
i0!
(X 1t − X 1t0 )i1
i1!
· · · (X
d
t − X dt0 )id
id!
: (12)
The Jrst summation in (12) is the order n deterministic expansion of f(t; x) at the point (t0; Xt0)
if x = Xt . Then the Itoˆ–Taylor expansion of a su?ciently smooth function of an Itoˆ process can be
viewed as the sum of the deterministic Taylor expansion (the ordinary part of the expansion) and
higher-order terms (the stochastic part of the expansion). The factors F (n)i0 ;i1 ;:::;id , i0 + i1 + · · ·+ id ¿n,
2i0 + i1 + · · · + id6 2n, which appear in the stochastic part will be called extra factors. The
remaining factors will be called ordinary. If each extra factor can be expressed as a combination of
some ordinary factors then (12) becomes
f(t; Xt)
(n)

∑
i0 ; i1 ;:::; id¿0
i0+i1+···+id6n
Gi0 ;i1 ;:::;id
(t − t0)i0
i0!
(X 1t − X 1t0 )i1
i1!
· · · (X
d
t − X dt0 )id
id!
;
where Gi0 ;i1 ;:::;id is the sum of fi0 ;i1 ;:::;id and the coe?cients which come from extra terms. In the next
section we shall systematically obtain weak Itoˆ–Taylor expansions in the scalar case (d=m=1) by
using this procedure. As it was expected, the coe?cients which come from extra terms only depend
on the di6usion coe?cient of the sde and so, when the equation is non stochastic (b1 = · · ·=bm=0)
the above expansion coincides with the ordinary Taylor expansion.
With the above notation we have:
Proposition 4. If i0¿ 1 then F
(n)
i0 ;i1 ;:::;id = ((t − t0)=i0)F (n−1)i0−1;i1 ;:::;id
Proof. Since F (n)i0 ;i1 ;:::;id is the truncated expansion of order n of the process in (11) the result is an
immediate consequence of Proposition 2.
From Proposition 4, if we know for order n−1 the expressions of the extra factors F (n−1)i0 ;i1 ;:::;id in terms
of the ordinary ones, then for order n we only need to calculate the expression of the extra factors
of the form F (n)0; i1 ;:::;id ; the remaining order n factors can be obtained from the (n − 1)-equivalences.
In the next section we shall illustrate this use of Proposition 4.
4. Up to order 6 expansions
Let us suppose now that d = m = 1 (scalar case) and let b be di6usion coe?cient of sde (1).
In this case there are two inJnitesimal operators corresponding to the equation; they are
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Table 1
Factors in the order n truncated expansion, scalar case
F (n)n;0
F (n)n−1;0 F
(n)
n−1;1
...
...
F (n)1;0 · · · F (n)1; n−2 F (n)1; n−1
F (n)0;0 F
(n)
0;1 · · · F (n)0; n−1 F (n)0; n︸ ︷︷ ︸
Ordinary: i+j6n
F (n)n−1;2
...
. . .
F (n)1; n · · · F (n)1;2n−2
F (n)0; n+1 · · · F (n)0;2n−1 F (n)0;2n︸ ︷︷ ︸
Extra: 2i+j62n; i+j¿n
given by
L(0) =
9
9t + a
9
9x +
1
2
b2
92
9x2 ;
L(1) = b
9
9x : (13)
If f : [t0; T ]× R→ R is a su?ciently smooth function and
fij =
9i+jf
9ti 9xj (t0; Xt0);
then, according to the remark which follows Theorem 3, the order n truncated weak expansion of
f(t; Xt) can be partitioned:
Tn(f) =
∑
i; j¿0
i+j6n
fijF
(n)
i; j +
∑
i; j¿0
i+j¿n
2i+j62n
fijF
(n)
i; j (14)
with
F (n)i; j
(n)
 (t − t0)
i
i!
(Xt − Xt0)j
j!
:
The factors F (n)i; j , i + j6 n (the ordinary factors) are n-equivalent to the products which appear
in the ordinary Taylor expansion. The second summation in (14) contains the extra factors F (n)i; j ,
2i + j6 2n, i + j¿n. Table 1 contains on the left the ordinary factors and on the right the extra
factors; our task is to express these extra factors in terms of the ordinary ones. Then, if we replace
the extra factors by their expressions in (14) we get an expansion of the form
f(t; Xt)
(n)

∑
i; j¿0
i+j6n
Gij
(t − t0)i
i!
(Xt − Xt0)j
j!
:
Expansions of this kind of order up to 3 were derived in [4]; the third-order expansion was obtained
with a great amount of calculations. Here, with the aid of a program in Mathematica, we have
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obtained expansions of up to order 6. With this code, theoretically, we would be able to compute
expansions of any order n; unfortunately the computer memory is also limited. So results which
simplify the computer task are needed. Proposition 4 is an helpful result in order to save a lot of
work. In the scalar case, it says that if we know for order n− 1 the expressions of the extra factors
in terms of the ordinary ones, then for the order n we only need to calculate the expression of the
extra factors of the form F (n)0; j , j = n + 1; : : : ; 2n (the last row in Table 1); the remaining order n
factors can be obtained from the (n− 1)-equivalences.
Order 1: If n= 1 there is only one extra factor, F (1)0;2 , and, see [4], we have that
F (1)0;2 =
1
2 b
2F (1)1;0 : (15)
From here we have
(BX )2
(1)
 12 b2:
The obtained order 1 truncated expansion agrees with Itoˆ formula (see [4, Proposition 2]).
Order 2: If n = 2 there are three extra factors, F (2)12 , F
(2)
03 and F
(2)
04 , and the calculation sketched
in [4] shows that
F (2)1;2 = b
2F (2)2;0 ; (16)
F (2)0;3 =
1
2 b
2F (2)1;1 + b
3b01F
(2)
2;0 ; (17)
F (2)0;4 =
1
4 b
4F (2)2;0 : (18)
This means that

(BX )2
2
(2)
b2 
2
2
;
(BX )3
3!
(2)
 1
2
b2(BX ) + b3b01
2
2
;
(BX )4
4!
(2)
 1
4
b4
2
2
:
Inserting (16)–(18) in (14) the second-order truncated expansion can be obtained, see [4, Proposition
2].
Order 3: The third-order extra factors are (see Table 1) F (3)2;2 , F
(3)
1;3 , F
(3)
1;4 , F
(3)
0;4 , F
(3)
0;5 and F
(3)
0;6 . As an
illustration of Proposition 4 let us calculate F (3)1;3 from the order 2 equivalences given in (16)–(18):
F (3)1;3 = (t − t0)F (2)0;3 = (t − t0)( 12 b2F (2)1;1 + b3b01F (2)2;0)
= b2F (3)2;1 + 3b
3b01F
(3)
3;0 :
This means

(BX )3
3!
(3)
b2 
2
2!
(BX ) + 3b3b01
3
3!
:
A. Tocino, J. Vigo-Aguiar / Journal of Computational and Applied Mathematics 158 (2003) 169–185 179
Table 2
Order 1 (top) and 2 (bottom) coe?cients of
extra factors
n= 1 F (1)1;0
F (1)0;2
b2
2
n= 2 F (2)2;0 F
(2)
1;1
F (2)0;4
b4
4
F (2)0;3 b
3b01 b
2
2
Table 3
Order 3 coe?cients of extra factors
n= 3 F (3)2;0 F
(3)
3;0 F
(3)
2;1 F
(3)
1;2
F (3)0;6
b6
8
F (3)0;5
3
2 b
5b01 b
4
4
F (3)0;4 − 14 b4 4b4b201 + b5b02 b3b01 b
2
2
The extra factors F (3)1;4 and F
(3)
2;2 can be calculated in a similar way. The remaining equivalences of
order 3 come from
F (3)0;6 =
1
8 b
6F (3)3;0 ; (19)
F (3)0;5 =
3
2 b
5b01F
(3)
3;0 +
1
4 b
4F (3)2;1 ; (20)
F (3)0;4 = b
4(4b201 + bb02)F
(3)
3;0 − 14 b4F (3)2;0 + b3b01F (3)2;1 + 12 b2 F (3)1;2 : (21)
The third-order expansion also appears in [4].
Tables 2–5 contain the coe?cients of the expressions of the extra factors F (n)0; n+1; : : : ; F
(n)
0;2n,
n = 1; : : : ; 5 in terms of ordinary factors, e.g., Table 2 (top) summarizes formula (14), Table 2
(bottom) represents formulae (17) and (18) and the relations (19)–(21) are given in Table 3. The
tables reveal evident relations between the coe?cients of orders n and n + 1. Given the order n
table, these relations simplify the calculations of the order n + 1 table. For this reason, for higher
orders we shall show the table instead of the formulae.
Order 4: The following 4-equivalences come from the equalities summarized in Table 4:
(BX )8
8!
(4)
 1
16
b8
4
4!
;
(BX )7
7!
(4)
 3
2
b7b01
4
4!
+
1
8
b6
3
3!
(BX );
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Table 4
Order 4 coe?cients of extra factors
n= 4 F (4)3;0 F
(4)
2;1 F
(4)
4;0 F
(4)
3;1 F
(4)
2;2 F
(4)
1;3
F (4)0;8
b8
16
F (4)0;7
3
2 b
7b01 b
6
8
F (4)0;6 − 14 b6 11b6b201 32 b5b01 b
4
4
+2b7b02
F (4)0;5 − 32 b5b01 − 14 b4 25b5b301 4b4b201 b3b01 b
2
2
+16b6b01b02 +b5b02
+b7b03
Table 5
Order 5 coe?cients of extra factors
n= 5 F (5)3;0 F
(5)
4;0 F
(5)
3;1 F
(5)
2;2 F
(5)
5;0 F
(5)
4;1 F
(5)
3;2 F
(5)
2;3 F
(5)
1;4
F (5)0;10
b10
32
F (5)0;9
5
4 b
9b01 b
8
16
F (5)0;8 − 316b8 352 b8b201 32b7b01 b
6
8
+ 52b
9b02
F (5)0;7 −3b7b01 − 14b6 2052 b7b301 11b6b201 32b5b01 b
4
4
+50b8b01b02 +2b7b02
+ 52b
9b03
F (5)0;6
b6
8 −11b6b201 − 32b5b01 − b
4
4 216b
6b401 25b
5b301 4b
4b201 b
3b01 b
2
2
−2b7b02 +241b7b201b02 +16b6b01b02 +b5b02
+19b8b202 +b
7b03
+27b8b01b03
+b9b04
(BX )6
6!
(4)
b6(11b201 + 2bb02)
4
4!
− 1
4
b6
3
3!
+
3
2
b5b01
3
3!
(BX ) +
1
4
b4
2
2!
(BX )2
2!
;
(BX )5
5!
(4)
 b5(25b301 + 16bb01b02 + b2b03)
4
4!
− 3
2
b5b01
3
3!
+ b4(4b201 + bb02)
3
3!
(BX )− 1
4
b4
2
2!
(BX )
+ b3b01
2
2!
(BX )2
2!
+
1
2
b2
(BX )3
3!
:
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From here we obtain order 4 weak truncated Itoˆ–Taylor expansion:
f(t; Xt)
(4)
f00 + f10+ f01(BX ) + f20 
2
2
+ f11(BX ) + f02
(BX )2
2
+
(
f30 − 32 b
5b01f05 − 14 b
6f06 − 34 b
4f14
)
3
3!
+
(
f21 − 14 b
4f05
)
2
2!
(BX ) + f12
(BX )2
2!
+ f03
(BX )3
3!
+
(
25b5b301f05 + 11b
6b201f06 + 16b
6b01b02f05 + b7b03f05
+ 2b7b02f06 +
3
2
b7 b01f07 +
1
16
b8f08 + 16b4b201f14
+ 4b5b02f14 + 6b5b01f15 +
1
2
b6f16 + 6b3b01f23 +
3
2
b4f24 + 2b2f32 + f40
)
4
4!
+
(
b5b02f05 + 4b4b201f05 +
3
2
b5b01f06 +
1
8
b6f07
+ 3b3b01f14 +
3
4
b4f15 +
3
2
b2f23 + f31
)
3
3!
(BX )
+
(
f22 + b3b01f05 +
1
4
b4f06 + b2f14
)
2
2!
(BX )2
2!
+
(
f13 +
1
2
b2f05
)

(BX )3
3!
+ f04
(BX )4
4!
:
Order 5: The following 5-equivalences come from the equalities summarized in Table 5:
(BX )10
10!
(5)
 1
32
b10
5
5!
;
(BX )9
9!
(5)
 5
4
b9b01
5
5!
+
1
16
b8
4
4!
(BX );
(BX )8
8!
(5)
 5
2
b8(7b201 + bb02)
5
5!
− 3
16
b8
4
4!
+
3
2
b7b01
4
4!
(BX ) +
1
8
b6
3
3!
(BX )2
2!
;
(BX )7
7!
(5)
 5
2
b7(20bb01b02 + b2b03 + 41b301)
5
5!
− 3b7b01 
4
4!
+ b6(11b201 + 2bb02)
4
4!
(BX )− 1
4
b6
3
3!
(BX )
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+
3
2
b5b01
3
3!
(BX )2
2!
+
1
4
b4
2
2!
(BX )3
3!
;
(BX )6
6!
(5)
 b6(216b401 + 241bb201b02 + 19b2b202 + 27b2b01b03 + b3b04)
5
5!
− b6(11b201 + 2bb02)
4
4!
+
1
8
b6
3
3!
+ b5(25b301 + 16bb01b02 + b
2b03)
4
4!
(BX )
− 3
2
b5b01
3
3!
(BX ) + b4(4b201 + bb02)
3
3!
(X )2
2!
− 1
4
b4
2
2!
(BX )2
2!
+ b3b01
2
2!
(BX )3
3!
+
1
2
b2
(BX )4
4!
:
From here we obtain order 5 weak truncated Itoˆ–Taylor expansion:
f(t; Xt)
(5)
f00 + f10+ f01(BX ) + f20 
2
2
+ f11(BX ) + f02
(BX )2
2
+
(
1
8
b6f06 + f30
)
3
3!
+ f21
2
2!
(BX ) + f12
(BX )2
2!
+f03
(BX )3
3!
+
(−11b6b201f06 − 2b7b02f06 − 3b7b01f07
− 3
16
b8f08 − 6b5b01f15 − b6f16 − 32 b
4f24 + f40
)
4
4!
+
(
f31 − 32 b
5b01f06 − 14 b
6f07 − 34 b
4f15
)
3
3!
(BX )
+
(
f22 − 14 b
4f06
)
2
2!
(BX )2
2!
+ f13
(BX )3
3!
+ f04
(BX )4
4!
+
(
216b6b401f06 + 241b
7b201b02f06 + 19b
8b202f06
+ 27b8b01b03f06 + b9b04f06 +
205
2
b7b301f07 + 50b
8b01b02f07
+
5
2
b9b03f07 +
35
2
b8b201f08 +
5
2
b9b02f08 +
5
4
b9b01f09
+
1
32
b10f0;10 + 125b5b301f15 + 80b
6b01b02f15 + 5b7b03f15
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+ 55b6b201f16 + 10b
7b02f16 +
15
2
b7b01f17 +
5
16
b8f18
+ 40b4b201f24 + 10b
5b02f24 + 15b5b01f25 +
5
4
b6f26
+ 10b3b01f33 +
5
2
b4f34 +
5
2
b2f42 + f50
)
5
5!
+
(
25b5b301f06 + 11b
6b201f07 + 16b
6b01b02f06 + b7b03f06
+ 2b7b02f07 +
3
2
b7b01f08 +
1
16
b8f09 + 16b4b201f15
+ 4b5b02f15 + 6b5b01f16 +
1
2
b6f17 + 6b3b01f24
+
3
2
b4f25 + 2b2f33 + f41
)
4
4!
(BX )
+
(
b5b02f06 + 4b4b201f06 +
3
2
b5b01f07 +
1
8
b6f08
+ 3b3b01f15 +
3
4
b4f16 +
3
2
b2f24 + f32
)
3
3!
(BX )2
2!
+
(
f23 + b3b01f06 +
1
4
b4f07 + b2f15
)
2
2!
(BX )3
3!
+
(
f14 +
1
2
b2f06
)

(BX )4
4!
+ f05
(BX )5
5!
:
Order 6: Finally, in order to construct the order 6 table we can start from order 5 table. This
table can be split into three arrays, L, of order 5× 1, which contains the Jrst column; C, of order
5× 3, which contains the columns 2–4; and R, of order 5× 5, which contains the columns 5–9. In
order to construct the order 6 table we must add three columns: one on the left of L; it contains
the coe?cients of the extra terms in the factor F (6)4;0 . The second one between L and C; it contains
the coe?cients of the extra terms in the factor F (6)5;0 . The third one between C and R; it contains
the coe?cients of the extra terms in the factor F (6)6;0 . Only the coe?cients of these columns are new.
The terms of the Jrst row over L,C and R are null. Table 6 is a diagram of order 6 table.
The order 6 extra terms have the following expressions:
F (6)0;12 =
1
64 b
12F (6)6;0 ;
F (6)0;11 =
15
16 b
11b01F
(6)
6;0 +
1
32 b
10F (6)5;1 ;
F (6)0;10 =
5
4 b
10(17b201 + 2bb02)F
(6)
6;0 − 18 b10F (6)5;0 + 54 b9b01F (6)5;1 + 116 b8F (6)4;2 ;
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Table 6
Sketch of order 6 table
n= 6 F (6)4;0 F
(6)
3;1 F
(6)
5;0 F
(6)
4;1 F
(6)
3;2 F
(6)
2;3 F
(6)
6;0 F
(6)
5;1 F
(6)
4;2 F
(6)
3;3 F
(6)
2;4 F
(6)
1;5
F (6)0;12 0 0 0 0 0 0
b12
64 0 0 0 0 0
F (6)0;11 0 0
15
16b
11b01
F (6)0;10 0 − b
10
8
85
4 b
10b201
+ 52b
11b02
F (6)0;9 0 − 154 b9b01 9154 b9b301
+90b10b01b02
L C +154 b
11b03 R
F (6)0;8
3
16b
8 −35b8b201 1183b8b401
−5b9b02 +1043b9b201b02
+67b10b202
+96b10b01b03
+3b11b04
F (6)0;7
3
2b
7b01 − 2052 b7b301 2401b7b501
−50b8b01b02 +3956b8b301b02
− 52b9b03 +844b9b01b202
+602b9b201b03
+75b10b02b03
+41b10b01b04
+b11b05
F (6)0;9 =
15
4 b
9(61b301 + 24bb01b02 + b
2b03)F
(6)
6;0 − 154 b9b01F (6)5;0
+ 52 b
8(7b201 + bb02)F
(6)
5;1 − 316 b8F (6)4;1 + 32 b7b01F (6)4;2 + 18 b6F (6)3;3 ;
F (6)0;8 = b
8(1183b401 + 1043bb
2
01b02 + 96b
2b01b03 + 67b2b202 + 3b
3b04)F
(6)
6;0
− 5b8(7b201 + bb02)F (6)5;0 + 316 b8F (6)4;0
+ 52 b
7(20bb01b02 + b2b03 + 41b301)F
(6)
5;1 − 3b7b01F (6)4;1
+ b6(11b201 + 2bb02)F
(6)
4;2 − 14 b6F (6)3;2 + 32 b5b01F (6)3;3 + 14 b4F (6)2;4 ;
F (6)0;7 = b
7(2401b501 + 3956bb
3
01b02 + 844b
2b01b202 + 602b
2b201b03
+75b3 b02b03 + 41b3b01b04 + b4b05)F
(6)
6;0
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− 52 b7(41b301 + 20bb01b02 + b2b03)F (6)5;0 + 32 b7b01F (6)4;0
+ b6(216b401 + 241bb
2
01b02 + 19b
2b202 + 27b
2b01b03 + b3b04)F
(6)
5;1
− b6(11b201 + 2bb02)F (6)4;1 + 18 b6F (6)3;1
+ b5(25b301 + 16bb01b02 + b
2b03)F
(6)
4;2 − 32 b5b01F (6)3;2
+ b4(4b201 + bb02)F
(6)
3;3 − 14 b4F (6)2;3 + b3b01F (6)2;4 + 12 b2F (6)1;5 :
From the corresponding order 6 equivalences, the order 6 truncated weak Itoˆ–Taylor expansion can
be obtained.
References
[1] L. Arnold, Stochastic Di6erential Equations: Theory and Applications, Wiley, New York, 1974.
[2] P.E. Kloeden, E. Platen, Numerical Solution of Stochastic Di6erential Equations, Springer, Berlin, 1992.
[3] E. Platen, W. Wagner, On a Taylor formula for a class of Itoˆ processes, Probab. Math. Statist. 3 (1) (1982) 37–51.
[4] A. Tocino, R. Ardanuy, Truncated Itoˆ–Taylor expansions, Stochast. Anal. Appl. 20 (2) (2002) 427–443.
[5] A. Tocino, R. Ardanuy, Runge–Kutta methods for numerical solution of SDE, J. Comput. Appl. Math. 138 (2002)
219–241.
[6] A. Tocino, J. Vigo-Aguiar, SIAM J. Sci. Comput. 24 (2) (2002) 507–523.
[7] J. Vigo-Aguiar, A. Tocino, An inJnite family of second order weak explicit Runge–Kutta methods, J. Comput.
Methods Sci. Eng. 1 (2001) 125–134.
