BiFeO 3 is a multiferroic with coupled antiferromagnetism (T N % 380 C) and ferroelectricity (T C % 820 C). The discovery of its high remanant polarization 1 in thin films has generated intense interest in the last few years for its potential applications in spintronics 2, 3 and nonvolatile memory. 4 It has recently been discovered that the domain walls in BiFeO 3 can be conductive. 5 In particular, Balke et al. 6 demonstrated the possibility of writing conductive domain channels into BiFeO 3 thin films through the introduction of topological defects in the domain structure. Here, we focus on the elastic fields at these topological defects and their effect on charge density distributions.
BiFeO 3 has a R3c rhombohedral crystal structure, with polarization along the {111} pseudocubic axes and thus eight symmetry-equivalent ferroelectric polarization states. Here, we denote the 8 rhombohedral polarization variants as r 1 þ/À , r 2 þ/À , r 3 þ/À , and r 4 þ/À , where the x-y components of the r þ variants correspond to the four quadrants of the Cartesian coordinate system, and r i À ¼ Àr i þ . A domain structure is made of regions of polarization states with different polarization directions. While the transition between two domains is called a domain wall, we will call the intersection of more than two domains a "junction," and a 1-D domain junction a "core."
In this paper, we examine two types of domain cores which run parallel to the [001] p direction. These are the intersections of the four r þ variants: in the "vortex," the in-plane polarizations of the surrounding domains rotate around the core ( Fig. 1(a) ), whereas the "anti-vortex" is comprised of the same four r þ variants, arranged such that the in-plane polarizations alternate between pointing towards or away from the core (Fig. 1(b) ). In experiment, these domain structures were constructed in BiFeO 3 films using SPM tip. 6, 7 Previously, we studied the conductive properties of the cores by their relation to the thermodynamic equilibrium concentrations of oxygen vacancies, holes, and electrons in lightly doped materials. 6 Since oxygen vacancies are coupled with strain through a positive Vegard stress coefficient in BiFeO 3 thin films, control of the elastic fields may offer some control of the conductance. Here, we employ phase-field modeling to study the elastic fields at the cores, with a discussion of varying material constant and applying transverse electric field, as possible ways to control the electroelastic field around the cores
We use the time-dependent Ginzburg-Landau (TDGL) equations to describe the evolution of the spatial polarization PðxÞ ¼ ½P 1 P 2 P 3 over time where L is a kinetic parameter related to domain wall motion, P i is the polarization field along axis x i , and F is the total free energy functional, as given by the spatial integral of the Landau, gradient, electric, and elastic energy densities
We employ the polarization as the order parameter. The Landau, elastic, electrostatic, and gradient energy densities are written in terms of the polarization as follows.
The Landau energy density is
where a ij are the phenomenological Landau coefficients for a stress-free system and P 1 ; P 2 ; and P 3 are the polarization components in the x, y, and z direction. The gradient energy density is in the form of 
where c ijkl is the elastic stiffness tensor, e ij ¼ e ij À e 0 ij is the elastic strain, and e 0 ij and e ij denote the eigenstrains and the total strains, respectively. The film-substrate interface is assumed to be coherent. The eigenstrains are derived from the spontaneous ferroelectric structural transition by e 0 mn ¼ Q mnop P o P p , where Q is the electrostrictive coefficient. Finally, the electric energy density is given by
where e 0 is the vacuum dielectric permittivity, e b is the background dielectric constant, 9,10 and E i is the total electric field. More detailed descriptions of numerical methods employed in solving the evolution equations can be found in the literature, [11] [12] [13] and the elastic and Landau parameters used are listed in Ref. 14. We used a simulation size of 128 Dx Â 128 Dx Â 32 Dx with periodic boundary conditions. The film and substrate thicknesses were both set at 14 Dx. The substrate is allowed to elastically deform down to the bottom boundary of the simulation box, where it is held fixed. The grid size Dx is related to the real size by
We used a gradient energy coefficient of G 11 =G 110 ¼ 0:6, which, if L 0 ¼ 1 nm, corresponds to a domain wall energy density of roughly 0.11 J/m 2 for a 71 domain wall. We assumed a background dielectric constant of e b ¼ 50 with short-circuit boundary conditions, fixed electric potential, on the top and bottom surfaces of the film. We assumed T ¼ 300 K, and we set the initial domain structure in rectangular domains similar to the experimental vortex/anti-vortex structure. Fig. 1 (c) shows the domain structure and the associated domain wall structure after the polarization evolution has stopped. We note that the domain structure at the top surface of the vortex core exhibits a twist opposite to the polarization rotation direction. Likewise, the top surface of the antivortex shows a "pinched" domain structure, where the outward-pointing domain variants grow at the expense of the inward-pointing domains, in agreement with experimental observations. 6 These effects are reversed at the bottom surfaces. These "twist" and "pinch" effects are caused by the domain walls twisting away from their preferred h1 0 1i orientations 15 to become parallel to ½0 0 1 near the cores. A cross-section across half the thickness of the film would show the four domain walls meeting at about 90 angles and running along the ½1 0 0 and ½0 1 0 axes. At the top and bottom of the film, however, the distortion results in the modified wall structure. For example, a wall between r 1 þ and r 4 þ with a preferred orientation of ð1 0 1Þ will have an orientation of ð1 0 0Þ at a core. For the vortex cores, this results in a clockwise rotation at the top of the film and a counterclockwise at the bottom of the film. The vortex cores exhibit a high degree of in-plane elastic tensile strain (e 1 % 0:7%, e 2 % 1:1%), while the out-ofplane direction is compressively strained (e 3 % À0:4%), leading to volumetric expansion of about 1.4% along nearly the entire height of the core (Fig. 2(c) ). The anti-vortex core exhibits much weaker volumetric compressive strains of about À0.1% (e 1 % À0:3%, e 2 % À0:6%, and e 3 % 0:9%). The average out-of-plane polarization at the vortex core is 1:25 p 0 and 1:42 p 0 at the anti-vortex core, compared to 1:13 p 0 in the middle of a domain, while the in-plane polarizations at the cores are suppressed. The increased out-ofplane polarization at the cores is partially due to the fact that the core is the intersection of four domain walls between polarization variants with only þP 3 in common. We note that the increased P 3 is energetically expensive at the vortex core, given the local in-plane tensile strain. The strain properties of the cores are presented in Figure 2 . The interesting properties of the cores come from their symmetry-breaking or symmetry-enforcing structures. Each core type has its own local symmetry: in international notation, the anti-vortex core has symmetry mm 2 , with mirror planes at ð110Þ and ð1 10Þ, while the vortex core has a symmetry of 4. In the domains surrounding the vortex core, the in-plane components of polarization are perpendicular to the core; so that with respect to the core, each domain has a negative e 0 12 . That is, each of the neighboring domains exerts a tensile stress on the vortex core along the respective f1 1 0g direction ( Fig. 1(a) ). Furthermore, at the center of the vortex core, the rotational symmetry is broken, and the shear strains (e 12 ; e 23 ; e 13 ) are suppressed ( Fig. 2(d) ). Based on these thoughts, we hypothesize that the elastic field at domain cores is mainly determined by the elastic properties in neighboring domains.
To test this hypothesis, we analyzed the volumetric strain at the cores and at the middle of a domain over a range of in-plane strain. Under a compressive strain, the polarization will rotate away from the plane of the film, 14 which should decrease the e 0 12 -related stresses around the vortex core. This was verified by our simulations, which showed a much greater change in volumetric strains over a range of mismatch strains from À1.0% to þ1.0% at the vortex cores (see Fig. 3 ): a change of 1.8% for the vortex core, 0.95% for the anti-vortex core, and 1.1% for the middle of a domain.
Similarly, for the anti-vortex core, the in-plane polarization components in the surrounding domains point towards the core, resulting in a net in-plane compression and out-ofplane expansion of the core. In addition, the anti-vortex core also experiences the effects of the e 0 13 shear strain component, which adds a thickness-dependent effect, and thus the properties show more variability through the thickness of the film. Overall, the anti-vortex core exhibits a more compressive in-plane strain compared to that of the vortex core, and P 3 is likewise higher here. The anti-vortex core also exhibits very high e 12 at the top surface. For the purpose of showing possible ways to control electroelastic fields at the cores, the effect of modified materials parameters and transverse electric field is explored (Table I) .
In particular, we look at doubling and halving the dielectric constant (e b ¼ 25; e b ¼ 100), the normalized gradient energy coefficient (g 11 We examine the background dielectric constant because it may affect the electric potential at the cores, and the value employed for BiFeO 3 under Landau theory has varied somewhat in the literature. 16, 17 The electrostrictive coefficient q 44 is responsible for the elastic fields at the topological defects, as explained earlier and in the literature. 18, 19 Gradient energy coefficients g ij is related to the domain wall energy, thus important for these 1D domain wall.
We find that the results vary little with respect to the background dielectric constant, at least, within the range of values examined here. Changes to the gradient energy coefficient cause moderate changes in electroelastic fields; the drop of about 0.05 V between the lower and upper values for g 11 translates into an increase by a factor of $10 in the concentrations of the oxygen vacancies or holes. Last, a drop in q 44 does lead to the expected drop in segregation-inducing fields. However, we note an anomalously high potential for the vortex when q 44 is doubled. As q 44 is related to the degree of domain wall twist at the vortex cores via the ferroelastic distortion, and twisted domain walls are charged, we expect that the increase in potential is caused by the   FIG. 3 . Effect of mismatch strain on the local volumetric strain ðe 11 þ e 22 þ e 33 Þ at a vortex core (blue diamonds), anti-vortex core (red circles), and in the middle of a domain (green triangles). The volumetric strain of the vortex core is much more sensitive to changes in the applied strain, presumably due to the effect of the applied strain on the in-plane polarizations and eigenstrains. increased domain wall twist. This also agrees with observations of the vortex core under an applied tip bias, 6 in which applying a negative bias increased the (counterclockwise) domain twist, in order to form a compensating positive potential, and vice versa for positive bias case. Please refer to our previous publication 6 for equations to calculate the equilibrium concentration of electrons, holes, and oxygen vacancies, and estimating the conductivity based on these information.
FIG. 2. Components of total strains: (a)
The effects of transverse electric field on cores come in two ways: first, shift the equilibrium value of the polarization, and second, change the fraction of different domains. Under relatively low transverse electric field, the vortex core and anti-vortex core will stay at the same position. With the increase of electric field, as it is shown in Fig. 4(a) , the in plane polarization is aligning itself with the applied field in the x direction. The reason after a threshold value, polarization at the cores suddenly swing back, is because the cores start to move. Thus, minimization of free energy could also be achieved by increasing the portion of those domains whose direction is in congruent with the applied field. For our simulation system, this threshold value is between 1.5 MV/m and 2 MV/m. As illustrated in Fig. 4(b) , favorable domains will grow larger.
When even higher field is applied, the simulation becomes a dynamic one, and it is hard to tell where the cores are and no simple rule could relate the polarization with the applied field. We found that under higher field, the migration speed of the cores has a linear relationship with the transverse electric field, but since our simulation time step is not mapped to time in real world, it is meaningless giving the fitted expression.
The electrostatic potential and volumetric stress vary little under different transverse field, mainly due to the small value of the applied field (Table II) . Similar to the polarization in Fig. 4(a) , the trend of / and P r ii changes are different before and after the threshold. Though for the current simulation using different material (modifying the material constants) seems to be a more effective way of controlling the electroelastic field at cores than applying transverse electric field; in other cases, if we have the ability to pin the cores, such as dislocations, then higher transverse field could be applied and better control might be achieved.
The themodynamic concentration of electrons (n), holes, and oxygen vacancies (N Generally, the anti-vortex is characterized by a negative electric potential, which will lead to a competition between segregation of holes and oxygen vacancies, with holes dominant due to the low or negative stresses. The vortex, characterized by low but positive potentials and high positive stresses, will be characterized by a cooperative segregation of electrons and oxygen vacancies. These results agree with previous calculations, 6 but under a much larger parameter space. The values here produce estimates of 10 1 À 10 3 relative concentrations for holes at the anti-vortex. For the vortex cores, if we assume moderate cooperation between the electrons and oxygen vacancies such that the positive potential is completely screened by the electrons, and the stress is completely screened by the oxygen vacancies, we arrive at similar estimates of relative defect concentrations of about 10 1 À 10 3 . High concentration of carriers at the cores directly leads to an increase of local conductivity, thus creating a conducting channel all the way through the film.
In summary, we conducted phase-field simulations to study the properties of a pair of topological defects in (001) p -oriented BiFeO 3 thin films, the "vortex" and "antivortex" cores. We found that the vortex core is characterized by a strong tensile volumetric strain with repressed shear strains, while the anti-vortex core is characterized by a compressive volumetric strain and a mix of both enhanced and repressed shear strains, and volumetric strain at vortex core is more sensitive to mismatch strain compared with counterpart at anti-vortex core. We hypothesize that the elastic fields at the cores are largely governed by the elastic properties of the nearby domains. Behavior of polarization at the cores under transverse electric field is discussed. It is shown that using different material (changing related material constant) is a more effective way of influencing the electroelastic field at the cores, compared with applying a low transverse electric field. Future work on these topological defects should include investigation of the electrical switching properties, the effects of film thickness, and the effects of charged defects on the conductive properties.
