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abstract
The Computational Complexity of Some Games




The subject of this thesis is the algorithmic properties of one- and two-player
games people enjoy playing, such as Sudoku or Chess. Questions asked about puzzles
and games in this context are of the following type: can we design efficient computer
programs that play optimally given any opponent (for a two-player game), or solve
any instance of the puzzle in question?
We examine four games and puzzles and show algorithmic as well as intractability
results. First, we study the wolf-goat-cabbage puzzle, where a man wants to transport
a wolf, a goat, and a cabbage across a river by using a boat that can carry only one
item at a time, making sure that no incompatible items are left alone together. We
study generalizations of this puzzle, showing a close connection with the Vertex
Cover problem that implies NP-hardness as well as inapproximability results.
Second, we study the SET game, a card game where the objective is to form
sets of cards that match in a certain sense using cards from a special deck. We
study single- and multi-round variations of this game and establish interesting con-
nections with other classical computational problems, such as Perfect Multi-
Dimensional Matching, Set Packing, Independent Edge Dominating Set,
and Arc Kayles. We prove algorithmic and hardness results in the classical and
the parameterized sense.
iii
Third, we study the UNO game, a game of colored numbered cards where players
take turns discarding cards that match either in color or in number. We extend results
by Demaine et. al. (2010 and 2014) that connected one- and two-player generaliza-
tions of the game to Edge Hamiltonian Path and Generalized Geography,
proving that a solitaire version parameterized by the number of colors is fixed param-
eter tractable and that a k-player generalization for k ≥ 3 is PSPACE-hard.
Finally, we study the Scrabble game, a word game where players are trying to
form words in a crossword fashion by placing letter tiles on a grid board. We prove
that a generalized version of Scrabble is PSPACE-hard, answering a question posed
by Demaine and Hearn in 2008.
iv
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Combinatorial Game Theory is a very intriguing and widely developed field of
mathematics and computer science under the wide umbrella of Recreational Mathe-
matics. A combinatorial game is usually considered to be a 2-player turn-based finite
game with perfect information (no player hides any information from her opponent)
and no chance, like chess or go. Similarly, finite 1-player puzzles of no chance, like
Sudoku or Mastermind usually also fall into this category.
1.1 Motivation
Apart from the practical applications that studying games and puzzles may have
in the gaming market, combinatorial game theory is a field that many people inside
and outside the academic community find challenging and amusing.
Since many games and puzzles are entertaining while having at the same time
mathematical and algorithmic depth, they serve as a great teaching tool. In fact,
some of the games and puzzles that we will be focusing on in this thesis can be or
have already been used in an educational setting (see for example Chapters 2 or 3).
Furthermore, all people learn and play games and puzzles and this provides a
connecting bond between the academic and the non-academic community: research
1
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results in combinatorial game theory are more likely to be read, understood and
appreciated by people outside of academia. Recent theoretical results have appeared
in online journals, blogs, and forums of popular science [Nature-Publishing Blog, 2002,
Graham, 2002, MIT Technology Review, 2012, Physics Central, 2012, Lemmings blog,
2010, Peterson, 2007].
In addition, studying games and puzzles from an algorithmic point of view can
enhance cross-disciplinary research, as people outside of the field of theoretical com-
puter science but interested in a particular game are likely to read research results
about the said game and thus learn about the techniques used in complexity theory.
The main theme of this thesis is games and puzzles with theoretical application, i.e.
games and puzzles which can be reformulated as classical graph-theoretic problems.
To give some examples, solving the generalized river crossing riddle of Chapter 2 is
very closely connected to solving Vertex Cover, different versions of the game SET
as we present in Chapter 3 can be reformulated as covering or matching problems,
and playing the generalized UNO game we present in Chapter 4 can be modeled as
solving versions of Hamiltonian Path1.
The reason to focus on a game or a puzzle with such a direct connection to a
well-known problem apart from its intrinsic interest is that research on the game can
produce results that directly advance the research in regards to the problem. In fact,
one important product of this thesis is that through the study of the games SET and
UNO we provided new algorithmic and hardness results for the problems Perfect
Multi-Dimensional Matching, Independent Edge Dominating Set, and
Edge Hamiltonian Path (see Chapters 3 and 4). We believe that studying a
problem from the perspective of combinatorial game theory can potentially provide
some new insightful ways to look at the problem.
The list of games that we study in this thesis is by no means a complete one and
1For details about the definitions of the above problems and their connections with the studied
games the reader should refer to the individual chapters.
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there exist many more problems which display such nice connections with combinato-
rial problems. Some more examples include the game “lights out” (see [Delgado, 2007]
for a description of the game), which is equivalent to some version of Parity Dom-
ination on grid graphs [Goldwasser and Klostermeyer, 1997], the game “flow col-
ors” also known as “numberlink” in Japan (game website: http://moh97.us/flow/,
and http://www.nikoli.co.jp/en/puzzles/numberlink.html respectively), which
could possibly be viewed as an interesting variation of the Disjoint Paths problem
on grid graphs, and more.
In fact, the connection between combinatorial problems and games and puzzles
runs deep and people have also been exploring the opposite direction, i.e. create
games inspired by combinatorial problems. Fellows [1996] describes a systematic way
to turn NP-complete problems into games. Furthermore, one particular interesting
example is the game “fold it” (game website: https://fold.it/portal/) which was
inspired by the problem of Protein Folding in computational biology. Playing the
game online has led to a number of scientific discoveries [Khatib et al., 2011].
1.2 Computational complexity background
When we study a 2-player game, one of our main goals is to figure out which
player is going to win given an instance of the game. In reality, the outcome of a
game instance might change every time the game is played and usually depends on the
skill of the players. However, for the class of combinatorial games and puzzles that
we consider in this thesis (turn-based, finite, perfect information, and no chance)2,
if both players play optimally, no matter how many times the game is repeated the
winner is always going to be the same, or the game will always be a draw.
2Some of the games and puzzles that we study in this thesis are not naturally combinatorial
in their original form and might involve chance or hidden information. However, even for these
cases, we usually study a model that excludes any non-combinatorial aspects. Discussion regarding
non-combinatorial games and puzzles can be found in the epilogue of this thesis.
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The strongest way of determining and enforcing the outcome in a combinatorial
game is by designing a winning strategy for the winner: an algorithm which always
provides the winner with a potential next move that if the player follows she will
eventually win the game (or force a draw if the outcome is a draw), no matter how
the opponent chooses to play. Thus, being able to win in a particular combinatorial
game boils down to designing such an algorithm.
One way to attack this problem is to build a tree which we call the game tree,
that determines the winner by examining all possible outcomes of the game: starting
from the root of the tree, we branch on all potential moves of player 1, then for
each such choice we branch on all potential moves of player 2 and so on, until one of
the players wins/loses. The outcome can then be worked out by doing a bottom-up
computation on this tree. For most interesting games however, exploring the whole
tree is very inefficient due to the combinatorial explosion of the number of potential
next moves each player can make. The complexity of finding the winning strategy in
a game is usually one of the aspects that makes the game fun to play. A game where
the winning strategy is easy to find will eventually become uninteresting, since the
outcome will be predetermined even before the game begins.
In some cases, we might be able to find the winner by using a mathematical,
non-algorithmic argument. One example is the so-called ‘strategy stealing argument’
usually attributed to John Nash, who is said to have used it in order to prove that
player 1 always wins in a game of Hex (see Weisstein’s article in Mathworld)3. Even
in this case however, it can still be particularly difficult to find and describe the actual
winning strategy, which means that we might know the outcome of the game but we
have no way to enforce it.
In the case of an 1-player puzzle, the objective is to find the solution to the puzzle.
3The strategy stealing argument essentially says that in a symmetric game such as Hex where
players can make identical moves, if player 2 had a winning strategy this could be used by player 1
to win the game.
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In some cases, it is fruitful to consider the question of whether the puzzle is solvable or
not. As with 2-player games, this question can be determined by designing a solving
algorithm or by giving a non-algorithmic mathematical argument.
In order to solve a puzzle instance, we can again design the game tree where each
node represents a game position and each edge from one level to the next represents
the choice made by the player during this round. All that remains is again to start
from the leaves of the tree and work our way towards the root. Computing the result
is usually very slow, because it requires an exhaustive search in the set of all potential
plays which are exponentially many with respect to the size of the puzzle instance.
Thus, solving the puzzle efficiently in the general case requires us to figure out ways
to reduce the branching size of the game tree in a unifying way for all instances.
For most puzzles however, it is hard to design an efficient algorithm that works
on any given instance and, in fact, in most cases we know of no (significantly) better
algorithm than trying out all possible game positions. The complexity of a puzzle
is again one of the aspects that makes it worth playing, and coming up with clever
tricks and deductive arguments in order to avoid branching on specific instances
usually gives us satisfaction and joy.
It thus becomes natural to ask this question: for which games or puzzles is it
always possible to decide on an optimal next move efficiently? Such questions can be
tackled using the tools of computational complexity theory, a theory which categorizes
algorithmic problems as tractable or intractable depending on the resources needed
to solve them.
1.2.1 Complexity classes for games and puzzles
In computational complexity theory, resources are measured as functions of the
size of the input. Thus any constant-sized puzzle or game is considered by the theory
trivially solvable (despite that for most 2-player games, computing the optimal strat-
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egy would require such a huge “constant” amount of time that it would be impractical
to run the constant-time algorithm). So, when we study a puzzle or a 2-player game
from the computational complexity point of view, we need to consider an unbounded
generalization of the puzzle or game. Coming up with a natural generalization is not
always straightforward and some games are harder than others. For example, a board
game like Othello where there is only a unique kind of pieces and moves are simple,
is straightforward to generalize if one simply considers the same game played on an
n × n board. On the other hand, games like chess where there are many different
kinds of pieces are not easily generalizable.
Once we define the model, we then need to determine its complexity. As with any
combinatorial problem, in order to characterize the computational complexity of some
game or puzzle we shall either demonstrate that there exists an efficient algorithm
(polynomial in the size of the input) that solves any given instance, or that such an
algorithm cannot exist, in which case we say that the game or puzzle is intractable.
Intractability for games and puzzles takes the form of a hardness proof. When we
say that a game or puzzle is NP-complete, we mean that it is hard to find its solution
efficiently, but easy to verify the correctness of a given solution. For a PSPACE-
complete game or puzzle, verification is also hard. Usually however, these games
terminate in polynomial time in respect to the input size. Harder games without
such a termination guarantee usually turn out to be EXP-complete.
Many of the famous puzzles are usually shown to be NP-complete. Examples
include (among others) Sudoku [Takayuki, 2003], Mastermind [Stuckman and Zhang,
2005] and Tetris [Demaine et al., 2003]. This is definitely not a coincidence: people
enjoy spending time on an intractable puzzle, such as Sudoku, but also appreciate
the ability to check easily the solution for correctness, once they solve the puzzle.
On the other hand, 2-player games usually turn out to be at least PSPACE-hard.
Examples of PSPACE-hard games include (among others) Othello [Iwata and Kasai,
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1994], Hex [Even and Tarjan, 1976], Chess [Storer, 1979], and Go [Lichtenstein and
Sipser, 1980]4. The intuitive reason for this is that, in order to decide whether some
player has a winning strategy in a 2-player game, for each possible move of hers we
potentially need to check all possible moves of her opponent and then all her possible
moves, etc. This process is unlikely to succeed in polynomial time. Furthermore, some
sliding-block puzzles usually turn out to be PSPACE-complete, like Atomix [Holzer
and Schwoon, 2004], Sokoban [Culberson, 1999], and Rush Hour [Flake and Baum,
2002]. For these puzzles, in order to provide a certificate one might potentially need
to repeat positions. That means that a solution to the problem might be exponential
with respect to the input size.
Hearn and Demaine [2009] in a co-authored book that was based on Hearn’s PhD
thesis (2006), give an extensive list of computationally hard games and puzzles. They
also describe a framework for classifying game complexity, by defining a generic game
which they call constraint logic. This game can be interpreted in a variety of settings:
number of players can range from 0-player automata, to 1-player puzzles, to 2-player
games to multi-player team games, and game length can be polynomially bounded
or unbounded. They then proved that constraint logic for each different category is
complete for some complexity class. Table 1.1 shows the results that they obtained.
Number of players







th Bounded P NP PSPACE NEXP
Unbounded PSPACE PSPACE EXP RE
Table 1.1: Constraint logic types and complexity classes for which they are complete.
4Othello and Chess are bounded size games, which makes them PSPACE-complete. Unbounded
variations of Chess and Go have been actually proven to be EXP-complete [Robson, 1983, Fraenkel
and Lichtenstein, 1981].
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Parameterized Complexity for puzzles and 2-player games
When a puzzle or game is computationally intractable in terms of the input size
(n), one can try to refine its complexity by identifying additional parameters which
are expected to be small for the particular game or puzzle and examine its complexity
from the parameterized complexity point of view.
In parameterized complexity theory, we introduce yet another parameter of the
problem (k) and re-classify the problem as tractable or intractable taking into account
that the parameter is small or moderately large. We say that a problem belongs in
the class XP when it is polynomially solvable if we consider k to be a constant, in





Parameterized complexity theory comes with its own notions of tractability and
intractability. A problem is considered fixed parameter tractable (abbrev. FPT) when
exponential growth in terms of the complexity of the problem is confined in a func-
tion of just the parameter, in other words if the problem admits an algorithm with
complexity O(f(k) · nc), with c a fixed constant independent of n and k. FPT prob-
lems are considered more efficient for moderately large values of k than their W-hard
counterparts which cannot admit such a moderately efficient algorithm, unless the
exponential time hypothesis -abbrev. ETH- is false (for the definition of the ETH
see [Impagliazzo and Paturi, 1999]). As with classical complexity theory, in param-
eterized complexity theory we have developed a reduction program for proving the
W-hardness of parameterized problems. For more details regarding parameterized
complexity theory, refer to [Downey and Fellows, 1999].
It is quite usual for games and puzzles to have several natural parameters which
are expected to take moderate values. For example, in the card game of UNO where
cards have two attributes (color and symbol), one can consider the number of colors
to be a parameter (in the actual game this number is 4: red, blue, green, yellow; it
is quite smaller than the number of different symbols on a card even if we exclude
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special-effect cards). Studying the parameterized complexity of a game can help us
distinguish between truly inefficient games and parameterized-efficient games.
Another interesting direction is taken by Abrahamson, Downey, and Fellows [1995],
who introduce the concept of a k-move, or “short” game. The question that they ask
is whether the first player has a winning strategy in k moves. This natural parameter
(number of rounds played) can be applied to any 2-player game and can be viewed
as a generalization of the well-known “mate-in-k-moves” chess puzzle. Abrahamson
et al. define the class AW[∗] (a collapsed hierarchy of classes that also characterize
parameterized intractability) and prove that Short Vertex Generalized Geog-
raphy and Short Node Kayles are AW[∗]-complete. Scott in his PhD thesis [2009]
focuses on this exact question. He shows that Short Generalized Chess is AW[∗]-
complete and that some versions of Cops and Robbers games are AW[∗]-hard. He
further proves that Short Edge Generalized Geography is in FPT.
1.3 Contributions
In this thesis, we examine generalizations of four classical games and puzzles from
their computational complexity point of view and give algorithmic as well as hardness
results in the classical and the parameterized sense. The games that we consider are:
• the wolf-goat-cabbage river crossing puzzle usually attributed to Alcuin of York
∼750-800AD (Chapter 2);
• the SETr card game, which was invented by Marsha Jean Falco in 1974 and is
sold by Set Enterprises, Inc. (Chapter 3);
• the UNOr card game, which was developed by Merle Robbins in 1971 and is a
Mattel product (Chapter 4);
• the Scrabbler board game, which was created by Alfred Mosher Butts in 1938
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and is distributed by Hasbro within the US and Canada, and by Mattel outside
of the US and Canada (Chapter 5).
The first three games that we study display interesting connections with classical
combinatorial problems such as Vertex Cover, Perfect Multi-Dimensional
Matching, Set Packing, Independent Edge Dominating Set, and Edge
Hamiltonian Path. We further exploit the games’ similarities with their problem
counterparts. As a by-product, we manage to extend some of our complexity results
for the games to their corresponding problems: we prove W-hardness and fixed param-
eter tractability results for parameterized versions of Perfect Multi-Dimensional
Matching, Independent Edge Dominating Set, and Edge Hamiltonian
Path. Our results show that studying a combinatorial problem through the viewpoint
of a combinatorial game can be very beneficial as it can provide us with fresh ideas
and key properties in regards to the problem. In fact, we believe that investigating
the connection between games and problems is a very interesting line of research.
The chapters are structured in a self-contained manner and can be read indepen-
dently. Each individual chapter has: an opening section which explains the rules of
the game in question, historical facts and previous research results; its own defini-
tions section for the sake of completeness and for the convenience of the reader; a
closing section, with conclusions and open problems regarding the game in question.




In the classical wolf-goat-cabbage puzzle, a ferry-boat man must ferry three items
across a river using a boat that has room for only one, without leaving two incom-
patible items on the same bank alone. In this chapter we study a family of problems
called the Ferry Cover problems, which may be viewed as generalizations of this
familiar puzzle. We further demonstrate a close connection of one variation with
Vertex Cover.
2.1 Introduction
The first time algorithmic transportation problems appeared in western literature
is probably in the form of Alcuin’s four “River Crossing Problems” in the book Propo-
sitiones ad acuendos iuvenes (Problems to sharpen the young). Alcuin of York, who
lived in the 8th century A.D. was one of the leading scholars of his time and a royal
advisor in Charlemagne’s court. One of Alcuin’s problems was the following:
A man has to take a wolf, a goat and a bunch of cabbages across a river, but the
only boat he can find has only enough room for him and one item. How can he safely
transport everything to the other side, without the wolf eating the goat or the goat
eating the cabbages?
11
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In this chapter, we study generalizations of Alcuin’s problem which we call River
Crossing problems. In these problems, the goal is to ferry a set of items across a
river, while making sure that items that remain unattended on the same bank are
safe from each other. The incompatibilities between items are described by a graph.
In this sense, the question asked by the original puzzle is if a path of 3 vertices can
be transfered using a boat of size 1 (see figure 2.1).
Figure 2.1: Incompatibilities of items in the classical puzzle represented as a graph.
There have been several attempts in the past to study the algorithmic properties
of River Crossing problems. Together with Michael Lampis [Lampis and Mitsou,
2007, 2009], we studied generalizations of the wolf-goat-cabbage puzzle. A follow-up
work by Csorba, Hurkens, and Woeginger [2008, 2012] settled several of our open
questions regarding this puzzle and also tackled other interesting ones. Ito, Langer-
man, and Yoshida [2012] studied a more general model which allows for example many
drivers (the drivers are among the items to be transported), sets of incompatible items
instead of just pairs, and incompatibilities to occur even within the boat. This model
can naturally generalize more River Crossing puzzles such as the missionaries and
cannibals puzzle and the jealous husbands puzzle1.
River Crossing problems are amusing while at the same time they have algo-
rithmic depth. This makes them very valuable as a teaching tool. As an example,
generalizations of the wolf-goat-cabbage puzzle were used by Prisner [2002] in a dis-
crete Math class in University of Maryland University College and by Bahls [2005] in
a Discrete Math seminar in University of North Carolina.
In what follows, we will be focusing on generalizations of the wolf-goat-cabbage
puzzle which we call the Ferry Cover problem. In the Ferry Cover problem,
1For the above puzzles’ statements, visit Wikipedia’s related article.
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we are given a set of n nodes and their incompatibility graph and we need to devise
a plan such that every node is safely transfered from the left to the right bank. The
objective varies from minimizing the size of the boat to minimizing the number of
trips needed. These two objectives are in a sense contradicting: a complete transfer
can be realized with just one trip if an unbounded size boat is permitted; on the other
hand, if there are restrictions on the allowed size of the boat, then more trips will
likely be necessary.
In our coauthored work [Lampis and Mitsou, 2007, 2009], we mostly dealt with
the question of minimizing the boat size which will still allow a safe transportation
of all items. We studied the problem when there are no restrictions on the num-
ber of trips (we call this the Unconstrained Ferry Cover problem) and when
there are imposed restrictions on the number of allowed trips (we call this the Trip-
Constrained Ferry Cover problem).
Regarding the unconstrained version of the problem, interestingly there is a close
connection of this problem with the Vertex Cover problem (which was also dis-
covered by Prisner and Bahls). Informally, one can easily observe that, if the boat is
smaller than the size of the optimal vertex cover, then one cannot even initiate the
first trip since at least one edge will be left behind. On the other hand, if there is
enough space in the boat to fit an optimal vertex cover plus one vertex, then one can
always leave the vertex cover in the boat and transfer the remaining vertices of the
graph one by one to the other side.
This close connection has several interesting implications. First, it implies with
little work the hardness of the problem on general graphs, as Vertex Cover is a
well-know NP- and APX-hard problem on general graphs (Garey and Johnson [1979],
Vazirani [2001]). It is also interesting to observe that, from the same close connection
with Vertex Cover, we can get a classification of graphs into two different groups:
small-boat (graphs where a boat of size equal to the optimal vertex cover is sufficient)
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and large-boat (graphs that require a boat of size equal to the optimal vertex cover +
1). We call the problem of determining whether a graph is small- or large-boat the
Small Boat problem. Csorba et al. showed that Small Boat is NP-hard.
The above classification into small-boat and large-boat graphs is similar in a sense
to Vizing’s theorem, which relates the chromatic index of a graph ψ(G) to its max-
imum degree ∆ in a relation of the form ∆ ≤ ψ(G) ≤ ∆ + 1. Furthermore, distin-
guishing between the correct value for ψ(G) is NP-hard (Holyer [1981]).
It becomes clear that in order to solve Unconstrained Ferry Cover on a
given graph, we need to deal with two subproblems: a) find an optimal vertex cover
and b) decide if the graph is small- or large-boat. Thus, it makes sense to study
graph classes where Vertex Cover is easy and figure out if Small Boat is also
easy. One obvious such class is the class of trees for we showed that Small Boat is
in P (this result is also mentioned without a proof by Bahls).
Csorba et al. further studied Small Boat on the more general classes of chordal
and bipartite graphs and showed that it is in P. They also state that Small Boat
can be decided in P on other subclasses of perfect graphs, like interval graphs or
permutation graphs (using dynamic programming). This realization deems the Un-
constrained Ferry Cover problem in all the above classes solvable in P. They
additionally showed that Small Boat is FPT on general graphs, which makes Un-
constrained Ferry Cover also fixed parameter tractable since Vertex Cover
is well-known to be FPT [Downey and Fellows, 1999].
More interesting is perhaps the result of Csorba et al. that Small Boat is in P
on planar graphs (despite that Vertex Cover is NP-complete for the class of planar
graphs). That means that, despite that we can’t compute the size of an optimal boat
in polynomial time, we can know if this value coincides with the optimal vertex cover.
From the definition of the Unconstrained Ferry Cover problem, it is not
straightforward that it is in NP, as an optimal plan might be exponentially long in the
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size of the graph. However, Csorba et al. provide an NP certificate for the problem.
They further prove that no more trips than twice the number of nodes plus one are
ever required.
In the trip constrained version (Trip-Constrained Ferry Cover problem),
we are additionally given a restriction on the allowed number of trips. We denote
by FCm the version of Ferry Cover where only m round trips (2m + 1 trips) are
allowed. We first analyzed the problem FC1 where only one round trip is allowed (in
other words 3 trips) and proved that it is NP-complete. For this particular problem,
observe that a 2-approximation is trivial: at least n
2
vertices should be transfered on
the first or the last trip, which makes a boat of size n a trivial 2-approximation. We
were able to obtain a 4
3
-approximation for bipartite graphs and a 1.56-approximation
for planar graphs. Regarding the more general version FCm, as it was mentioned
before, Csorba et al. were able to prove that n round-trips are always sufficient,
which proves that FC ≡ FCn. For constraints m < n, they showed that FCm is NP-
and APX-hard even on planar graphs. However, a trivial (m+1)-approximation exists
(take all items in one go).
The rest of this chapter mostly presents results from [Lampis and Mitsou, 2009].
Section 2.2 includes basic definitions and preliminary notions. In Section 2.3, we
describe the Unconstrained Ferry Cover problem and present hardness and
approximation results, as well as easy results for particular graph topologies. Section
2.4 consists of an analysis of the Trip-Constrained Ferry Cover problem. We
mostly focus on the case where the maximum number of trips is three, i.e. only one
round-trip is allowed. Finally, conclusions and directions to further work are given in
Section 2.5.
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2.2 Definitions – Preliminaries
The rules of the River Crossing games can be roughly described as follows: we
are given a set of n items, some of which are incompatible with each other. These
incompatibilities are described by a graph with vertices representing items, and edges
connecting incompatible items. We need to take all n items across a river using a
boat of fixed capacity k without at any point leaving incompatible items together.
We seek to minimize the boat size in conjunction with the number of required trips
to transfer all items.
Let us now formally define the Ferry Cover problem. To do this we need to
define the concept of a legal configuration. Given an incompatibility graph G(V,E),
a legal configuration is a triple (VL, VR, b), where {VL, VR} is a partition of V and
b ∈ {L,R} s.t. if b = L then VR induces an independent set on G else VL induces an
independent set on G. Informally, this means that when the boat is on one bank, all
items on the opposite bank must be compatible. Given a boat capacity k, a legal left-
to-right trip is a pair of legal configurations ((VL1 , VR1 , L), (VL2 , VR2 , R)) s.t. VL2 ⊆ VL1
and |VL1| − |VL2| ≤ k. Similarly a right-to-left trip is a pair of legal configurations
((VL1 , VR1 , R), (VL2 , VR2 , L)) s.t. VR2 ⊆ VR1 and |VR1| − |VR2 | ≤ k. A ferry plan is
a sequence of legal configurations starting with (V, ∅, L) and ending with (∅, V, R)
s.t. successive configurations constitute left-to-right or right-to-left trips. We will
informally refer to a succession of a left-to-right and a right-to-left trip as a round-
trip.
Definition 2.1. The Unconstrained Ferry Cover (FC) problem is, given an
incompatibility graph G, compute the minimum required boat size k s.t. there is a
ferry plan for G.
We will denote by OPTFC(G) the optimal solution to the Unconstrained Ferry
Cover problem for a graph G.
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We can also define the following interesting variation of FC.
Definition 2.2. The Trip-Constrained Ferry Cover problem is, given a graph
G and an integer trip constraint m, compute the minimum boat size k s.t. there is
a ferry plan for G consisting of at most 2m + 2 configurations, i.e. at most 2m + 1
trips, or equivalently m round-trips plus the final trip.
We will denote by OPTFCm(G) the optimal solution of Trip-Constrained Ferry
Cover for a graph G given a constraint on trips m.
For the sake of completeness let us also give the definition of the well-studied
NP-hard Vertex Cover and MAX-NAE-{3}-SAT problems [Garey and Johnson,
1979].
Definition 2.3. The Vertex Cover problem is, given a graph G(V,E) find a
minimum cardinality subset V ′ of V s.t. all edges in E have at least one endpoint in
V ′ (such subsets are called vertex covers of G).
We denote by OPTVC(G) the cardinality of a minimum vertex cover of G.
Definition 2.4. The MAX-NAE-{3}-SAT problem is, given a CNF formula where
each clause contains exactly 3 literals, find the maximum number of clauses that can
be satisfied simultaneously by any truth assignment. In the context of MAX-NAE-
{3}-SAT, we say that a clause is satisfied when it contains two literals with different
values.
We are now ready to give the definition of the Small Boat problem:
Definition 2.5. The Small Boat problem is a decision problem where, given a
graph G(V,E) one needs to decide if G is small-boat, in other words if OPTFC(G) =
OPTVC(G).
Finally, let us give the definition of the H-Coloring problem, which will be
useful in the study of FC1.
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Definition 2.6. For a fixed graph H(VH , EH) possibly with loops but without multi-
ple edges, the H-Coloring problem is the following: given a graph G(VG, EG), find
a homomorphism θ from G to H, i.e. a map θ : VG → VH with the property that
(u, v) ∈ EG ⇒ (θ(u), θ(v)) ∈ EH .
The above problem was defined by Hell and Nešetřil [1990]. Informally, we will
refer to the vertices of H as colors.
2.3 The Unconstrained Ferry Cover problem
In this section we present several results for the Unconstrained Ferry Cover
problem which indicate that it is very closely connected to Vertex Cover. We show
that Unconstrained Ferry Cover is NP-hard and APX-hard, and that it has a
constant factor approximation. Then, we move to specific graph topologies and prove
that the problem is polynomially solvable on trees. Last, we mention a result of
Csorba et al. that the problem is in NP.
2.3.1 Unconstrained Ferry Cover on general graphs
As it is already suggested from the introduction of this chapter, there is a very
close connection of Unconstrained Ferry Cover with the well-known Vertex
Cover problem, as it possible to show that the optimal solution for the first almost
coincides with the optimal solution for the second. Lemma 2.7 presents this result.
Lemma 2.7. For any graph G, OPTVC(G) ≤ OPTFC(G) ≤ OPTVC(G) + 1.
Proof. The first inequality can be obtained if we note that with a boat capacity of
k and OPTVC(G) > k no trip will be possible. This is because any selection of k
vertices to be transported on the initial trip fails to leave an independent set on the
left bank.
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For the second inequality, if we have boat capacity OPTVC + 1 then we can use
the following ferry plan: load the boat with an optimal vertex cover and keep it on
the boat for all the trips. Use the extra space to ferry the remaining independent set
vertex by vertex to the other bank. Unload the vertex cover together with the last
vertex of the independent set.
From Lemma 2.7, it becomes obvious that for any graph G, OPTFC(G) is either
OPTVC(G) or OPTVC(G)+1. We call the first type small-boat graphs and the second
type large-boat graphs.
This close relation with Vertex Cover provides us with inapproximability as
well as approximation results for the Unconstrained Ferry Cover problem.
These are presented in Theorems 2.1 and 2.2.
Theorem 2.1. There are constants εF , n0 > 0 s.t. there is no (1+ εF )-approximation
algorithm for Unconstrained Ferry Cover with instance size greater than n0
vertices unless P = NP.
Proof. It is known that there is a constant εS > 0 such that there is no (1 − εS)-
approximation for MAX-3SAT unless P = NP [Arora et al., 1998] and that there
is a gap preserving reduction from MAX-3SAT to Vertex Cover. We will show
that there is also a gap-preserving reduction from MAX-3SAT to Unconstrained
Ferry Cover.
The gap-preserving reduction to Vertex Cover in [Garey and Johnson, 1979]
and [Vazirani, 2001] implies that there is a constant εV > 0 s.t. for any 3CNF formula
φ with m clauses we produce a graph G(V,E) such that
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Corollary 2.8. Unconstrained Ferry Cover is NP-hard
Proof. It follows from Theorem 2.1 that an algorithm which exactly solves large
enough instances of Unconstrained Ferry Cover in polynomial time, and there-
fore achieves an approximation ratio better than (1 + εF ), implies that P = NP.
It should be noted that the constant εF in Theorem 2.1 is much smaller than εV .
However, this is a consequence of using the smallest possible value for n0. Using
larger values would lead to a proof of hardness of approximation results asymptot-
ically equivalent to those we know for Vertex Cover. This is hardly surprising,
since Lemma 2.7 indicates that the two problems have almost equal optimum values.
Lemma 2.7 also leads to the following approximation result for Unconstrained
Ferry Cover.
Theorem 2.2. A ρ-approximation algorithm for Vertex Cover implies a (ρ +
1
OPTFC
)-approximation algorithm for Unconstrained Ferry Cover.
Proof. Consider the following algorithm: use the ρ-approximation algorithm for Ver-
tex Cover to obtain a vertex cover of cardinality SOLVC, then set boat capacity
equal to SOLFC = SOLVC + 1. This provides a feasible solution since loading the boat
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with the approximate vertex cover leaves enough room to transport the remaining
independent set one by one as in Lemma 2.7. Observe that SOLFC = SOLVC + 1 ≤
ρOPTVC + 1 ≤ ρOPTFC + 1 (the first inequality from the approximation guarantee
and the second from Lemma 2.7).
2.3.2 Unconstrained Ferry Cover on specific graph topologies
As it is suggested by Lemma 2.7, computing OPTFC(G) for a graphG boils down to
computing OPTVC(G) and figuring out whether G is small-boat or large-boat. Since
Vertex Cover is NP-hard on general graphs, it makes sense to study particular
graph topologies, where computing OPTVC(G) is easy.
Many simple graph topologies turn out to be small-boat, such as cliques, paths,
and rings. Csorba et al. solve the Small Boat problem on bipartite graphs. They
also give a complete categorization of chordal graphs (graphs for which every cycle
of length at least 4 contains a chord). Chordal graphs which are not split graphs
(graphs for which the vertices can be partitioned into two sets such that the first set
induces a clique and the second an independent set) are small-boat. However, some
split graphs are big boat. An example from [Lampis and Mitsou, 2007] follows:
Example 2.9. Consider a graph G(V,E), |V | ≥ n + 3 s.t. G contains a clique Kn
and the remaining vertices form an independent set. In addition every vertex outside
the clique is connected with every vertex of the clique. For example see Figure 2.2.
We will show that OPTFC(G) = OPTVC(G) + 1. Assume that OPTFC(G) =
OPTVC(G). The optimal vertex cover of G is the set of vertices of Kn. A ferry plan
for G should begin by transferring the clique to the opposite bank and then leaving
a vertex there. On return, the only choice is to load a vertex from the independent
set, because leaving any number of vertices from the clique is impossible. On arrival
to the destination bank, we are forced to unload the vertex from the independent set
and reload the vertex from the clique. We are now at a deadlock, because none of
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the vertices on the boat can be unloaded on the left bank.
Figure 2.2: An example of the graph described in Example 2.9
The graph G described in Example 2.9 is a generalization of a star, where the
central vertex is replaced by a clique. A star with at least 3 leaves is the simplest
large-boat graph topology. Observe that generalizations of Example 2.9 where every
two nodes of the clique have at least three common neighbors in the independent set
are also large-boat (the arguments of the example hold for this case). However, any
split graph that doesn’t have this property is small-boat.
The characterization by Csorba et al. of chordal graphs resolves the problem
on trees. However, a complete categorization of trees was already given by Bahls
[2005], and independently by Lampis and Mitsou [2007]: first, Example 2.9 completely
classifies stars; second, we showed [Lampis and Mitsou, 2007] that all trees which are
not stars are small-boat. Below, we present a proof of this. Our proof covers a slightly
more general class of graphs than trees which are not stars.
Lemma 2.10. If G has an optimal vertex cover Y ⊂ V, |Y | ≥ 2 such that there exist
y1, y2 ∈ Y which have at most two common neighbors w, z 6∈ Y , then G is small boat.
Proof. Let X = V \Y be the independent set. Denote by X1 all the non-neighbors of
y1 and X2 all the non-neighbors of y2. Then, a valid ferry plan for G is the following.
First, load Y on the boat and unload y1 on the opposite bank. Transfer X1 vertex
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by vertex using the empty spot of y1. When these are all on the destination bank,
transfer w to the right side and reload y1. On return, unload y1 to the left side and
load z. After unloading z on the right side, return on the left side, unload y2 and load
y1. The remaining vertices of X2 can now be transported to the destination bank
one by one. Finally, y2 is loaded on the boat on the last trip and transported across,
together with the rest of the vertex cover.
Theorem 2.3. If G is a tree and OPTVC(G) ≥ 2⇒ OPTFC(G) = OPTVC(G).
Proof. Let Y, |Y | ≥ 2 be an optimal vertex cover of the tree G. Then any two nodes
in Y have at most one common neighbor (otherwise a cycle would be created). From
Lemma 2.10, G is small-boat.
Remark 2.11. If OPTVC(G) for a tree G is 1 (i.e. the tree is a star) then OPTFC(G) = 2
unless the star has no more than 2 leaves, in which case OPTFC(G) = 1.
Theorem 2.3 together with Remark 2.11 about stars completely solves the Un-
constrained Ferry Cover problem on trees.
Corollary 2.12. The Unconstrained Ferry Cover problem can be solved in
polynomial time on trees.
Proof. The Vertex Cover problem can be solved in polynomial time on trees. The-
orem 2.3 and Remark 2.11 imply that determining OPTVC is equivalent to determining
OPTFC.
2.3.3 NP certificate for Unconstrained Ferry Cover
In section 2.3.1, we proved that the Unconstrained Ferry Cover problem is
NP-hard on general graphs. But is it in NP? Answering this question is not trivial.
Of course, if one is able to provide a vertex cover of size k−1 for a graph G, then the
answer to the Unconstrained Ferry Cover problem on G for a boat of size k
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is also yes (by using the plan of Lemma 2.7. For small-boat graphs though, it is not
straightforward that one will be able to provide a non-exponential plan. Still, Csorba
et al. managed to give the following NP certificate for Unconstrained Ferry
Cover.
Theorem 2.4 (Structure theorem from [Csorba et al., 2012]). Let a graph G(V,E).
Then, OPTFC(G) = k iff the following conditions are satisfied (see Figure 2.3a for
reference):
• there exists a vertex cover Y ⊂ V, |Y | ≤ k, with Y1, Y2 ⊆ Y that each of them
separately induces an independent set;
• there exists a partition {X1, X2, X3} of X = V \ Y which further satisfies the
following conditions:
– X1 ∪ Y1 induces an independent set;
– X2 ∪ Y2 induces an independent set;
– |X3| ≤ |Y1 ∪ Y2|.
(a) An NP certificate of decision-version Un-
constrained Ferry Cover.
(b) A small-boat graph as described in
Lemma 2.10.
Figure 2.3: Similarities observed between Lemma 2.10 and Theorem 2.4.
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Corollary 2.13 (from [Csorba et al., 2012]). The decision version of the Uncon-
strained Ferry Cover problem (given a graph G and an integer k, decide if there
exists a valid ferry plan with a boat of size at most k) is in NP.
Proof. If the graph G is large-boat, then the problem is clearly in NP as one can
simply guess a vertex cover of size k − 1. Theorem 2.4 certifies that, even if G is
small-boat, one can simply guess correctly the five sets Y1, Y2, X1, X2, X3.
Theorem 2.4 is in a sense a generalization of Lemma 2.10 (see figure 2.3). In
fact, a similar plan of at most |V | round trips as the one described in the proof of
Lemma 2.10 can be devised. This further implies the following corollary.
Corollary 2.14. FC ≡ FCn. In other words, given a graph G with n vertices, if
OPTFC(G) = k then there exists a valid ferry plan using a boat of size k that takes at
most n round trips.
2.4 The Trip-Constrained Ferry Cover problem
An interesting variation of Ferry Cover is the Trip-Constrained Ferry
Cover problem where there is a limit on the number of trips the boat can make. In
the Trip-Constrained Ferry Cover problem, an additional constraint m on the
number of the allowed round-trips is imposed (recall that we denote this variation by
FCm).
We first present several easy lemmata and results regarding general values of m.
Then we focus on the case where m = 1, presenting results from [Lampis and Mitsou,
2009].
2.4.1 Results for general Trip-Constrained Ferry Cover
Let us begin an investigation of the Trip-Constrained Ferry Cover problem
for different values of m. Let G be a graph of n vertices. First, it is obvious that
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Figure 2.4: The optimal value of FCm as a function of the trip-constraint m.
OPTFC0(G) = n. Furthermore, for all m ∈ IN,OPTFCm(G) ≥ OPTFCm+1(G), since a
ferry plan with trip constraint m can also be executed with trip constraint m+1, but
loosening the trip constraint might actually decrease the value of the optimal solution.
A trivial lower bound on OPTFCm(G) can be obtained as follows: observe that a trip
constraint of m implies that, for any ferry plan, the boat will arrive at the destination
bank at most m+ 1 times. Therefore, in at least one of them the boat must carry at
least n
m+1
vertices. The above observation proves that OPTFCm(G) ≥ nm+1 . Last, note
that from Corollary 2.14, if m ≥ n then the problem becomes equivalent with the
unconstrained version. A pictorial representation of the above description is shown
in Figure 2.4. These observations also appear in Lemmata 2.15, 2.16.
Lemma 2.15. For any graph G and any integer m ≥ 0, OPTFCm(G) ≥ OPTFCm+1(G).
Lemma 2.16. For any graph G of n vertices, OPTFCm(G) ≥ nm+1 .
Corollary 2.17. There is an (m+ 1)-approximation algorithm for FCm.
Proof. A boat of capacity n can trivially solve the problem. From Lemma 2.16 it
follows that this solution is at most m+ 1 times the optimal.
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Corollary 2.14 implies that FCm for m ≥ n is NP- and APX-hard. In our joint
work with Michael Lampis [Lampis and Mitsou, 2009], we were able to prove that
FC1 also is NP- and APX-hard. Csorba et al. [2012] extended the result to any trip
constraint m ∈ IN+. A map of the complexity results regarding FCm is shown in
Figure 2.5.
Figure 2.5: Complexity results for FCm as a function of the trip-constraint m.
2.4.2 Results for Trip-Constrained Ferry Cover when m = 1
In this section, we will be focusing on the Trip-Constrained Ferry Cover
problem when the constraint is 1. We first present a hardness result for this problem
on general graphs. Then, we give two approximation algorithms for specific graph
topologies, namely for bipartite graphs and for planar graphs.
Below, we prove the hardness of FC1. We show a reduction from MAX-NAE-{3}-
SAT. Our reduction is gap-preserving, and therefore implies that FC1 is APX-hard.
We use the H-Coloring problem to obtain an equivalent definition for FC1.
Lemma 2.18. A ferry plan of a graph G for FC1 is equivalent to an F1-coloring of
graph G, where F1 is the graph of Figure 2.6.
Figure 2.6: Graph F1 of Lemma 2.18.
Proof. Given a ferry plan we can define the following homomorphism θ from G to F1:
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• θ(u) = 1, for all vertices u of G remaining on the boat only during the first trip;
• θ(u) = 2, for all vertices u of G remaining on the boat throughout the execution
of the plan;
• θ(u) = 3, for all vertices u of G remaining on the boat only during the final
trip.
Given an F1-coloring we can devise a ferry plan from the above in the obvious way.
Corollary 2.19. For any graph G(V,E) OPTFC1(G) = min{|V2| + max{|V1|, |V3|}},
where the minimum is taken among all proper F1-colorings of G and V1, V2, V3 are the
subsets of V that have taken the colors 1, 2 and 3 respectively.
Proof. From Lemma 2.18 we obtain a ferry plan for FC1: load the subsets V1 and V2
in the first trip and unload the subset V1 in the opposite bank while keeping V2 on
the boat. Then return to the first bank and load V3 together with V2 and transport
them to the destination bank.
This implies that the boat should have room for V2 together with the larger of the
sets V1 and V3.
We refer to the value |V2| + max{|V1|, |V3|} as the cost of an F1-coloring. Thus,
FC1 can be reformulated as the problem of finding the minimum cost over all possible
F1-colorings. In the remainder we will either use the “boat and items” or the coloring
terminology interchangeably. The coloring reformulation simplifies the proof of some
theorems, including the following one:
Theorem 2.5. FC1 is NP-hard. Furthermore, there is a constant εF > 0 s.t. there is
no polynomial-time (1 + εF )-approximation algorithm for FC1, unless P = NP.
Proof. We present a gap-preserving reduction from MAX-NAE-{3}-SAT. Our first
step in the reduction is, given a formula φ with m clauses, to construct a formula φ′
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with 2m clauses by adding to φ for every clause (l1 ∨ l2 ∨ l3) the clause (l1 ∨ l2 ∨ l3).
Observe that if a formula contains the clause (l1 ∨ l2 ∨ l3), we can add the clause
(l1 ∨ l2 ∨ l3) without affecting the formula’s satisfiability.
Note that this also has no effect on the ratio of satisfied over unsatisfied clauses
for any truth assignment. In addition, for any i, literals li and li appear in φ
′ the
same number of times. Note that, since this is the version of MAX-NAE-{3}-SAT
where every clause has exactly three literals, the sum of the numbers of appearances
of all variables in φ′ is equal to 6m.
Next, we construct a graph G from φ′. Every variable xi must appear an even
number of times in φ′, half of them as xi and half as ¬xi. Let 2fi denote the total
number of appearances of the variable xi. Then, for every variable xi we construct
a complete bipartite graph Kfi,fi . One half of the bipartite graph represents the
appearances of the literal xi and the other half the appearances of the literal ¬xi.
For every clause (l1 ∨ l2 ∨ l3), we construct a triangle. We connect each vertex of
the triangle to a vertex of the bipartite graph that corresponds to its literal, and has
not already been connected to a triangle vertex. This is possible, since the vertices in
the bipartite graphs that correspond to a literal li are as many as the appearances of
the literal li in φ
′, and therefore as many as the vertices of triangles that correspond
to li. This completes the construction, and we now have a graph where every vertex
of a triangle has degree 3 and every vertex of a Kfi,fi has degree fi + 1.
Suppose that our original MAX-NAE-{3}-SAT formula φ had m clauses, and we
are given a truth assignment which satisfies t of them. Let us produce an F1-coloring
of G with cost 8m − t. The given truth assignment satisfies 2t of the 2m clauses of
φ′. Assign colors 1 and 3 to the vertices of the bipartite graphs, depending on the
truth value assigned to the corresponding literal (1 for false and 3 for true). Every
triangle corresponding to a satisfied clause can be colored using all three colors, by
assigning 1 to a true literal, 3 to a false literal and 2 to the remaining literal. Triangles
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corresponding to clauses with all literals true are colored with two vertices receiving
2 and one receiving 1. Similarly, triangles corresponding to clauses with all literals
false are colored with two vertices receiving 2 and one receiving 3. Note that, due to
the construction of φ′, the number of clauses with all literals true is the same as the
number of clauses with all literals false. Therefore, |V1| = |V3| =
∑




4m+ t, while |V2| = 2t+ 2(2m− 2t) = 4m− 2t, making the total cost of our coloring
equal to 8m− t.
Conversely, suppose that we are given an F1-coloring of G with cost at most 8m−t,
we will produce a truth assignment that satisfies at least 2t clauses of φ′ and therefore
at least t clauses of φ. We will first show that this can be done when the color 2 is not
used for the vertices of the bipartite graphs, and then show that any coloring which
does not meet this requirement can be transformed to one of at most equal cost that
does.
If color 2 is not used in the bipartite graphs, then the cost for these vertices is∑
i fi = 3m. Therefore, the cost for the 2m triangles is at most 5m− t. No triangle
can have cost less than 2, therefore there are at most m− t triangles with cost 3, or
equivalently at least m + t triangles of cost 2. Suppose that no triangle uses color 2
three times (if not, pick one of its vertices arbitrarily and color it with 1 or 3, without
increasing the total cost). Also, without loss of generality suppose that |V3| ≥ |V1| (if
not, colors 1 and 3 can be swapped without altering the cost).
Now, triangles can be divided in the following categories:
1. Triangles that use each color 1, 2, 3 exactly once. The cost of these is 2.
2. Triangles that use color 2 twice and color 1 once. These have a cost of 2.
3. Triangles that use color 2 twice and color 3 once. Their cost is 3.
Suppose that the first category has k triangles (these correspond to clauses that
will be satisfied by the produced truth assignment). Now, |V3| ≤
∑
i fi + m− t + k,
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but |V3| ≥ |V1| ≥
∑
i fi + m + t, thus, m + t ≤ m − t + k ⇒ k ≥ 2t. Produce a
truth assignment according to the coloring of the bipartite graphs (1 → false and 3
→ true). The assignment described above satisfies at least k clauses.
If color 2 is used in the bipartite graphs, we distinguish between two separate
cases: first, suppose that the same side of a bipartite graph does not contain both
colors 1 and 3. In other words, one side is colored with 1 and 2, and the other with
2 and 3. On the first side, pick a vertex with color 2. If its only neighbor from a
triangle has received colors 2 or 3, change its color to 1. If its neighbor has received
color 1 exchange their colors. Repeat, until no vertices on that side have color 2 and
proceed similarly for the other side, thus eliminating color 2 from the bipartite graphs
without increasing the total cost.
Finally, suppose that the same side of a bipartite graph contains both colors 1
and 3 (let A denote the set of vertices of this side). Then, the other side (the set of
its vertices is denoted by B) must contain only color 2. We will reduce this case to
the previous one. Let A1 be the subset of A consisting of vertices colored with 1 and
A3 the subset of vertices colored with 3 (|A1| + |A3| ≤ |A|). Let B1 be the subset of
B consisting of vertices connected with triangle vertices colored with 2 or 3, and let
B3 be the subset of B consisting of vertices connected with triangle vertices colored
with 2 or 1 (|B1| + |B3| ≥ |B|). Since |A| = |B| then |A1| ≤ |B1| or |A3| ≤ |B3|.
If |A1| ≤ |B1| then assign color 2 to all vertices of A1 and color 1 to all vertices of
B1 (this does not increase the total cost), thus eliminating color 1 from side A. If
|A3| ≤ |B3| similarly assign color 2 to the vertices of A3 and color 3 to the vertices of
B3.
The above reduction shows that given a MAX-NAE-{3}-SAT formula φ with m
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clauses we can construct a graph G s.t.
OPTMAX−NAE−{3}−SAT(φ) = m ⇒ OPTFC1(G) = 7m




. In other words we have constructed a gap-preserving reduction
from MAX-NAE-{3}-SAT to FC1, by making use of the reformulation with H-
colorings. Well-known hardness results for MAX-NAE-{3}-SAT (see for example
[Petrank, 1994]) complete the proof of this theorem.
In the remainder of this section we will concern ourselves with approximation
algorithms for FC1. Corollary 2.17 implies that a 2-approximation for this problem is
trivial. We present two different approximation algorithms which improve this trivial
approximation factor: one for bipartite graphs and one for graph families where
Graph Bipartization can be approximated efficiently. One such family is planar
graphs for which a 9
4
-approximation is known due to Goemans and Williamson [1998].
Theorem 2.6. There is an approximation algorithm for FC1 on bipartite graphs with
approximation guarantee asymptotically equal to 4
3
.




Lemma 2.16 this is at most 4
3
times the optimal.
Let V1 and V2 be the two parts of the bipartite graph, |V1| ≥ |V2|. In the first trip,
we load V2 together with enough vertices of V1 (name this set of vertices V3) to fill the
boat completely. This leaves n
3
vertices on the first bank. Observe that the subgraph
induced by V2∪V3 also forms a bipartite graph. On arrival to the other bank, we load




return to the first bank. Now we have enough room to load the remaining vertices of
V1 on the boat and make the final trip to the destination bank.
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Unfortunately, the preceding plan requires n to be a multiple of 3. If this is not




+ 1 vertices. This




which tends to 4
3
as n tends to
infinity.
This approximation ratio is the best we can hope for using the previous idea:
Suppose that instead of 2n
3




≤ k ≤ 2). On arrival
to the destination bank, we unload half of them and return with n
2k
items. On the
final trip we transfer all the remaining vertices.




+ n − n
k
}. It is not hard to see
that this is minimized for k = 3
2
. Thus, by taking two thirds of the vertices on the
initial trip we devise a ferry plan that requires a capacity of 2n
3
vertices.
For general graphs, we may attempt to exploit a connection between FC1 and the
Graph Bipartization problem. It is clear that the vertices which receive color 2
in a solution to FC1 also form a solution to Graph Bipartization, since vertices
with colors 1 and 3 induce a 2-colorable graph. Also, a good strategy when trying
to construct a solution to FC1 might be to minimize the number of vertices of color
2, because they always contribute to the cost. Finding a good solution to Graph
Bipartization would achieve this goal, but unfortunately Graph Bipartization
is a well-known NP-hard problem [Yannakakis, 1978]. Using an approximate solution
to Graph Bipartization is an option but a good solution to Graph Bipartiza-
tion may not necessarily be a good choice for the set of vertices to receive color 2,
because the remaining bipartite graph may be very unbalanced, which would lead
to a high number of vertices receiving color 1 (or 3), and contributing to the cost.
Motivated by the above discussion, we propose the following algorithm, which uses
an approximation algorithm for Graph Bipartization as a black box.
1. Obtain an approximate solution to Graph Bipartization. Denote the set of
vertices of this solution as SOLGB. Let V
′ and V ′′ be the two sets of vertices of
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the bipartite graph induced by the deletion of SOLGB. Without loss of generality,
assume that |V ′′| ≥ |V ′|.
2. Distinguish between two cases (k is a constant to be determined later):
(a) |V ′| ≥ |V
′′|
k
. In this case, the vertices of SOLGB are assigned color 2, the
vertices of V ′ color 1 and the vertices of V ′′ color 3. The total cost is
|SOLGB|+ |V ′′|.
(b) |V ′| < |V
′′|
k
: In this case, the vertices of SOLGB and V
′ are assigned color
2, while the vertices of V ′′ are evenly divided between colors 1 and 3. The






The reasoning behind this algorithm is that when our solution to Graph Bipar-
tization leads to a highly unbalanced bipartite graph, color 2 can be used for the
vertices of the smaller part of the bipartite graph in order to allow for a reduction of
the total cost of the larger part.
This algorithm relies on a good approximation algorithm for Graph Bipartiza-
tion. Unfortunately, in the general case only an O(log n) algorithm is known [Garg
et al., 1996]. However, there are interesting special cases where a constant factor
approximation algorithm is known, such as planar graphs where a 9
4
-approximation
is known due to Goemans and Williamson [1998]. In this case, the above algorithm
manages to improve the trivial approximation ratio of 2.




≈ 1.56-approximation algorithm for FC1 on graph





Proof. Let SOLGB denote the set of vertices returned as an approximate solution to
Graph Bipartization on the input graph, and OPTGB the optimal solution. We
know from the approximation guarantee that SOLGB ≤ αOPTGB.
Let V1, V2, V3 be the sets of vertices of colors 1, 2, 3 respectively in a solution to
FC1 . Then |V2| ≥ |OPTGB|. Also, max{|V1|, |V3|} ≥ n−|V2|2 .
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Since this holds for any solution, it must also hold for the optimal solution. There-
fore its cost will be:




Let us analyze the performance of the above algorithm.




– V1 := V
′
– V2 := SOLGB
– V3 := V
′′
|V ′| ≥ |V
′′|
k




|V3| ≤ kk+1(n− |SOLGB|).
The cost of the produced solution is
























Case 2 0 < |V ′| < |V
′′|
k
. In this case V2 := SOLGB ∪ V ′ and V ′′ is evenly divided into
V1 and V3.
The cost of the produced solution is
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The above lead to the conclusion that the approximation factor of the algorithm




















. For this value of k, the approximation ratio is
≈ 1.56.
Corollary 2.20. There is a 1.56-approximation algorithm for FC1 on planar graphs.
Proof. For planar graphs, Goemans and Williamson [1998] showed that there exists
an approximation algorithm to Graph Bipartization with an approximation factor
of α = 9
4






is “sufficiently small”, and
therefore the result of Theorem 2.7 holds.
2.5 Conclusions and further work
In this chapter, we have investigated the algorithmic complexity of some River
Crossing problems which we call Ferry Cover problems. For the Unconstrained
Ferry Cover problem, we have presented results that show that it is closely related
to Vertex Cover. Namely, we showed that the optimal values of the two prob-
lems are equal or almost equal, and classified graphs into small-boat and large-boat
according to which category they fall. Last, we showed that the problem is NP- and
APX-hard on general graphs and presented results on particular graph topologies.
Csorba et al. left several interesting questions unanswered. First it is open whether
the Small Boat problem is in NP. In fact, as Csorba et al. suggest, it is unlikely
that the answer to this question will be positive. In order to give an NP certificate
for Small Boat, one essentially has to prove that OPTFC ≤ k (NP certificate) and
at the same time that OPTVC > k − 1 (coNP certificate). The complexity class DP
might actually be a reasonable guess (see [Papadimitriou, 1994]).
Another interesting question from [Csorba et al., 2008] is whether there exist any
graph topologies for which Vertex Cover is in P but Unconstrained Ferry
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Cover is NP-hard. The class of perfect graphs is suggested to be examined, as
Vertex Cover is solvable in polynomial time on perfect graphs. Csorba et al.
show that Unconstrained Ferry Cover is in P for several subclasses of perfect
graphs, but not for the entire class.
For Trip-Constrained Ferry Cover, we mainly focused on FC1 where we
have presented hardness results on general graphs and two approximation algorithms
for specific graph topologies. The question of how the problem can be efficiently
approximated is open. It would be interesting to see an approximation algorithm
with better ratio than the trivial 2 ratio, which can be achieved by setting the boat
size n. Perhaps it would be possible to further exploit the connection to Graph
Bipartization in that direction.
Chapter 3
Set game
In this chapter, we analyze the computational complexity of some variations of
the game of SET and its interesting relations with other classical problems, like
Perfect Multi-Dimensional Matching, Set Packing, Independent Edge
Dominating Set, and Arc Kayles.
3.1 Introduction
The game of SETr is a card game in which players seek to form Sets of cards
from a special deck. Each card from this deck has a picture with 4 attributes (shape,
color, number, shading), and each attribute can take one of 3 values (for example the
shape can be oval, squiggle, or diamond, the color can be blue, green, or purple, etc).
To create a Set1, the player needs to identify 3 cards in which, for each attribute
independently, either all cards agree on the value, or they constitute a rainbow of all
possible values. In a single round of the normal play, 12 cards are dealt (see figure
3.1), and the players seek (simultaneously) a Set. The first player to find a Set wins
the 3 cards constituting it. Then 3 new cards are dealt in the old ones’ places and the
game continues with the next round. In the unlucky event that no Set exists among
1The first letter of Set is capitalized to avoid a mix-up with the notion of mathematical set.
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the 12 cards, players deal 3 more from the stack. The game finishes when there are no
more cards to deal. The player acquiring the most cards wins. For more information
regarding the game and its rules as well as for other variations see the official website
of the game http://www.setgame.com/set/index.html.
Figure 3.1: A typical instance of SET, constituting of 12 cards.
The game of SET has gained remarkable attention and popularity (especially
among mathematicians) as well as many awards. The game has been the subject of
both educational and technical research. A broad set of educational activities has
been suggested, a collection of which can be found on the official website of SET.
Furthermore, the game has been studied extensively from a more technical math-
ematical point of view, considering questions like “what is the maximum number of
cards with n attributes and 3 values that can be laid such that no Sets are formed”
[Davis et al., 2003], or “for fixed n, how many non-isomorphic collections of n cards
are there” [Coleman and Hartshorn, 2012]. Zabrocki [2001] posed many other simi-
lar questions. In addition to the game’s popularity, one motivation for this intense
study is that the problem has a very natural alternative mathematical formulation:
if one describes the cards as four-dimensional vectors over the set {0, 1, 2}, then a
Set is exactly a collection of three collinear points, that is, three points whose vectors
add up to 0(mod3). Nevertheless, the first attempt to consider the game’s compu-
tational complexity was made by Chaudhuri, Godfrey, Ratajczak, and Wee [2003],
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who showed that a generalization of the game is NP-complete. Together with Michael
Lampis [2014], we continued and refined this work by studying further aspects of the
computational complexity of SET.
In order to study a game from the viewpoint of computational complexity theory,
one needs to define a natural generalization of the game in question (as the original
constant size game always has constant time and space complexity). In a round of
SET, there are 3 parameters to consider: the number of cards m, the number of
attributes n and the number of values k (in the original game m = 12, n = 4 and
k = 3). A subset of k cards will be considered to be a Set if for all attributes,
values either all agree or all differ. Of course these three parameters are not totally
independent as the number of cards m is upper-bounded by kn. In any multi-round
version of the game, an extra parameter r being the number or rounds is added.
Contribution - summary of results.
In this chapter, we study one- and two-player variations of the game of SET for
different values of the parameters n,m, k, and r. Our main observation is that these
different versions of the game can be naturally viewed as variations, generalizations,
or restrictions of well-known combinatorial problems. The problems that we will be
considering are Perfect Multi-Dimensional Matching, Set Packing, Inde-
pendent Edge Dominating Set, and Arc Kayles. For the definitions of these
problems please refer to Section 3.2.
We first talk about a single-round version of SET. This one-round version general-
izes Perfect Multi-Dimensional Matching (this was first observed by Chaud-
huri et al.). It is easy to see that the problem parameterized by the number of values k
is in XP (by the trivial algorithm that enumerates all size-k sets of cards and checking
whether any of them constitutes a Set). In our coauthored work [Lampis and Mit-
sou, 2014], we prove that this parameterized version of the problem is W-hard. Our
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W-hardness proof applies to Perfect Multi-Dimensional Matching as well,
proving that Perfect Multi-Dimensional Matching parameterized by the size
of the dimensions k (while the number of dimensions n is unbounded) is W[1]-hard.
This result may be of independent interest, as this is a natural parameterization of a
classic problem that has not been considered before. The only relevant parameterized
result known about this problem is that Maximum Multi-Dimensional Match-
ing parameterized by the size of the matching and the number of dimensions is FPT
(first observed by Downey and Fellows [1999] and further improved by Chen et al.
[2011]).
Next, we focus our attention to the case where the number of values is 3. The
trivial algorithm that searches among all triples of cards and checks whether there
exists at least one Set guarantees that we can play one round of the 3-value variation
of the game in polynomial time. Of course, the complexity stays the same even if
we consider the question of enumerating all Sets of size 3. This generalizes the daily
puzzles found either on the official website of SET or in the New York Times. In
these puzzles we are given m cards and need to find the maximum number of Sets
assuming that we don’t remove any cards from the table after finding a Set.
It becomes interesting to ask the same question for a multi-round game where cards
are gradually removed. This corresponds to the CO-OP version of the game, where
players have to cooperate in order to find the maximum number of available Sets given
that cards of found Sets are removed from the table. Another interesting variation is
the one where we are looking for the minimum number of Sets that once picked destroy
all existing Sets. Both problems can be seen as special cases of more general packing
and covering problems. In the maximization version, one is looking for a maximum
3-Set Packing, while in the minimization version one is looking for a minimum
Independent Edge Dominating Set in a 3-uniform hypergraph (hypergraphs
where all hyperedges have 3 vertices). We showed [Lampis and Mitsou, 2014] that
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both problems remain NP-hard even on instances that correspond to the SET game.
From the parameterized point of view, if one considers as the parameter the number
of rounds r to be played, a natural parameterization of the former problem asking
whether there are at least r mutually disjoint Sets is Fixed Parameter Tractable,
following from the results of Chen et al. [2011]. We established that the natural
parameterized version of the latter problem (find at most r Sets to destroy all Sets) is
also FPT, through a connection with the related Independent Edge Dominating
Set problem on graphs.
Finally, we consider a two-player version of the r-round game, which can be seen as
a restriction of the game Arc Kayles in 3-uniform hypergraphs (where hyperedges
should be valid Sets). The complexity of Arc Kayles is currently unknown even on
graphs and it has been a long-standing open question since the PSPACE-completeness
of its sibling problem Node Kayles was established [Schaefer, 1978]. One easy
observation is that the construction that we used in order to reduce Independent
Edge Dominating Set to the minimization version of multi-round solitaire SET
shows that the multi-round 2-player version is at least as hard as Arc Kayles.
We proved [Lampis and Mitsou, 2014] that deciding whether the first player has a
winning strategy in r moves in 2-player SET is FPT parameterized by r. This implies
the same result for Arc Kayles on graphs.
The rest of the chapter is divided as follows: In Section 3.2 we give the definitions
of the problems that appear in this chapter. In Section 3.3 we talk about the single-
round version of SET. In Section 3.4 we analyze the above-mentioned multi-round
variations with k = 3. In Section 3.5 we analyze the natural turn-based 2-player
version. Last, in Section 3.6 we give some conclusions and open problems.
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3.2 Definitions
In this section, we give a list of the problems that we will be using throughout
this chapter together with their definitions for the convenience of the reader and for
the sake of completeness. The reading flow continues in Section 3.3.
Perfect Multi-Dimensional Matching:
Input: n-uniform hypergraph G(V,E), where V = V1∪V2∪ . . .∪Vn (Vi∩Vj = ∅
for all i 6= j, and |Vi| = k for all i = 1, . . . , n), and E ⊂ V1 × V2 × . . . Vn.
Question: Does there exist a perfect matching in G? In other words, does there
exist a set of k disjoint hyperedges {e1, e2, . . . ek} such that
⋃
i ei = V ?
We call each Vi a dimension of G. There are n dimensions in G and each
dimension has k different possible values. When n = 2, the graph is usually
called bipartite and the dimensions are called parts.
In the parameterized version that we consider, the parameter is k.
Set Packing:
Input: A 3-uniform hypergraph G(V,E) and a natural number k.
Question: Does G have a set packing of size k? In other words, does there exist
a set of disjoint hyperedges E ′ ⊂ E with |E ′| ≥ k?
Hitting Set:
Input: A (hyper)graph G(V,E) and a natural number k.
Question: Does G have a hitting set of k vertices? In other words, does there
exist a set of k vertices S = {v1, v2, . . . , vk} ⊂ V such that for every (hyper)edge
e ∈ E, there exists at least one 1 ≤ i ≤ k such that vi ∈ e?
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Parameter: k
Remark: If G is a graph then the problem is called Vertex Cover.
Independent Edge Dominating Set:
Input: A (hyper)graph G(V,E) and a natural number k.
Question: Does G have an independent edge dominating set of size k? In other
words, does there exist a disjoint set of (hyper)edges E ′ ⊂ E with |E ′| ≤ k such
that every (hyper)edge e ∈ E shares at least one end-point with one or more
(hyper)edges in E ′?
Remark: If E ′ = {e1, e2, . . . , ek} ⊂ E is an (independent) edge dominating set
of G, then
⋃
i{ei} is a hitting set of G.
k-Multicolored Clique:
Input: A k-partite graph G(V,E), with |Vi| = n for all i = 1 . . . , k, V1, V2, . . . , Vk
pairwise disjoint, and V = V1 ∪ V2 ∪ . . . ∪ Vk.
Question: Does G have a clique of k vertices? In other words, does there exist
a tuple (v1, v2, . . . , vk) ∈ V1 × V2 × . . . Vk, such that (vi, vj) ∈ E for all i 6= j?
Parameter: k
3-CNF-SAT:
Input: A logic formula φ written in CNF that contains n variables and m
clauses, where each clause contains at most 3 literals.
Question: Does there exist an assignment of truth values to the variables such
that all the clauses of φ are satisfied?
Arc Kayles:
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Input: A (hyper)graph G(V,E).
Rules: Two players take turns in picking (hyper)edges from E such that picked
(hyper)edges don’t share endpoints. Player A starts. First player left without
an available (hyper)edge to pick loses.
Question: Is there a winning strategy for player A?
Node Kayles:
Input: A graph G(V,E).
Rules: Two players take turns in picking vertices from V such that picked
vertices form an independent set. Player A starts. First player left without an
available vertex to pick loses.
Question: Is there a winning strategy for player A?
3.3 One round of SET
Chaudhuri et al. [2003] consider a single-round version of SET. We are dealt m
cards, each with n attributes that can take one of k values and we need to find a
set of size k. We call this problem k-Value 1-Set. Their main insight is that this
problem can be seen as a hypergraph problem. Specifically, one may construct a
hypergraph on n · k vertices, each representing an attribute-value pair. Now, cards
can be represented as hyperedges, by including in each hyperedge the k values that
describe the corresponding card’s attributes. See figure 3.2. It is not hard to see
that a perfect matching in this n-dimensional hypergraph corresponds to a Set in the
original instance. On the other hand, some Sets do not correspond to perfect match-
ings, because all cards may share the same value for some attributes. Nevertheless,
Chaudhuri et al. have established that the two problems have the same complexity
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and finding a Set is essentially algorithmically equivalent to find a perfect matching
in this hypergraph. This result is described below.
Figure 3.2: An example of an n−dimensional perfect matching and of a Set of cards
with n attributes and k values each.
Theorem 3.1 (from Chaudhuri et al. [2003]). Perfect Multi-Dimensional Match-
ing is polynomially reducible to k-Value 1-Set.
Proof. Given an instance of Perfect Multi-Dimensional Matching namely an
n−dimensional hypergraph G(V1∪V2∪ . . .∪Vn, E) with each dimension being of size
k, we construct an n−dimensional hypergraph G′(V ′1 ∪ V ′2 ∪ . . . ∪ V ′n, E ′) as follows:
we add a k + 1−th value (vertex) vik+1 in each set Vi to create V ′i . Also E ′ = E ∪ e′,
where e′ = {v1k+1 , v2k+1 , . . . , vnk+1} is a hyperedge that spans through the newly added
vertices vik+1 .
Now, if G has a perfect multidimensional matching M then G′ also has a perfect
multidimensional matching M ′ = M ∪ e. Since M ′ is a perfect multidimensional
matching, it is also a Set in G′. On the other hand, if G′ has a Set M ′, then this
has to be a perfect multidimensional matching since no other hyperedge apart from
e′ goes through the vertices vik+1 . So M
′ \ e′ should be a multidimensional perfect
matching in G.
In what follows we will exploit this connection between k-Value 1-Set and Per-
fect Multi-Dimensional Matching to analyze the complexity of finding a Set
with respect to the three relevant parameters m,n, and k. If k is unbounded, The-
orem 3.1 implies that k-Value 1-Set is NP-hard even for just 3 attributes. If the
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cards have only 2 attributes, the game is in P as this problem is equivalent with
finding a perfect matching or a star in a bipartite graph. On the other hand, if n is
unbounded but the number of values k is considered as a parameter, the problem is
in XP (by the trivial algorithm that enumerates all size-k sets of cards and checking
whether any of them constitutes a Set).
We show that the trivial algorithm cannot be improved to an FPT algorithm, by
proving that the problem is W[1]-hard. The first step of our reduction is to show
that the relevant parameterization of Perfect Multi-Dimensional Matching is
W[1]-hard, a result that may be of independent interest.
Theorem 3.2. Perfect Multi-Dimensional Matching parameterized by the
dimension size is W[1]-hard.
Proof. We present a reduction from k-Multicolored Clique (proven to be W[1]-
hard by Fellows et al. [2009]).
Given an instance of k-Multicolored Clique, in other words a k−partite graph
G(V,E) where each part has size n, we construct an instance of Perfect Multi-
Dimensional Matching, a hypergraph G′(V ′, E ′) with nk(k−1) dimensions where





different values, such that if G has a clique of size k then
G′ has a multidimensional perfect matching.
For each (ordered) pair (Vi, Vj) with Vi, Vj, i 6= j being parts of V , we add n
dimensions which we group together in a group i; ij. Each of the n dimensions in
group i; ij of graph G′ corresponds to a vertex in part Vi of graph G. Each dimension





different possible values, one value corresponding to each part Vi
and one value corresponding to each pair of parts (Vi, Vj), i < j.
Furthermore, for each vertex vij in the original graph (j
th vertex of part Vi) we
create a hyperedge as follows (see figure 3.3): it will contain the vertices labeled with
i for all dimensions but the jth dimension of each group i; ki, where k 6= i. For these
dimensions we ’ll include the vertex labeled with kj. We call these vertex-hyperedges.
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Figure 3.3: The vertex-hyperedge of G′
that corresponds to vertex v13 of part V1
in G.
Figure 3.4: The edge-hyperedge of G′
that corresponds to the edge eij connect-
ing parts Vi and Vj of G.
Last, for each edge eij ∈ E that connects the ath vertex of part Vi with the bth
vertex of part Vj in the original graph, we create a hyperedge as follows (see figure
3.4): we add all vertices labeled with ij for all dimensions except for the ath dimension
in the group i; ij that take the vertex with label i and the bth dimension in group j; ij
that we take the vertex with label j. We call these edge-hyperedges.
Notice that the above construction is polynomial in the size of the input and the
parameter of k-Multicolored Clique. Also, the dimension size in the constructed





is quadratic in the
parameter k of k-Multicolored Clique.
Figure 3.5: A partial matching corresponding to a selection of an edge and its two
incident vertices.
Now we prove that if G has a clique of size k then G′ has a perfect multidimensional
matching and vice versa. Suppose that G has a clique of size k. In other words, there
should be a tuple (v1c1 , v2c2 , . . . vncn), with vici ∈ Vi, where all vertices in the tuple
are connected with each other. We select in the matching the k vertex-hyperedges of
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G′ that correspond to edges of G that connect vertices in the clique. This selection
is a perfect matching: each vertex-hyperedge or edge-hyperedge selects all vertices
with labels that correspond to the vertex or edge that they represent, except for
k − 1 vertices for each vertex-hyperedge and 2 vertices for each edge-hyperedge as it
is described above. Also, the edge-hyperedge of G′ that corresponds to edge eij =
(vici , vjcj) of G covers those two vertices that the vertex-hyperedges that correspond
to vici and vjcj left uncovered, and vice versa (see figure 3.5).
On the other hand, if G′ has a perfect matching, then this matching contains
exactly one vertex-hyperedge and exactly one edge-hyperedge of each value (otherwise
there would be uncovered vertices or vertices covered twice by the matching). We
select all vertices of G that correspond to a vertex-hyperedge in the matching. Now,
all these vertices that we picked should be pairwise connected in G, because the
edge-hyperedges in the matching should be covering those vertices in G′ that the
vertex-hyperedges did not cover, which correspond to the vertices in the clique.
For a complete example of the construction see figure 3.6.
Figure 3.6: A complete example for W-hardness of Section 3.3.
Corollary 3.1. The game of Set parameterized by the number of values (or else the
size of the Sets) is W[1]-hard.
Proof. The “if” part of the above reduction also holds for the game of Set: if G′
has a multidimensional perfect matching it also has a Set. For the “only if” part,
Vasiliki Mitsou Complexity of Some Games and Puzzles 50
notice that if G′ has a Set then this Set is also a multidimensional perfect matching
since no vertex-hyperedge can pass through a value that belongs to another vertex-
hyperedge.
3.4 Multi-round variations of SET
In this and the next section we talk about multi-round variations of SET where
the number of values k (and also the number of cards in a Set) is 3. These variations
are interesting because k = 3 is the number of values in the actual game of SET. We
remind the reader that the one-round version for k = 3 is polynomially solvable. We
study variations where we seek more than one Sets.
In the case of k = 3 and n unbounded, each card is described by a vector in Fn3 .
Note that, three cards form a Set if and only if their corresponding vectors add up
to the all-0 vector. It is also easy to observe that every pair of cards can have up to
one card that forms a Set with the other two. This property will prove useful later.
We will once again use a hypergraph formulation, though different from the one
in the previous section. Specifically, we consider the 3-uniform hypergraph formed if
we construct a vertex for each dealt card and a hyperedge (that is, a set of size 3) for
each Set. It is clear that given a SET instance, one can in polynomial time construct
this hypergraph. A construction of the 3-uniform hypergraph can be seen in figure
3.7.
We will first talk about a maximization variation: given a set of cards we ask the
question whether there exist at least r Sets that we can pick up before leaving no
Sets on the table. We call this problem Max 3-Value r-Set. Observe that this
problem is a special case of 3-Set Packing, which is a known NP-hard problem. We
thus need to show that the problem remains NP-hard when restricted to instances
realizable by SET cards. This is established in Theorem 3.3.
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(a) A typical instance of the game SET. (b) The constructed 3-uniform hypergraph.
Figure 3.7: The 3-uniform hypergraph construction from a typical instance of SET.
Then, we turn our attention to a minimization version: given a set of cards, is it
possible by removing at most r Sets (3r cards) to eliminate all potential Sets? We
call this problem Min 3-Value r-Set. This problem is a special case of Indepen-
dent Edge Dominating Set in 3-uniform hypergraphs. We show its NP-hardness
even when restricted to hypergraphs realizable by SET cards. Then, we prove that
the natural parameterized version of Independent Edge Dominating Set in 3-
uniform hypergraphs with parameter r is FPT, thus proving that the special case of
a parameterization of this version of SET is also FPT.
3.4.1 NP-Hardness of the maximization version
Theorem 3.3. Max 3-Value r-Set is NP-Hard.
Proof. We design a reduction from 3-CNF-SAT. Given a formula φ of 3-CNF-SAT,
we first create an equivalent formula φ’ where each clause contains at most 3 literals
and each variable appears exactly 3 times (two as positive and one as negative or two
as negative and one as positive). Furthermore, any two clauses of φ’ share at most
one variable. A similar construction appears in [Papadimitriou, 1994], but it is also
presented below for the sake of completeness.
Lemma 3.2. Any formula φ of regular 3-CNF-SAT can be transformed into an
equivalent formula φ’, where each clause has at most 3 variables and each variable
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appears exactly 3 times in φ’ (not all positive or all negative).
Proof. Given a formula φ of regular 3-CNF-SAT, we create an equivalent formula
φ’ as follows: first, we ensure that each variable appears at least 4 times (if not, we
double some of the clauses where this variable appears); then, for each appearance of
each variable v we create a new variable vi for i = 1, . . . l, where l is the total number
of appearances, and clauses (¬vi ∨ vi+1), (¬vl ∨ v1).
Clearly all variables in φ’ appear exactly 3 times and not all positive or all negative.
Furthermore, φ is satisfiable iff φ’ is satisfiable by an assignment that sets the same
truth value to all variables vi in φ’ corresponding to the same variable v in φ.
Let m be the number of clauses of φ’ and n the number of variables.
The main idea of the reduction is as follows: from formula φ’ we create an instance
of Max 3-Value r-Set which consists of variable gadgets (one corresponding to each
variable) and clause gadgets (one corresponding to each clause). The variable gadget
of a variable x contains five cards: three cards x1, x2 and x3 for each appearance of x
in φ’ (x1 and x2 corresponding to appearances with the same sign and x3 to opposite),
and two more cards: x12 which forms a Set with x1 and x2, and x123 which forms a
Set with x3 and x12. Picking either Set is equivalent to making an assignment to x
(both Sets contain x12, only one Set can be formed leaving either positive or negative
appearances of x unused). The cards x1, x2, x3 will also appear in the clause gadgets
and, intuitively, we will be able to select a Set from a clause gadget if and only if one
of its xi vertices is free, corresponding to a true literal.
The clause gadget consists of four additional cards: one card per literal in the
clause c1, c2, and c3, and one additional card cm (for clauses of size 2 we do not
introduce c3). Furthermore, each card xci corresponding to the literal in the i
th
position of a clause c forms a Set with cards ci and cm. In order to be able to pick
this Set (and satisfy c), xci should not have been picked during the assignment phase.
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Figure 3.8: The variable gadget. Figure 3.9: The clause gadget.
Observe that, if one sees the new instance as a 3-Set Packing instance, it is not
hard to establish that the instance has a solution of size n + m if and only if φ’ is
satisfiable. The bonus point is that this instance is realizable with Set cards. In what
follows we focus our attention to proving this fact.
Each card will be described by a vector in Fm+n+13 . The first n + 1 coordinates
constitute the variable part and the last m the clause part. The variable part is the
same for all cards in each variable gadget representing variable i: it consists of all 0s,
except for the ith coordinate which is set to 1. Similarly, vectors of clause gadgets
have the same clause part: again all 0s, except the (n+ 1 + j)th coordinate is set to 1
for the jth clause. We have now fully specified the vectors for the xi’s. Let us explain
how the remaining vectors are filled out.
• x12: clause part is equal to the clause part of −x1− x2, so that x1 + x2 + x12 =
0m mod 3;
• x123: clause part is equal to clause part of −x3 − x12;
• cm: variable part is equal to variable part of xc1 + xc2 + xc3 , if they exist. If
clause has only two literals, we only use xc1 + xc2 for the first n coordinates
while coordinate n+ 1 is set to 1. The intuition behind introducing the dummy
1 at position n+ 1 for clauses of size 2 is that it will be convenient if we always
know that the variable part of cm has three 1’s.
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Card Variable Part Clause Part
xi (0, 0, . . . 0, 1, 0, 0 . . . 0) (0, 0, . . . 0, 1, 0, 0 . . . 0)
x12 (0, 0, . . . 0, 1, 0, 0 . . . 0) (0, 0, . . . 0, 2, 0, 0 . . . 0 2, 0 . . . 0)
x123 (0, 0, . . . 0, 1, 0, 0 . . . 0) (0, 1, 0, . . . 0, 2, 0, 0 . . . 0 1, 0 . . . 0)
ci (0, 1, . . . 0, 2, 0, 0 . . . 0 2, 0 . . . 0) (0, 0, . . . 0, 1, 0, 0 . . . 0)
cm (0, 1, . . . 0, 1, 0, 0 . . . 0 1, 0 . . . 0) (0, 0, . . . 0, 1, 0, 0 . . . 0)
Table 3.1: A synopsis of all possible tuples of the different types of card values for
proof of Theorem 3.3.
• c1: variable part is equal to variable part of xc1 − xc2 − xc3 (c2, c3 are formed
similarly). If xc3 does not exist, we use xc1 − xc2 and set coordinate n+ 1 to 2.
For a detailed presentation of the values of the different types of cards see table
3.1.
Now, we prove that the only Sets which are formed are indeed the Sets that we
described in the introduction of Section 3.4.1. To achieve this we need to prove the
following 3 Lemmata:
Lemma 3.3. Cards of formed Sets share either the same variable part or the same
clause part.
Proof. First, observe that if two vectors agree in either the clause or the variable part,
then the third vector should also agree with them. Therefore, we will only consider
Sets that contain a card of type ci or cm, because in a Set containing only cards from
the variable gadgets, their vectors should agree on the variable part.
Suppose that there exists a Set where the 3 cards share neither their variable part
nor their clause part. Since a card of type ci (or cm) is part of this Set, then a card
of type cm (or ci accordingly) should also be part of it (each of these two cards has
three non-zero values in their variable part and there is no other way to match them
with two other cards from variable gadgets which have only one non-zero value). So
this Set should contain a card of type ci and a card of type cm.
Since the two cards we have (ci and cm) do not agree on their clause part, the
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third card of a Set must have exactly two coordinates set to 2 in its clause part, and
all others to 0. Therefore, it must be of type x12. The two 2s of card x12 should
be aligned with the 1s from ci and c
′
m, when c and c
′ are different clauses. But for
variable parts to agree, non-zero values in cards ci and c
′
m should be aligned, which
means that clauses c and c′ should contain identical variables. However that is not
possible from the construction of φ’ where different clauses share no more than one
common variable.
Lemma 3.4. Only two different types of Sets are formed by cards that share the same
variable part and they intersect.
Proof. By construction, there are two different Sets formed within a variable gadget
as shown in figure 3.8. Furthermore, each pair of cards a, b has a unique third card
−(a + b) mod 3 with which they form a Set. Only possible triplet where cards are
pairwise not in participation of existing Sets are cards x1 (or equivalently x2), x3, and
x123 which can’t form a Set.
Lemma 3.5. Sets of cards that share the same clause part shall contain a card of
type cm.
Proof. Cards of the same clause type are xi, ci and cm. A card of type ci can’t exist
alone with two cards of type xi because its variable part has three non-zero values
and can’t match with two cards where each of them has only one non-zero value.
Trying to put two cards of type ci in the same Set won’t work either: at least one pair
of 2s should be aligned, which means that the last card should also have a 2 in that
position. This only leaves a third card of type ci as a possibility (no other type has a
2 in the variable part). The only way three cards of this type could potential match
is if all non-zero values are matched, which would produce three identical cards.
Observe now that if φ’ is satisfiable, then we can select one Set from each variable
gadget (using the corresponding variable’s assignment) and one Set from each clause
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gadget (since one of the literals is set to True). This gives n+m Sets. For the converse
direction, observe that, from Lemmata 3.4 and 3.5 it is not possible to select more
than one Set from each gadget. Thus, one can extract a satisfying assignment for φ’
from a solution of size n+m.
3.4.2 Results on the minimization version
Next, we present yet another multi-round version of SET, Min 3-Value r-Set.
We remind the reader that in this problem a single player is trying to remove the
smallest possible number of Sets so that no more Sets are left on the table. Each
card, as before, has an unbounded number of attributes and each attribute can take
3 values.
We prove that Min 3-Value r-Set is NP-hard via a simple reduction from In-
dependent Edge Dominating Set (proven NP-hard, see [Garey and Johnson,
1979]).
Theorem 3.4. Min 3-Value r-Set is NP-hard.
Proof. Given an instance of Independent Edge Dominating Set (a graphG(V,E)
and a number r), we create an instance of Min 3-Value r-Set of |V | + |E| cards
with |V | dimensions each, such that if G has an edge dominating set of size at most r
then there exist at most r Sets which, once picked up, destroy all other Sets. Again,
cards will be represented by vectors in F|V |3 .
The construction is as follows: For each vertex i ∈ V , we create a card where
all coordinates are 0 except from the value of the ith coordinate which is equal to 1.
Furthermore, for each edge (i, j) ∈ E, we create a card where all coordinates are 0
except from the values of coordinates i and j which are equal to 2.
Observe that the only Sets formed correspond directly to edges in G. Picking a
Set corresponding to edge (i, j) eliminates the cards corresponding to vertices i, j
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(together with the card corresponding to edge (i, j)). This move causes the elimina-
tion of any potential Set containing cards corresponding to vertices i and j. Thus
an edge dominating set of size at most r in G corresponds to an equal number of
Sets overlapping all other Sets. On the other hand the smallest number of Sets that
overlap all other Sets is equal to the minimum edge dominating set.
Since the Min 3-Value r-Set problem is hard, it makes sense to consider its
naturally parameterized version: Given an arbitrary set of cards, do there exist r
Sets that overlap all other formed Sets? We show that a simple FPT algorithm can
decide this question. As a matter of fact, the algorithm works on any 3-uniform
hypergraph. Recall that the similar parameterization of the maximization problem is
also known to be FPT, by relevant results on 3-Set Packing by Chen et al. [2011].
Theorem 3.5. Independent Edge Dominating Set in 3-uniform hypergraphs
parameterized by the size of the edge dominating set is FPT.
Proof. We give an algorithm that follows the same basic ideas as the FPT algorithm
for Independent Edge Dominating Set given in [Fernau, 2006]. We will not
worry too much about optimizing the parameter dependence, instead focusing on
establishing fixed-parameter tractability.
Suppose that there exists a set of r disjoint hyperedges such that removing the
cards that constitute these hyperedges would destroy all other hyperedges on the
hypergraph. Then, there must exist a hitting set in this hypergraph of size exactly
3r (since the r removed hyperedges do not overlap).
We will list all hitting sets of size 3r with a simple branching algorithm as follows:
− start with an empty hitting set and, as long as the size of the currently selected
hitting set has size < 3r, find a hyperedge that is currently not covered;
− for each non-empty subset of the vertices of this hyperedge (there are 7 choices),
add these vertices to the hitting set and remove all hyperedges they hit;
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− recursively continue until either all hyperedges are hit or the hitting set has size
more than 3r;
− if we have a hitting set of size exactly 3r, add it to the list.
For each hitting set S of size exactly 3r do the following: check if the hypergraph
induced by S has a perfect matching, that is, a set of r disjoint hyperedges covering
all vertices. This can be done in time exponential in r. If the answer is yes, we have
found a set of r hyperedges that overlaps all other hyperedges. If the answer is no for
all hitting sets then we can reject.
Corollary 3.6. Min 3-Value r-Set parameterized by the number of Sets that will
be picked is FPT.
Corollary 3.6 follows directly from Theorem 3.5.
3.5 A two player game
In this section, we consider a natural two-player turn-based game that we call
2P 3-Value Set. Suppose that an arbitrary set of cards is on the table and two
opposing players take turns playing. Each player may select three cards that form a
Set and remove them from play. No additional cards are dealt. The game goes on
until a player is unable to find a Set, in which case she loses.
Unlike the solitaire games Max 3-Value r-Set and Min 3-Value r-Set, here
players must exercise some strategic thinking: each player is trying not only to maxi-
mize the number of Sets she will collect but also to prevent the opponent from forming
a set.
This game can be seen as a restriction of the game Arc Kayles in 3-uniform
hypergraphs (where hyperedges should be valid Sets). Arc Kayles is defined below.
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Definition 3.7. Problem: Arc Kayles.
Input: A (hyper-)graph G(V,E).
Description: Players take turns picking edges from G. When an edge e is picked, e
together with all incident vertices to e are removed. First player unable to pick an
edge loses.
Question: Is there a winning strategy for player A?
The complexity of Arc Kayles is currently unknown even on graphs and it
has been a long-standing open question since the PSPACE-completeness of its sibling
problem Node Kayles was established by Schaefer [1978]. The multi-round 2-player
version of SET is at least as hard as Arc Kayles, following the reduction of Min
3-Value r-Set to Independent Edge Dominating Set (see Theorem 3.4).
Corollary 3.8. 2P 3-Value Set is at least as hard as Arc Kayles.
It will likely be hard to find a polynomial-time algorithm for Arc Kayles, and
therefore also for 2P 3-Value Set.
A slightly more general version of Arc Kayles is mentioned to be PSPACE-
complete by Schaefer [1978], while the natural generalization of Arc Kayles to
hypergraphs with unbounded hyperedge size is PSPACE-hard by the complexity of
poset games [Grier, 2013].
The 2-player SET problem on graphs is a natural restriction of Arc Kayles,
though this version of SET, unlike its hypergraph counterpart, turns out to be trivial:
if the size of the Sets (i.e. the number of different values) is 2 then any 2 cards form
a Set; thus the 2-player problem is equivalent to Arc Kayles on complete graphs
and becomes a simple matter of parity of the number of nodes.
Let us consider a natural parameterization of 2P 3-Value Set. In this problem,
the question is whether a winning outcome for the first player can be achieved within
at most r rounds (with r being the parameter). A similar question was asked by
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Abrahamson et al. [1995], who established that the r-move parameterized version of
Node Kayles is AW[∗]-hard. 2P 3-Value Set (and thus Arc Kayles too), as we
show in Theorem 3.6, parameterized by the number of rounds turns out to be FPT.
Theorem 3.6. 2P 3-Value Set parameterized by the number of allowed rounds r
is FPT.
Proof. First, observe that hypergraph G where the game is played should have an
edge dominating set of size at most r and thus a hitting set of size at most 3r. If
there is no hitting set of size at most 3r, simply reply no because it’s then impossible
for the first player to end the game in r moves. Otherwise we compute such a hitting
set. This can be done in FPT time (see for example [Wahlström, 2007]). Name the
vertices of the hitting set h1, h2, . . . , hs, where s is the size of the hitting set.
We can now reduce our problem to an ordered version of Node Kayles on an
r-partite graph. In this version the input is an undirected simple graph G′(V,E)
where V is partitioned into r independent sets V1, . . . , Vr. The two players alternate
turns, and in turn i the current player must select a vertex from Vi so that it has no
edges to previously selected vertices.
We can construct G′ from G as follows: for each hyperedge e of G construct r
vertices e1, . . . , er in G
′, such that ei ∈ Vi for all i. If two hyperedges e, f share an
endpoint in G connect the vertices ei, fj for all i 6= j. It is not hard to see that player
1 has a winning strategy in the new game if and only if he has a winning strategy of
length at most r in the original game.
We will say that a vertex ei of G
′ has color j when the hitting set vertex hj is
contained in the hyperedge e. Notice that all vertices of G′ have some color, and none
can have more than three. Also, for any pair of colors i, j there is at most one vertex
in each partite set that has both colors i and j, since by the Set property any two
vertices of the original hypergraph have a unique third vertex with which they form a
Set. Finally, note that for each i such that 1 ≤ i ≤ s, the vertices with color i form a
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Figure 3.10: An example of the construction of the r-partite graphG′ from hypergraph
G for r = 3.
complete r-partite subgraph in G′, since they all come from hyperedges that contain
hi. An example of the construction appears in figure 3.10.
Partition the set Vr into subsets such that each set contains vertices with exactly
the same colors. The subsets where vertices have two or three colors have, as we
argued, size 1. Consider now the subset of vertices Sr,i ⊆ Vr which have color i only.
We first have the following:
Claim 3.9. A vertex ej ∈ Vj, with j 6= r and ej not having color i can have at most
2 neighbors in Sr,i.
Proof. Suppose that ej has three distinct neighbors in Sr,i. Let the hyperedges cor-
responding to these vertices be {hi, u1, v1}, {hi, u2, v2}, {hi, u3, v3}. Notice that hi
is the only hitting set vertex in these sets, as i is the only color of vertices in Sr,i.
Now, ej contains hj which is distinct from hi and all other vertices in these sets. So,
in order for ej to intersect all three of these hyperedges, two of them must share a
common vertex other than hi. But this contradicts the Set property that any two
elements have a unique third with which they form a Set.
From Claim 3.9 we now know that if Sr,i contains at least 2r vertices, then it will
be possible to play it if and only if no vertex with color i is played in the first r − 1
moves. Perform the following transformation: delete all vertices of Sr,i and replace
them with a single vertex that is connected to all vertices in other partite sets that
have color i.
The above reduction rule is safe. To see this, consider any play of the first r
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moves. If a vertex of color i is used, no vertex from Sr,i can be used in the last move
in both graphs. If color i is not used, some vertex of Sr,i can be used in both graphs,
and it is immaterial which will be played since this is the last move.
Because of the above we can now assume that |Sr,i| ≤ 2r. Thus, |Vr| = O(r2),
because we have s = O(r) sets Sr,i, as well as the single vertices which may have a
pair of colors.
We will now move on to the preceding partite sets using a similar argument. We
need the following definition: if two vertices ei, fi of same color c in the same partite
set Vi have exactly the same neighbors in all sets Vj for j > i, then they are called
equivalent. We call such vertices equivalent because, if both are available to be played
at round i they can be selected interchangeably without affecting the rest of the game.
Observe, that equivalent vertices have the same neighbors in Vj for all j ≥ i+1. Also
observe that each equivalence class cannot have more than 2 neighbors. Namely, if
two vertices of same color c have at least one common neighbor then from claim 3.9
this common neighbor cannot have more than these two vertices as common neighbors
from color class c. On the other hand, if two or more vertices of color c both have no
neighbors, then we can all merge them into a single vertex.
We will use this fact to show that we can reduce the graph so that in the end |Vi| ≤
|Vi+1|O(r). Initially it may appear that the argument would lead to the conclusion
that |Vi| ≤ 2|Vi+1|, since we have a different equivalence class of each possible set of
neighbors that a vertex of Vi can have in Vi+1. However, observe that each vertex of
Vi can have at most 2s neighbors with which it does not share a color in Vi+1, since
from Claim 3.9 it can have at most 2 neighbors in each group that correspond to a





From the above it follows that the order of G′ after applying the above prepro-
cessing exhaustively is 22
O(r)
, which gives a kernel.
The proof only uses the property of SET that every pair of cards has a unique
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third that forms a Set with them. Thus the game is FPT even when played on the
more general class of 3-uniform hypergraphs having this property. Also, Corollary
3.10 follows directly from Theorems 3.4 and 3.6:
Corollary 3.10. The natural parameterization of Arc Kayles by the number of
rounds played is FPT.
The proof of Theorem 3.6 gives a doubly exponential parameter dependence. Be-
low we present a simpler algorithm which also implies a better complexity.
Proof. (Sketch. ) First, observe that graph G where the game is played should have
a vertex cover of size at most s = 2r. If not, reply no. The remaining vertices
forming an independent set can be divided into 2s equivalence classes depending on
their neighbors in the vertex cover.
If an equivalence class is large enough, playing any edge in an equivalence class
can be replaced by playing any other from the class without affecting the rest of the
game. Namely, if an equivalence class is joined to t vertices in the vertex cover, there
can be at most t ≤ s vertices played from this class and it is unimportant which ones
are played. Thus, if a class has more than t vertices we can simply leave it with t
vertices and delete the rest.
Because of the above we have 2s groups of vertices each containing at most s
vertices and a vertex cover of size s. This means that the graph contains at most 22s
edges. Since in each turn a player selects an edge the number of possible plays is at
most (22s)s = 2O(r
2). Simply enumerating them all gives an FPT algorithm.
3.6 Conclusions and open problems
In this chapter, we studied the computational complexity of the game of SET
and presented some interesting connections with other well-studied problems, such
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as Perfect Multi-Dimensional Matching, Independent Edge Dominating
Set and Set Packing.
The one-round case of SET is now fairly well-understood. However there are quite
a few interesting open problems one might consider in the multi-round case, especially
the two-player version 2P 3-Value Set. It remains unknown whether this game is
PSPACE-Complete. However, proving the hardness of Arc Kayles on graphs would
settle the complexity of this problem as well (which is an interesting open question on
its own accord). Staying on Arc Kayles, it might be interesting to show whether
the game played on general 3-uniform hypergraphs is FPT. We remind the reader that
our proof that 2P 3-Value Set is FPT is based on the property of SET that each
pair of cards can have at most one third card with which they all form a Set. That
property is vital for the proof since it establishes that the line graph has essentially
bounded degree. This is not true for a general 3-uniform hypergraph though.
Chapter 4
Uno game
In this section we analyze the complexity of the card game of UNO. We study
solitaire and multiplayer generalizations and prove algorithmic and hardness results.
We also present a close connection of the game to Edge Hamiltonian Path and
Edge Generalized Geography.
4.1 Introduction
UNOr is a popular game of cards. Each card consists of two attributes: number
and color. There are also some cards with special effects. In the beginning of the
game, an equal number of cards is dealt to each of the players. Players take turns
discarding one card at a time from their hand to a middle pile of used cards. The
rule is that the discarded card should match the top card on the pile either in color
or in number. If the player who is about to play doesn’t have a matching card to
play, then she is required to draw one card from a stack of unused cards. If the new
card does not match either, then the player loses her turn. The first player to get rid
of all her cards wins.
We will be focusing on a simplified version of the game with no special effect cards
and no stack of unused cards. In this version, players are dealt a (possibly different)
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number of cards in the beginning of the game and again take turns discarding their
cards in hand following the rule that matching cards agree either on their number or
on their color. If at a given round a player doesn’t have a card to play during her
turn, she loses the game. Furthermore, our variation is a perfect information game
where the opponents’ cards are open.
The first to study this particular problem were Demaine, Demaine, Harvey, Ue-
hara, Uno, and Uno [2010, 2014]. Their interesting observation is that the problem
can be expressed in a graph-theoretic form as follows: we create a vertex for each
dealt card and two vertices are connected with a (directed) edge if the cards that
they represent can be discarded one after the other in a game play; that means, if
they share either the same color or the same number, and, in the multiplayer version,
they belong to consecutive players.
Demaine et al. in their paper study solitaire and multiplayer variations of the
game (in the solitaire version the objective of the single player is to discard all of
her cards following the matching rule). They observed that the solitaire version is
equivalent to finding a Hamiltonian path in the card graph, whereas the p-player
un-cooperative version is like playing some version of Generalized Geography
on the card graph.
Using this close connection of the game with Hamiltonicity and Generalized
Geography, Demaine et al. were able to show several hardness as well as algorithmic
results. First, they showed that the solitaire problem is NP-hard for unbounded colors
and numbers. Furthermore, they showed that the parameterized version (where the
number of colors is a parameter) belongs in XP. They further studied two different
2-player variations, a cooperative version where the players cooperate in order to
make the first player win, and an uncooperative version where players are opponents.
They showed that the first is NP-hard and that the second is in P. This last result
might at first seem quite surprising (since already the solitaire version is NP-hard).
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However, the uncooperative 2-player UNO can easily be reduced to playing Vertex
Generalized Geography on the card graph, which in this case is an undirected
bipartite graph. Generalized Geography is known to be in P for this class of
graphs [Fraenkel et al., 1993].
An interesting question which was posed by Demaine et al. is whether the param-
eterized solitaire problem is FPT. In our co-authored work [Lampis, Makino, Mitsou,
and Uno, 2014], we answered this question positively by providing a cubic kernel
for the problem (this result was independently discovered by Dey, Goyal, and Misra
[2014]). We further showed that the problem remains FPT even if the cards have an
unbounded number of attributes.
In Demaine et al. [2014], it was observed that the UNO graph is the line graph of
a bipartite graph (r dimensional hypergraph in general if the cards have r attributes).
Once this connection is made, one can study the Edge Hamiltonian Path problem
on the produced bipartite (r-dimensional) (hyper)graph. The Edge Hamiltonian
Path problem can be defined as follows: given a (hyper)graph G(V,E), does there
exist a permutation of E such that every two consecutive edges in the permutation
share a vertex? This is a well-studied graph-theoretic problem that corresponds to the
restriction of (vertex) Hamiltonian Path to line graphs. Despite some superficial
similarity to the Eulerian Path problem, this problem has long been known to be
NP-complete [Bertossi, 1981], even for bipartite graphs [Lai and Wei, 1993] or graphs
with maximum degree 3 [Ryjácek et al., 2011].
Dey et al. study a different version of UNO which they call All Or None UNO.
In this version, a color can only be played once in a row; this means that if the players
decide to change the currently played color, the rest of the cards in hand having this
color become colorless and can only be discarded by matching their numbers. For this
version, they showed that the solitaire game is NP-hard and FPT when parameterized
by the number of colors.
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Our results
In [Lampis et al., 2014], we proved FPT results for Edge Hamiltonian Path
for several structural parameters, such as the vertex cover, the hitting set (in the
case of hypergraphs), the treewidth, and the clickwidth of the graph. In Section 4.3
we present a cubic kernel when the parameter is the vertex cover of the graph and
a fixed parameter tractable algorithm when the parameter is the hitting set of the
hypergraph. These results imply that the solitaire version of UNO is FPT when
parameterized by the number of colors and that it even admits a cubic kernel when
cards have only 2 attributes.
Then, we focus on the uncooperative multiplayer version. We already mentioned
that for 2 players this problem is in P. In Section 4.4, we show that the problem
becomes PSPACE-complete if there are 3 or more players. Our proof follows ideas
from [Demaine et al., 2010].
The rest of the chapter is structured as follows: In Section 4.2 we give essential
definitions. In Section 4.3 we present results regarding the solitaire version of UNO.
In Section 4.4 we study the multiplayer uncooperative version and prove its PSPACE-
hardness for 3 or more players. Finally, in Section 4.5 we give some conclusions and
open questions.
4.2 Definitions
In this section, we give the definitions of the problems that we will be studying or
using throughout the chapter.
First, let us formally define the UNO game. An UNO card is defined by a color-
number pair (x, y) ∈ X × Y , where X = {1, 2, . . . c} is a set of colors and Y =
{1, 2, . . . b} is a set of numbers. We say that two cards (x1, y1), (x2, y2) match if either
x1 = x2 or y1 = y2. In the many-attribute case, a card is defined as an r-tuple (where
Vasiliki Mitsou Complexity of Some Games and Puzzles 69
r is the number of different attributes), and two cards match iff their tuples agree in
at least one coordinate.
In the solitaire version (Solitaire UNO) there is a unique player who is initially
given a set V of n cards and the question is whether she can find a permutation of
the cards such that consecutive cards match in the UNO sense.
In the uncooperative multiplayer game (Multiplayer UNO), there are p players
participating (where p ≥ 1). At the beginning, each player i is given a set Vi of UNO
cards. Additionally, there is a starting card on the discard pile (player 1 should
discard a card that matches the starting card). Players take turns following a cyclic
order 1, 2, . . . , p discarding cards from their own sets such that the matching rule is
followed. The first player unable to discard a card loses. The question is whether
player 1 can avoid defeat.
As we already mentioned, Solitaire UNO displays a striking resemblance to
the Hamiltonian Path and Edge Hamiltonian Path problems, whereas Mul-
tiplayer UNO can be viewed as a version of Generalized Geography. Below,
we give the definitions of these problems.
In the Hamiltonian Path problem, we are given a graph and we are seeking a
permutation of its vertices such that successive vertices share an edge. Such a per-
mutation is called a Hamiltonian path. In the Edge Hamiltonian Path problem,
we are again given a graph and what we seek now is a permutation of the edges so
that any two consecutive edges share a common vertex. We call such a permutation
an edge-Hamiltonian path. The problem definition for Edge Hamiltonian Path
applies equally well to hypergraphs. The Edge Hamiltonian Path problem on
G is equivalent to the (vertex) Hamiltonian Path problem on its line graph G′.
Recall that for a (hyper)graph G(V,E), its line graph is the graph G′(E,H) where
(e1, e2) ∈ H if and only if e1, e2 share a vertex in G.
Generalized Geography is a 2-player game played on a graph G(V,E). In
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the vertex variation (Vertex Generalized Geography problem), the input is a
directed graph G(V,E) and a starting vertex v ∈ V . Two players take turns moving
a token (initially placed in v) from a current vertex to a neighboring vertex following
the direction of the arcs. When a vertex is visited, it is removed from the graph. The
first player unable to move loses. The question is whether there is a strategy for the
first player to win the game.
The edge variation (Edge Generalized Geography problem) has a similar
setting as Vertex Generalized Geography. The only difference is that, instead
of visited vertices, we remove visited edges from the graph. As further variations,
both problems can also be played on undirected instead of directed graphs.
It is also necessary to define the notion of a vertex cover / hitting set of a (hy-
per)graph, as we will be using them as structural parameters in Section 4.3. The
vertex cover of a graph G(V,E) is a set of vertices S ⊂ V such that every edge in E
contains at least one vertex from S. The hitting set is defined in an identical way as
the vertex cover but for hypergraphs instead of graphs.
4.3 The Solitaire UNO problem
In this section, we study the solitaire version of UNO. For convenience and clarity
of the presentation, we will be focusing on the 2-attribute case first. However, most
of the observations and results presented carry over to the more general case of cards
with r > 2 attributes.
As it was mentioned in the introduction, each game instance can be expressed
as an (undirected) graph, where vertices represent the cards and two vertices are
connected if the cards that they represent share the same color or the same number.
In that sense, solving the Solitaire UNO problem becomes equivalent to finding a
Hamiltonian path in the graph (which we call the UNO graph). Let us now examine
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(a) A set of UNO cards represented as a grid-
like graph. Vertices enclosed in boxes are fully
joint with edges.
(b) A Hamiltonian path in the UNO graph,
which can be viewed as a discarding sequence
of the cards.
Figure 4.1: An UNO graph.
the properties of an UNO graph.
The vertices of a single-player UNO graph represent cards that can be determined
by a pair of attributes (color,number). Thus, UNO graphs can be redrawn in a grid-
like form, where cards of the same color are on the same row and cards of the same
number are on the same column. It is easy to see that the graph will have edges only
within the same rows or the same columns. In fact, the graph induced by a row or a
column of this grid-like UNO graph will be a clique. An UNO graph can be seen in
figure 4.1a (boxes represent cliques).
It is not difficult to see that an UNO graph is the line graph of a bipartite graph,
with one part having c vertices labeled {1, 2, . . . , c} and the other b vertices labeled
{1, 2, . . . , b}, and each card is represented as an edge connecting a color to a number.
We call this the attribute graph. The UNO graph of figure 4.1a is the line graph of
the attribute graph shown in figure 4.2.
This observation, together with the fact that Hamiltonian Path is NP-hard on
line graphs of bipartite graphs [Lai and Wei, 1993] leads to the following theorem.
Theorem 4.1 (from Demaine et al. [2010]). Solitaire UNO where the number of
colors c and number of numbers b are unbounded is NP-hard.
Vasiliki Mitsou Complexity of Some Games and Puzzles 72
Figure 4.2: The attribute (bipartite) graph whose line graph is shown in figure 4.1a.
The parameterized version of the problem where the number of colors c is the
parameter, was shown by Demaine et al. to be in XP. Here we present a much
simpler proof of this fact, by showing that the UNO graph has small clique-width.
One then can solve Hamiltonian Path using dynamic programming (see [Espelage
et al., 2001]).
We remind the reader that the class of graphs of clique-width k is defined as the
class that contains all single-vertex graphs where the only vertex has a label from
{1, . . . , k} and is closed under the following operations: disjoint union of two graphs;
renaming all vertices of label i to label j for any i, j ∈ {1, . . . , k}; and joining all
vertices labeled i to all vertices labeled j for any i, j ∈ {1, . . . , k}.
Lemma 4.1. Single player UNO graphs have clique-width at most 2c− 1.
Proof. An arbitrary UNO graph can be constructed column by column as follows:
• Construct the vertices of the first column and give them all different colors
among {1, 2, . . . ,c}.
• Assuming that r columns are already constructed using colors {1, 2, . . . , c} and
that all vertices in a row share the same color, construct the vertices in column
r + 1 and give them all different colors within {c+ 1, c+ 2, . . . , 2c}.
• For all i, j ≤ c, connect vertex with color c+ i to vertex with color c+ j.
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• For all i ≤ c, connect vertex with color c+ i to vertices with color i.
• Rename color c+ i to i.
From Lemma 4.1 and using standard dynamic programming techniques, we can
solve Solitaire UNO in time polynomial in the size of the input (assuming that
the number of colors is a small constant).
Theorem 4.2. The parameterized version of Solitaire UNO where the parameter
is the total number of colors c is in XP.
Demaine et al. ask whether the above parameterized problem is FPT. Unfortu-
nately, Hamiltonian Path is known to be W-hard for clique-width [Fomin et al.,
2009], so the above observation can’t be used in order to provide an FPT algorithm.
However, we can get the desired FPT result by looking at the equivalent problem
of finding an Edge Hamiltonian Path on the attribute graph. If the number of
colors (or numbers) is small, then one part of this graph is small which implies that
the graph has a small vertex cover.
In what follows, we present an even stronger result: that Edge Hamiltonian
Path parameterized by the vertex cover of the input graph admits a cubic kernel.
This result appeared in [Lampis, Makino, Mitsou, and Uno, 2014].
We need to assume that, together with the input graph G(V,E), we are given a
vertex cover S of G with |S| = c. Note though that this assumption is not important,
since a 2-approximate vertex cover can be found in polynomial time (see for example
[Cormen et al., 2001]).
Below follow some definitions which will make the presentation of the results
smoother. We assume that the vertices of G are labeled in some lexicographically
ordered fashion, and in particular that S = {u1, . . . , uc}.
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Definition 4.2. An edge e ∈ E is defined to be of type i if it is incident to ui ∈ S
but not incident to any other uj ∈ S for j < i.
Definition 4.3. Let P be an edge-Hamiltonian path of G. For i ∈ {1, . . . , c}, a group
of type i is a maximal set of edges of type i which are consecutive in P . We say that
an edge is special if it is the first or the last edge of a group.
The special edges essentially form the backbone of the edge-Hamiltonian path P .
A piece of intuition that will become useful later is that, if one fixes these edges in
a proper edge-path, the remaining edges will be easy to deal with, because they are
allowed to move freely in and out of groups.
Our next goal then is to show that if a graph has an edge-Hamiltonian path P ,
then it has one where few edges are special. This is summarized in Lemma 4.4 and
Corollary 4.5. Intuitively, the core idea is a flipping argument: if the same group
types appear too many times in a solution, we can reverse a sub-path to obtain a
solution with fewer groups.
Lemma 4.4. Let G be an edge-Hamiltonian graph. Then, there exists an edge-
Hamiltonian path P of G with the following property: for any i, j ∈ {1, . . . , c}, an
edge of type j appears directly after an edge of type i at most once.
Proof. Suppose that P ′ is an edge-Hamiltonian path of G in which there exist two
edges of type i, say ei1, e
i




2 such that e
i
1 is followed
by ej1 in the path and e
i
2 is followed by e
j
2. Without loss of generality, assume that e
j
1
appears before ei2 in the path. We transform the path by reversing the order of all
edges appearing between ej1 and e
i
2 inclusive. In the new path e
i
1 is followed by e
i
2,




Observe that the new path has strictly fewer groups. Therefore, repeating this
process at most a linear (in |E|) number of times we obtain an edge-Hamiltonian path
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P with the stated property.
Corollary 4.5. Let G be an edge-Hamiltonian graph. Then, there exists an edge-
Hamiltonian path P of G such that for all i ∈ {1, . . . , c}, P contains at most (c− 1)
groups of type i. Therefore, P contains at most c2 groups in total, and for each
i ∈ {1, . . . , c} there exist at most 2c special edges of type i.
We have now proved that if a solution exists, it must have a certain nice form.
Let us make one more easy observation.
Lemma 4.6. Let G(V,E) be an edge-Hamiltonian graph. Then, there exists an edge-
Hamiltonian path P such that, for all i ∈ {1, . . . , c} for which there exist at least c
edges of type i, P has a group of type i with size at least 2.
Proof. By Corollary 4.5 there are at most c − 1 groups of type i, so by pigeonhole
principle, one must contain at least two edges.
Let us note that Lemma 4.4, Corollary 4.5 and Lemma 4.6 still hold even if G is
a hypergraph. We will make use of this in the next section.
We are now ready to state the main reduction rule and prove its correctness.
Lemma 4.7. Let G(V,E) be a graph, and S = {u1, . . . , uc} a vertex cover of G of
size c. Suppose that there exists an edge (ui, w) satisfying the following:
1. w /∈ S
2. There are at least c+ 1 edges of type i in G
3. For all uj ∈ S such that (uj, w) ∈ E we have |(N(ui) ∩N(uj)) \ S| > 4c
Then G(V,E) has an edge-Hamiltonian path if and only if G′(V,E \ {(ui, w)})
does.
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Proof. For the easy direction, suppose that G′ has an edge-Hamiltonian path P ′.
There are at least c edges of type i in G′, so by Lemma 4.6 at least one group of type
i contains two or more edges. Then, (ui, w) can simply be inserted between two edges
of this group to obtain an edge-Hamiltonian path for G.
For the converse direction, suppose that G has an edge-Hamiltonian path P . Let
e1, e2 be the edges appearing immediately before and after (ui, w) in P . If e1, e2
share an endpoint, we can delete (ui, w) from P and obtain a valid solution for G
′.
Therefore, suppose they do not, and since they both share an endpoint with (ui, w), we
assume without loss of generality that e1 is incident to ui and e2 = (uj, w). (Observe
that here we have used the fact that G is a graph, so the rest of our argument does
not generalize to hypergraphs).
We know now by the last condition that N(uj) ∩ N(ui) contains at least 4c + 1
vertices of V \S. Observe that, by Corollary 4.5, there are at most 2c special edges of
type i and 2c special edges of type j. Thus, there is a vertex of (N(ui) ∩N(uj)) \ S,
call it z, such that (ui, z) and (uj, z) are not special.
Because (ui, z) is not special, the two edges appearing immediately before and
after it are both incident on ui. Therefore, deleting (ui, z) still leaves us with a
valid edge-path. Similar reasoning can be used for (uj, z). We construct a path P
′ as
follows: delete (ui, w), (ui, z) and (uj, z) from P and then insert (ui, z), (uj, z) between
e1 and e2. This is a valid solution for G
′.
Lemma 4.7 now leads to the following theorem.
Theorem 4.3. Edge Hamiltonian Path has a kernel with O(c3) edges, where c
is the size of the input graph’s vertex cover.
Proof. The algorithm is simple: as long as there exists an edge (ui, w) for which the
conditions of Lemma 4.7 apply, delete this edge. This can be done in polynomial
time. We will show that, once we can no longer apply this reduction, the graph has
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the promised size. To prove this, for each vertex ui ∈ S, we will we show that the
number of edges of type i incident on V \S is at most 4k2. Observe that the theorem
then immediately follows.
Suppose that, for some i ∈ {1, . . . , k}, there exist 4k2 edges of type i incident on
V \ S. As a first step, note that if N(ui) \ S contains any vertices of degree 1, we
can apply Lemma 4.7, because for such vertices the last condition is vacuously true.
Suppose then that all vertices of N(ui) \ S have another neighbor in S.
We say that uj has a small overlap with ui if |(N(ui) ∩ N(uj)) \ S| ≤ 4k. All
vertices of N(ui) \ S satisfy the first condition of Lemma 4.7, while i satisfies the
second one. Thus, to prove that we can still apply the rule we only need to find a
vertex of N(ui) \ S such that all its neighbors in S have large overlap with ui.
There are at most k−1 vertices in S that have small overlap with ui. These have at
most 4k(k−1) neighbors in N(ui)\S. Thus, if this set has size 4k2 > 4k(k−1), there
must exist an edge to which we can apply the reduction rule, because its endpoint in
V \ S only has neighbors with a large overlap with ui.
Since the Solitaire UNO problem can be viewed as Edge Hamiltonian Path
on the attribute graph which is a bipartite graph with one part having c vertices and
the other part having b vertices, it is easy to observe that the attribute graph will
have a vertex cover of size at most min{c, b} ≤ c. So, by using Theorem 4.3, we can
easily conclude that:
Corollary 4.8. Solitaire UNO where cards have two attributes parameterized by
the number of colors c admits a cubic kernel.
The above result was also independently discovered by Dey et al. [2014].
For the many attribute case, observe that the attribute graph is now an r-
dimensional hypergraph, where r > 2 is the number of attributes. If one of the
attributes has few values, then one dimension of the attribute graph will be small.
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This implies that the attribute graph will have a small hitting set. So, we can try to
produce a similar strong result as the one of Theorem 4.3 for hypergraphs parame-
terized by their hitting set.
Observe that in general for our algorithm to work, we need to assume that together
with the hypergraph G(V,E) the input also contains a hitting set S ⊂ V of size c,
that is, a set of vertices that intersects all hyperedges. Unlike the graph case, this
might not be an inconsequential assumption since finding even an approximate hitting
set is generally a hard problem. However, in the special case of the parameterized
Solitaire UNO problem where the parameter is the number c of different values of
a particular attribute, a hitting set of size c is simply the dimension that corresponds
to this attribute.
We will rely on the fact that much of the material regarding graphs carries through
unchanged. In particular, Definitions 4.2 and 4.3 also apply to hypergraphs. Then,
Lemma 4.4, Corollary 4.5, and Lemma 4.6 hold for the case of hypergraphs as well.
Unfortunately, Lemma 4.7 does not seem to generalize naturally in this case.
Let us thus describe a different algorithm for this problem. As mentioned, one
way to proceed is to try to identify the special hyperedges which form the backbone of
a path. Once these have been found, the problem becomes much easier. We will use a
color-coding scheme to assist us in selecting these special hyperedges. The high-level
idea is the following: for every i ∈ {1, . . . , c} such that there are at least 2c hyperedges
of type i, color these hyperedges with 2c colors uniformly at random. Then, merge
(that is, take the union) of all hyperedges of type i that took the same color to a
single hyperedge. This process results in a hypergraph G′ with O(c2) hyperedges. We
want to show that if this hypergraph has an edge-Hamiltonian path then G does as
well, while if G has an edge-Hamiltonian path then G′ has one with non-negligible
probability. The “good colorings” that give us this non-negligible probability are
those that assign a different color to each special edge.
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We are now ready to state the main result.
Theorem 4.4. Given a hypergraph G(V,E) and a hitting set S = {u1, . . . , uc} of G,
there is an FPT algorithm that decides if G has an Edge Hamiltonian Path in
time 2O(c
2)nO(1).
Proof. We will first describe a randomized color-coding algorithm that achieves the
promised result. In the end, we also explain how this algorithm can be derandomized
with standard techniques.
Let us describe the algorithm more formally. For each i ∈ {1, . . . , k} let Ei be the
set of hyperedges of type i. If |Ei| > 2k then do the following: Randomly select 2k
hyperedges of type i and color each with a distinct color from {1, . . . , 2k}. Then color
all remaining hyperedges of type i uniformly at random with a color from {1, . . . , 2k}.
Note that this process ensures that all colors are used at least once, which will simplify
some arguments.
Let Eci be the set of hyperedges of type i that received color c. Now for each
colored set Eci construct a new hyperedge ei,c = ∪e∈Eci e. Remove all hyperedges of E
c
i
from G and replace them with the new hyperedge ei,c. After performing this process
for all i ∈ {1, . . . , k} the hypergraph has at most 2k2 hyperedges. We then use an
exponential-time algorithm to solve Edge Hamiltonian Path on this new graph in
time 2O(k
2). If the new graph G′ has an Edge Hamiltonian Path we decide that
G also does, otherwise we reply that it does not.
To show that the problem can be solved with the above procedure we will establish
two properties:
• if G has an edge-Hamiltonian path P , then there exists an edge-Hamiltonian
path P ′ for the new hypergraph G′ with probability at least e−2k
2
;
• if the new hypergraph G′ has an edge-Hamiltonian path P ′, then there exists
an edge-Hamiltonian path P in the original graph.
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Observe that if we achieve the above, a randomized FPT algorithm which cor-
rectly decides the problem follows by simply repeating this process a sufficiently large
number of times. Let us therefore establish these properties.
For the first direction, assume that G has an edge-Hamiltonian path P and (by
Corollary 4.5) there are at most 2k special hyperedges of each type. We say that
the coloring of the edges of Ei is good if all the special hyperedges of type i received




The probability that all edge types which were randomly colored received a good
coloring is therefore at least e−2k
2
. We can now show that if the coloring is good for
all edge types then G′ has an edge-Hamiltonian path. Start with P . If P contains
two hyperedges of the same type and color, one of them is not special (because the
coloring is good). Delete the non-special hyperedge from the path. The path is still
valid, since the two neighbors of the deleted hyperedge share a common endpoint.
Repeat this until in the end we are left with a single hyperedge of each color. Replace
the remaining hyperedge of type i that received color c with the hyperedge ei,c of
G′. Doing this for each type i that was randomly colored produces a valid edge-
Hamiltonian path of G′.
For the converse direction, suppose we have an edge-Hamiltonian path P ′ of G′.
We will first build from this a valid edge-path of G, and then insert into it the
remaining hyperedges to obtain an edge-Hamiltonian path. For the first step, as long
as P ′ contains one of the new hyperedges ei,c do the following: find a vertex v1 that
is common between ei,c and the hyperedge that precedes it and a vertex v2 that is
common with the hyperedge that follows. It must be the case that some hyperedge
of type i and color c contains v1, call it e1. Similarly, some hyperedge (not necessarily
distinct from e1) contains v2, call it e2. Replace the hyperedge ei,c with e1, e2 (or just
e1 if they are the same hyperedge). This is still a valid edge-path, so repeating this
process gives a valid edge-path made up of original hyperedges of G. Let Es be the
Vasiliki Mitsou Complexity of Some Games and Puzzles 81
set of hyperedges of this path.
By definition, the graph G′′(V,Es) contains an edge-Hamiltonian path. Recall now
that for all i that were randomly colored and all colors c, G′ contained a hyperedge
ei,c, which has now been replaced by one or two hyperedges of type i in Es. This
means that Es contains at least 2k hyperedges of type i. By Lemma 4.6, G
′′(V,Es) has
an edge-Hamiltonian path containing a group of type i with at least two hyperedges.
Take all hyperedges of Ei \Es and insert them between two hyperedges of that group.
Repeating this process produces an edge-Hamiltonian path of G.
Finally, let us sketch how the above algorithm can be derandomized. The impor-
tant point of this analysis is that there exist at most 2k2 special edges for which we
hope to use distinct colors. Rather than coloring each type independently then, we
could color all affected hyperedges with colors from {1, . . . , 2k2}. It is now sufficient
to try a set of colorings such that any set of 2k2 hyperedges becomes colorful for some
coloring. As is standard in these situations, we can use a perfect hash function family
from {1, . . . , |E|} to {1, . . . , 2k2}. There exist such families with size 2O(k2) log |E|
[Alon et al., 1995, Schmidt and Siegel, 1990].
Of course, as a consequence of Theorem 4.4 we again get as a corollary that
parameterized Solitaire UNO is FPT.
Corollary 4.9. Solitaire UNO parameterized by the size of the smallest attribute
is FPT.
4.4 The Multiplayer UNO problem
In this section we study the uncooperative multiplayer version of the UNO game
which we call Multiplayer UNO. In this version of the problem, the UNO graph
generally translates to a directed p-partite graph G(V1 ∪ V2,∪ . . . ∪ Vp, E), where p
is the number of the players. Observe that edges in this graph exist only between
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consecutive parts in a cyclic way, i.e part Vi has directed edges only to part V(i+1) and
Vp back to V1 (in what follows, we will always consider player p + 1 to be player 1).
For the special case of p = 2, the graph is bipartite and undirected since two cards
u ∈ V1 and v ∈ V2 can be discarded either in the order u, v or in the order v, u.
One can easily observe that Multiplayer UNO is really similar with playing
Vertex Generalized Geography on the UNO graph. Vertex Generalized
Geography and Edge Generalized Geography are both proven to be PSPACE-
complete [Schaefer, 1978], even on bipartite or on planar graphs with in/out degrees
at most 2 and total degree at most 3 [Garey and Johnson, 1979, Lichtenstein and
Sipser, 1980]. In fact, Generalized Geography is one of the most common games
used for proving PSPACE-hardness for other games because of its nice structure (see
[Papadimitriou, 1994]).
The undirected variations of Generalized Geography are not as computa-
tionally hard as their directed counterparts. Undirected Vertex Generalized
Geography was proven to be in P. Undirected Edge Generalized Geogra-
phy remains PSPACE-complete, but its restriction to bipartite graphs was shown to
be in P. These results appear in [Fraenkel et al., 1993].
The fact that Generalized Geography is in P for undirected graphs implies
that 2-player uncooperative UNO is also in P [Demaine et al., 2014]1. Let us mention
here that UNO is a very rare case where the solitaire version is NP-complete but the
2-player game turns out to be tractable.
When p ≥ 3, the UNO graph becomes directed and one can exploit the hardness
of directed variants of Generalized Geography to prove that Multiplayer
UNO for 3 or more players is PSPACE-complete. Here, we provide a reduction from
the directed version of Edge Generalized Geography on a (directed) bipartite
graph, which is PSPACE-complete [Fraenkel et al., 1993]. Our proof follows similar
1In Demaine et al. [2010], the authors claimed a proof that the problem is PSPACE-complete.
This was corrected in the journal version of their paper [Demaine et al., 2014].
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ideas as the ones that appear in [Demaine et al., 2010].
Theorem 4.5. Multiplayer UNO for p ≥ 3 players even when cards have 2
attributes is PSPACE-complete.
Proof. We first need to prove that the problem belongs in the class PSPACE. This
is pretty straightforward if one considers the game tree of all possible configurations.
Since in every move one card is discarded and removed, the depth of the tree is
bounded by O(n · p), where n is the total number of cards. Also, for each node of the
game tree the number of choices is O(n). Thus, completing a search within the tree
requires can be done with the use of additional space polynomial in the size of the
input.
Regarding the hardness, we will proceed in two steps. First, starting from directed
Edge Generalized Geography on bipartite graphs we show that some p-player
variation of Edge Generalized Geography on p-partite graphs is PSPACE-hard.
Then we reduce the p-player Edge Generalized Geography to Multiplayer
UNO.
This intermediate variation of p-player Edge Generalized Geography is de-
fined in a similar way as the 2-player version as follows: there are p players (instead
of just 2) taking turns in a cyclic sequence 1, 2, . . . , p. The game graph is a p-partite
graph G(V1 ∪ V2 ∪ . . . ∪ Vp, E) where arcs in E exist only between successive parts,
in other words for every e = (u, v) ∈ E there exists some i ∈ {1, . . . , p} such that
u ∈ Vi and v ∈ Vi+1. The question asked once again is whether the first player can
avoid losing no matter what players 2, . . . p do.
In order to obtain the hardness of the intermediate p-player problem, all we need
to do given an instance of 2-player Edge Generalized Geography on a directed
bipartite graph G(V1∪V2, E), is to rename V1 to V ′1 and V2 to V ′p , and then subdivide
all the directed edges from V ′1 to V
′
p p−2 times in total. V ′2 , . . . , V ′p−1 shall contain the
vertices produced from this process (see figure 4.3). The starting vertex v ∈ V1 shall
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remain unchanged (v ∈ V ′1). In the constructed p-partite graph G′(V ′1 ∪ . . . ∪ V ′p , E ′),
the size of V ′i for every i 6= 1, p is equal to the number of arcs directed from V1 to V2
in E and players take turns playing a card from their corresponding part V ′i .
Figure 4.3: Reduction from 2-player to p-player Edge Generalized Geography.
Observe that in G′, players 2, . . . , p − 1 are really mute since their play is forced
by the decision of player 1: if player 1 has an available edge to play in G, then she can
still use this very same edge which is just subdivided in many parts in G′; if on the
other hand there is no available edge for player 1 in G then there will be no available
edge for her in G′ either. This argument suggests that a valid strategy for player 1
in G is also a valid strategy in G′ and vice versa.
To complete the proof, we need to reduce the new instance of p-player Edge
Generalized Geography to p-player UNO. This reduction follows very much the
one in the last section of [Demaine et al., 2010] for the uncooperative 2-player version.




i ∪ {1, . . . , p})× E ′. For each
directed edge (x, y), with x ∈ V ′i and y ∈ V ′i+1, we give player i the cards (x, (x, y))
and (y, (x, y)) and to all other players j 6= i the card (j, (x, y)). Also, if v ∈ V ′1 is
the starting node in the Edge Generalized Geography instance then we set
the starting UNO card to be (v, e), for some edge e 6∈ V ′1 × V ′2 . This completes the
construction.
The reason that the reduction works is essentially that an edge played by player
i in p-player Edge Generalized Geography corresponds to a round of UNO
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Figure 4.4: An edge played in Generalized Geography corresponds to a round
of UNO.
starting by player i and finishing again by player i and vice versa (see figure 4.4).
To explain this further, if at a given turn of player i in the Edge Generalized
Geography game she decides to play an edge (x, y), this can translate to discarding
the card (x, (x, y)) in the UNO instance. Of course, once this card is played then
player i+ 1 is forced to proceed with a card matching either in the first value x or in
the second (x, y). From the construction of the cards and the circular direction of the
edges in the Edge Generalized Geography instance, the fact that x belongs in
V ′i implies that only players i − 1 and i might possess cards with the first attribute
being x. Thus player i+ 1 is forced to continue with card (i+ 1, (x, y)), which forces
every other player j to continue with (j, (x, y)) until we reach player i’s turn again.
When forced moves are complete, player i must dispose her (y, (x, y)) card, allowing
now player i+ 1 to continue the game.
For the opposite direction, observe that, by the end of this round, player i + 1
would have already used her card (i + 1, (x, y)), so she needs to continue with some
card of the form (y, (y, z)) where z ∈ V ′i+2. Playing this card corresponds to playing
the edge (y, z) in the Edge Generalized Geography instance.
All that remains is to prove that player 1 starts by disposing of a card that
corresponds to an edge in E ′. Indeed, since the initial card in the UNO game is card
(v, e) (where v ∈ V ′1 and e 6∈ V ′1 × V ′2), player 1 has to discard a card of the form
(v, e′) which will correspond to playing edge e′ ∈ V ′1 × V ′2 of G′.
We just proved that Edge Generalized Geography and UNO games are
forced to proceed in similar manners. So if a player 1 has a way to elude defeat in the
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p-player Edge Generalized Geography, so she does in the p-player UNO game
and vice versa. Observe that for player 1 in either game, having a strategy means
that when her turn comes she will always have an available vertex (card respectively)
to play.
The argument presented above is essentially the same as the argument used by
Demaine et al. [2010]. This argument however does not work for 2 players. The
most important reason is that the directions in this game cannot be forced. In the
bipartite 2-player case, the “next player” and the “previous player” coincide; thus,
the argument that after player i plays card (x, (x, y)) player i+ 1 can’t possess a card
with the first attribute being x fails. Indeed, the game was later proven again by
Demaine et al. [2014] to be in P.
Last, observe that the p-player games Edge Generalized Geography and
Multiplayer UNO are defined in a way such that a coalition of players might
potentially affect the outcome. Indeed, the definition suggests that player 1 should
have a strategy no matter what other players do. However, in our proof, players
2, . . . p − 1 are mute in both games as their moves are entirely forced by player 1’s
choices. So our result might even hold for some other more realistic definition of
the game where players behave rationally. Defining such a behavior for multiplayer
combinatorial games is a very interesting open question (see for example [Hearn and
Demaine, 2009, Conclusions]).
4.5 Conclusions and open questions
In this chapter, we studied solitaire and multiplayer variations of the UNO game.
We first showed that Solitaire UNO where the cards have 2 attributes parameter-
ized by the number of different values of the smallest attribute size admits a cubic
kernel. We also showed that, even for the case of unbounded many attributes, the
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problem remains FPT again when parameterized by the number of different values of
the smallest attribute size.
Most importantly, the problem has graph-theoretical applications, since the UNO
problem turns out to be equivalent the Edge Hamiltonian Path problem on bi-
partite graphs and r-dimensional hypergraphs. Our results hold even if one considers
more general parameters for Edge Hamiltonian Path, such as the vertex cover
and the hitting set of the input (hyper)graph.
In regards to the r-attribute problem, one possible extension to consider is varia-
tions where a “match” of two cards is defined differently. We remind the reader that
in our definition, two cards match when they agree in all but one attribute value.
However, it is possible to define many other interesting variations if we alter this
definition. For example, it might be interesting to study the version where two cards
match when they agree in the majority of the values of their attributes.
Last, we studied the Multiplayer UNO problem and showed that the p-player
version with p ≥ 3 is PSPACE-complete even when the cards have only two attributes.
There are several interesting open questions one might consider for this problem. Re-
garding the version that we studied, the instance that we create in the hardness proof
of Section 4.4 uses cards where both attribute sizes are unbounded. It is interesting
to examine the case where the size of the smallest attribute is a fixed constant or a
parameter and see if the problem remains hard or becomes tractable.
Another potential variation to consider is Multiplayer UNO parameterized by
the number of rounds played. It can be shown that this problem is in XP by the trivial
algorithm that creates the game tree for all possible paths of length up to k with k
being the number of rounds (size O((n ·p)k)) and analyzing the outcome starting from
the leaves and working all the way to the root. One might possibly explore whether
there exists an FPT algorithm for this problem.
Finally, it might be interesting to define and study slightly more realistic variations
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of the game. For example, in the variation that we considered, the losing condition
is that a player doesn’t have any available matching cards to play during her turn.
However, this particular situation might actually correspond to a winning state in
the original game: the winner of the game is the first player to get rid of her cards,
and this player most certainly won’t have any available cards to play when her turn
comes again. Furthermore, in our definition we have completely disregarded the
draw pile of the original game. Last, the definition of the p-player game suggests
that players might be allowed to form coalitions. This assumption is also rather




In this chapter we study the computational complexity of the game of Scrabble.
We prove the PSPACE-completeness of a derandomized model of the game, answering
an open question of Demaine and Hearn [2008].
5.1 Introduction
Scrabbler is a board game played by two to four players. In this game, each
player takes turns drawing lettered tiles randomly out of an opaque bag and then
attempting to place those tiles on a common 15 × 15 board, forming words. Points
are awarded depending on the length of the formed words, the value of the letters
used and various bonuses found on the board, with the winner being the player who
has gathered the highest number of points at the end of the game.1
Having been invented in the US around the middle of the 20th century, Scrabble
is now one of the most popular and well-known board games in the world. Besides
the original English language version, Scrabble has been translated to dozens of other
languages, while more than one hundred million Scrabble sets have been sold world-
1For a fuller description of the board game of Scrabble see e.g. http://en.wikipedia.org/wiki/
Scrabble/
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wide.
Since Scrabble is such a successful game, it becomes a natural question to deter-
mine the computational complexity of finding an optimal play. Similar questions have
been answered for several popular 2-player board games, such as Chess [Storer, 1979],
Go [Lichtenstein and Sipser, 1980], or Othello [Iwata and Kasai, 1994], typically clas-
sifying their complexity as either PSPACE- or EXP-complete. However, unlike these
combinatorial games, chance plays a non-negligible part in a match of Scrabble, as
players don’t know in advance the order in which tiles will be drawn. Still, much
insight could be gained by investigating the complexity of a perfect-information ver-
sion of Scrabble, where the order in which tiles will be drawn is known beforehand.
In fact, this was listed as an open problem by Demaine and Hearn [2008]. This is
exactly the question we tackled in our coauthored work [Lampis, Mitsou, and So ltys,
2012]. We showed that a derandomized version of Scrabble is PSPACE-complete.
This result on its own is probably not surprising, since most interesting board
games are at least PSPACE-hard, and Scrabble is trivially in PSPACE from the fact
that tiles cannot be removed from the board once they are placed. In addition to
settling the complexity question though, we went about trying to understand what
exactly makes the problem hard.
Informally, at any given round a Scrabble player is confronted with two tasks:
deciding which word to form and deciding where to place it on the board. Though
the tasks are not independent, since the formed word must be using some tiles already
on the board, they are conceptually different and the hardness of the game could stem
from either one. Put another way, it could be the case that deciding which word is
best to play is easy if there is only one possible position where a word can be placed,
or that deciding where to place the next word is easy if only one word can be made
with the available tiles.
In fact, we presented two different hardness proofs arguing that both of these tasks
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are hard. In one reduction, the players are essentially given appropriate tiles so that
they only have one possible word to play in each round, with a choice of two places
to place it. In the other, players are essentially forced to play in a specific place on
the board, but are able to choose between two different words. In both cases, the
problem of deciding optimal play still turned out to be PSPACE-complete. Along the
way, we showed that even a single-player version of the game, where one player tries
to place all tiles, is NP-complete in both cases. Thus, we established that during the
course of a game, Scrabble players need to perform not one, but two computationally
hard tasks, which is probably the reason why Scrabble is so much fun to play.
The rest of the chapter is divided as follows: In section 5.2 we present the model
of the game that we studied and define it formally. In section 5.3, we prove that
Scrabble is hard due to ability of players to place their formed word in more than
one places. In section 5.4 we prove the hardness of Scrabble due to the ability
of the players to form more than one words using the same letters. Finally, in sec-
tion 5.5, we give some conclusions and present some interesting questions for further
investigation.
5.2 Our model of Scrabble - Definitions
Informally, the question we are trying to answer is the following: given a Scrabble
position, how hard is it to determine the best playing strategy? As mentioned, we
will tackle this problem in a perfect information setting, where the contents of the
bag and the order in which they are drawn are known in advance to both players
(and therefore both players know each other’s letters).
Moreover, since Scrabble is a finite game, in order to study its computational
complexity we need to consider some unbounded generalization. The most natural
way to go forward is to consider the game played on an n× n board. In addition, we
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assume that the bag initially contains a number of tiles that depends on n, since the
restriction of the game where the bag contains a fixed number of tiles will yield at
most a polynomial number of possible configurations, putting the problem trivially
in P.
Beyond the size of the board and the number of letters in the bag, we need to
define an alphabet, a set of acceptable words (dictionary) and a rack size which will
determine how many letters each player has in hand. All of these can be allowed
to depend on the input, but since we are interested in proving hardness results we
are happier when we can establish them even if those parameters are fixed constants.
In fact, in Theorem 5.2 we prove that Scrabble is PSPACE-hard even with these
restrictions, at the cost of making the reduction a little technical.
We will deal with a plain version of the game, where all letters have the same
value and there are no premium positions on the board (clearly, the more general
case with multiple values and possible premiums is harder). Also, for the most part
we will assume that players are not allowed to exchange tiles or pass. Nevertheless,
we will give arguments after Theorem 5.2 explaining why allowing players to pass
does not affect our results.
Let us now give a more formal definition of the problem:
Definition 5.1. We define a Scrabble game S to be an ordered quadruple (Σ,∆, k,
π0) where: Σ is a finite alphabet, ∆ ⊂ Σ∗ is a finite dictionary, k ∈ IN+ is the size of
the rack and π0 is the initial position of the game, defined as below.
Definition 5.2. A position π in a scrabble game is an ordered septuple (B, σ, p, r1,
r2, s1, s2), where B ∈ Mn×n(Σ) is the board, σ ∈ Σ∗ is a sequence of lettered tiles
called the bag, p ∈ {1, 2} is the number of the active player, ri -where i ∈ {1, 2}- are
multisets with symbols from Σ denoting the contents of the rack of the first and the
second player respectively and si ∈ IN, -where i ∈ {1, 2}- are the scores of the first
and the second player respectively.
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Definition 5.3. A play Π = π1 . . . πl is a sequence of positions such that, for all i,
πi+1 is attainable from πi by the active player by forming a proper play on the board.
A proper play uses any number of the player’s tiles from the rack to form a single
continuous word (main word) on the board, reading either left-to-right or top-to-
bottom. The main word must either use the letters of one or more previously played
words, or else have at least one of its tiles horizontally or vertically adjacent to an
already played word. If words other than the main word are newly formed by the
play, they are scored as well, and are subject to the same criteria for acceptability.
All the words thus formed must belong to the dictionary. After forming a proper
play, the sum of the lengths of all words formed is added to the active player’s points,
letters used are removed from the player’s rack and the rack is refilled up to k letters
(or less, if |σi| < k) with the appropriate number of letters forming the prefix of σi.
Definition 5.4. A play Π = π1 . . . πl is finished if the player who is about to make
a move is unable to form a proper play, or if σl = ε (i.e. the bag is empty). The
winner of a finished play is the player with the greater number of points (draws are
possible).
We will establish PSPACE-hardness via two reductions from 3-CNF-QBF, the
problem of deciding whether a quantified boolean CNF formula is true. 3-CNF-
QBF is the variation of satisfiability which is complete for the class PSPACE. It can
be viewed as a two player game where players take turns setting truth values of the
variables used in a formula φ interchangeably. If φ is satisfied then player 1 wins, else
player 2 wins.
3-CNF-QBF:
Input: A first order formula ∃x1∀x2∃x3 . . . ∀xnφ(x1, x2, x3, . . . xn), where the
propositional formula φ is written in CNF and has m clauses, each clause con-
taining 3 literals.
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Rules: Players 1 and 2 set truth values to variables of φ. Player 1 sets truth
values to existentially quantified variables, whereas player 2 sets truth values to
universally quantified variables.
Question: Does there exist a strategy for player 1 to make φ satisfiable?
We are also interested in the variation of the game where there is only one player
who tries to place all the tiles on the board, which we call Scrabble-Solitaire.
Essentially the same constructions we present can also establish NP-hardness for
Scrabble-Solitaire if one begins the reduction from 3-CNF-SAT. The 3-CNF-
SAT problem is defined as follows.
3-CNF-SAT:
Input: A propositional formula written in CNF that contains n variables and
m clauses, where each clause contains at most 3 literals.
Question: Does there exist an assignment of truth values to the variables such
that all the clauses of are satisfied?
5.3 Hardness due to placement of the words
In this section we present the first reduction, which shows that Scrabble is hard
because players have a choice on where to position a formed word, even when there
is essentially a unique word to form.2
We will first prove that the one-player version Scrabble-Solitaire is NP-
complete. PSPACE-completeness of Scrabble follows with slight modifications.
Lemma 5.5. Scrabble-Solitaire is NP-complete.
2In this section, we prove hardness of a version of Scrabble with an unbounded size alphabet.
In section 5.4, we prove the hardness of the natural variant of derandomized Scrabble, where the
alphabet, word, rack and dictionary sizes are constants.
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Proof. Proving that the problem is in NP is straightforward. To establish the NP-
hardness of Scrabble-Solitaire, we will construct a reduction to this problem from
3-CNF-SAT. Given 3-CNF propositional formula φ with n variables x1, x2, . . . , xn
and m clauses, we construct in polynomial time a polynomial-sized Scrabble-Solitaire
game S, such that φ is satisfiable iff S is solvable.
The general idea of the proof is as follows. We will create gadgets associated to
variables, where the player will assign values to these variables. We will ensure that
the state of the game after the value-assigning phase completes, will correspond to
a consistent valuation. Then the player will proceed to the testing phase, when for
each clause she will have to choose one literal from this clause, which should be true
according to the gadget of the respective variable. If she cannot find such a literal, she
will be unable to complete a move. Thus we will obtain an immediate correspondence
between the satisfiability of the formula and the outcome of the game.
The gadget for variable xi is shown in Figure 5.1. The construction of the dic-
tionary and the sequence in the bag will ensure that at some point during the value-
assigning, the only way for the player to move on is to form a word like in Figure 5.2a
or to form a horizontally symmetrical arrangement (Figure 5.2b).
During the test phase, for each clause ci = (l1∨ l2∨ l3) in every play there will be a
position, when the player will be obliged to choose one of the literals from the clause,
in whose gadget she will try to play a word. She will be able to form a word there
iff the value of the corresponding variable, which has been set in the earlier phase,
agrees with the literal (see Figure 5.3).
Let us describe the game more formally. The alphabet Σ of S will contain:
• a symbol xi for every variable xi;
• a symbol cij (c¬ij ), for every positive (negative) appearance of variable i in the
clause j;
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Figure 5.1: A gadget corresponding to the variable xi.
• auxiliary symbols: $, #, ∗ and @.
Let r be such that no literal appears in more than r clauses. The rack size will
be k = 2r.
The dictionary ∆ will contain the following words:
• the words @xixi$2r−1 and $2r−1xixi@ for every variable xi,






j ∗2r−3, for every permutation (a, b, c) of the indices
of the literals appearing in the clause cj.
• We also add all the dummy words appearing initially on the board due to the
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(a) xi set to false. (b) xi set to true.
Figure 5.2: Variable xi with an assigned value.
construction of the variable gadgets. For variable xi we add the following words:
– #2(r+pi+qi)+3, where pi, qi denote the number of the positive and negative















#)#, with ju : u = 1, . . . , pi indicating the
positive appearances of xi in φ and kv : v = 1, . . . , qi the negative, and
– @c
(¬)i
j , for all clauses that xi appears in.
The sequence in the bag σ will be a concatenation of the following:
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The period when at least one of the letters xi are still on the rack will be called
the value-assigning phase. The following time period will be called the satisfaction
phase.
We can now prove the following facts.
Fact 5.6. The player has always to empty her rack in order to perform a proper play.
Proof. Let us notice that as long as the contents of the player’s rack consist only
of the symbols {xi, $} or {c(¬)ij , ∗}, the only possible word which can be formed has
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length 2r+2, since the @ characters are unusable. Thus, in the value-assigning phase
players must use all their racks and two letters from the board to form words.
Fact 5.7. During the value-assigning phase, at each turn the player performs an
action that is in our setting equivalent to a correct valuation of a variable, as shown
in Figure 5.2.
Proof. From the previous fact we gather that during each round in the value-assigning
phase, the contents of the player’s rack are {xi} ∪ {$}2r−1 for some i. A simple case
by case analysis shows that the player can form a word from these letters only in one
of the two ways shown in Figure 5.2.
Fact 5.8. During the test phase, at each turn the player’s actions are equivalent to
checking whether a clause, that had not been checked before, is satisfied by a literal of
the player’s choice, as shown in Figure 5.3.
Proof. Based on the previous two facts we know that during each round in the sat-




j } ∪ {∗}2r−3 for
a, b and c being the indices of the literals appearing in clause j. One can easily see
that the player can form a legal word from these letters only by extending one of the
3 words @c
(¬)v
j , v ∈ {a, b, c}, by arranging her symbols in a permutation (a′, b′, c′)
where v = a′.
The player can choose any of such permutations, which means she can choose the
literal, in whose gadget she will play the word. A simple analysis shows that the
player can play this word in that position iff the valuation of the variable agrees with
the chosen literal (i. e. if the chosen literal reads ¬xj, then xj must have been set to
false etc.).
The above facts imply that the game correctly simulates assigning some valuation
to a 3-CNF formula and checking whether it is satisfied. It is easy to check that the
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size instance of the Scrabble solitaire game obtained by the reduction is polynomial
in terms of the size of the input formula and that the instance can be computed in
polynomial time. We have thus shown that Scrabble-Solitaire is NP-complete.
To prove the PSPACE-completeness of Scrabble it suffices to notice that the
above reduction from 3-CNF-SAT to Scrabble-Solitaire can translate to the
analogous reduction from 3-CNF-QBF. A detailed proof follows.
Theorem 5.1. Scrabble is PSPACE-Complete.
Proof. Given is a first order formula ∃x1∀x2 . . . φ, with n variables and m clauses.
We can assume that n is even. If it is not, we just add in φ a new dummy clause in
which a new variable xn+1 will appear both positive and negated.
We first create a propositional formula φ′ by duplicating all clauses from φ. Ob-
serve that the new instance of 3-CNF-QBF ∃x1∀x2 . . . φ′ is equivalent to the original.
It is easy to reduce the new instance of 3-CNF-QBF to a game of Scrabble
S. The alphabet Σ, the dictionary ∆, the rack size k, the board construction B are
defined in the same way as in proof of lemma 5.5. The bag sequence σ is again defined
almost identically apart from the addition of the symbol @ in the very end of it. The
scores are s1 = s2 − 1 (i.e. player 2 has a lead of 1 point) and it is first player’s turn.
The two players are going to play the normal game of Scrabble (starting by player
1) in a board obtained if we apply the previous construction to the duplicated formula.
It is easy to observe that, while the number of variable gadgets is the same, their sizes
are doubled since each literal appears in twice as many clauses as in φ.
In the assignment phase, the two players will assign truth values to the variables
x1, x2, . . . , xn interchangeably. Since n is even, player 2 is the last player to put an
assignment word on the board, leaving player 1 to begin phase 2.
For the satisfaction part, observe that, for every clause cu there is an identical
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clause c′u. If there is a literal li that satisfies cu then li also satisfies c
′
u. That means
that player 2 cannot be left without an available word to play since she can always
match player 1’s placement.
If the formula is satisfiable then the bag will eventually empty and the last player
to place a word will be player 1, using the symbol @ to create a two-letter word. In
this case player 1 wins with s1 = s2 + 1.
On the other hand, if the formula is not satisfiable, then the last player to place a
word will be player two, leaving the score s1 = s2−1 and making player 2 the winner
of the game.
5.4 Hardness due to formation of the words
In this section we present the second reduction, where the hardness stems from
the fact that there are more than one words to form (despite that there is essentially
a unique place to position them on the board). Furthermore, we will optimize this
reduction so that it works even for constant-size Σ,∆ and k.
Theorem 5.2. Scrabble is PSPACE-complete even when restricted to instances
with constant-size alphabet, dictionary and rack.
Proof. We will proceed in steps. In section 5.4.1, we simply sketch the high-level
idea, which consists of a board construction that divides play into two phases, the
assignment and the satisfaction phase. Then, in sections 5.4.2, 5.4.3, and 5.4.4, we
present in full a slightly simplified version of our construction which uses a constant-
size Σ and ∆ but unbounded k. Finally, in section 5.4.5, we give the necessary
modifications to remove words of unbounded length from the dictionary and obtain
a reduction where k is also constant.
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Figure 5.4: A high level of the game.
5.4.1 Construction sketch
Our reduction is from 3-CNF-QBF. Suppose that we have a 3-CNF-QBF formula
∃x1∀x2∃x3 . . . φ with n variables x1, x2, . . . , xn, where φ has m clauses c1, c2, . . . , cm.
We create an instance of (Σ,∆, k, π)-Scrabble, as follows.
The board will be separated in n roughly horizontal segments which correspond
to variables and m vertical segments which correspond to clauses (see figure 5.4).
Play will be divided into two phases: the assignment phase and the satisfaction
phase. In the first phase, the two players will play within the horizontal segments
placing words that encode the truth values of the variables of the formula (hence,
mostly the letters T and F are used in this phase). With appropriately placed walls
we keep the players on track in this phase making sure that each player, during her
turn, has only one available position to place a word (but possibly two available words
to place if it is her turn to decide on a variable’s truth value).
For the second phase, the players place words in the vertical segments. Here, we
have encoded the structure of the formula by placing a different character on the
intersection of two segments depending on whether the corresponding literal appears
in that clause. The first player is always forced to play a word in these intersections
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and she is only able to do so till the end if and only if the chosen truth assignment
satisfies all clauses.
5.4.2 The initial position
Figure 5.5: An abstract view of the board.
Let us now describe the game more formally. We create a (Σ,∆, k, π) game of
Scrabble, where the alphabet Σ = {#, *, $, A, B, S, T, F, 0, 1, 2, @}, the rack
size k is an odd number depending on m (particularly k = 10m + 5), ∆ is shown in





2 S, F (TF )
k−1
2 S, S(FT )
k−1
2 F,
The literal played has value True.
F (TF )
k−3





2 S, T (FT )
k−1
2 S, S(TF )
k−1
2 T,
The literal played has value False.
T (FT )
k−3
2 STFTF, T (FT )
k−3
2 SFTFT
#AT, #AF First player’s turn to assign truth value;
#BS Second player’s turn to assign truth value;
$$, **, #A, #B, #c, for c ≤ 2k
Wall word
#5Q#9Q#9Q#5, for Q ∈ {$,*}
0**, 1**, 2**, 0$$, 1$$, 2$$ Word formed during satisfaction phase.
0**1T20, 0$$1T20, 0$$1F20 No unsatisfied literals in the clause so far.
1**2T01, 1$$2T01,
One unsatisfied literal in the clause so far.
1$$2F01, 0**2F01
2**0T12, 2$$0T12,
Two unsatisfied literals in the clause so far.
2$$0F12, 1**0F12
0120, 1201, 2012 Symbols’ 0, 1, 2 order preserving words.
Table 5.1: The Dictionary ∆. All valid words appear as regular expressions, together
with their definitions. Synonyms are grouped together.
table 5.1 and the initial position π is described below.
For the following descriptions refer to figure 5.4 (or for a more detailed but still
abstract preview to figure 5.5).
The initial board B consists mainly of words containing the dummy symbol #.
We use these words to build walls inside the board that will restrict the players’
available choices.
There is also a symbol S initially placed on the board. This indicates the starting
point, where the first player is going to put her first word.
On the left side of the board, attached on the wall, there are several appearances
of the symbols A and B (shown in blue). These symbols indicate whether it is the
first or the second player’s turn to choose truth assignment (player 1 assigns values
to the variables x2i+1 whereas player 2 to the variables x2i for every i = bn2 c).
Last, we need to construct the clauses. For every clause there is a corresponding
column as shown in the figure. We place the symbols $ and * in the intersections with
literals (horizontal lines) in order to indicate which literals appear in the particular
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clause (if a literal appears in the clause we put a * whereas if it doesn’t we put a $).
In figure 5.5, c1 = (x1 ∨ ¬x2 ∨ ¬x3).
In the initial position π of the game we also have:







(012)s@2k−6A, where a (= 4n − 2) is the number of turns
played during the assignment phase and s (= 40
3
m2n) the number of turns played
during the satisfaction phase (see sections 5.4.3 and 5.4.4);
• Player 2 has a lead of 1 point and it is first player’s turn.
5.4.3 Assignment phase
Figure 5.6: The assignment phase.
In the first phase of the game (the assignment phase, see figure 5.6), players will
repeatedly draw the following letters: k−1
2
pairs (T,F ) and a single S. The only words
that they can form with these symbols are the assignment words from ∆ (given in
the first two lines in the dictionary of table 5.1). These words have length k + 1, so
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in order to play them, one of the symbols should already be on the board in the same
line as the word placement and the players have to empty their racks completely.
The major concern here is the assignment. We say that a word assigns the value
True (resp. False) to a variable if the intersection of the positive literal’s line with
the clauses columns contain the symbol T (resp. F ). Player 1 plays first and has to
choose among two possible proper plays, one that assigns the value True to x1 and
one the value False.
Observe that player 1 is always forced to play horizontally whereas player 2 only
plays vertically. To avoid having only player 1 choose the assignment, we use the
symbols A, B and S, (attached to the left wall) (see figure 5.5). The place where
player 2 is going put the S symbol that holds in her rack when she plays her vertical
word on the left side of the board specifies which player’s turn is to choose the truth
value of the next variable. The symbol S indicates that the player has the choice
to continue either with (TF ) or with (FT ), choosing thus the assignment. Now,
symbol B enforces only an S attached to it (forming the valid word #BS), which
gives player 2 the ability to reset the assignment by using one of the reset words (last
item on the first two lines of the dictionary). On the other hand, symbol A enforces
a T or F symbol attached next to it (forming one of the valid words #AT, #AF ),
which leaves symbol S at the end of the played word and thus giving player 1 the
chance to choose among two possible proper plays, determining the truth value of the
new variable (see figure 5.6).
Once the assignment is fixed, players’ unique choices are predetermined by the
current position of the board and the dictionary. The amount of points that the two
players gain after this phase is identical and equal to 2n(2k+ 5) (there are 2n zigzags
and each player constructs two (k + 1)-letter long words and one 3-letter long word
in each).
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Figure 5.7: The satisfaction phase.
5.4.4 Satisfaction phase
For this section, refer to figure 5.7.
After the assignment phase, the bag begins with a long string of the symbols 0,
1, 2. Satisfaction is realized by forming satisfaction words (the last four lines in the
dictionary). A clause is considered satisfied when the corresponding vertical segment
is fully filled with words.
The most crucial step of the satisfaction phase is the placement of the words that
intersect with literals. The numbers 0, 1, 2 indicate the number of false literals the
clause currently has. The combination of {*, $}, {T, F} and {0, 1, 2} gives a unique
vertical proper word to play in the intersection of a literal (horizontal) segment with
the clause (vertical) segment. The ending symbol of the played word is the number of
false literals we have seen in the clause so far. The combination {num, *, F} (where
num = 0, 1,or 2 ) is important, because it forms the word num** . . .F . . .num+1
which is the only one that increases num (the clause contains a false literal).
The words which contain only the symbols 0, 1, 2 preserve the order of their
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appearance and by doing so enforce the appropriate number to begin the next inter-
section word.
Starting with literal x1, the two players fill in words interchangeably, beginning
with player 1 who plays vertically. Observe that the only way that a player won’t be
able to place a word is to be faced with the combination {2,*,*, F} in an intersection
(third false literal in the clause).
Notice that player 2 doesn’t really have an incentive to play vertically because
the number of points acquired if she plays vertically is equal to the number of points
if she plays horizontally and equal to 4l
2
+ 3 = 2l + 3, where l = s
2nm
is the number
of turns played inside a literal segment (the additive term in the score comes in the
vertical play case from the 7-letter long word played during the first turn and in the
horizontal play case from the additional 3-letter long word which is formed during
the last turn). Thus we can assume wlog that player 1 plays vertically and player 2
horizontally, and, despite that during the game there will be several possible proper
plays, the final score after the satisfaction phase is independent of players’ choices.
We argue now that if there is a satisfying assignment for the first order formula
then player 1 wins, else player 2 wins.
The key point in this proof is that player 2 “matches” player 1’s moves throughout
the duration of the whole game. Since player 2 starts with an 1-point lead, she will
continue to have the lead after the end of the satisfaction phase.
If there is a satisfying assignment, then, by the end of the game, player 1 shall
get the last symbol in the bag which is an A and form an additional 3-letter long
word (#AT, or #AF ), which will make him the winner of the game with score
s1 = s2 + 2.
On the other hand, if there is no satisfying assignment the two players will have at
least one set of 0,1,2 on their hands and probably some copies of the useless symbol
@ which doesn’t form any words, so player 1 is not going to get the symbol A from
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the bag. Player 2 is the last player to place a word on the board. This makes him
the winner of the game with s2 = s1 + 1.
Let us also point out that the assumption that players cannot pass does not affect
our arguments. Indeed, at any point when it’s a player’s turn to play, that player is
behind in the score. If she chooses to pass, the other player may also pass. Repeating
this a second time ends the game, according to standard Scrabble rules. Thus, if the
current player has a winning strategy it must be one where she never chooses to pass.
5.4.5 Constant rack and word size
In order for the proof to work for constant size words and rack, we need to break
the long assignment words into constant size ones and zig-zag through the clauses
(see figure 5.8). Once we reduce the size of the words to a constant, an unbounded
size rack is unnecessary. In fact the rack has to be smaller than the maximum word
size by one symbol.
Observe that the length of the assignment word should be equal to the height of
the clause segments between a negative literal and its next positive. This distance
is 4 mod 6. Also, the word has to be longer than the width of the clause segments
(which is 11). Setting the word size equal to 16 (k = 15), satisfies both requirements.
Careful counting arguments fix the zig-zaging between a positive and a negative literal
(see figure 5.8).
We change the board construction to adopt the modifications:
• We build walls all around the board to force the aforementioned zig-zaging
pattern. The walls too have to consist of constant size parts (the wall is part of
the dictionary).
• Last, we need to place one A or B symbol in every horizontal or vertical section,
so that we force the players to put their S in the beginning or the end of their
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Figure 5.8: Modifications for fixed size words and rack.
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played word (forcing thus the assignment throughout variable segments) and
also to make sure that the players will gain an equal amount of points (= k+3)
on every turn.
The rest of the proof follows the ideas of the proof for arbitrary size rack and
words.
5.5 Conclusions and open questions
We have established the PSPACE-hardness of (deterministic) Scrabble in two dif-
ferent ways. The main ingredients for our two proofs are the possibility of placing
words in many places in the first, and the possibility of forming several different words
in the second. We have also established that hardness remains even when all relevant
parameters are small constants.
Several interesting further questions can be posed in the same vein. Are the
constants we have used optimal? What is the minimum-size alphabet or dictionary
for which the problem is still PSPACE-hard? In particular, does the problem become
tractable when the alphabet contains just one letter, or is the complexity of placing
the tiles on the board enough to make the problem hard?
Another interesting question was posed by Demaine and Hearn [2008]: is there
a polynomial-time algorithm to determine the move that would maximize the score
achieved in this round? Of course, in the case of a bounded-size rack the problem is
immediately in P, but deciding how to place n letters on the board optimally could
be a much harder problem.
Chapter 6
Epilogue
In this thesis, we studied the computational complexity of generalizations of four
different games and puzzles: the wolf-goat-cabbage river crossing puzzle, the card
game of SET, the card game of UNO, and the board game of Scrabble. Interestingly,
most of these games display immediate connections with well-known combinatorial
problems, such as the Vertex Cover, Perfect Multi-Dimensional Matching,
Set Packing, Independent Edge Dominating Set, and Edge Hamiltonian
Path problems. We exploited these connections in two directions:
• by using known complexity results regarding the problems, we were able to show
complexity results for the games;
• inspired by the games, we identified potentially interesting variations of the
problems and gave complexity results for those.
Of course, there is still a number of open questions for each of these particular
games, some of which we have included in the end of each individual chapter. How-
ever, there is also the more general issue of the future directions of the field of game
complexity as a whole, which we try to explain below.
One obvious research direction is to study additional games the complexity of
which has not been determined yet. There is of course a wealth of problems that have
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already been studied (for an extensive list see [Hearn and Demaine, 2009, Appendix
A]). However this can by no means be a complete one since there is a limitless source
of games to study, as new ones are invented continually.
One can particularly try to focus on games that have theoretical applications,
meaning that they have obvious relations to one or more standard combinatorial
problems. The gain of focusing our research efforts on such games can be two-fold,
as research on the game will progress research on the problem and vice versa: results
on the complexity of the game will immediately apply to the particular version of
the problem that it relates and results on the problem can be borrowed in order to
analyse the complexity of the game.
Last but not least, one important direction to consider is the design of a more
realistic framework for the study of non-combinatorial games. Many famous games
fail the definition of a ‘game’ as described in [Conway et al., 1982, Chap. 1 - extras],
and some of our games do as well. Aspects that make a game non-combinatorial
include chance moves, partial information, many players, simultaneous play, infinity,
etc.
In this thesis, when dealing with a game that exhibits one or more of the above
properties, we generally sticked to the convention that we need to remove them from
our model. However, some of these aspects are essential ingredients of the games. It
would be interesting to examine different models of the games where these aspects
are taken into account. Below, we mention some tools that might prove useful if
one tries to pursue the said direction. Chance could possibly be dealt with by using
tools from online algorithms theory, as well as the theory of stochastic games; partial
information and many players are properties mostly considered by classical economic
game theory; infinite games (like for example parity games) have also been studied
extensively in the past. Last, one possible way to deal with simultaneous play might
be to use tools from asynchronous algorithms.
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