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Abstract
We consider a dissipative version of the modified Korteweg–de Vries equation ut + uxxx − uxx +
(u3)x = 0. We prove global well-posedness results on the associated Cauchy problem in the Sobolev spaces
Hs(R) for s > −1/4 while for s < −1/2 we prove some ill-posedness issues.
© 2007 Elsevier Inc. All rights reserved.
MSC: 35Q53; 35G25
1. Introduction
In the last decade, Bourgain in [2] developed a new method to study the Cauchy problem for
nonlinear dispersive equations. This method was successfully applied to the Schrödinger, KdV as
well as wave equation and the others. One of the curiosity of this method is to use special Fourier
transform restriction spaces strongly related to the symbol of the linear equation. Now these
spaces are called Bourgain spaces while the method is called Fourier restriction norm method.
Recently, Molinet and Ribaud consider the Cauchy problem associated with the Korteweg–
de Vries–Burgers equation
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ut + uxxx − uxx + uux = 0, t ∈ R+, x ∈ R,
u(0) = ϕ. (1)
Equation (1) has been derived as a model for the propagation of weakly nonlinear dispersive long
waves in some physical contexts when dissipative effects occur (see [10]).
In [7], Molinet and Ribaud proved the global well-posedness of (1) for data in Hs(R),
s > − 34 − 124 . The surprising part of this result is that the index s = − 34 − 124 is lower than the
best known index s = −3/4 obtained by Kenig, Ponce and Vega in [6] for the KdV equation and
lower than the index s = −1/2 of the critical Sobolev space for the dissipative Burgers equation
ut − uxx + uux = 0 (see [1,3,4]). In [8], Molinet and Ribaud improved this result by introducing
a new Bourgain type space and working in the space. They showed that (1) is globally well-posed
in Hs(R) for s > −1 and in some sense ill-posed in Hs(R) for s < −1.
The main purpose of this paper is to consider analogous results for the modified Korteweg–
de Vries equation with a dissipative term. We consider the Cauchy problem for the following
dissipative version of the mKdV equation on the real line
{





= 0, t ∈ R+,
u(0) = ϕ. (2)
Following the ideas used by Molinet and Ribaud, we prove that Eq. (2) is globally well-posed
in Hs(R) for s > −1/4 and ill-posed in some sense for s < −1/2. The difference is that we
need to prove a trilinear estimate instead of bilinear estimate involving Bourgain spaces in order
to prove the local existence of the associated integral equation. It is worth pointing out that the
index s = −1/4 is lower than the best known index s = 1/4 obtained by Kenig, Ponce and Vega
in [6] for the mKdV equation and lower than the index s = 0 for the following parabolic equation
ut −uxx + (u3)x = 0 obtained by Molinet, Ribaud and Youssfi in [9]. But there is a gap between
well-posedness index s > −1/4 and ill posedness index s < −1/2. We do not know which index
is not optimal.
1.1. Notations
For x, y ∈ R, x  y means that there exists C > 0 such that x  Cy, and if C > 100, we will
use the notation x  y. x ∼ y means that there exist C1,C2 > 0 such that C1|x| |y| C2|x|.
For a Banach space X, we denote by ‖ · ‖X the norm in X. We will use the Sobolev spaces
Hs(R) equipped with the norms ‖u‖Hs = ‖(1 −)s/2u‖L2 . We also consider the corresponding






〈ξ 〉2s〈τ 〉2b∣∣uˆ(ξ, τ )∣∣2 dξ dτ, (3)
where 〈·〉 = (1 + | · |2)1/2.
Let U(·) be the unitary group in Hs(R), s ∈ R, which defined the free evolution of the mKdV
equation, i.e.
U(t) = exp(itP (Dx)), (4)
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is i(τ − ξ3) + ξ2, by analogy with the spaces introduced by Bourgain for purely dispersive
equations, Molinet and Ribaud [8] introduced the function space Xs,b endowed with the norm
‖u‖Xs,b =




∥∥〈∣∣τ − ξ3∣∣+ ξ2〉b〈ξ 〉s uˆ∥∥
L2(R2). (6)







{‖w‖Xs,b , w(t) = u(t) on [0, T ]}.
Finally we denote by W(·) the semigroup associated with the free evolution of Eq. (2), i.e.




(ξ) = exp[−tξ2 + itξ3]ϕˆ(ξ),
and we extend W(·) to a linear operator defined on the whole real axis by setting




(ξ) = exp[−|t |ξ2 + itξ3]ϕˆ(ξ). (7)
1.2. Main results
We will mainly work on the integral formulation of (2), i.e.
u(t) = W(t)ϕ −
t∫
0




dt ′, t  0. (8)
Actually, to prove the local existence result, we shall apply a fixed point argument to the follow-














where t ∈ R and, in the sequel of this paper, ψ is a time cut-off function satisfying
ψ ∈ C∞0 (R), suppψ ⊂ [−2,2], ψ ≡ 1 on [−1,1],
and ψT (·) = ψ(·/T ). Indeed, if u solves (9) then u is a solution of (8) on [0, T ], T < 1.
Let us first state our global well-posedness result on the real line.
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ZT = C
([0, T ],H s)∩ Xs,1/2T . (10)
Moreover the map ϕ → u is smooth from Hs(R) to ZT and u belongs to C((0,+∞),H∞(R)).
We also consider ill-posedness issue and obtain the following result.
Theorem 2. Let s < −1/2. Then there does not exist any T > 0 such that (8) admits a unique
local solution defined on the interval [0, T ] and such that the flow-map
ϕ → u(t), t ∈ [0, T ],
is C3 differentiable at zero from Hs(R) to C([0, T ],H s(R)).
This paper is organized as follows. In Section 2 we derive a trilinear estimate for the nonlinear
term ∂x(u3). By using the trilinear estimate we finish the proof of Theorem 1 in Section 3 while
Section 4 is devoted to the proof of the ill-posedness result.
2. A trilinear estimate
In this section we derive the trilinear estimate needed to obtain the local existence result.
Lemma 1. Given s ∈ (−1/4,0], there exist C,μ, δ > 0 such that for any triple (u, v,w) ∈ Xs,1/2
with compact support in [−T ,T ]
∥∥∂x(uvw)∥∥Xs,−1/2+δ  CT μ‖u‖Xs,1/2‖v‖Xs,1/2‖w‖Xs,1/2 . (11)
The following lemma is a direct consequence of Lemma 1 together with the triangle inequality
∀s  s+c , 〈ξ 〉s  〈ξ 〉s
+
c 〈ξ1〉s−s+c + 〈ξ 〉s+c 〈ξ2〉s−s+c + 〈ξ 〉s+c 〈ξ − ξ1 − ξ2〉s−s+c . (12)
Lemma 2. Given s+c ∈ (−1/4,0], there exist C,μ, δ > 0 such that for any s  s+c and any triple
(u, v,w) ∈ Xs,1/2 with compact support in [−T ,T ]












To prove Lemma 1 we proceed by duality. The following lemma contains elementary calculus
inequalities, which will provide the main tool in the proof. The key ingredient to prove the lemma
is the following algebraic smoothing relation:
max
(|σ |, |σ1|, |σ2|, |σ3|) |ξ − ξ1||ξ − ξ2||ξ − ξ3| (14)
= |ξ1 + ξ2||ξ1 + ξ3||ξ2 + ξ3|, (15)
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ξ = ξ1 + ξ2 + ξ3, τ = τ1 + τ2 + τ3, ξi, τi ∈ R, i = 1,2,3,
and
σ = τ − ξ3, σi = τi − ξ3i , i = 1,2,3.
Lemma 3. For any fixed  > 0 small enough, there exists C > 0 such that for ∀|ξ1| 1,
I = 〈ξ1〉
1/2−2
〈iσ1 + ξ21 〉
∫
A
〈ξ2〉1/2−2〈ξ3〉1/2−2 |ξ |2〈ξ 〉−1/2+2
〈iσ + ξ2〉1−δ〈iσ2 + ξ22 〉〈iσ3 + ξ23 〉
dξ dξ2 dτ dτ2
 C,
where
A = A(ξ1, τ1) =
{
(ξ, ξ2, τ, τ2) ∈ R4; |ξ1|max
(|ξ2|, |ξ3|), ξ = ξ1 + ξ2 + ξ3},
and 0 < δ   .
Proof. Since ξ2 and ξ3 play the same role, we can assume |ξ2| |ξ3|. We will estimate the inte-
gral in four cases: |ξ1|  |ξ2|  |ξ3|, |ξ1|  |ξ2| ∼ |ξ3|, |ξ1| ∼ |ξ2|  |ξ3| and |ξ1| ∼ |ξ2| ∼ |ξ3|.
• The first case: |ξ1|  |ξ2|  |ξ3|. One has |ξ | ∼ |ξ1|  |ξ2|  |ξ3|.





〈iσ + ξ2〉1−δ〈iσ2 + ξ22 〉〈iσ3 + ξ23 〉
dξ dξ2 dτ dτ2. (16)
When |ξ2| < 1, we write
〈
iσ + ξ2〉1−δ  〈σ 〉1−3δ〈σ2〉δ〈σ3〉δ
 〈ξ1〉2(1−3δ)|ξ2|1−3δ〈σ2〉δ〈σ3〉δ
 〈ξ 〉2(1−3δ)|ξ2|1−3δ〈σ2〉δ〈σ3〉δ. (17)
While for |ξ2| > 1, we have
〈
iσ + ξ2〉1−δ  〈σ 〉1−3δ〈σ2〉δ〈σ3〉δ
 〈ξ2〉3(1−3δ)〈σ2〉δ〈σ3〉δ
 〈ξ2〉3/2(1−3δ)〈ξ3〉3/2(1−3δ)〈σ2〉δ〈σ3〉δ. (18)
Fixing in mind that δ  , we have









〈ξ2〉3/2(1−3δ)〈ξ3〉3/2(1−3δ)∏i=2,3〈σi〉1+δ dξ dξ2 dτ dτ2
 C.
Similarly, if |σ2| or |σ3| is the maximum among these sigma, one will get the same estimates.





〈σ1〉〈iσ + ξ2〉1−δ〈iσ2 + ξ22 〉〈iσ3 + ξ23 〉





〈σ1〉〈iσ2 + ξ22 〉〈iσ3 + ξ23 〉
dξ dξ2 dτ dτ2. (19)
























〈ξ1〉2δ∏i=1,2〈ξi〉3/2(1−2δ)−δ〈σi〉1+δ dξ dξ2 dτ dτ2
C.
• The second case: |ξ1|  |ξ2| ∼ |ξ3|. Thus |ξ | ∼ |ξ1|  |ξ2| ∼ |ξ3|.
As in the first case, we only consider the case |σ | or |σ1| is the maximum, since when |σ2| or
|σ3| is the maximum, this will be similar with the case |σ |.
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〈iσ + ξ2〉1−δ〈iσ2 + ξ22 〉〈iσ3 + ξ23 〉
dξ dξ2 dτ dτ2.
To use the algebraic smoothing inequality, we also have to consider if |ξ −ξ1| < 1 or |ξ −ξ1| 1.
If |ξ − ξ1| < 1, we write
〈
iσ + ξ2〉1−δ  〈σ 〉1−3δ〈σ2〉δ〈σ3〉δ
 〈ξ1〉2(1−3δ)|ξ − ξ1|1−3δ〈σ2〉δ〈σ3〉δ




While for |ξ − ξ1| 1,
〈
iσ + ξ2〉1−δ  〈σ 〉1−3δ〈σ2〉δ〈σ3〉δ
 〈ξ1〉2(1−5δ)|ξ − ξ1|1+δ〈σ2〉δ〈σ3〉δ













〈ξ2〉1/2−2〈ξ3〉1/2−2 dξ dξ2 dτ dτ2
〈ξ2〉3/2(1−5δ)〈ξ3〉1/2(1−5δ)|ξ − ξ1|1+δ∏i=2,3〈σi〉1+δ
 C.
When |σ1| is the maximum, we also have






〈iσ1 + ξ21 〉〈iσ2 + ξ22 〉〈iσ3 + ξ23 〉
dξ dξ2 dτ dτ2.
Similarly if |ξ − ξ1| < 1, we write













 〈ξ1〉2(1−5δ)+2δ|ξ − ξ1|1+δ〈σ2〉δ〈σ3〉δ








〈ξ 〉2δ〈ξ2〉1/2−2〈ξ3〉1/2−2 dξ dξ2 dτ dτ2




〈ξ 〉2δ〈ξ2〉1/2−2〈ξ3〉1/2−2 dξ dξ2 dτ dτ2
〈ξ 〉2δ〈ξ2〉3/2(1−5δ)〈ξ3〉1/2(1−5δ)|ξ − ξ1|1+δ∏i=2,3〈σi〉1+δ
 C.
• The third case: |ξ1| ∼ |ξ2|  |ξ3|. We still fix our attention on the cases where |σ | or |σ1| is
the maximum.
When |σ | is the maximum, it follows from (15) that
|σ | 〈ξ1〉〈ξ2〉|ξ1 + ξ2|.
Now we go back to (16). Of course one should estimate it in two cases: |ξ1 + ξ2| < 1 and |ξ1 +
ξ2| 1.
If |ξ1 + ξ2| < 1, we write
〈
iσ + ξ2〉1−δ  〈σ 〉1−3δ〈σ2〉δ〈σ3〉δ
 〈ξ1〉1−3δ〈ξ2〉1−3δ|ξ1 + ξ2|1−3δ〈σ2〉δ〈σ3〉δ




While for |ξ + ξ2| 1,
〈
iσ + ξ2〉1−δ  〈σ 〉1−3δ〈σ2〉δ〈σ3〉δ
 〈ξ1〉1−3δ〈ξ2〉1−3δ|ξ1 + ξ2|1−3δ〈σ2〉δ〈σ3〉δ













〈ξ2〉1/2−2〈ξ3〉1/2−2 dξ dξ2 dτ dτ2
|ξ1 + ξ2|1+δ〈ξ3〉3/2(1−3δ)〈ξ2〉1/2−7δ∏i=2,3〈σi〉1+δ
C.











〈σ 〉1/4−−δ〈σ2〉3/4+〈σ 〉〈σ3〉 dξ dξ2 dτ dτ2.










〈σ 〉1+δ〈σ1〉1−3δ〈σ3〉1+δ dξ dξ2 dτ dτ2.
We now come to consider the algebraic smoothing relations. If |ξ1 + ξ2| < 1, write
〈σ1〉1−3δ  〈ξ1〉2(1−3δ)|ξ1 + ξ2|3/4−3δ
 〈ξ1〉1/2−2〈ξ3〉3/2+2−6δ|ξ1 + ξ2|1−3δ.
While for |ξ + ξ2| 1,
〈σ1〉1−3δ  〈ξ1〉2(1−3δ)|ξ1 + ξ2|3/4−3δ
 〈ξ1〉1/2−2〈ξ3〉3/2−6δ|ξ1 + ξ2|1+2−3δ.




〈ξ1〉1/2−2〈ξ3〉1/2−2 dξ dξ2 dτ dτ2
〈ξ1〉1/2−2〈ξ3〉3/2+2−6δ|ξ1 + ξ2|1−3δ〈σ 〉1+δ〈σ3〉1+δ
+
∫ 〈ξ1〉1/2−2〈ξ3〉1/2−2 dξ dξ2 dτ dτ2
〈ξ1〉1/2−2〈ξ3〉3/2−6δ|ξ1 + ξ2|1+2−3δ〈σ 〉1+δ〈σ3〉1+δ  C.
A∩|ξ1+ξ2|1
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This case is the most difficult case. We consider separately the two cases where respectively
|σ | and |σ1| are dominant.
When |σ | is the maximum, the algebraic smoothing relation becomes
|σ | |ξ − ξ1||ξ − ξ2||ξ − ξ3|.
To use the algebraic smoothing relation, one should detect the relation further. If |ξ |  |ξ1|, then
it becomes
|σ | 〈ξ1〉〈ξ2〉〈ξ3〉.
In this case, we return to the first case. One can easily obtain I  C.
It remains to consider the bad case that |ξ | ∼ |ξ1|. Now the algebraic smoothing relation becomes






〈iσ + ξ2〉1−δ〈iσ2 + ξ22 〉〈iσ3 + ξ23 〉
dξ dξ2 dτ dτ2.
Since that ξ = ξ1 + ξ2 + ξ3, if ξi (i = 1,2,3) have the same sign, we get that
|σ | 〈ξ1〉〈ξ2〉〈ξ3〉.
Thus similarly one can get I  C. Then we may assume that ξ1 has different sign with ξ2 and ξ3.
Then
















〈σ 〉1−δ〈σ2〉〈σ3〉 dξ dξ2 dτ dτ2
+
∫
A, |ξ |<1, |ξ |>1
〈ξ2〉1/2−2〈ξ3〉1/2−2
〈σ 〉1−δ〈σ2〉〈σ3〉 dξ dξ2 dτ dτ21,2 1,3
























〈ξ1〉1−11δ|ξ1,2|1+δ|ξ1,3|1+δ∏2,3〈σi〉1+δ dξ dξ2 dτ dτ2
 C.
Here we use the notation ξi,j = ξi +ξj (i, j = 1,2,3). The integral domain A, |ξ1,2| < 1, |ξ1,3| <
1 denotes the set {(ξ, ξ2, τ, τ2) ∈ A, |ξ1,2| < 1, |ξ1,3| < 1} and other similar notations express
the same meaning. From the above argument, to finish the proof we need only to verify I under
the assumption that |ξ | ∼ |ξ1|, ξ1 has different sign with ξ2, ξ3, and |σ1| is the maximum.
Now the algebraic smoothing condition is






〈iσ1 + ξ21 〉〈σ2〉〈σ3〉




















〈ξ1〉1−11δ|ξ1,2|1+δ|ξ1,3|1+δ∏2,3〈σi〉1+δ dξ dξ2 dτ dτ2
 C.
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To obtain a contraction factor in the trilinear estimate we need the following lemma which is
implicitly contained in the proof of Lemma 3.1 in [5].
Lemma 4. Let f with support in [−T ,T ] in time. For any δ > 0, there exists μ = μ(δ) > 0 such
that
∥∥∥∥ fˆ (ξ, τ )〈τ − ξ3〉δ
∥∥∥∥
L2ξ,τ
CT μ‖f ‖L2t,x .
Proof of Lemma 1. By duality it is equivalent to show that for all h ∈ X−s,1/2−δ ,
∣∣〈∂(uvw),h〉∣∣CT μ‖h‖X−s,1/2−δ‖w‖Xs,1/2‖u‖Xs,1/2‖v‖Xs,1/2 . (22)
Setting




τ − ξ3)+ ξ2〉1/2〈ξ 〉s uˆ(ξ, τ ),




τ − ξ3)+ ξ2〉1/2〈ξ 〉s vˆ(ξ, τ ),




τ − ξ3)+ ξ2〉1/2〈ξ 〉swˆ(ξ, τ ),
fˆ (ξ, τ ) = 〈i(τ − ξ3)+ ξ2〉1/2−δ〈ξ 〉−s hˆ(ξ, τ ),
we see that (22) is equivalent to








|ξ |〈ξ 〉s fˆ (ξ, τ )∏i=1,2,3〈ξi〉−s fˆi (ξi , τi)
〈iσ + ξ2〉1/2−δ∏j=1,2,3〈iσj + ξ2j 〉1/2 dξ dξ1 dξ2 dτ dτ1 dτ2. (24)
We divide R6 into four regions A,B , D and E defined as
A = {(ξ, ξ1, ξ2, τ, τ1, τ2) ∈ R6, |ξ1| = max(|ξ1|, |ξ2|, |ξ3|) 1},
B = {(ξ, ξ1, ξ2, τ, τ1, τ2) ∈ R6, |ξ2| = max(|ξ1|, |ξ2|, |ξ3|) 1},
D = {(ξ, ξ1, ξ2, τ, τ1, τ2) ∈ R6, |ξ3| = max(|ξ1|, |ξ2|, |ξ3|) 1},
E = {(ξ, ξ1, ξ2, τ, τ1, τ2) ∈ R6, max(|ξ1|, |ξ2|, |ξ3|) 1}.
Since A,B,D are symmetry, we need only to estimate I in region A and E.
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〈iσ1 + ξ21 〉1/2
( ∫
A(ξ1,τ1)
〈ξ2〉−2s〈ξ3〉−2s |ξ |2〈ξ 〉2s dξ dξ2 dτ dτ2










 T μ‖f ‖L2t,x‖f1‖L2t,x‖f2‖L2t,x‖f3‖L2t,x .




fˆ (ξ, τ )
∏
i=1,2,3fˆi (ξi , τi)





〈τ3 − ξ33 〉1+δ





|fˆ (ξ, τ )|2|fˆ3(ξ3, τ3)|2
〈σ 〉δ〈τ2 − ξ32 〉1+δ
dξ dξ1 dξ2 dτ dτ1 dτ2
]1/2
 T μ‖f ‖L2t,x‖f1‖L2t,x‖f2‖L2t,x‖f3‖L2t,x .
We finish the proof of Lemma 1. 
3. Proof of Theorem 1
First we collect some linear estimates from [8], which are needed in the proof of Theorem 1.
3.1. Linear estimates
Lemma 5. Let s ∈ R. There exists C > 0 such that
∥∥ψ(t)W(t)ϕ∥∥
Xs,1/2  C‖ϕ‖Hs , ∀ϕ ∈ Hs(R). (25)
Lemma 6. Let s ∈ R.

















. (26)〈iτ + ξ 〉




W(t − t ′)υ(t ′) dt ′
∥∥∥∥∥
Xs,1/2
 Cδ‖υ‖Xs,−1/2+δ . (27)
3.2. Proof of Theorem 1
Let ϕ in Hs(R), s > −1/4. We first prove the existence of a solution u of the integral formu-
lation (8) of Eq. (2) on some interval [0, T ] for T  1 small enough. Clearly, if u is a solution of














then u is a solution of (8) on [0, T ]. We are going to solve (28) in the space




+ ν‖u‖Xs,1/2 < +∞
}
, (29)



















Xs,1/2  C‖ϕ‖Hs + CT μ‖u‖2Xs+c ,1/2‖u‖Xs,1/2 . (32)









)+ CT μ‖u‖3Z. (33)
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Xs,1/2
































Combining (34) and (35), we deduce that
‖F(u) − F(v)‖Z  CT μ‖u − v‖Z
(‖u‖Z + ‖v‖Z)2. (36)




)−1/μ, we deduce that from (33) and (36) that F is strictly contractive




in Z. This proves the existence of a solution u ∈ Xs,1/2 to Eq. (2)





The proof of the rest part of Theorem 1 is similar to that in [8]. For brevity, we omit the details.
4. Ill-posedness result
In this section we prove the ill-posedness result contained in Theorem 2 as well as the follow-
ing theorem.
Theorem 3. Let s < −1/2 and T be a positive real number. Then there does not exist a space YT
continuously in C([0, T ];Hs(R)) such that
∥∥W(t)φ∥∥
YT












 C‖u‖3YT , ∀u ∈ YT . (38)
Note that these estimates would be needed to implement a Picard iterative scheme on the
integral representation of Eq. (2) with initial data in Hs(R), s < −1/2.
To prove Theorem 3, we give a lower bound estimate for an oscillatory integral. Its proof only
needs elementary calculus, but it provides a main tool in the proof of Theorem 3.




















α2+β2 , if α > 0.
(39)
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u = W(t)φ in (38), then use (37) and that YT is continuously embedded in C([0, T ];Hs(R)) to











 C‖φ‖3Hs , ∀u ∈ YT . (40)
We show that (40) fails by choosing an appropriate sequence {φN }. Recently, Molinet, Ribaud
and Youssfi [9] proved ill-posedness issues for a class of parabolic equations. The choice of {φN }
in [9] can be used to prove our case. As in [9], let φN be the real-valued function defined through
its Fourier transform by













where ψ+  0 is a smooth function and supported by {ξ,0 < A ξ  B} (A and B to be chosen
later) such that
∀ξ ∈ [A + (B − A)/4,B − (B − A)/4], ψ+(ξ) = 1, (42)
and ψ−(ξ) = ψ+(−ξ). Note that for all s ∈ R and all positive integers N , ‖φN‖Hs ∼ 1. Setting
u3,N (t, x) =
t∫
0



































Since for all t ′ in [0, t], the Fourier transform of (W(t ′)ψ+)3−j (W(t ′)ψ−)j is supported in














+ g(t, ξ) (43)
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′ξ2e−it ′ξ3e−t ′ξ21 eit ′ξ31 e−t ′ξ22 eit ′ξ32






































e−[ξ21 +ξ22 +(ξ−ξ1−ξ2)2−ξ2]t ′eit ′[ξ31 +ξ32 +(ξ−ξ1−ξ2)3−ξ3] dt ′ dξ1 dξ2.
Now we estimate the inner integral with respect to t ′ by Lemma 7. If ξ ∈ [3NA,3NB], ξ1 ∈
[NA,NB], ξ2 ∈ [NA,NB] and if we choose A > 23B , we have
α = −[ξ21 + ξ22 + (ξ − ξ1 − ξ2)2 − ξ2]= −2[ξ21 + ξ22 + ξ1ξ2 − ξ(ξ1 + ξ2)]> 0
and
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∣∣Fx(u3,N (t, ·))(ξ)∣∣χ[3NA,3NB](ξ)

















C|ξ |N−3· 2s+12 N−3e−N2t (χ[cN,dN ] ∗ χ[cN,dN ] ∗ χ[cN,dN ])(ξ)
where c = A + B−A4 , d = B − B−A4 .
Recalling that
χˆ[cN,dN ](ξ) = 2 exp
(







Fx(χ[cN,dN ] ∗ χ[cN,dN ] ∗ χ[cN,dN ])(ξ) = 23 exp
(




















χ[cN,dN ] ∗ χ[cN,dN ] ∗ χ[cN,dN ]
(













This proves that for γ > 0 small enough there exists C > 0 which does not depend on N such
that
∣∣Fx(u3,N (t, ·))(ξ)∣∣χ[3N(A+B)/2−γN,3N(A+B)/2+γN ](ξ)
 C|ξ |N−3· 2s+12 e−N2tN−1χ[3N(A+B)/2−γN,3N(A+B)/2+γN ](ξ).
This gives the following lower bound for ‖u3,N (t)‖Hs ,




1 + |ξ |2)s |ξ |2 dξ
 CN−3(2s+1)N−2N2sN3e−2N2t .




This contradicts (40) for N large enough since −4s − 2 > 0 when s < −1/2. 
Proof of Theorem 2. Let us now show that Theorem 3 implies Theorem 2. Let u be a solution
of (2). Then we have
u(t, x,φ) = W(t)φ −
t∫
0
W(t − t ′)∂x
(
u(t ′, ·, φ)3)dt ′.
Assume that the flow-map is C3. Since u(t, x,0) ≡ 0, we have
u3(t, x) := ∂
3u
∂φ3
(t, x,0)[h,h,h] = 3!
t∫
0





But since the flow-map is C3 one must have
sup
[0,T ]
∥∥u3(t)∥∥Hs  C‖h‖3Hs ,
but this is exactly the estimate which has been proved to fail in the proof of Theorem 3. 
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