Abstract
Introduction
The interpretation of mining-induced seismicity (MIS) is often useful for meeting a variety of mine safety objectives. A common application of seismic monitoring is to use levels of seismicity as a potential indicator of stability. Areas with seismic activity greater than normal are treated with caution, and changes in seismicity levels can help determine when to allow re-entry to an affected section after a large event (Vallejos & McKinnon 2011) . Additionally, event locations can be used to identify and delineate potentially hazardous geological features. For example, Spottiswoode and Milev (1998) used waveform similarity to define planes of MIS likely corresponding to geological structure. There are also several studies that have found features in MIS data that may be precursors to large events (Lu et al. 2005; Zhao & Jiang 2010; Kubacki et al. 2014) , and other studies that demonstrate the usefulness of medium-term to long-term seismic forecasting for hazard assessment (Potvin 2009; Spottiswoode 2010) . MIS can also be used in conjunction with numerical and geological methods to create more holistic mine models (e.g. Mercer & Bawden 2005; Bewick et al. 2009 ).
Many types of seismic data are potentially useful for engineering and safety applications, but the most common is an event catalogue that, at a minimum, is a list of seismic event origin times, locations, and magnitudes (for a basic mining seismology review, see Gibowicz & Kijko 1994) . Ideally, measures of confidence or uncertainty for each of the fields are also calculated. In a mining setting, the catalogue conveys quantitative information on the ground response to extraction and, thus, mine design performance. However, in order to use a seismic catalogue for any application, it is important to ensure that the quality requirements are met. Even if the catalogue quality is adequate, improving the catalogue often leads to better analysis results. The surest strategy for improving catalogue quality produced by a given network is to deploy additional instruments that are closer to, and better surround, the source region. However, in many resource-constrained scenarios, additional installations are not feasible. In such cases, the only way to improve a catalogue is to improve the underlying data processing. Seismic data processing is complex and includes many components, but the first optimisable step in the workflow, and the focus of this study, is event detection.
Seismic event detection and matched filters
The first task in creating a catalogue is identifying anomalous signals (events) in data recorded by seismic instruments. Traditionally, event identification has been accomplished with amplitude threshold detectors, which require relatively high signal-to-noise ratios (SNR). Amplitude threshold detectors range in complexity from simple short-term average over long-term average algorithms to complex schemes that may apply various data transformations and have many tuneable parameters (Baer & Kradolfer 1987; Allen 1982; Lomax et al. 2012) . Frequency methods -another approach to event detection -have distinct advantages and disadvantages compared to time-domain methods and are common in many workflows (e.g. Gledhill 1985; Linville et al. 2014; Vaezi & Van der Baan 2015) . Additionally, there are many less common event detection techniques including those based on statistical distributions (Langet et al. 2014) , neural networks (Wang & Teng 1995) , back projection (Kiser & Ishii 2013) , and many others. A large amount of research effort has been invested in developing and refining detection methods, and it remains a very active area of research in the seismological community (see Sharma et al. 2010 for an overview).
A well-established detection method with renewed interest is matched filtering. Conceptually, matched filters operate by scanning continuous data for signals that are similar to previously detected waveforms (referred to as training events). A simple matched filter, the cross-correlation detector, operates by quantifying the similarity between a single training event (Figure 1(a) ) and continuous data potentially containing similar, low-amplitude waveforms (Figure 1(b) ). The formal measure of similarity, the correlation coefficient ( ), between the training event and continuous data is calculated for each time step (Figure 1(c) ). Spikes in the vector indicate potential detections. The correlation coefficient can range from -1.0 to 1.0. A value of -1.0 or 1.0 indicates that the two digitised waveforms (vectors) are identical if one of the waveforms is multiplied by a scaling factor with the same sign as the correlation coefficient. A value of 0.0 indicates maximal dissimilarity (i.e. orthogonality). On digital seismograms, the cross-correlation coefficient can be calculated in the time domain as the dot product of two demeaned, normalised vectors:
where:
= cross-correlation coefficient at time step .
= training event, or vector one, of length .
= continuous data, or vector two, of length starting at time step .
= current sample index. * = dot product.
| | = L2 norm of (can be thought of as the magnitude, or length, of ). Matched filters have been of great interest to the Comprehensive Nuclear-Test-Ban Treaty (CTBT) community, but are also particularly promising for detecting MIS, because most mines that induce significant amounts of seismicity produce a large number of events with similar waveforms (e.g. Schulte-Theis & Joswig 1993; Spottiswoode & Milev 1998) . For this reason, and because mining events often have relatively good ground-truth, it is common for studies to use MIS to assess matched filter performance. For example, Gibbons and Ringdal (2006) used a mining seismicity dataset in demonstrating their cross-correlation detection technique, and Chambers et al. (2015b) showed that subspace detection -a generalisation of cross-correlation detection -was effective in identifying and classifying seismicity originating from an underground coal mining district using data recorded on a regional seismic network.
In this study, the methodology of Chambers et al. (2015b) is applied to data recorded on a surface seismic network in order to detect seismicity produced at a deep silver mine in the northwest of the United States of America (USA). Magnitudes are estimated based on standard deviation ratios of the recorded waveforms, and locations are approximated using a nearest-neighbour approach. The results are then validated using a catalogue produced by an in-mine microseismic system and the waveforms recorded at the closest seismic stations to the mine workings.
The Lucky Friday mine and seismic networks
The Lucky Friday mine is a deep silver, lead, and zinc mine located in the Silver Valley of northern Idaho (USA). The mine, which is owned by Hecla Mining Company, operates at depths between 2 and 3 km below the surface and has experienced various damaging seismic events. Several studies seeking to understand and mitigate rockbursts have used data collected at Lucky Friday (e.g. Blake & Leighton 1969; Jenkins et al. 1990; White & Whyatt 1999) . Still, rockbursting remains one of the most significant hazards in deep mines.
In 2011, the mine installed a modern, in-mine, microseismic system in order to better understand and mitigate seismic risks. As of July 2016, the in-mine network consisted of 28 15 Hz geophones and a single 4.5 Hz low-gain sensor. The instruments sample at 5,000 Hz and are located near the active stopes and in older sections of the mine to the southeast (Figure 2 A surface network was installed by NIOSH in order to fill the gap between the in-mine seismic coverage and regional seismic coverage, which was necessary for several reasons. First, because the mine's active stopes form a near-vertical plane, with the mine workings primarily on one side of the stopes, the accessible underground areas where seismic instruments can be installed is quite limited. Consequently, determining locations and source mechanisms for larger events that tend to occur some distance from the mine workings can be difficult using the in-mine network alone. The surface stations, which can be more easily distributed horizontally, help increase focal sphere sampling and constrain locations of such events. Second, most in-mine sensors are not suitable for large event analyses that require a moderate source-receiver separation, favourable low-frequency instrument responses, and unclipped waveforms (e.g. time-domain moment-tensor inversion). Third, the two networks, when operated independently, can provide verification of detection, locations, and magnitudes produced by the other network as well as provide a backup if one network goes offline. Ultimately, the separation of the two networks is largely an artefact of the collaboration agreement between Hecla and NIOSH and the differences in data processing software used by each network. Data from both networks are periodically combined to form an authoritative catalogue.
Data
Continuous data have been recorded by the IMSN since February 2015, with the majority of stations deployed by January 2016, although additional installations are pending. The IMSN catalogue was produced using a workflow typical of the seismic monitoring framework Earthworm (Earle et al. 2003) . For event detection, the configurable amplitude threshold detector described in Allen (1982) , as implemented in the 'pick_ew' module, was used to declare triggers on each station, and the module 'binder_ew' (Dietz 2002 ) was used to associate triggers into coherent events consistent with a preliminary velocity model. The parameters for these modules have not been formally optimised, but were selected based on values that have worked well on other microseismic networks. During this time period, many low SNR events were detected that had high arrival time uncertainties, thus, indicating that the event detection component of the data processing was adequate. After automatic processing, analysts manually inspected every event, adjusted phase arrivals and amplitude picks, and recalculated locations and magnitudes when necessary.
The in-mine microseismic catalogue was created using proprietary software that also employs an amplitude threshold detector to identify events. 
Methodology
The subspace method entails identifying groups of events with similar waveforms, creating an orthonormal base (subspace) for each group, then scanning continuous data looking for low-amplitude signals that are similar to any of the training events in the groups. The subspace detection workflow presented in Chambers et al. (2015b) , based on the procedure outlined by Harris (2006) , was applied on data collected by the IMSN in order to detect events with low SNR. Additionally, magnitudes of detected events were estimated using waveform scaling, and preliminary event locations were approximated as the location of the best correlated training event. Deep Mining 2017, Perth, Australia
Event waveform similarity clustering
A pool of training events was identified by examining the waveforms of events in the IMSN catalogue that occurred from 25 April to 30 June 2016. These events were identified by amplitude threshold detectors applied on IMSN data. The events containing blasting waveforms were not used as training events in an effort to avoid contaminating the subspaces with non-MIS waveform signatures. The training set contained 37 events, though several of the stations did not record the entire set. The training events were then trimmed to 15 seconds duration to include all of the visible event phases and several seconds of additional data before and after the event. The channels of each station were multiplexed into a single stream in order to produce a one-dimensional (1D) vector of each training event. The waveform similarity between each pair of multiplexed training events were calculated by zero-padding one of the waveforms with several seconds at the beginning and end, applying Equation 1, and determining the maximum of the resulting correlation coefficient vector ( ), (Figure 4(a) ). A single-link hierarchical clustering algorithm (Harris 2006) was then used to form waveform similarity groups having cross-correlation coefficients greater than 0.4, which is equivalent to dissimilarity value less than 0.6 (Figure 4(b) ). A dissimilarity limit of 0.6 was determined to reasonably optimise grouping while still excluding very dissimilar waveforms. 
Subspace construction
The next phase involves creating mathematical bases (subspaces) that contain all linear combinations of the training events, but do not contain all arbitrary vectors of the same length. The subspaces were created from each waveform similarity group by first aligning the multiplexed waveforms in order to optimise the sliding correlation coefficient (Equation 1) according to the procedure defined in Appendix B of Harris (2006) . A window of 2.0 seconds was then defined around the aligned waveform group (Figure 5(a) , dotted vertical lines) in order to form an n (number of samples) by m (number of events) matrix. Singular value decomposition (SVD), (see Poole 2014 for review) was then performed on the waveform matrix to calculate an n by m orthonormal basis, or subspace, ( ) which is said to be of m dimensions. A vector (e.g. training event or segment of continuous data) can then be projected on :
= projected vector.
= orthonormal basis of waveform group (subspace).
= vector of length n to be projected on .
= transpose operation. The projected vector ( ) is a representation of original vector ( ) in the subspace ( ). This is analogous to projecting a 3D vector on a plane; if the vector is nearly parallel to the plane, the projected vector is similar in magnitude (length) to the original vector. However, if the vector is nearly orthogonal to the plane, the projected vector has a much smaller magnitude than the original vector. Applying this concept, a formal measure of how similar is to the training events used to form a subspace, or how well 'fits' into the subspace, can be calculated as a ratio of the projected vector energy over the original vector energy where the term 'vector energy' simply refers to the square of the L2 norm:
= fraction of vector energy captured (or fractional energy) if is a training event, or event-detection statistic otherwise.
For a 1D subspace the detection statistic ( ) is the square of the correlation coefficient ( ).
Equation 3 was then used to reduce the dimensionality of each subspace by calculating the minimum number of subspace dimensions needed to adequately represent the constitutive waveforms. This was done by varying the number of left singular vectors (the most significant basis vectors) belonging to from 0 to m and calculating the fractional energy captured ( ) of each of the training events (Equations 2 and 3). The average fractional energy captured was then calculated for dimensions of ( ) from 0 to m and declared sufficient for the lowest value for which 0.9. The fractional energy capture threshold of 0.9 was selected based on past experience, but can be lowered for greater dimensionality reduction, and consequently faster runtimes, or raised for potentially higher detection rates and slower runtimes. However, it should be noted that too many dimensions can increase the detectors tendency to make false detections. A sound strategy is to select a value that accounts for most of the energy in the waveform group but that also allows for some dimensionality reduction. Figure 5(b) shows the process for station LFE subspace two, which is composed of events from group 2 of Figure 4(b) , where an eight-dimensional subspace was selected. Although less than the maximum dimension of representation, which is the total number of training events in the group, the algorithm selecting eight dimensions means that most of the subspace's basis vectors were required to capture an acceptable percentage (90% on average) of the training events' energy. A greater dimensionality reduction would be expected if the training events were more similar to one another.
Threshold determination and subspace detection
The required detection statistic ( ) for declaring new detections was determined for each subspace on each station by calculating for each time step in 100 hours of randomly selected continuous data. A beta distribution was then fit to the resulting values via the maximum likelihood method. Using the beta distribution, the detection statistic required to produce a probability of false detection of 10⁻⁶ was determined. As noted by other authors (Slinkard et al. 2014) , the tails of the distribution are generally a poor fit but requiring detections to occur on multiple stations can effectively cull false positives by constraining the source location.
The subspace detector was then run on all available continuous data from each station for the time period of 3 June to 18 June 2016. The resulting station detections were associated into events using a simple coincidence filter that required each detection to occur near a theoretical arrival time on at least four stations. The detections that did not meet this requirement were discarded.
Magnitude estimation
When a detection was declared, a waveform amplitude ratio scheme was used to estimate magnitudes. The estimation is a correlation-coefficient weighted average of the standard deviation of the detected waveform and each training event of the subspace that declared the detection:
= estimated magnitude for detected event .
= waveform of detected event .
= training event belonging to the subspace which made the detection.
= reported magnitude of training event .
= maximum correlation coefficient between training event and detected event .
Equation 4 is similar to the methodology used by Schaff and Richards (2014) . It deviates from other magnitude estimation methods often used in matched filters studies (e.g. Gibbons & Ringdal 2006) in that it accounts for energy that is dissimilar to the training events. The standard deviation method generally performs better when the SNR is not too low because magnitude estimates tend to saturate around the background noise level (SNR ≈ 1). For such events, the projected energy methods would likely perform better (Chambers et al. 2015b ).
Event location approximation
Standard methods for locating small events found through subspace detection are often not viable as the first arriving phases tend to be below the noise level, even with aggressive filtering. Because first arrival phase picks are often not possible, a nearest-neighbour approach was adopted by simply assigning the location of the newly detected event to the location of the best correlated training event (the preferred training event). If the preferred training event varied for a single detection across the stations, the location of the preferred training event selected by the most stations was used. This approximation for location often works well because events that produce similar waveforms have small inter-event separations and comparable source mechanisms (Baisch et al. 2008) . The disadvantage, however, is that the locations of newly detected events are limited to the locations of the training events. Also, because waveform similarity is sensitive to source mechanism and signal amplitude, in addition to location, the preferred training event is not always the closest training event to the detected event.
Hypocentres approximated with the preferred training event method provide reasonable starting locations for iterative location techniques. Double-difference methodologies (Waldhauser & Ellsworth 2000) are common for locating groups of similar events with low SNR because relative lag times, estimated with cross-correlation (Schaff et al. 2004) , can be used as inputs to the location method rather than absolute arrival times. Even if double difference methods fail, however, using the location of the preferred training event yields a hypocentre estimate for an event that may not be locatable otherwise.
Results
Including the 24 events already in the IMSN catalogue, there were a total of 63 verified detections. The detector returned 79 events that were not in the microseismic catalogue, which represent potential false positives. There were 742 events in the microseismic catalogue that were not detected by the subspace detector, although the majority of these had M w ≤ -0.5. For the verified events, the magnitude estimation performed fairly well, and can be improved by applying the relationship between estimated magnitude and microseismic moment magnitude found through orthogonal regression. The preferred training event locations provide a reasonable estimation for most events, but more stringent location methods may be needed depending on the data application.
Verified and missed detections
The subspace detector identified 39 events not contained in the IMSN catalogue that were found in the microseismic catalogue. Figure 6 shows example waveforms of an event detected with subspace methods that was not detected with the amplitude threshold detector, as well as the detection's preferred training event. The subspace detector more than doubled the original 24 events in the IMSN catalogue for the test period. A total of about 8% of events recorded on the microseismic system were detected with the surface stations, with a strong tendency towards higher magnitudes (Figure 7 ). 
Unverified detections
There were 79 detected events that were not found in the microseismic catalogue. All but eight of these, however, occurred within one second of a recorded blast (Figure 8 ). The high temporal proximity indicates that the majority of potential false positives are production blasts, or induced events occurring close in time to a production blast that the in-mine system did not detect or misclassified. The waveforms of the eight events not within one second of a blast were manually examined, at the closest stations, and were determined to be genuine events not found in the microseismic catalogue ( Figure 9 ). A conservative approach would be to discard any detections within one second of a blast. However, it may be possible to discriminate between the waveforms of induced seismic events occurring at nearly the same time as a blast and the waveforms of the blast itself. For example, some of the unverified detections in Figure 7 have detection statistic values greater than 0.8, indicating a very high degree of similarity to the training MIS events. Because it is unlikely that blast waveforms would be so similar to MIS waveforms, events with high detection statistic values are probably MIS-induced by blasting. However, the events with lower detection statistic values could be blasts, MIS events with low amplitudes, or MIS events with waveforms not well captured by any of the subspaces. Discriminating between these populations is an interesting topic for future research that could allow for identifying many events that would not be detectable using amplitude threshold detectors alone.
Magnitude evaluation
The majority of the estimated magnitudes for the detected events (Equation 4) were lower than the magnitudes recorded in the microseismic catalogue. However, using orthogonal regression, a linear relationship was derived to relate the estimated magnitudes to the microseismic moment magnitudes (Figure 10 ). The regression fit the data very well, with an R² value of 0.93. When the linear equation was applied to transform the estimated magnitudes into microseismic moment magnitudes, the median residual is only 0.05 magnitude units. 
Hypocentre approximation evaluation
The nearest-neighbour hypocentre approximation performed moderately well with a median hypocentral and epicentral offset of 32 and 28 m, respectively, between the estimated location and the location calculated by the in-mine microseismic system (Figure 11 ). If more training events were used, the accuracy of the event locations would increase because there would be more possible locations for the detections to adopt. For most detected events, the preferred training event was the closest training event, but for nine of the 39 newly detected events this was not the case. Setting preliminary locations of detected events in this way can serve as a reasonable starting point for iterative location algorithms that require initial locations, or as a coarse way to track energy release of repeating sources.
Figure 11
Histogram of total (blue) and horizontal (red) location error using the preferred training event approximation
Conclusion
The application of subspace detection increased the number of verified MIS events detected by the surface network from 24 to 63 over a 15-day trial period. This increase in detection rate was achieved through data processing techniques alone and did not require any additional instrumentation. When compared to the total number of MIS events identified by the in-mine microseismic system, however, only about 8% of the events were detected. Although the surface network will likely never perform as well as the in-mine system at event detection, it was able to identify eight events that were missed by the in-mine system, demonstrating that there are some events more amenable to successful detection by the surface network using subspace detection.
The estimated magnitudes of the detected events related very well to moment magnitudes estimated by the in-mine microseismic network after applying the transformation determined through orthogonal regression. Without calibration to the verification catalogue, however, the predicted magnitudes are internally consistent and, although slightly biased, would still be useful for many applications. By setting the detected event location to the location of the preferred training event, a reasonable hypocentre estimate for the newly identified events was achieved. For very small events, the preferred training event hypocentre approximation may be the only way to estimate location if other methods fail.
Although subspace detectors were applied exclusively to a surface network in this study, subspace techniques would likely prove effective for augmenting the detection capabilities of in-mine microseismic systems as well. With additional research, subspace methods could also be used for detecting seismic events induced immediately after blasting that amplitude threshold detectors tend to miss. The results from a subspace detector could also be used to optimise and evaluate other detection methods. Therefore, subspace detection can meaningfully complement traditional seismic data processing workflows, resulting in higher quality datasets that can be used to better understand seismic hazards and improve mine safety.
