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ENDS OF FINITE VOLUME, NONPOSITIVELY CURVED MANIFOLDS
GRIGORI AVRAMIDI
Abstract. We study complete, finite volume n-manifolds M of bounded nonpositive sectional
curvature. A classical theorem of Gromov says that if such M has negative curvature then
it is homeomorphic to the interior of a compact manifold-with-boundary, and we denote this
boundary ∂M . If n ≥ 3, we prove that the universal cover of the boundary ∂˜M and also the
pi1M -cover of the boundary ∂M˜ have vanishing (n− 2)-dimensional homology. For n = 4 the
first of these recovers a result of Nguy˜ˆen Phan saying that each component of the boundary
∂M is aspherical. For any n ≥ 3, the second of these implies the vanishing of the first group
cohomology group with group ring coefficients H1(Bpi1M ;Zpi1M) = 0. A consequence is that
pi1M is freely indecomposable. These results extend to manifolds M of bounded nonpositive
curvature if we assume that M is homeomorphic to the interior of a compact manifold with
boundary. Our approach is a form of “homological collapse” for ends of finite volume manifolds
of bounded nonpositive curvature. This paper is very much influenced by earlier, yet still
unpublished work of Nguy˜ˆen Phan.
Introduction
A classical theorem of Gromov [19] says that a complete, finite volume Riemannian n-
manifold of bounded negative curvature (−1 < K < 0) is homeomorphic to the interior of a
compact manifold with boundary ∂M .
Question 1. What can one say about the topology of the boundary ∂M?
If M has pinched negative curvature (−1 < K < −ε < 0), then ∂M is homeomorphic to
an infranil manifold1 [7, 14]. However, if the curvature is not pinched there are many more
possibilities for ∂M [1, 4, 18, 24, 25], and the general picture is unclear, and one has only a
few restrictions on the topology of the boundary (the Euler characteristic, L2-Betti numbers2
[10] and simplicial volume [21] must vanish). Recently, Taˆm Nguy˜ˆen Phan discovered new
constraints on the topology of the boundary in dimension four. In unpublished (forthcoming?)
work, she shows that in dimension n = 4 each component of the boundary ∂M is an aspherical
3-manifold, and goes on to give more information about which aspherical 3-manifolds do and
which do not occur as boundaries.
Theorem 2 (Nguy˜ˆen Phan). Let M be a complete, finite volume, Riemannian 4-manifold of
bounded negative curvature −1 < K < 0. Then each connected component of ∂M is aspherical.
Inspired by this result, we find extensions of it, phrased in somewhat more homological form,
to manifolds of dimension n ≥ 4. Our methods also extend to bounded nonpositive curvature.
1In particular, ∂M is aspherical and its fundamental group contains a finite index nilpotent subgroup.
2Here we mean the L2-Betti numbers of the pi1M -cover of the boundary.
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2 GRIGORI AVRAMIDI
In contrast to manifolds of bounded negative curvature, these manifolds are not always tame3,
so in this case we assume tameness4 as part of the hypotheses. Denote by ∂M˜ the pi1M -cover
of the boundary5. Here is our main result.
Theorem 3. Let M be a complete, finite volume, Riemannian n-manifold, n > 2, of bounded
nonpositive curvature −1 < K ≤ 0. If M is homeomorphic to the interior of a compact
manifold with boundary ∂M then
(1) H≥n−2(∂M˜) = 0.
The cover ∂M˜ → ∂M might not be connected or simply connected. However, the same
methods also prove a homology vanishing result for the universal cover of the boundary ∂˜M .
Theorem 4. With the same hypotheses as in Theorem 3, we have
(2) H≥n−2(∂˜M) = 0.
For n = 4 this implies each component of the boundary is aspherical, recovering Theorem 2.
Remark. The reader should not confuse ∂M˜ and ∂˜M .6
Example. Finite volume locally symmetric manifolds of non-compact type are prominent
examples of manifolds to which Theorem 3 applies, but for which much finer information
about the end is already known. If M is such a locally symmetric manifold then (see e.g. [27])
• M is the interior of a compact manifold-with-boundary, and
• either M is a closed manifold or there is a positive number q so that the pi1M -cover of
the boundary ∂M˜ is homotopy equivalent to an infinite wedge of (q−1)-spheres ∨Sq−1.
A simple example is a cartesian product of q non-compact, complete, finite volume, hyperbolic
surfaces. A more interesting example is the quotient of SLq+1R/ SO(q + 1) by a finite index
torsion free subgroup of SLq+1 Z. Theorem 3 shows that a bit of the structure of the end
possessed by these manifolds remains even in the absence of symmetry on the universal cover.
Applications. We can use Poincare duality to rephrase (1) in a way that does not depend
on the dimension of M and only involves the fundamental group pi := pi1M . Let M be the
compact m-manifold-with-boundary with interior M and boundary ∂M . If m ≥ 3 then
0 = Hm−2(∂M˜) ∼= Hm−1(M˜, ∂M˜) ∼= H1c (M˜) ∼= H1(M ;Zpi) ∼= H1(Bpi;Zpi).
IfN is any closed n-manifold with fundamental group pi, thenHn−1(N˜) ∼= H1c (N˜) ∼= H1(N ;Zpi) ∼=
H1(Bpi;Zpi) = 0 because we can add cells of dimension ≥ 3 to turn N into a Bpi, and this does
not affect the first cohomology group. In summary, we get the following corollary.
Corollary 5. Suppose pi is the fundamental group of a tame, finite volume, complete Riemann-
ian manifold of bounded nonpositive curvature and of dimension ≥ 3. Then H1(Bpi;Zpi) = 0.
Consequently, if N is any closed n-manifold with fundamental group pi then Hn−1(N˜) = 0.
3Infinite type graph product examples are constructed in section 5 of [19].
4A manifold M is called tame if it is the interior of a compact manifold with boundary.
5Equivalently, it is the boundary of the universal cover M˜ →M , which justfies the notation ∂M˜ .
6The later only appears in section 5.
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Example. We can always build a closed 4-manifold N4 with a given finitely presented funda-
mental group. If the fundamental group satisfies the hypotheses of the Corollary, then we see
that the homology of the universal cover N˜4 of this manifold is concentrated in dimension two.
Remark. Several comments about the Corollary are in order.
• First, Hn(N˜) = 0 because N˜ is non-compact.
• Taking the connect sum N#(Sn−2 × S2) changes Hn−2 of the universal cover but not
the fundamental group (for n ≥ 4), so the Corollary is the best one can hope for.
• The connect sum N#(Sn−1 × S1) changes Hn−1 of the universal cover, but it also
changes the fundamental group.
Expanding on the last item, any connect sum M#N of two closed, non-simply connected
4-manifolds has 3-dimensional homology in its universal cover (a nontrivial cycle is represented
by the lift of one of the connecting 3-spheres) so its fundamental group pi1M ∗ pi1N cannot
satisfy the hypotheses of Corollary 5. Since any finitely presented group is the fundamental
group of a closed 4-manifold, the group pi in Corollary 5 cannot be expressed as a free product
of two finitely presented groups. In fact, the finite presentation hypothesis is unnecessary7.
Corollary 6. Any group pi satisfying the hypotheses of Corollary 5 is freely indecomposable.8
Proof. Assume pi = A ∗ B is the free two product of two infinite groups. The A-invariant
functions on A ∗ B are not compactly supported, so H0(BA;Z[A ∗ B]) = (Z[A ∗ B])A = 0
and similarly H0(BB;Z[A ∗ B]) = 0. So, by the long exact cohomology sequence with Zpi-
coeffficents9, H0(∗;Zpi) = Zpi injects into H1(Bpi;Zpi), which contradicts Corollary 5. 
Methods. At a heuristic level, the method is to study a cycle z ⊂ M˜ lying over the thin part
of the manifold M by viewing it from points at infinity. Sometimes the thick part obstructs
the view and one can see only part of the cycle from any given point at infinity. So, one has to
look from several different points and assemble the resulting information together via algebraic
topology. This is illustrated by the picture at the end of the introduction. To figure out where
to look from, one takes the isometries that move a point x on the cycle z only a little bit (less
that a judiciously chosen ε) and then finds a point at infinity ξ fixed by all these isometries.
Then a neighborhood of x can be seen from the point at infinity ξ. In fact, one can pick a
neighborhood invariant under these isometries and this leads to topological constraints on the
neighborhood that let one fill in portions of the cycle z. If the cycle has high enough dimension,
then one can assemble this local topological information to show the cycle z bounds over the
thin part. The relevant groups of isometries are nilpotent, and higher rank nilpotent groups
give more constraints which let one fill more cycles.
At a more technical level, the main ingredients involved in carrying this out are convexity
of distance functions and projections to horospheres (nonpositively curved geometry), virtual
nilpotence of groups generated by small isometries (bounded curvature) and a process for
assembling topological information about open sets into topological information about their
union (algebraic topology). These ingredients are already present in Nguy˜ˆen Phan’s proof of
Theorem 2. Once one figures out the topological constraints imposed by a nilpotent group
7This was pointed out to me by Mike Davis.
8A group pi is freely indecomposable if it cannot be expressed as a free product A ∗B of nontrivial A and B.
9H0(BA;Zpi)⊕H0(BB;Zpi)→ H0(∗;Zpi)→ H1(Bpi;Zpi)
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in higher dimensions, one begins to suspect that the higher dimensional analogue of Theorem
2 should be (2) and that a homological proof of it would also give (1). The main difficulty
in establishing it is that one has to assemble regions corresponding to nilpotent groups of
many different ranks, while in the 4-dimensional case one can reduce to a problem that only
involves assembling regions with abelian groups Z and Z2. For an isometry in a nonabelian
nilpotent group, a sublevel set of the isometry is usually not preserved by the entire nilpotent
group10, and dealing with the issues that stem from this is one of the main technical points
of this paper. One thickens sublevel sets to invariant sublevel sets—this was already done in
the 4-dimensional case, but at most one set had to be thickened then and there was no need
to assemble it with anything else—and builds an unfolding space that unfolds excess overlap
caused by the thickening process. Then one assembles everything together in this unfolding
space and folds back up at the very end. The additional difficulty with extending the result
to bounded nonpositive curvature is that one has to deal with groups of small semisimple
isometries, while in the −1 < K < 0 case all sufficiently small isometries are parabolic. So,
one studies unions of minsets of such semisimple isometries and fills cycles in them.
Below we discuss a special case and then explain how to deal with the difficulties in general.
An illustrative example. Suppose M˜4 is the universal cover of a 4-manifold of bounded
negative curvature (−1 < K < 0). Let U = ∪Ui and V = ∪Vi be finite unions of sublevel sets
of infinite order, orientation preserving isometries Ui = {x ∈ M˜ | d(x, γix) < ε}, Vi = {x ∈
M˜ | d(x, ρix) < ε} such that the γi have a common power γ = γrii and the ρi have a common
power ρ = ρsii . Decompose a 2-cycle z ⊂ U ∪ V as a union z = a ∪ b with a ⊂ U, b ⊂ V and
∂a = −∂b ⊂ U ∩ V . Notice that U is a union of γ-invariant convex sets, and similarly V is a
union of ρ-invariant convex sets. Moreover, if Ui and Vj intersect and ε is picked sufficiently
small, then the Margulis lemma implies that γi and ρj generate a virtually nilpotent group.
Let us assume this is a free abelian group of rank two, so that γi and ρj commute. Then U ∩V
is a union of convex sets Ui ∩ Vj each invariant under the free abelian group 〈γ, ρ〉.
We can find a point at infinity ξ ∈ ∂∞M˜ such that all the γi preserve horospheres H(x, ξ) ∼=
R3 centered at ξ. Let p : M˜ → H(x, ξ) ∼= R3 be the horospherical projection (see subsection
1.2). Then any geodesic ray [y, ξ) starting in Ui and going to ξ remains in Ui, so each Ui
decomposes as a union of such geodesic rays R × p(Ui) and U = ∪Ui decomposes as U =
R×p(U). Since γ preserves each of the p(Ui), it acts homotopically trivially on p(U) = ∪p(Ui).
It follows from this that H2(U) = H2(p(U)) = 0.
11 A similar argument (for a possibly different
point at infinity η) gives H2(V ) = 0. On the intersection U ∩V there is a homotopically trivial
action of a rank two free abelian group 〈γ, ρ〉, and it follows from this that H1(U ∩ V ) = 0.
Putting these “local” homology vanishing results together, we conclude that the cycle z
bounds in U ∪ V : First, since H1(U ∩ V ) = 0 we find a 2-chain c in U ∩ V such that ∂c = ∂a.
Then z = (a− c) + (c+ b) where a− c is a cycle in U and c+ b is a cycle in V .12 Both of these
bound, since H2(U) = 0 = H2(V ), so z bounds inside U ∪ V .
10It is only preserved by elements that commute with the isometry.
11The intuition behind this homology vanishing is as follows: If z is a non-trivial homology 2-cycle in p(U)
then it links a pair of points x, y in R3 \ p(U). A sufficiently large translate γNz unlinks the cycle from {x, y}
and this cannot happen if the action of γ on p(U) is homotopically trivial.
12This is shown in the left picture below.
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The general argument. The aim of this paper is to make the arguments sketched in this
example work more generally. In case of bounded negative curvature this consists of two main
steps corresponding to the second and third paragraph of the above example. The first step
is a “local vanishing lemma” which captures the topology of the end that can be seen from
a single point at infinity by projecting to a single horosphere and using the action of a single
nilpotent group. The second step is a “Mayer-Vietoris assembly” argument which organizes
the nilpotent groups and corresponding sublevel sets into clumps whose ranks grow when one
takes intersections and uses this to assemble the local information together.
The principal difficulty is that, in general, if two sublevel sets Ui and Vj intersect then the
group 〈γi, ρj〉 generated by the corresponding isometries is virtually nilpotent (rather than
abelian)13 and the intersection of sublevel sets Ui ∩ Vj is not invariant under this group. But,
such invariance is crucial for the local vanishing portion of the argument. We deal with this
problem by thickening the sublevel sets to larger, invariant sublevel sets defined via small
central elements in the relevant nilpotent groups (see subsection 4.1). This, in turn, makes the
assembly portion of the argument more involved14 and is dealt with by using an “unfolding
space construction” to patch the local vanishing results together.
In the case of bounded nonpositive curvature one also needs to fill portions of the cycle z
that lie over regions that are “thin for a semisimple reason”. The methods for dealing with
parabolic isometries described above reduce the additional problems to a union of (intersections
of) minsets of small semisimple isometries. For each minset there is an abelian group of
semisimple isometries and if two minsets intersect then the abelian groups almost commute.
A cycle of high enough dimension in such an “almost abelian arrangement of minsets” can be
filled in a larger arrangement15 which still lies over the thin part. This is proved by a local16
vanishing result (Lemma 28, which boils down to a splitting of minsets of semisimple isometries
and the fact that finite order orientation preserving isometries have fixed sets of codimension
≥ 2) together with an assembly argument (Proposition 27). These two semisimple steps are
similar in spirit to but different in detail from their parabolic counterparts.
13Even if ε is picked to be very small.
14Because the cycle ∂a = −∂b in U ∩ V only bounds a chain c in the thickened version of U ∩ V , and thus
the cycles a− c and c+ b do not lie in U and V , respectively. This is illustrated in the right picture above.
15We need to use larger minsets corresponding to finite index subgroups because the relevant groups of
semisimple isometries only almost commute. Because of the curvature bound (−1 < K ≤ 0) the relevant index
is bounded by an (extremely large) constant that only depends on the dimension of the manifold M . This is
why we can make sure that the larger arrangement also lies over the thin part.
16Here, the word “local” means a union of minsets acted upon by a single abelian group.
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A guide to the proof of Theorem 3. Some language (ε-patches and clumps) is introduced
in section 3 and subsections 4.1,4.6, and 4.7. The special case involving rank n − 1 nilpotent
groups is dealt with in subsections 4.2 through 4.4. This is the part of the argument where
the tameness assumption enters. A very small ε is picked in subsection 4.5. With this out of
the way, the two main steps of the argument in negative curvature (the local vanishing step
and the assembly step) are contained in subsections 4.8 and 4.9, respectively. The remainder
of section 4 deals with nonpositive curvature. Subsections 4.10 and 4.11 reduce the problem
to an almost abelian arrangement of minsets. Subsections 4.12 and 4.13 show that a cycle of
high enough dimension in such an arrangement of minsets bounds inside a larger arrangment
of minsets, completing the proof.
Homology of the universal cover of the boundary. In the example above, the homotopi-
cally trivial γ-action on the union U = ∪Ui in ∂M˜ lifts to a homotopically trivial γ-action on
the inverse image of this union in ∂˜M , and this leads to a local vanishing result for the homol-
ogy of ∂˜M . To prove Theorem 4 one does this more generally and checks that the assembly
steps and semisimple reduction steps work the same way as in the proof of Theorem 3.
Local collapse and nilpotent structures. The idea that a space of bounded geometry has
a thick-thin decomposition in which the thin part locally collapses to a lower dimensional space
is a general theme (see [9, 11], section 5 of [20], and section 6 of [22]). Usually, some sort of local
collapse structure or nilpotent structure is involved that encodes how the different nilpotent
groups (obtained via the Margulis lemma in bounded geometry) fit together. The existence of
such a collapse structure is known to have topological consequences, such as vanishing of the
Euler characteristic, simplicial volume and L2-Betti numbers. These are all consequences of the
bounded geometry. In non-positive curvature, local collapse structures have also proved useful
in work of Farrell and Jones on topological rigidity without compactness assumptions [16, 17].
From one point of view, Nguy˜ˆen Phan’s result shows how negative curvature lets one extract
additional global topological information out of the local collapse structure via horospherical
projections. The present paper elaborates on this theme.
A lack of examples. There is a very wide gap between the constraints given by Theorem 3
and the examples of ends of manifolds with bounded nonpositve curvature constructed thus
far (see [1, 18] and the survey [5]), especially in dimensions n > 4. A promising tool for
narrowing this gap might be the work of Ontaneda on smooth Riemannian hyperbolization,
and especially its relative versions [26]. So far, this method has been used to realize many
almost flat manifolds (Theorem A of [26]), closed 3-manifolds with Sol geometry [25], and
products S1 ×M where M is a closed nonpositively curved manifold [4] as ends of complete,
finite volume manifolds with bounded negative curvature.
Remark. The Riemannian hyperbolization process naturally produces ends of manifolds with
bounded negative curvature (−1 < K < 0) rather than bounded nonpositive curvature (−1 <
K ≤ 0). However, it is not clear whether there is any difference between these two notions as
far as ends are concerned17.
17For instance, the author does not know whether the end of a Cartesian product of n ≥ 2 punctured tori
(T˙2)n is also the end of a complete, finite volume, 2n-manifold of bounded negative curvature.
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Contents. The first section sets up some notation and reviews background on nonpositively
curved geometry. The second section contains background on algebraic topology along with
the first instance of the fundamental “local vanishing lemma” (Proposition 20). The third
section defines clumps. The fourth section proves the main result of the paper (Theorem 3).
The fifth section deals with coefficients and proves Theorem 4. The last section contains a list
of open questions.
Acknowledgments. I would like to thank Taˆm Nguy˜ˆen Phan for explaining her proof of
Theorem 2, discussing numerous aspects of the present paper and making crucial suggestions
(e.g. the idea of how to organize patches into maximal clumps).
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1. Nonpositively curved geometry
Good references for nonpositively curved geometry are the books [2, 3, 6] and [15].
1.1. Nilpotent groups and groups generated by small elements. Let N1 = N and
Ni+1 = [Ni, N ]. The group N is nilpotent if Nm = 0 for some m. Associated to N is the abelian
group ⊕m−1i=1 Ni/Ni+1. The rank of N is the rank of the free abelian part of ⊕m−1i=1 Ni/Ni+1.
Lemma 7 (The Margulis lemma [3]). Let M˜n be a complete, simply connected manifold with
sectional curvature −1 ≤ K ≤ 0. There exist constants λn and In such that if x ∈ M˜ and Γ is
a discrete group of isometries of M˜ generated by isometries {γi} with d(x, γix) < λn, then Γ
has a finite index normal nilpotent subgroup of index ≤ In.
Lemma 8 (Small central elements). Let N be a nilpotent group with Nm = 0. If elements {γi}
generate N then there is a nontrivial element ρ in the center of N that can be expressed as a
word in the generators {γi} of length at most 3m.
Proof. Either ρ1 := γ1 is in the center or there γi2 such that ρ2 := [γ1, γi2 ] 6= 1. Either this
is in the center or there is an element γi3 such that ρ3 := [[γ1, γi2 ], γi3 ] 6= 1 etc. The word
length ||ρi||{γi} of ρi in the generating set {γi} is ≤ 2(||ρi−1||{γi} + 1) so one easily checks that
||ρi||{γi} < 3m. Note that ρi ∈ Ni so this process terminates after at most m steps, and the
last non-identity ρi is contained in the center. 
Remark. It follows from Malcev’s theorem that for a torsionfree, finitely generated, nilpotent
group N , if N has rank n then Nn = 0.
The following observation about isometric actions follows from the triangle inequality.
Lemma 9. Suppose that elements γi act by isometries. Then
d(γ1γ2 · · · γrx, x) ≤
r∑
i=1
d(γix, x).
Proof.
d(γ1γ2 · · · γrx, x) ≤ d(γ1γ2 · · · γrx, γ1x) + d(γ1x, x),
= d(γ2 · · · γrx, x) + d(γ1x, x),
≤ . . . ,
≤
r∑
i=1
d(γix, x).

1.2. The geodesic projection onto a horosphere. A general reference for this subsection
is Eberlein’s book [15]. Let M˜ be a simply connected, nonpositively curved manifold. The
horosphere H(x, ξ) centered at a point at infinity ξ ∈ ∂∞M˜ and passing through the point
x ∈ M˜ can be constructed in the following way. Let r : [0,∞) → M˜ be a geodesic ray
starting at the point r(0) = x and pointing towards r(∞) = ξ, and let Bt(r(t)) be the ball
of radius t centered at the point r(t). The union of these balls for all t > 0 is the horoball
HB(x, ξ) = ∪t>0Bt(r(t)) and its boundary is the horosphere H(x, ξ). Any such horosphere is
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homeomorphic to Rn−1. The entire space M˜ decomposes topologically (but not isometrically!)
as a product M˜ = R × H(x, ξ), where the horizontal slices R × y are geodesic lines passing
through the point y ∈ H(x, ξ) with one endpoint being the point at infinity ξ, and the vertical
slices t × H(x, ξ) are horospheres H(r(t), ξ). (The point r(t) for negative t is obtained by
extending the geodesic ray r to a geodesic line r : (−∞,∞) → M˜ .) The projection onto the
second factor pξ : M˜ → H(x, ξ) is called the geodesic projection onto a horosphere centered
at ξ. The geodesic projection has the following important shrinking property: If t < 0 then
d(0× x1, 0× x2) ≤ d(t× x1, t× x2).
1.3. Sublevel sets of displacement functions. For an isometry γ of M˜ , look at the set
U := {x ∈ M˜ | d(γx, x) < ε} of points the isometry moves by less than ε. The set U is convex
and consequently contractible. Moreover, suppose that ξ ∈ ∂∞M˜ is a point at infinity fixed
by the the isometry γ, and let r : [0,∞) → M˜ be a geodesic ray pointing towards r(∞) = ξ.
Then for any t > 0 we have d(r(t), γr(t)) ≤ d(r(0), γr(0)) since the rays r and γr have the
same endpoint ξ and the geodesic projection to this point is shrinking. Consequently, if x ∈ U
then the entire geodesic ray xξ connecting x to the point at infinity ξ is contained in U .
1.4. Parabolic isometries and fixed points on the sphere at infinity. An isometry φ of
a simply connected nonpositively curved manifold M˜ is parabolic if the displacement function
dφ : M˜ → R, dφ(x) = d(x, φx) does not attain its infimum. A parabolic isometry φ fixes at
least one point at infinity, and possibly more. Moreover, the following is a special case of the
lemma at the end of section 3.9 of Ballmann-Gromov-Schroeder.
Lemma 10. Let φ be a parabolic isometry. There are points ξ ∈ ∂∞M˜ at infinity such that
every isometry γ commuting with φ preserves ξ and every horosphere H(x, ξ) centered at ξ.
Proof. Since φ is parabolic, the displacement function dφ is a convex function that does not
attain its infimum. It is γ-invariant since dφ(γx) = d(γx, φγx) = d(γx, γφx) = d(x, φx) =
dφ(x). Thus, in the notation of section 3.9, the set ∂2dφ is a nonempty subset of Bd(X) (=
the sphere at infinity ∂∞M˜ by section 3.6). For every point ξ in the set ∂2dφ, the isometry γ
fixes ξ and every horosphere H(x, ξ) centered at ξ. 
Remark. Eberlein defines the distinguished center of gravity of a parabolic isometry φ (page
278 of [15]). We do not know if every other isometry commuting with φ preserves all horospheres
centered at this distinguished center of gravity, which is why we do not use it and rely on the
above lemma instead.
1.5. Small central parabolic elements.
Lemma 11 (Sec. 7.5 of [3]). If the commutator [a, b] commutes with a and b then inf d[a,b] = 0.
Corollary 12. Suppose N = 〈γ1, . . . , γk〉 is a nilpotent group of covering translations with
Nm = 0. If N contains a parabolic element, then it contains a central parabolic element ρ of
word length ≤ 3m in the generating set {γ±1i }.
Proof. This is clear if N is abelian. If not, then the argument of Lemma 8 gives a non-trivial
central element ρ = [a, b] of word length ≤ 3m. By the above lemma inf dρ = 0. Since ρ acts
by covering translations, it does not fix any points so it must be parabolic. 
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1.6. Semisimple isometries in nilpotent groups. An isometry φ is called semisimple if its
displacement function dφ does attain its infimum. The set of points in M˜ where the infimum
is attained is called the minset of φ and denoted Min(φ). If the group N consists entirely
of semisimple isometries, then the intersection ∩φ∈NMin(φ) is called the minset of N , and
denoted Min(N).
Lemma 13 (Sec. 7C of [3]). Suppose N is a rank r nilpotent group acting discretely and freely
by isometries on M˜ . Then the subset of semisimple isometries A < N is actually a central
free abelian (∼= Zr) subgroup. Its minset is non-empty closed, convex subset which splits off a
Euclidean deRham factor of rank r′ ≥ r, i.e. Min(A) = C ′×Rr′. The A-action on this minset
also splits. It is trivial on the first factor and is an action by translations on the second factor.
1.7. The closest point projection onto a closed, convex set. Let C be a closed, convex
subset of M˜ . Then, the closest point projection pC : M˜ → C sends every point of M˜ to the
point of C that is closest to it. Since M˜ is simply connected and nonpositively curved and
C is convex, this map is well-defined. The closest point projection is a contracting map, i.e.
d(pC(x), pC(y)) ≤ d(x, y). Moreover, if x is projected onto the point pC(x) then all points on
the geodesic segment xpC(x) get projected onto pC(x). Let us also note that if the convex set
C is invariant under an isometry γ then pC(γx) = γpC(x) since the closest point projection
is defined in terms of the metric. Let U := {x ∈ M˜ | d(γx, x) < ε} be the set of points the
isometry γ moves by less than ε.
Lemma 14. Suppose C is a closed, convex subset of M˜ invariant under an isometry γ of M˜ .
Then inf dγ = inf dγ|C and image under the closest point projection pC of the sublevel set U
and the minset of γ is given by
pC(U) = C ∩ U,
pC(Min(γ)) = C ∩Min(γ),
= Min(γ|C).
Proof. The inequality
d(pC(x), γpC(x)) = d(pC(x), pC(γx)) ≤ d(x, γx)
shows that pC(U) = C ∩U and pC(Min(γ)) = C ∩Min(γ). It also shows that inf dγ = inf dγ|C
which implies that C ∩Min(γ) = Min(γ |C). 
1.8. Splitting the minset and isometries acting on it. We need the following description
of intersections of minsets in the semisimple portion of the argument (see subsection 4.13).
Lemma 15. Suppose A and B are commuting abelian groups of semisimple isometries and let
r be the rank of A. Then the minset of A splits as Min(A) = C × Rr, B acts on this minset
and its action also splits. The closest point projection of the minset of B to the minset of A
can be expressed as
pMin(A)(Min(B)) = Min(A) ∩Min(B) = D × Rr
where D is the minset of the B-action on C.
Proof. Write A = Zr × F where F is a finite abelian group.
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• The finite group F fixes Min(A).
• Since A and B commute B acts on Min(A), so the closest point projection maps
pMin(A)(Min(B)) = Min(A)∩Min(B) showing that the minsets of A and B intersect.
• The minset Min(A) splits as a product C ′ ×Rr′ where r′ ≥ r and the second factor is
the Euclidean part of the deRham decomposition. Any isometry of the minset splits.
• B acts on Min(A) (since A and B commute) so it also acts on Rr′ .
• The Euclidean part splits orthogonally as Rr′ = Rr′−r×Rr into convex hulls of A-orbits
(each ∼= Rr) parametrized by Rr′−r.
• The B-action on Rr′ sends convex hulls of A-orbits to convex hulls of A-orbits18, so it
defines an action x 7→ γ · x on the space of such convex hulls Rr′−r sending {x} × Rr
to {γ · x} × Rr.
• Since B acts by isometries on the Euclidean space Rr′ it also sends any orthogonal
complement Rr′−r × y of {x}×Rr to another orthogonal complement Rr′−r ×{y′} and
in this way defines a B-action y 7→ γ · y on the space of orthogonal complements Rr′−r.
• So, the B-action on Rr′ = Rr′−r × Rr splits as γ(x, y) = (γ · x, γ · y).
• Since Min(A)∩Min(B) is a convex set invariant under the group Zr, it splits as D×Rr,
where D is a convex subset of C := C ′ × Rr′−r.
• By the previous lemma, the minset Min(B|Min(A)) of B acting on Min(A) is the
intersection Min(A) ∩Min(B) = D × Rr. Since the B-action on Min(A) = C × Rr
splits, this minset also splits as the product of the minset of B acting on C with the
minset of B acting on Rr, which turns out to be all of Rr (because it is an A-invariant
convex set).

2. Algebraic topology
Good references for this section are Section 4.G of [23] and Appendix E of [13].
2.1. The nerve of a cover. Let {Xi} be an open cover of a topological space X, i.e. X =
∪iXi. The nerve of this cover is a simplicial complex N defined as follows.
• The vertices of N correspond to the sets Xi, so they are labeled by the indices i.
• If for some i0, ..., ij , the intersection Xi0 ∩ ... ∩Xij 6= ∅, then there is a j-simplex α in
N with vertices i0, . . . , ij . We denote the corresponding intersection by Xα = ∩i∈αXα.
2.2. The barycentric subdivision of the nerve. The barycentric subdivision X of the
nerve of {Xi} has a useful description in terms of increasing chains of simplices. Namely, a
k-simplex in the barycentric subdivision is given by a strictly increasing chain
(3) α0 ⊂ α1 ⊂ · · · ⊂ αk
of simplices in the nerve, and the faces of the k-simplex are subchains. Corresponding to this
k-simplex is a decreasing (but maybe not strictly decreasing!) chain of subsets
(4) Xα0 ⊃ Xα1 ⊃ · · · ⊃ Xαk .
18Since bAx = Abx.
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2.3. The reduced nerve. If the open cover {Xi} is locally finite then the barycentric sub-
division X deformation retracts onto a subcomplex X which has the property that for any
k-simplex in X the corresponding chain of subsets (4) is strictly decreasing. The subset X is
called the reduced nerve of the cover {Xi}. It can be described in the following way.
For any simplex α in the nerve, let
α = {i | Xi ⊃ Xα}.
This is a (possibly bigger) simplex in the nerve19, since ∩i∈αXi = Xα 6= ∅. Now, look at the
map
p : X → X ,
α0 ⊂ α1 ⊂ · · · ⊂ αk 7→ α0 ⊂ α1 ⊂ · · · ⊂ αk,
where we throw out, if necessary, any repetitions in the chain α1 ⊂ · · · ⊂ αk. The map p is
retraction onto its image, its fibres are contractible, and it is not hard to see that it can be
extended to a deformation retraction20. The reduced nerve is the image of this map
X := p(X ).
By construction, if α is a subsimplex of β such that α is a proper subsimplex of β then there
is Xi that contains Xβ but does not contain Xα, which implies Xα is strictly bigger than Xβ.
2.4. Relating the nerve of the cover {Xi} to the space X via a fattening ∆X. The
nerve is related to the space X via an auxiliary space ∆X that is a sort of “fattened” version
of X. The space ∆X =
∐
α(Xα × α)/ ∼ is the quotient space of the disjoint union of all
the possible products Xα × α by identifications along the faces ∂jα of the simplices α via the
inclusions Xα × ∂jα ↪→ X∂jα × ∂jα.
• Note that we have a collapse map ∆X → X obtained by collapsing all the simplices α.
This map is a homotopy equivalence. (See 4G.2 of [23].)
• There is a map ∆X → X from the fattening to the barycentric subdivision of the nerve,
induced by sending Xα × α to α.
19The cover needs to be locally finite so that each α is finite.
20We don’t actually need to use this last fact.
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• There is also a reduced thickening ∆X and a map ∆X → ∆X obtained by first taking
the barycentric subdivisions∐
α0⊂···⊂αi
Xαi × {α0 ⊂ · · · ⊂ αi}/ ∼
of the simplices α occurring in ∆X (geometrically, this process doesn’t change anything)
and then applying the map p to get
∆X :=
∐
α0⊂···⊂αi
Xαi × {α0 ⊂ · · · ⊂ αi}/ ∼ .
The reduced thickening ∆X can also be described as the inverse image of the reduced
nerve X under the projection ∆X → X .
Lemma 16. [23, Proposition 4G.1] Suppose {Xi} is an open cover of X. If every finite
intersection Xα in this cover is either empty or contractible then the projection ∆X → X is a
homotopy equivalence.
Since the projection ∆X → X is always a homotopy equivalence (Proposition 4G.2 of [23])
and the nerve of the cover {Xi} is homeomorphic to its barycentric subdivision X , we get the
following corollary.
Corollary 17. [23, Cor. 4G.3] Let {Xi} be an open cover of X whose finite intersections are
either empty or contractible. Then X is homotopy equivalent to the nerve of the cover {Xi}.
2.5. Mayer-Vietoris assembly. For future use we mention that even if the finite intersections
of a cover do have some non-trivial topology, the homology of the reduced nerve can sometimes
be related to the homology of the cover via a Mayer-Vietoris assembly argument which can be
packaged into the spectral sequence
E2j,k = Hk(X ;Hj(Xα)) =⇒ Hj+k(∪iXi).
This works when {Xi} is a cover of a space by open sets and also when {Xi} is a cover of a
CW-complex by subcomplexes. The following lemma illustrates how this can be used.
Lemma 18. If for every k-simplex α in the reduced nerve we have H≥n−k(Xα) = 0, then
H≥n(X ) = 0 implies H≥n(∪iXi) = 0.
Proof. The condition H≥n−k(Xα) = 0 implies that for j + k ≥ n the only possible non-zero
E2j,k terms occur on the j = 0 line and are E
2
0,k = Hk(X ). So, the spectral sequence implies
that in dimensions ≥ n the homology of the union ∪iXi is bounded above by the homology of
the reduced nerve X . The lemma follows from this. 
2.6. Homotopically trivial group actions. Next, suppose that a group N acts on X by
covering translations and preserves each of the individual sets Xi. Then, the N -action fits into
the commutative diagram
X
·n→ X
↑ ↑
∆X
·n→ ∆X
↓ ↓
X ·n= X ,
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with the vertical maps being homotopy equivalences, and the horizontal maps the actions of an
element n ∈ N . The bottom map is just the identity so if ∆X → X is a homotopy equivalence,
then the top map is homotopically trivial. Consequently, we get the following corollary.
Corollary 19. Suppose we have an open cover X = ∪Xi in which every finite intersection is
either empty or contractible. If a group N acts on X by covering translations and preserves
each of the individual Xi, then its action on X is homotopically trivial. In particular, N acts
trivially on the homology groups H∗(X).
This can be used to show that some homology cycles in X bound. The local vanishing
lemma below is one such result that is a crucial ingredient in the proof of the main theorem.
2.7. Local vanishing lemma.
Proposition 20. Let W be a connected open submanifold of Rn−1. Suppose that a nilpotent
group N of rank r acts on Rn−1 by covering translations, preserves W and acts homotopically
trivially on W . Then
(5) H≥n−1−r(W ) = 0.
Moreover, if r = n− 1 then W is all of Rn−1.
Proof. The spectral sequence corresponding to the bundle
(6) W → (W × Rn−1)/N → Rn−1/N
is
(7) E2i,j = Hi(N ;Hj(W )) =⇒ Hi+j((W × Rn−1)/N) = Hi+j(W/N),
The N -action on Hj(W ) is trivial because the N -action on W is homotopically trivial. Let k
be the largest integer for which Hk(W ) 6= 0. Since N acts by covering translations on Rn−1, it
is torsionfree. Since N is a nilpotent group of rank r, it is the fundamental group of a closed
aspherical r-manifold, and passing to an index two subgroup of N if necessary, we may assume
this manifold is orientable. Consequently, there is a nontrivial fundamental class in Hr(N), and
hence also in Hr(N ;Hk(W )). Thus, the E
2-term E2r,k = Hr(N ;Hk(W )) is nonzero. Moreover,
this term never gets killed in the spectral sequence and hence Hr+k(W/N) 6= 0. Since W is an
open submanifold of Rn−1 we must have one of the following two possibilities.
• r+k = n−1. In this case W/N is a closed (n−1)-manifold and consequently W is also
a closed (n− 1)-manifold. So in fact W = Rn−1. Consequently k = 0 and r = n− 1.
• r + k < n− 1, which implies that H≥n−1−r(W ) = 0.
In both cases, we have H≥n−1−r(W ) = 0, which is what we needed to prove. 
Remark. Here is the simplest instance of this proposition. Suppose W is an open subset of
the plane R2 and ρt : R2 × [0, 1] → R2 is a homotopy preserving W (so ρt(W ) ⊂ W ) from the
identity ρ0 = id to a covering translation ρ1. If a loop α ⊂ W is not contractible in W then
there is a point x inside α that is not in W . Since ρ1 is a covering translation, for sufficiently
large K the translated loop ρK1 α doesn’t contain x, so the homotopy ρ
K
t (α) moves the loop α
off the point x without ever passing through the point x. This cannot happen, so α must be
contractible in W .
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3. Clumps
Suppose that we have a finite collection of subsets {Xi} of X and corresponding subgroups
{Gi} of some group G. For each simplex σ in the nerve of the cover {Xi} let Xσ = ∩i∈σXi
and Gσ = 〈Gi | i ∈ σ〉. Any union of some Xσ is called a clump. We will only care about those
clumps that can be defined by some group N via YN = ∪N<GσXσ. The intersection of two
such clumps is given by the intersection formula
YN ∩ YM = Y〈N,M〉.
Proof. If a point is in ∪〈N,M〉<GσXσ, then it is clearly in both YN and YM . In the other
direction, a point x in the intersection YN ∩ YM is contained in some intersection Xσ ∩Xτ for
Gσ > N,Gτ > M . The intersectionXσ∩Xτ is nonempty, so it corresponds to a bigger simplex ρ
in the nerve containing both σ and τ . Thus, the point x is in Xρ with 〈N,M〉 < 〈Gσ, Gτ 〉 < Gρ.
This shows x is contained in ∪〈N,M〉<GσXσ, which is what we needed to prove. 
There may be more than one group that defines the same clump Y but, by the intersection
formula, there is always a largest such group, namely 〈N | YN = Y 〉.
The group N is called minimal (with respect to the collection {Gσ}) if for every σ either
• N < Gσ, or
• N ∩Gσ is an infinite index subgroup of N .
Lemma 21. If N and M are minimal, then 〈N,M〉 is minimal.
Proof. If Gσ∩〈N,M〉 is a finite index subgroup of 〈N,M〉 then Gσ∩N is a finite index subgroup
of N so, since N is minimal, N < Gσ. Similarly M < Gσ. Consequently 〈N,M〉 < Gσ, proving
that 〈N,M〉 is minimal. 
A clump Y is called maximal if it can be defined by an infinite minimal group N . There may
be more than one minimal group defining the maximal clump Y but, by the above lemma,
there is always a largest such minimal group, namely 〈N minimal | YN = Y 〉. This group is
called the minimal group corresponding to the maximal clump Y .
Given the data {(Xi, Gi)}, let {Yα} be the collection of maximal clumps whose corresponding
minimal groups {Nα} have the additional property21
• Nα virtually contains Gi for some infinite group Gi.
Then
• {Yα} is closed under intersections,
• Every set Xi with infinite group Gi is contained in some maximal clump Yα22, so⋃
i
Xi =
⋃
α
Yα ∪
⋃
Gi finite
Xi.
• if Yα ⊃ Yβ then Nα < Nβ, and
• if Yα ) Yβ then Nα is an infinite index subgroup of Nβ.
21This connects properties of the {Gi} to those of the {Nα} e.g. presence of parabolic elements or lower
bounds on rank.
22Defined by the minimal finite index subgroup of Gi, i.e. the intersection of all Gσ that virtually contain
Gi. Note that this group virtually contains Gi.
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In our application the groups {Nα} will be nilpotent, so the last bullet leads to the following
growing ranks property of maximal clumps.
Corollary 22 (Growing ranks). If all the {Nα} are nilpotent and Yα0 ⊃ · · · ⊃ Yαk is a strictly
decreasing sequence of maximal clumps then rank(Nαk) ≥ k + rank(Nα0).
Proof. An infinite index nilpotent subgroup has smaller rank, so the chain of maximal clumps
in the statement of the corollary gives inequalities
rank(Nα0) < · · · < rank(Nαk)
which imply rank(Nαk) ≥ k + rank(Nα0). 
4. Proof of Theorem 3
4.1. ε-patches. If Si is a finite set of isometries such that the ε-sublevel set
Li :=
⋂
γ∈Si
{
x ∈ M˜ | d(x, γx) < ε
}
is not empty, then we call (Si, Li) an ε-patch. If ε is less than the Margulis constant, then the
group 〈Si〉 generated by the isometries is almost nilpotent and contains a nilpotent subgroup
of index ≤ In, so the group Γi =
〈
γIn! | γ ∈ Si
〉
is actually nilpotent. In this case, the rank of
the patch is the rank of the nilpotent group Γi. The patch is parabolic if Γi contains parabolic
elements. Otherwise, (if the entire group Γi is semisimple) the patch is semisimple. The ε-patch
(Si, Li) may not be invariant under the group Γi, but it is contained in a larger, Γi-invariant
ε′-patch (Zi, Lzi ), where ε
′ = In!3nε. This larger patch is defined in the following way. Let
S′i = {γIn! | γ ∈ Si} be the generating set for Γi and
Zi :=
{
1 6= γ ∈ Z(Γi) | ||γ||S′i ≤ 3n
}
the set of non-trivial isometries commuting with Γi and of length ≤ 3n in this generating set
S′i. The set Zi is non-empty by Lemma 8. The corresponding ε
′-sublevel set
Lzi :=
⋂
γ∈Zi
{
y ∈ M˜ | d(y, γy) < ε′
}
contains Li by Lemma 9. Finally, the resulting ε
′-patch (Zi, Lzi ) is Γi-invariant because Zi
commutes with Γi.
4.2. The end. Recall that M is the interior of a compact manifold with boundary ∂M . So, M
has a neighborhood of infinity of the form ∂M× [0,∞). This neighborhood lifts to ∂M˜× [0,∞)
in the universal cover M˜ . Let E be a single component of this, and Et the corresponding
component of ∂M˜ × [t,∞). The fundamental group Γ := pi1M permutes the components of
∂M˜ × [0,∞), so if an element of the fundamental group γ ∈ Γ does not move E completely off
itself, (γE∩E 6= ∅) then in preserves E and its boundary ∂E (so that γE = E and γ∂E = ∂E).
For convenience, we reparametrize so that d(∂E0, Et) ≥ t, so that the R-neighborhoodNR(∂E0)
of ∂E0 does not meet ER.
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4.3. The thin part. The (pi1M, ε)-thin part of M˜ is the subset
M˜<ε := {x ∈ M˜ | d(x, γx) < ε for some γ ∈ pi1M \ {1}}
of points that are moved less than ε by some nonidentity element of the fundamental group
Γ := pi1M . We will usually just call this the ε-thin part of M˜ . The ε-thin part projects to the
subset of M on which the injectivity radius is < ε/2. Pick a constant µ for which the subset
of injectivity radius < µ/2 is contained in the neighborhood of the end ∂M × [0,∞). On the
universal cover M˜ , this means the µ-thin part M˜<µ is a subset of ∂M˜ × [0,∞). Further, we
pick µ < λn to be less than the Margulis constant λn.
4.4. The rank n− 1 lemma. If one of the groups Γi corresponding to an ε-patch (with small
enough ε) has rank n− 1 then the situation is much simpler that the general case. Projecting
to an appropriate horosphere or minset, one gets a cocompact Γi-action and uses this to show
the entire component of the end E containing Li is contractible. There is no need to assemble
any patches together.
More precisely, let ε′ = In!3nε. If ε′ < µ then both the ε-patch Li and also the larger
Γi-invariant ε
′-patch Lzi are contained in some component E of ∂M˜ × [0,∞).
Lemma 23 (Rank n− 1 lemma). If the ε-patch Li has rank n− 1 then E is contractible.
Proof. There are two cases to consider.
Case 1: Li is parabolic. We pick a nontrivial parabolic element γ in the center of Γi and let ξ
be a point at infinity as in Lemma 10. Look at the geodesic projection pξ : L
z
i → H(x, ξ) ∼= Rn−1
to a horosphere at this point at infinity. The fibres of this projection are connected geodesics
(either open rays or entire lines) pointing at ξ so the image pξ(L
z
i ) ⊂ Rn−1 is a contractible
and open set. The group Γi preserves the set L
z
i and also the point at infinity ξ, so it preserves
the image pξ(L
z
i ). In summary pξ(L
z
i ) ⊂ Rn−1 is an open contractible subset invariant under
the rank n − 1 group Γi, so it must be the entire Rn−1. The fact that Γi has rank n − 1 also
implies that its action on H(x, ξ) ∼= Rn−1 has compact fundamental domain F , which means
that for sufficiently large t the horosphere H(r(t), ξ) is contained in Lzi .
Case 2: Li is semisimple. In this case all elements are semisimple, Γi is a free abelian group
of rank n− 1 (Γ ∼= Zn−1) and its minset splits as C × Rn−1 with Γi acting trivially on C and
by covering translations on Rn−1 (Lemma 13). The image of the closest point projection to
this minset pMin(Γi)(L
z
i ) = L
z
i ∩Min(Γi) is a (non-empty) convex, Zn−1-invariant subspace, so
it contains a flat Rn−1 ⊂ Lzi .
In either case, we have an Rn−1 ⊂ Lzi ⊂ E0 (in the first case a horosphere, and in the second
case a totally geodesic flat) that separates the universal cover into two contractible components
M˜ \Rn−1 = H1
∐
H2, with the first component H1 containing ∂E0 and the second component
H2 contained entirely in E0. We claim that
• for sufficiently large R, the translate of the end ER is contained in H2.
Since the composition of the inclusions ER ⊂ H2 ⊂ E0 = E is a homotopy equivalence and H2
is contractible, this will prove that E is contractible.
Now, we prove the claim. Recall that the Γi action on Rn−1 has a compact fundamental do-
main F (because Γi has rank n−1), so there is a constant R > 0 such that the R-neighborhood
NR(∂E0) of ∂E0 in E0 contains F . Since both ∂E0 and the Rn−1 are invariant under the group
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Γi (∂E0 is invariant under Γi because Γi preserves L
z
i and hence doesn’t move E0 completely
off itself) we find that the entire Rn−1 is contained in the R-neighborhood of ∂E0. On the
other hand, ER does not meet NR(∂E0), so it must be contained in H2. 
4.5. Setup for the rest of the argument. If there is an ε-patch of rank n− 1 with ε′ < µ,
then we have shown the component E containing it is contractible, so we are done with the
proofs of Theorems 3 and 4 for that component. So, for the rest of sections 4 and 5 we can
and will assume that
• all ε-patches with ε′ < µ have rank ≤ n− 2.
Since M has finite volume, its injectivity radius tends to zero. So, for any ε > 0 we can find a
translate of the end ∂M˜ × [t,∞) that is entirely contained in the ε-thin part M˜<ε. Thus,
• for c ∈ H∗(∂M˜) and ε > 0, we can assume c is covered by ε-patches of rank ≥ 1.
In the rest of the proof, we will take cycles in finite unions of ε-patches and fill them inside
unions of larger patches. In order to be able to do this, the initial ε needs to be taken sufficiently
small. In fact, it turns out that
(8) ε <
µ
(In!)2
n−3+23n
will work. We begin by organizing unions of ε-patches into clumps.
4.6. Small clumps of ε-patches. The ε-patches are closed under intersections, in the sense
that for any simplex σ in the nerve of {Li} we get a ε-patch (Sσ, Lσ) where Sσ = ∪i∈σSi and
Lσ = ∩i∈σLi. The corresponding nilpotent23 group is Γσ = 〈S′σ〉 = 〈Γi | i ∈ σ〉. So, we can
associate maximal clumps {Yα} and minimal nilpotent groups {Nα} to the collection of sets
{Li} and groups {Γi} as described in section 3.
4.7. Big clumps. The big clump corresponding to Nα is
Y zα :=
⋃
Nα<Γσ
Lzσ.
Note that if Yα ⊂ Yβ then Nα > Nβ so that Y zα ⊂ Y zβ . Moreover Y zα is Nα-invariant, because
all of the large patches Lzσ that make it up are Nα-invariant. Also note that if the intersection
of two small clumps is Yα∩Yβ = Yγ , then the intersection of big clumps Y zα ∩Y zβ contains Y zγ ,24
but may, in general, be bigger than Y zγ .
Remark. The purpose of the big clumps Y zα is to produce a cover by sets that are as large as
possible, and each have a homotopically trivial action of a nilpotent group on them. Each one
identifies a part that can be “seen” from a single point at infinity. This is made more precise
in the local vanishing lemma below.
23if ε < Margulis constant
24Because Yα ∩ Yβ = Yγ implies 〈Nα, Nβ〉 < Nγ and hence Y zα ∩ Y zβ ⊃ ∪〈Nα,Nβ〉<ΓσL
z
σ ⊃ Y zγ .
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4.8. Topology of big parabolic clumps.
Lemma 24 (Local vanishing lemma). Suppose N is a nilpotent group of rank r ≤ n − 2
containing parabolic elements. If N < Γi for all i then
H≥n−1−r(∪Lzi ) = 0.
Remark. Note that Proposition 20 implies H≥n−r(∪Lzi ) = 0. The point of the local vanishing
lemma is that one can reduce the dimension in which the homology of a parabolic clump
vanishes by one more by projecting onto an appropriate horosphere.
Proof. Since the group N contains a nontrivial parabolic element, its center Z(N) also contains
a nontrivial parabolic element γ (Corollary 12). Take a point ξ on the sphere at infinity as in
Lemma 10. Then group N and all the sets Zi commute with γ, so they fix ξ and preserve all
horospheres H(x, ξ) centered at ξ. Let
p : M˜ → H(x, ξ) ∼= Rn−1
be the geodesic projection onto a horosphere based at ξ. The fibres of p on all the Lzi are
connected geodesics (either open rays or entire lines) pointing at ξ. Note that
• The projections {p(Lzi )} form an open cover of p(∪Lzi ).
• All intersections from the open cover {p(Lzi )} are either empty or contractible, because
they are homotopy equivalent to the corresponding intersections from the cover {Lzi }
via the projection map p.
• The nerve of {p(Lzi )} is the same as the nerve of {Lzi }.
• So, ∪Lzi is homotopy equivalent to p(∪Lzi ).
• The nilpotent group N or rank r acts on the horosphere H(x, ξ) ∼= Rn−1, preserves
each of the individual elements of the cover {p(Lzi )} and consequently acts on p(∪Lzi )
in a homotopically trivial way.
Now, Proposition 20 implies H≥n−1−r(p(∪Lzi )) = 0 and consequently H≥n−1−r(∪Lzi ) = 0. 
Applied to big clumps: if Nα has rank r and contains parabolics then H≥n−1−r(Y zα ) = 0.
4.9. Assembling parabolic clumps via unfolding space uL. We show the following claim.
• Let ε′ = 3n(In!)ε. For any ε′ < µ, if a cycle cp of degree ≥ n− 1− r can be covered by
a union of parabolic ε-patches L = ∪Li of rank ≥ r then it bounds inside the union of
large ε′-patches Lz = ∪Lzσ.
Denote by ∆L the fattening of L obtained from the cover {Yα} (see subsection 2.4). Since the
cover {Yα} is closed under intersections, its reduced nerve Y can be described as the simplicial
complex whose k-simplices are strictly decreasing chains Yα0 ⊃ · · · ⊃ Yαk . We let
uL :=
∐
Y zαk × {Yα0 ⊃ · · · ⊃ Yαk}/ ∼
be the quotient of the disjoint union of all the possible products Y zαk × {Yα0 ⊃ · · · ⊃ Yαk} by
identifications coming from the inclusions Y zαk × {Yβ0 ⊃ · · · ⊃ Yβl} ↪→ Y zβl × {Yβ0 ⊃ · · · ⊃ Yβl}
corresponding to subsets {β0, . . . , βl} ⊂ {α0, . . . , αk}.
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These spaces fit together into a commutative diagram
Y
↑
∆L → uL
↓ ↓
L ↪→ Lz.
In this diagram
• the left vertical arrow is a homotopy equivalence (by Proposition 4G.2 of [23]),
• the top horizontal map is the composition of the map to the reduced thickening ∆L→
∆L with the inclusion ∆L ↪→ uL obtained from the inclusions Yα ↪→ Y zα , and
• the right vertical arrows are the obvious projections to Lz and to the reduced nerve Y.
The point of this construction is that uL is a space where the elements of the cover {Y zα }
are assembled according to the combinatorics of the reduced nerve Y of the cover {Yα}. The
diagram shows that to prove the claim it is enough to show that the homology of the space uL
vanishes in dimensions ≥ n− 1− r. We can compute the homology of uL using the map to the
reduced nerve uL→ Y via the corresponding spectral sequence
(9)
⊕
Yα0⊃···⊃Yαk
Hj(Y
z
αk
× {Yα0 ⊃ · · · ⊃ Yαk}) =
⊕
Yα0⊃···⊃Yαk
Hj(Y
z
αk
) =⇒ Hk+j(uL),
where the sum is over all the strictly decreasing chains Yα0 ⊃ · · · ⊃ Yαk representing simplices
in the reduced nerve Y. To show that the term on the right is zero for k + j ≥ n − 1 − r we
need to show that the terms on the left are all zero for j ≥ n− 1− k − r. In other words, we
need to show that for any strictly decreasing chain Yα0 ⊃ · · · ⊃ Yαk
(10) H≥n−1−(k+r)(Y zαk) = 0.
Since the patches {Li} are parabolic of rank ≥ r and each Nα virtually contains some Γi, all
the Nα have rank ≥ r and contain parabolic elements. The growing ranks property (Corollary
22) implies Nαk has rank ≥ k + r. Since it acts homotopically trivially on Y zαk and contains
parabolic elements, the claim follows from the local vanishing lemma (Lemma 24).
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Remark. What we have done so far is sufficient to prove Theorem 3 in the case of bounded
negative curvature (−1 < K < 0). In this case, for sufficiently small ε all the ε-patches are
parabolic. So, we pick ε small enough, represent a homology class in Hn−2(∂M˜) by a cycle
c ⊂ ∂M˜ × [0,∞) that is covered by parabolic ε-patches ∪Li and bound it inside the union of
ε′-patches ∪Lzσ in the µ-thin part M˜<µ ⊂ ∂M˜ × [0,∞), thus proving the theorem.
Remark. Notice that even if we are only interested in Hn−2(∂M˜), we still need to deal with
lower dimensional cycles and higher rank nilpotent groups in order to put things together via
the Mayer-Vietoris assembly method.
4.10. Reduction to the semisimple case. Suppose that all the Γi have rank ≥ r and let
S =
⋃
Lρ semisimple
Lρ,
P =
⋃
Lτ parabolic
Lτ .
Any patch Lσ = Lρ ∩ Lτ in the intersection S ∩ P is parabolic of rank ≥ r + 1, so (by the
previous subsection) any ≥ (n − 1 − r)-dimensional cycle c ⊂ S ∪ P can be broken up as
c = cs + cp where cs ⊂ S ∪ (S ∩ P )z, cp ⊂ (S ∩ P )z ∪ P , and
(S ∩ P )z :=
⋃
Lρ semisimple, Lτ parabolic
(Lρ ∩ Lτ )z.
Lemma 25. If Γρ is semisimple then Γρ = 〈Zρ〉 and for any σ containing ρ we have Zρ < Zσ.
Proof. If Γρ is semisimple then it is abelian, so its generating set S
′
ρ lies in Zρ ⊂ Γρ implying
that Γρ = 〈Zρ〉. The set Zρ of semisimple elements lies in the center of Γσ (by Lemma 13) and
consists of elements that have length ≤ 3n in the generating set S′ρ ⊂ S′σ, so Zρ ⊂ Zσ. 
The lemma implies
• For any patch Lσ = Lρ ∩Lτ in the intersection S ∩P , the abelian group 〈Zσ〉 contains
the rank ≥ r semisimple group 〈Zρ〉 = Γρ and also contains parabolic elements (by
Corollary 9). Thus (Zσ, L
z
σ) is a parabolic ε
′-patch of rank ≥ r + 1. Consequently, the
entire region (S ∩P )z ∪P can be covered by parabolic ε′-patches of rank ≥ r so we can
bound cp inside a union of large ε
′′-patches, as long as ε′′ = 3n(In!)ε′ is less than µ.
• (Semisimple engulfing) If Γρ is semisimple and ρ ⊂ σ then Lzρ ⊃ Lzσ. Hence the union
Sz = ∪Γi semisimpleLzi contains (S ∩ P )z. It also (clearly) contains S, so it contains
the cycle cs.
4.11. Reduction from semisimple patches to minsets. The next step is to pass from the
union of sublevel sets Sz to a union of minsets. We change notation so that it does not involve
the superscript z anymore. In this new notation, the original Sz is a union ∪iU0i of ε′-patches
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(Zi, U
0
i ). The Zi generate abelian groups Ai = 〈Zi〉 of semisimple isometries and we define
Zki = (In!)
kZi,
Uki =
⋂
γ∈Zki
{x | d(x, γx) < ε′(In!)k},
Aki =
〈
Zki
〉
,
Mki = Min
(
Aki
)
which are nested via
U0i ⊂ U1i ⊂ . . . ,
∪ ∪
M0i ⊂ M1i ⊂ . . . .
The key additional point is that if U0i ∩ U0j 6= ∅ then M1i ∩M1j 6= ∅:
Proof. If U0i and U
0
j intersect at some point x then the Margulis lemma implies
25 that
〈
A0i , A
0
j
〉
is almost nilpotent so
〈
A1i , A
1
j
〉
is actually nilpotent. Since it is generated by semisimple
elements, Lemma 13 implies it is free abelian and consists entirely of semisimple elements. Its
minset Min
(〈
A1i , A
1
j
〉)
is nonempty and is contained in both M1i and M
1
j . 
Consequently, we have natural inclusions of nerves
Nerve{U0i } ⊂ Nerve{M1i } ⊂ Nerve{U1i }.
Since, all the minsets and sublevel sets are convex the nerves are homotopy equivalent to the
unions of the elements of the covers. This implies that for any cycle c ∈ ∪U0i there is a cycle
cm ∈ ∪M1i so that c is homologous to cm inside the union of (In!)ε′-patches ∪U1i .
What we have shown so far can be summarized as follows.
• Suppose c is a degree ≥ (n− 1− r)-cycle covered by ε-patches of rank ≥ r. If ε′′ < µ,
then c is homologous inside the µ-thin part M˜<µ to a cycle cm in a union of minsets
∪M1i of rank ≥ r.
It remains to show that the cycle cm bounds in the µ-thin part. We will show that it bounds
inside a union of larger minsets as long as this later union is still contained in the µ-thin part
(see Proposition 27).
4.12. Arrangements of minsets of small semisimple isometries. For any union of inter-
sections of minsets M = ∪σ ∩i∈σMin(Ai), let Mk = ∪σ ∩i∈σMin(Aki ) and Akσ =
〈
Aki | i ∈ σ
〉
.
Lemma 26. If ∩i∈σMin(Aki ) 6= ∅ and (In!)kε′ < λn (the Margulis constant), then Ak+1σ is an
abelian group of semisimple isometries preserving each Min(Ak+1i ) with i ∈ σ.
Proof. The Margulis lemma implies that if ∩i∈σMin(Aki ) 6= ∅ then the group Akσ is almost
nilpotent and contains a nilpotent subgroup of index ≤ In. Thus Ak+1σ is nilpotent. Since it is
generated by semisimple isometries, it is actually abelian and consists exclusively of semisimple
25if ε′ < Margulis constant
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isometries (Lemma 13). In particular, all of its elements commute with Ak+1i for i ∈ σ, so Ak+1σ
preserves the minset Min(Ak+1i ) whenever i ∈ σ. 
Proposition 27. Suppose that M is a union of intersections of minsets ∪σ ∩i∈σ Min(Ai)
with all A1σ of rank ≥ r, and (In!)2
n−2−r
ε′ < µ. Then the inclusion M ↪→ M2n−2−r is zero on
H≥n−1−r.
Before proving this Proposition, we explain how it is used to finish the proof of Theorem 3.
Proof of Theorem 3. Let c be an (n− 2)-cycle in ∂M˜ × [0,∞). Shifting it to a sufficiently far
translate ∂M˜ × [t,∞), we may assume the cycle c is covered by ε-patches of rank ≥ 1, with
(In!)
2n−3+1ε′ < µ. Then ε′′ < µ so, by the bullet at the end of the previous subsection, c is
homologous inside M˜µ to a cycle cm lying in a union of minsets ∪M1i , with all the groups A1i
having rank at least 1. Now, Proposition 27 implies cm bounds inside the union of minsets
∪iM2n−3+1i of the groups A2
n−3+1
i . By the conditions on ε, this larger union of minsets is in
the µ-thin part M˜µ ⊂ ∂M˜ × [0,∞), so we are done. 
4.13. Proof of Proposition 27. Let
M>r = ∪rank(A1σ)>r ∩i∈σ Min(A
k
i )
be the union of those intersections of minsets whose A1σ have rank > r. Using excision, we
write
H∗(M,M>r) ∼= ⊕αH∗(Yα, Yα>r),
where each Yα has the form
Yα := ∪A1σ=vN ∩i∈σ Min(Ai),
where all the A1σ are virtually equal (=v) to some free abelian group N of rank r and
Yα>r := Yα ∩M>r.
Lemma 28. For k ≥ 1,
H≥n−1−r(Y kα ) = 0.
Proof. After replacing N by the intersection of the A1σ, we may assume N is contained in all
the free abelian groups A1σ. Thus, N commutes with all A
k
i for i ∈ σ and k ≥ 1. By Lemma 15
• the minset of N splits as Min(N) = C × Rr with C convex of dimension ≤ n− r,
• the Aki -action on C × Rr splits,
• if p = p1 ◦ pMin(N) denotes the closest point projection to the minset followed by
projection to the first factor, then
pMin(N)(Min(A
k
i )) = p(Min(A
k
i ))× Rr
with p(Min(Aki )) being the minset of the A
k
i -action on C, and
• pMin(N)(Min(Aki )) = Min(N) ∩Min(Aki ).
The Aki -action on C factors through the finite group A
k
i /(N ∩ Aki ) acting by orientation
preserving isometries. The minset of this finite group acting on C is just its fixed point set, so
either p(Min(Aki )) = C or p(Min(A
k
i )) has codimension ≥ 2 in C. So, either p(Y kα ) = C or
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p(Y kα ) is a finite union of subsets of codimension ≥ 2. Moreover, the last bullet shows the nerves
of {Min(Aki )}i∈σ,A1σ=vN and {pMin(N)(Min(Aki ))}i∈σ,A1σ=vN are the same, so the inclusion
p(Y kα )× Rr = pMin(N)(Y kα ) ↪→ Y kα
is a homotopy equivalence. Since C has dimension ≤ n− r we conclude
0 = H≥n−r−1(p(Y kα )) = H≥n−r−1(pMin(N)(Y
k
α )) = H≥n−1−r(Y
k
α ).

Now, we induct.
Base case r = n−2: In this case M>r = ∅, so M is a disjoint union of the Yα. The previous
lemma shows that M ↪→M1 is zero on H≥n−1−r.
Inductive step: Suppose we already know the Proposition for unions of intersections of
minsets in which all A1σ have rank > r.
Pick d ≥ n − 1 − r and denote by ′ the exponent 2n−3−r . The above lemma, together with
induction (applied to Yα>r) shows that in the diagram
Hd(Yα, Yα>r) → Hd−1(Yα>r),
↓ ↓ 0
Hd(Y
′
α) → Hd(Y ′α, Y ′α>r) → Hd−1(Y ′α>r)
||
0
the middle vertical map is zero. Putting these maps together for all α and using excision, we
get the diagram
⊕αHd(Yα, Yα>r) ∼= Hd(M,M>r)
0 ↓ ↓
⊕αHd(Y ′α, Y ′α>r) → Hd(M ′,M ′>r)
and we see that the right vertical map in this diagram is zero. Finally,
M ′>r = ∪rank(A1σ)>r ∩i∈σ Min(A
′
i)
is a union of intersections of minsets with all groups (A′σ)1 = A′+1σ having rank > r so we can
apply induction to it and the diagram
Hd(M
′′
>r) → Hd(M ′′)
0 ↑ ↑
Hd(M
′
>r) → Hd(M ′) → Hd(M ′,M ′>r)
↑ ↑ 0
Hd(M) → Hd(M,M>r)
shows that the map Hd(M) → Hd(M ′′) is zero. Since M ′′ = M2n−2−r , this proves the Propo-
sition.
Remark. The inductive argument used in this subsection to assemble minsets cannot be used
to assemble information about parabolic patches. The basic obstacle is that if (Si, Li) is a
parabolic patch of rank r, the larger Γi-invariant patch (Zi, L
z
i ) has smaller rank (if the group
Γi is not abelian). This is the reason for doing things via the unfolding space in subsection 4.9.
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5. Covers and coefficients (Proof of Theorem 4)
We do the same arguments as in the proof of Theorem 3 in the previous section, except now
in the universal cover of the end q : E˜ → E. In other words, we use homology with coefficients
in the pi1E-module V := Z[pi1E]. The Mayer-Vietoris assembly arguments work in exactly
the same way for homology with coefficients. The reduction to minsets in subsections 4.10
and 4.11 can also be expressed in terms of homology and works the same way for homology
with coefficients. The places where the extension isn’t formal are the local vanishing lemmas
(Proposition 20 and Lemma 28). Notice that the proof of Lemma 28 actually shows that Y kα is
homotopy equivalent to an (n− 2− r)-complex, so its homology with any coefficients vanishes
in dimension ≥ n − 1 − r. On the other hand, the analogue of Proposition 20 requires more
care. This is because a homotopically trivial action on a complex may not lift to an action of
the universal cover of that complex. For example a Z/p-action on the circle S1 by rotations
does not lift to a Z/p-action on R. However, in our situation the homotopically trivial action
also preserves a cover by contractible sets with contractible intersections. In this case, the
following analogue of Proposition 20 shows that the action does lift to a homotopically trivial
action on the universal (or more generally any regular) cover.
Proposition 29. Let N be a rank r nilpotent group acting on Rn−1 by covering translations,
and let W ⊂ Rn−1 be an open submanifold that is preserved by the N -action. Suppose that
W = ∪iWi is a union of contractible open sets Wi, that each finite intersection of the Wi’s
is either empty or contractible, and that the N -action preserves each Wi. Let Wˆ → W be a
regular cover of with covering group G. Then,
• the N -action on W lifts to a homotopically trivial N -action on Wˆ commuting with G,
• if r < n− 1 then H≥n−1−r(Wˆ ) = 0, and
• if r = n− 1 then Wˆ = G×W = G× Rn−1.
Proof. Pick specific lifts Wˆi of the Wi to the cover Wˆ and express it as a union Wˆ = ∪g∈G∪igWˆi
of G-translates of these lifts26. Define the N -action on Wˆ as follows. Let wˆ ∈ Wˆ be a point in
the cover and w ∈ W the corresponding point in the base. Then the point wˆ is contained in
some gWˆi and we define nwˆ to be the unique point in gWˆi that lies over nw ∈ Wi. In other
words, we define things so that the diagram
gWˆi
n→ gWˆi
↓ ↓
Wi
n→ Wi,
is commutative. It is easy to check that this is well defined (if zˆ is also contained in hWˆj and
we used the diagram for hWˆj instead we would get the same point nzˆ ∈ Wˆ because the two
diagrams contain a common “subdiagram” corresponding to gWˆi ∩ hWˆj) and that it defines
a group action of N on the cover Wˆ . This action commutes with the covering space action
of G because ngn−1 ∈ G and ngn−1Wˆi = gWˆi implies ngn−1 = g (the G-translates of Wˆi are
disjoint because Wi is contractible.) Finally, note that the N -action on Wˆ is homotopically
trivial because it preserves each gWˆi so the argument of Proposition 20 applies. The spectral
26So, each Wˆi is contractible and Wˆi →Wi is a homeomorphism.
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sequence of the bundle Wˆ → (Wˆ × Rn−1)/N → Rn−1/N is
(11) E2i,j = Hi(N ;Hj(Wˆ )) =⇒ Hi+j((Wˆ × Rn−1)/N) = Hi+j(Wˆ/N),
and the N -module Hj(Wˆ ) is trivial because the N -action on Wˆ is homotopically trivial. If k
is the largest integer for which Hk(Wˆ ) 6= 0, then the E2-term E2r,k = Hr(N ;Hk(Wˆ )) 6= 0 never
gets killed, implying Hr+k(Wˆ/N) 6= 0. Since W ⊂ Rn−1 is open, either
• r + k < n− 1, so r < n− 1 and the homology H∗(Wˆ ) vanishes for ∗ ≥ n− 1− r, or
• r + k = n− 1. In this case Wˆ/N is a closed (n− 1)-manifold, so W/N is as well. This
means W = Rn−1, k = 0 and r = n− 1. Thus, the cover Wˆ →W is G× Rn−1.

We apply this Proposition in place of Proposition 20 to show that for a big parabolic clump
Y zα of rank r ≤ n− 2 and homology with coefficients in V = Zpi1E we have
H≥n−1−r(Y zα ;V ) = H≥n−1−r(p(Y
z
α );V ) = H≥n−1−r(q
−1p(Y zα )) = 0.
The rest of the argument from section 4 goes through, using homology with coefficients in V
instead of Z everywhere. The conclusion is H≥n−2(E˜) = 0. This is true for every component
E of the end ∂M˜ × [0,∞) so we conclude H≥n−2(∂˜M) = 0. This proves equation (2).
6. Questions
6.1. Homotopy type of the boundary. The (conceptually) simplest reason for the homol-
ogy vanishing in dimension ≥ n− 2 would be that the boundary of the universal cover ∂M˜ is
actually homotopy equivalent to an (n− 3)-complex.
Question 30. Is ∂M˜ homotopy equivalent to an (n− 3)-complex?
Remark. In the 4-dimensional case, this question is asking whether the boundary of the
universal cover ∂M˜ is homotopy equivalent to a graph.
A classical result of Wall, implies that the answer to this question is yes (at least in dimen-
sions n 6= 5) if, in addition to the homological vanishing established in this paper, a certain
cohomology group vanishes.
Theorem 31 (Wall). Let X be a complex and X˜ its universal cover. Suppose that
H≥n−2(X˜) = 0,
Hn−2(X;V ) = 0
for any pi1X-module V . If n > 2, n 6= 5 then X is homotopy equivalent to an (n− 3)-complex.
Remark. This is a restatement of Theorems D and E of [29].
Question 32. Is Hn−2(∂M˜ ;V ) = 0 for every pi1∂M˜ -module V ?
One can do the argument of this paper in cohomology to show that for a finite union of small
patches L = Lx1 ∪ · · · ∪ Lxk the corresponding unfolding space uL has vanishing Hn−2(·;V )
and, consequently, this unfolding space uL is homotopy equivalent to an (n−3)-complex (when
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n 6= 5). Moreover, in dimension n = 4 all the relevant27 nilpotent groups have rank ≤ 2 and
hence are abelian, so the groups Γx preserve the small patches, there is no need to introduce
the large patches or the unfolding space, and the argument together with Wall’s theorem shows
that any finite union of small patches L is homotopy equivalent to a graph. Consequently, in
addition to the conclusion that in dimension 4 the boundary ∂M is aspherical (the result of
Nguy˜ˆen Phan which led to the extensions in this paper) we also get
Corollary 33. If n = 4 then the fundamental group of each component of ∂M˜ is locally free28.
In order to show that Hn−2(∂M˜ ;V ) = 0, one would need to do the argument of this paper
in cohomology also for infinite unions of small patches. Let Λ ⊂ pi1M be the subgroup of
the fundamental group preserving a component E of the end. For large enough t, we can
cover the cross section ∂Et by a finite union of Λ-orbits of patches ∪ki=1ΛLxi in the end, so
that ∂Et ⊂ ∪ki=1ΛLxi ⊂ E. One problem with proving cohomology vanishing for such infinite
unions is that there may not be minimal nilpotent groups. Baumslag-Solitar type relations
(in the sense of [28]) seem to be the enemy here, so it might be easier to prove cohomology
vanishing with some sort of (noBS)-condition on the fundamental group. The simplest one is
• For any pair of nontrivial elements x, y ∈ pi1M , if xysx−1 = yt then s = ±t.
Conversely, in the presence of such relations it may well be that cohomology does not vanish.
6.2. Homological collapse without finiteness restrictions. The finiteness conditions on
M (the topological tameness condition and the Riemannian finite volume condition) only ap-
pear in the proof through the rank (n−1) Lemma. Thus, one is led to wonder whether there is
a result about homological collapse in the thin part of the universal cover that is valid without
any such finiteness restrictions. First, we note that our arguments give such a result if we
assume that all the relevant nilpotent groups have rank ≤ n− 2. We state it now.
Let M be a complete n-manifold of bounded nonpositive curvature −1 ≤ K ≤ 0, Γ its
fundamental group and M˜ its universal cover. Let Γx(ε) := 〈γ ∈ Γ | d(x, γx) < ε〉 be the group
generated by isometries that move the point x by less than ε. The Margulis lemma says there
is a constant λn > 0, depending only on the dimension n, so that Γx(ε) is almost nilpotent
whenever ε ≤ λn. For any such ε we can filter the universal cover by ranks of these groups,
with M˜
(r)
<ε := {x ∈ M˜ | rank Γx(ε) ≥ r} being the set of points where the group generated
by ε-small isometries has rank at least r. Before, we’ve called set M˜
(1)
<ε the (Γ, ε)-thin part (or
simply the ε-thin part) of the universal cover and denoted it by M˜<ε.
Theorem 34. Suppose that
(?): 29 the almost nilpotent groups Γx(λn) have rank ≤ n− 2 for all x ∈ M˜ .
Then, there is a constant Cn with the following property:
• if ε < λn/Cn and d ≥ n− 1− r, then any d-cycle in M˜ (r)<ε bounds in M˜<Cnε.
Moreover, we can find such a Cn depending only on the dimension n.
27Recall that if one of the nilpotent groups has rank n−1 = 3 then the component of the end E is contractible,
i.e. homotopy equivalent to a point, and we are done.
28A group is locally free if every finitely generated subgroup of it is free.
29Another way to state this condition is M˜
(n−1)
<λn
= ∅.
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In particular, this says that if n > 2 then any (n−2)-cycle in the ε-thin part of the universal
cover bounds in the Cnε-thin part. One is led to ask whether this result can be true if we allow
some rank (n− 1) nilpotent groups. This appears to be unknown even in the n = 3 case.
Question 35. Suppose M˜ is a complete, simply connected, Riemannian 3-manifold of bounded
nonpositive curvature −1 ≤ K ≤ 0. Let Γ be a torsionfree, discrete group of isometries of M˜ .
Is there a constant C3 such that, for any ε < λ3/C3 a loop in the (Γ, ε)-thin part bounds
in the (Γ, C3ε)-thin part? If yes, can one pick a single constant C3 that works for all such
3-manifolds?
6.3. Dimension five. In dimension ≥ 6 it is easy to give examples where the boundaries are
not aspherical. For instance, the cartesian product of three punctured tori is homeomorphic to a
finite volume, complete, 6-dimensional Riemannian manifold of bounded nonpositive curvature
whose boundary is not aspherical. However, in dimension five there is still a chance that the
boundary is aspherical.
Question 36. Suppose that M is a 5-dimensional, complete, finite volume Riemannian man-
ifold of bounded nonpositive curvature. If M is tame, is ∂M aspherical?
6.4. Lower bounds on homology. In all known examples of complete, finite volume Rie-
mannian manifolds of bounded nonpositive curvature, the reduced homology of ∂M˜ is con-
centrated in a single dimension, and consequently the fundamental group pi1M is a duality
group. It would be interesting to either give examples where this is not the case (the man-
ifold studied by Buyalo in [8] would be an example if one could show that the fundamental
group of the boundary does not surject onto the fundamental group of the interior) or to find
some mechanism that leads to vanishing of homology of ∂M˜ in low dimensions and gives some
concentration. In the arguments of this paper, three different scales are relevant.
• (Patch scale): The patches are sublevel sets so they are convex.
• (Clump scale): The largest scale on which one deals with a single nilpotent group.
• (Finite scale): This is where one has a finite union of clumps.
If one finds constraints on the topology of a maximal clump beyond the local vanishing lemma,
one can try to assemble them into a statement about the end via a Mayer-Vietoris argument.
6.5. Abelian arrangements of minsets. A related question is to understand what condi-
tions on an abelian arrangement of minsets give lower bounds on homology.
Question 37. Suppose {Ai} is a collection of abelian groups of semisimple isometries on
M˜ , and that Ai commutes with Aj whenever Min(Ai) intersects Min(Aj). When is the union
∪iMin(Ai) homotopy equivalent to a wedge of spheres ∨Sk concentrated in a single dimension?
6.6. Relation to other types of collapse. In spirit, the homological collapse of this paper
has many common themes with the metric collapse of F -structures [11, 12] and the Cheeger-
Fukaya-Gromov theory of nilpotent structures [9]. It might be interesting to figure out if there
is some direct relation, and whether the metric collapse theories give additional topological
information about the end in the presence of nonpositive curvature.
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6.7. Can the thick part be homotoped into the end? It would be very interesting if there
is some topological obstruction arising from bounded nonpositive curvature that prevents the
thick part from being homotoped into the end. For instance, one might hope that the patches
on the end can be assembled into some sort of structure that cannot exist on the thick part for
topological reasons.
Question 38. Let M be a complete, finite volume manifold of bounded nonpositive curvature.
Suppose M is tame. Is there a homotopy ht : M →M with h0 = idM and h1(M) ⊂ ∂M?30
Remark. For a closed higher genus surface Σ the product Σ×R has a complete, finite volume,
negatively curved Riemannian metric [24], so the two-sided curvature bound is essential here.
6.8. Infinite topological type. One can ask for a version of Corollary 6 if we drop tameness
but retain the finite volume assumption.
Question 39. Let n ≥ 3. Suppose pi is the fundamental group of a complete, finite volume
Riemannian n-manifold of bounded nonpositive curvature. Is pi freely indecomposable?
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