We present numerical investigations of the value distribution and distribution of Fourier coefficients of the Eisenstein series E(z; s) on arithmetic and non-arithmetic Fuchsian groups. Our numerics indicate a Gaussian limit value distribution for a real-valued rotation of E(z; s) as Re s = 1/2, Im s → ∞ and also, on non-arithmetic groups, a complex Gaussian limit distribution for E(z; s) when Re s > 1/2 near 1/2 and Im s → ∞, at least if we allow Re s → 1/2 at some rate. Furthermore, on non-arithmetic groups and for fixed s with Re s ≥ 1/2 near 1/2, our numerics indicate a Gaussian limit distribution for the appropriately normalized Fourier coefficients.
Introduction
The study of eigenfunctions of the Laplacian on a negatively curved Riemannian manifold is of high significance in the research field of quantum chaos. The L 2 -normalized eigenfunctions φ n (z) represent individual quantum mechanical particles and eigenfunctions with large eigenvalue λ n are of particular interest. It is in the semi-classical limit λ n → ∞ (which corresponds to → 0 in Schrödinger's equation) that one has the opportunity to study the impact of chaos in classical dynamics on quantum mechanical systems.
The surfaces considered in this paper are hyperbolic surfaces; we will always write them as Γ\H, where Γ is a cofinite Fuchsian group acting on the Poincaré upper half-plane H equipped with the hyperbolic metric ds 2 = y −2 (dx 2 + dy 2 ) and corresponding area dµ = dxdy/y 2 . When the surface Γ\H is of finite area but non-compact, i.e. has cusps, Selberg [Sel89] showed that the Laplace-Beltrami operator ∆ = y 2 ∂ 2 ∂x 2 + ∂ 2 ∂y 2 has both a discrete and a continuous spectrum and that the continuous spectrum is the interval [1/4, ∞). The discrete eigenfunctions with 1/4 ≤ λ n are cusp forms and the continuous spectrum arises from the Eisenstein series, E(z; s) with the eigenvalue written λ = s(1 − s).
When Γ\H is of finite hyperbolic area it is known that the geodesic flow on the surface is ergodic, [Hop36] . If in addition Γ\H is compact the results of Shnirelman/Colin de Verdiere/Zelditch [Shn74, Col85, Zel87] lead to lim n→∞ 1 µ(F ) F |φ n (z)| 2 dµ = 1 µ(Γ\H) for every Jordan region F ⊆ Γ\H, with the possible exclusion of a set of λ n of density 0. This result has been extended to noncompact surfaces such as the modular surface P SL(2, Z)\H, cf. Zelditch [Zel91] . In [LS95] Lou and Sarnak showed that a corresponding result holds for the Eisenstein series on P SL(2, Z)\H without the exclusion of a subset of eigenvalues (this is called quantum unique equidistribution). One may now proceed to consider even deeper lying questions about the statistical properties of the eigenstates. Bearing the above facts in mind, it is not unreasonable to suspect that the relative frequency measures µ({z ∈ F ; σ −1 E z; Several numerical experiments have previously been carried out which strongly support Gaussian distribution for cusp forms on Γ\H, with Γ = P SL(2, Z) or Γ a Hecke triangle group, cf. Hejhal and Rackner [HR92, Hej99] and, for CM -forms on congruence subgroups of P SL(2, Z), Hejhal and Strömbergsson [HS01] . Regarding the values of the Eisenstein series on the arithmetic surface P SL(2, Z)\H, promising experimental results along with some heuristics are presented in [HR92] .
This paper is mainly concerned with the Eisenstein series on non-arithmetic surfaces without any symmetries, i.e. in a setting where, in line with the Phillips-Sarnak conjecture [PS85] , there is expected to be (generically) no discrete eigenfunctions. The pursuit of quantum chaos must then depend entirely on the Eisenstein series!
In [Ave06] we worked with the group Γ 0 (5) and with groups Γ in the Teichmüller space T (Γ 0 (5)) of Γ 0 (5). In particular, we examined cusp forms and Eisenstein series as the group Γ is deformed in T (Γ 0 (5)), with the conjecture of Phillips and Sarnak in mind. In the present paper we make further use of the tools developed in [Ave06] . We will keep Γ ∈ T (Γ 0 (5)) fixed and compute the Eisenstein series in order to investigate statistical properties of its values and Fourier coefficients. More precisely, our two main topics are the value distribution of E(z; s) with Im s large, and statistics of Fourier coefficients of E(z; s). We consider s-values with Re s = 1/2 as well as ones having Re s > 1/2.
Our experimental results provide indications of Gaussian value distribution for the Eisenstein series. Indeed, when Re s = 1/2, E(z; s) can be rotated to be real and our data suggests that it has a limiting Gaussian distribution. When Re s > 1/2, E(z; s) is complex and we find reason to believe that E(z; s) approaches a complex Gaussian value distribution as Im s → ∞, at least on non-arithmetic groups and if we allow Re s → 1/2 at some rate. On the arithmetic group we can not see resemblance of a complex Gaussian distribution when Re s > 1/2 due to a clustering phenomenon of Fourier coefficients that takes place for our values of s. The effect of letting Im s → ∞ here is not yet clear.
Regarding the Fourier coefficients we provide numerical evidence of a complex Gaussian value distribution in the non-arithmetic cases, when Re s = 1/2 or is near 1/2 and we take the coefficients to be appropriately normalized.
Eisenstein series on Γ a,r
We will consider groups Γ in the Teichmüller space of
These groups have two cusps; this presents a computational difficulty which can be overcome by instead working with the one-cusp group
where W 0 is the Fricke involution z → − 1 5z . The Teichmüller space T (Γ 0 (5)) has dimension 2 (cf. [Ber72, p. 275]), and so there will be two real parameters to vary. We call these a and r and we will write Γ a,r and Γ a,r (see precise definition below), for the deformations of Γ 0 (5) and Γ 0 (5). We remark that (a, r) in fact provide real-analytic coordinates on T (Γ 0 (5)) (with respect to its standard complex analytic structure), at least for |a| < 0.05 and 0.125 < r < 0.225. A detailed proof of this is given in the Maple-file [Ave04] .
A discussion of the generators of the groups Γ 0 (5), Γ 0 (5), Γ a,r and Γ a,r can be found in [FL05] , where a more general case is considered, and in [Ave03] where we have worked out the details for our special case. (Note that the parameters in [FL05] correspond to ours as a = b F L and r = 1/a F L .) Here we simply state the generators of Γ a,r and Γ a,r in Table 1 . We obtain the groups Γ 0 (5) and Γ 0 (5) when (a, r) = (0, 1/5); i.e. Γ 0 (5) = Γ 0, On Γ a,r one may define the Eisenstein series as
and it has a meromorphic continuation to all s ∈ C. Our numerical algorithm is a modified version of the algorithm for computations of Maass waveforms found in [Hej99] and it is described in [Ave06] . It builds on the automorphy relation applied to a set of evenly spaced points along a closed horocycle Im z = Y (lying below the fundamental domain of the group), and it uses the Fourier series expansion of E(z; s):
or, more precisely, a truncated version of it (for a suitable M ):
Here K s−1/2 (X) denotes the usual K-Bessel function multiplied by a factor exp(πIm (s)/2), cf. [Ave06, §4.3]. When the coefficients ϕ −M (s), . . . , ϕ M (s) and ϕ(s) have been computed to sufficient accuracy we may obtain the higher coefficients ϕ m (s) with |m| > M in exactly the same way as in [Hej99, §4] .
Several tests of accuracy regarding the computations of E(z; s)-values were discussed in [Ave06, §4.5]. The data used in the present paper were mainly checked by repeating the computations of Fourier coefficients with a different parameter Y , cf. [Hej99, §4] . The difference between the two results is denoted δ. It gives us a measure of accuracy, but there is, a priori, no guarantee that it reflects the true accuracy. However, the arithmetic group Γ 0 (5) offers an excellent possibility to check this: from [Hej83, Ch. 11.4] one may deduce explicit formulas:
Our parameters M and Y were chosen with an aim to achieve 6 digits accuracy in the final data, and the above tests gave the following results: On Γ 0 (5) we found that 99% of the coefficients with |m| > M have at least 6 correct digits and the majority (about 90%) have 6 − 8 correct digits. About 95% of the δ-values indicate the true accuracy or are at most one digit off. Thus, although δ is not an exact measure of accuracy it certainly gives a hint about our overall accuracy.
Coefficients with |m| < M are used to compute E(z; s)-values and their accuracy is displayed in Table 2 . Our groups here are: For readers interested in the details of our implementation we remark that our computations of E(z; s) for Im s = 1000 had M = 1129 in eq. (4) and to compute ϕ −M (s), . . . , ϕ M (s) and ϕ(s) we used M 0 = 1206 (notation as in [Ave06, §4.1]; this corresponds to solving a 2412×2412 system of linear equations) and Y -values 0.145 and 0.135. It is crucial to optimize M 0 and Y in such a way that K s−1/2 (2πM 0 Y ) is small but not too small since then division by K s−1/2 (2π|m|Y ) for |m| < M 0 will cause errors, cf. also [The05] . 
Also ϕ(s) = ϕ(s) and E(z; s) = E(z; s). When s = 1/2 + iR it follows that ϕ(s) = e iω , for some ω ∈ R. Writing E(z; s) = re iθ also in polar form we find that re iθ = e iω re −iθ and so, if r = 0, we must have θ = ω/2 + πk with k ∈ Z. This means that for s = 1/2 + iR the values of the Eisenstein series are situated along a line with angle ω/2 to the real axis in the complex plane and a rotation will make them real.
There are also consequences for the Fourier coefficients when Re s = 1/2. Since e −iω/2 E(z; s) ∈ R for all z we find from eq. (3) that the rotated coefficients
We will now explore this a bit further for the arithmetic group Γ 0 (5). On Γ 0 (5) the Eisenstein series is even in the sense that ϕ −m (s) = ϕ m (s) with the effect that only terms with cos(2πmx) are present in the Fourier expansion eq. When Re s = 1/2 the coefficients and values for E(z; s) are no longer on a straight in line in the complex plane. However, as we let Re s become slightly larger than 1/2 we find the first 10 000 coefficients clustering around a straight line, cf. Fig. 1 . We may use the coefficient formula eq. (6) to explain this.
For simplicity we look at a coefficient ϕ m (s) with m = 5 a prime. We let s = 1/2 + η + iR with η > 0 small. We may then write
with
Here w = 0 whenever η > 0. It follows that these ϕ m (s) will lie near the line e iω 1 R with ω 1 = arg w , and that the distance to e iω 1 R will depend on the size of m η . This distance will be small as long as m η is close to 1.
(When s = 1/2 + iR this agrees with our earlier notation: it is a simple exercise using functional equations to show that ω 1 = ω/2 for s = 1/2 + iR.) Treatment of other coefficients ϕ m (s) with 5 m is similar. Let m ≥ 1.
Instead of the second factor in eq. (7) we have a sum of paired terms (this pairing of terms does not take place for ϕ m (s) with 5 | m):
The prime above the sum denotes that we count the (d = √ m)-term with a factor 1/2 if it occurs. Thus all these coefficients will be near e iω 1 R if η is sufficiently small (in a way depending on m).
This phenomenon is illustrated in Figs. 1 and 2. Fig. 1 includes the values of Re s used for the statistical studies in this paper. In Fig. 2 we keep s fixed. The upper two plots include all coefficients up to m = 10 000 and m = 1000 respectively. In the bottom plots we extract the e −iω 1 ϕ m (s) with m prime. Here the ellipse shape indicated by eq. (7) is nicely visible and we also see clearly how the coefficients spread out from the real axis as we increase m. The well-known Rankin-Selberg asymptotic formula holds for cusp forms (see [BR99] for the proof of the error term for an arbitrary cofinite Fuchsian group):
Statistics for Fourier coefficients
+ε , ensuring us that the limit value distribution of the coefficients (if it exists) has finite second moment. For the Eisenstein series on a cofinite Fuchsian group Γ, Strömbergsson [Str05a] proved the following asymptotic formulas; for s = 1/2 + iR (regard-ing the factor e πR , cf. the paragraph below eq. (4)):
and for s = σ + iR, σ > 1/2, σ = 1, R = 0:
as N → ∞ (9) with
For the case of arithmetic groups this type of formula is well-known (cf.
[HR92, §7]).
To get an indication of the behavior of the true error in eqs. (8) and (9) and also as a check that all constants were evaluated correctly, we plotted the relevant differences in each of our cases. For example, Fig. 3 illustrates eq. (8) for Γ 1 and one of our typical choices of s. The corresponding pictures for our other cases are similar. Starting at the top, these plots are of
with N = 10 000. Note how the magnitude decreases significantly as we subtract off more terms. The difference between the first two plots and the last one is striking; the last plot is much more "chaotic". Just as for cusp forms, it is not known whether the coefficients of the Eisenstein series have a Gaussian value distribution. The above asymptotic formulas suggest that this question is not quite as natural as with cusp forms; we will not have finite second moments. But to be able to examine the value distribution of the first N coefficients ϕ m (s) we may construct something with second moment tending to a finite limit as N → ∞:
Note that these depend on N .
The results for non-arithmetic groups and N = 10 000 are shown in Tables 3 and 4. The groups Γ 1 and Γ 2 were defined in section 2. For Re s = 1/2 only ϕ m (s) with m positive are included because of the symmetry relations discussed in section 3.1. The following notations regarding standard deviation and moments are used if Re s > 1/2 (and corresponding formulas for Re s = 1/2) The values δ in Tables 3 and 4 strongly indicate that the real and imaginary parts of the modified coefficients ϕ m (s) have a Gaussian value distribution as N → ∞. This is also supported by the I 4 -values and to a lesser extent by the I 6 -and I 8 -values; one should keep in mind that the higher moments are very sensitive even to quite small discrepancies versus the Gaussian curve.
The magnitude of the correlation coefficients between the real and imaginary parts range from 0.01 to 0.001 in these computations. It is reasonable to assume that in the limit N → ∞, the true correlation is zero. Note also that the real and imaginary parts have nearly the same σ. Thus two necessary conditions for ϕ m (s) to have a complex Gaussian distribution seem to be fulfilled. In fact, assuming the limit correlation to be zero, it is sufficient to show that every linear combination cos(θ)Re ϕ m (s) + sin(θ)Im ϕ m (s) is Gaussian with the same σ, cf., e.g., [Gut95, Ch. 5]. Experiments were carried out for 6 such linear combinations for each s-value in Tables 3 and 4 . In Table 5 we show the results for Γ 1 , s = 0.55 + 16 i; the other cases are of similar quality. Clearly the agreement with the Gaussian is the same in all 6 directions and σ is stable. Therefore it seems reasonable to conjecture that ϕ m (s) has a complex Gaussian distribution for Re s near 1/2. On the non-arithmetic group we have also computed correlation coefficients ρ q for shifted Fourier coefficients ϕ m (s), ϕ m+q (s), with q = 1, . . . , 5:
with N near 10 000, see Table 6 . Averages of this type are important in many theoretical questions, cf., e.g., [LS95, Sar01, LS03, LS04]. The ρ q -values in Table 6 suggest that ϕ m (s) and ϕ m+q (s) are uncorrelated. Indeed, if the ϕ m (s)'s are replaced by independent Gaussian distributed random numbers, the resulting values of ρ q are found to be of the same order of magnitude as in Table 6 . As in [Hej99] the picture becomes a different one for the arithmetic group. In fact, for Re s = 1/2, the value distribution for the coefficients ϕ m (s) does not converge to a Gaussian distribution, at least not as far as moment convergence is concerned, cf. [Str05b] . Indeed, already the fourth 
Values of E(z; s)
Recall that we expect |E(z; 1/2 + iR)| to have a Gaussian value distribution as R → ∞, cf. section 1, i.e. we should have, for any −∞ < a < b < ∞ and any compact Jordan subregion F of Γ\H, For Re s = 1/2, E(z; s) itself does not take part in the spectral decomposition of L 2 (Γ\H) but the value distribution for such s-values is also interesting. For, example one may ask if E(z; s) has a limit distribution for each fixed Re s as Im s → ∞.
We note that for Re s > 1 it follows from eq. (2) that we do not have a Gaussian limit distribution in general. Indeed, if Γ is any one-cusp group with a normalized cusp at ∞, c > 0 is an arbitrarily small constant, and F is any compact region with sup U ∈Γ− S ,z∈F Im U z < inf z∈F Im z, then whenever Re s is sufficiently large we have from eq. (2), for all z ∈ F : E(z; s) ≈ y s , with an absolute error less than cy Re s . This clearly makes it impossible for Gaussian distribution to hold as Im s → ∞. The same fact (i.e. |E(z; s) − y s | < cy Re s ) is also true for any given Re s > 1, as long as the compact region F is chosen sufficiently high up in the fundamental region (cf. [Hej83, p. 56 (Prop. 8.1(e))], which is easily extended to fixed Re s > 1 and arbitrary Im s). In fact, it seems possible that by a more refined analysis one might be able to rule out, for any fixed Re s > 1 and F , the possibility of a Gaussian limit distribution as Im s → ∞.
Perhaps these facts hint that we should not expect to see a Gaussian limit distribution for any fixed Re s > 1/2 as Im s → ∞. However, it might be reasonable, for Re s near 1/2, to expect the limit distribution to resemble a Gaussian distribution.
In our numerical experiments we keep Re s close to 1/2. We include the arithmetic group Γ 0 (5), as well as the non-arithmetic ones, Γ 1 and Γ 2 (cf. section 3.2). Recall that e −iω/2 E(z; s) is real-valued for Re s = 1/2. We let E * (z; s) = e −iω/2 E(z; s) when Re s = 1/2, E * (z; s) = e −iω 1 E(z; s) on Γ 0 (5) and E * (z; s) = E(z; s) otherwise (cf. section 3.1 for explanations of ω and ω 1 ). Tables 7, 8 , 9 summarize our findings. We have used F = [0, 0.4]×[1, 1.4] and computed values of E(z; s) over a 1200 × 1200 grid for Im s ≤ 500 and a 2500 × 2500 grid for Im s = 1000. Histograms were then made by throwing hyperbolic area into 20 buckets according to the local size of the real and imaginary parts of E * (z; s). The notation is the same as in section 3.2 except that now we have
and similarly for Im E * (z; s). The value cc is the correlation coefficient between real and imaginary parts. The integrals giving σ and I k in eq. (12) were computed as Riemann sums. Recall that for the arithmetic group Γ 0 (5) and Re s near 1/2 we found that the majority of the coefficients ψ m (s) = e −iω 1 ϕ m (s) with m not too large lie close to the real line, cf., e.g., Fig. 1 . The effect of this on the values of E * (z; s) = e −iω 1 E(z; s) is easy to explain heuristically (and to check numerically) if we consider its Fourier expansion:
(2π|m|y) cos(2πmx).
As long as Im s is kept moderate only ψ m (s) with |m| small are relevant in this sum (think of the truncated eq. (4)!). The imaginary parts of the majority of such ψ m (s) are small compared to their real parts when Re s is near 1/2. The same holds for K s−1/2 (2π|m|y). It follows that the imaginary part of the sum over m above is small compared to its real part, the consequence being that the constant term Im (e −iω 1 (y s +ϕ(s)y 1−s )) is dominating in size. Without the comparable impact of higher modes we cannot hope to see resemblance of a Gaussian distribution for values of Im E * (z; s), cf. Fig.  4 (and also Fig. 7 below) . However, when Im s → ∞ large m come into play and so there is still hope for a Gaussian limit distribution.
Resemblance to a Gaussian distribution can only be expected when the window F is large compared to the deBroglie wavelength π/Im s. For Im s = 100, 500, 1000 the window F corresponds to 13, 64 and 127 deBroglie wavelengths respectively. For Im s = 100 this is not enough. As Im s grows, however, we see a good improvement in δ in all our cases (except the case Im E * (z; s), Γ 0 (5), Re s > 1/2 described above), as well as an overall improvement in the I k -values, k = 4, 6, 8. Cf. also Figs. 5 and 6 where we show histograms for Γ 0 (5) and Γ 1 with Re s = 1/2. Comparing Table 7 with Tables 8 and 9 ; and Fig. 5 with Fig. 6 , we find that the quality of the Gaussian fit is much better for Γ 1 and Γ 2 (these two being about the same, quality-wise) than for Γ 0 (5). Note especially that the improvement for the non-arithmetic cases as Im s grows is stronger. It is perhaps natural to expect a better Gaussian fit for non-arithmetic groups where no coefficient formulas are available.
In the cases where our experiments indicate that both Re E * (z; s) and Im E * (z; s) resemble a Gaussian value distributions as Im s → ∞ the question arises whether E(z; s) resembles a complex Gaussian distribution. Looking at the values of cc and σ in Tables 8 and 9 one might suspect that this is indeed the case and that the convergence is slower when Re s is close to 1/2. The best candidates for testing complex Gaussian seem to be s = 0.55 + 1000 i for Γ 1 and Γ 2 . We have computed the standard deviation of random linear combinations of Re E(z; s) and Im E(z; s) in the same way as in section 3.2 and the results indeed indicate that E(z; s) has a complex Gaussian limit distribution as Im s → ∞ (for some regime of Re s → 1/2), cf. Finally, we give some data in connection with a conjectural asymptotic formula for the standard deviation σ over a given rectangle F , based on [HR92] . Let y av be the average y-value over F and set
In line with the heuristic arguments in [HR92, § §6, 7] it is natural to expect that we should have σ ≈ σ 0 as R → ∞. One also expects that σ 1 should be asymptotically negligible in the limit, thus σ ≈ πΩ/8 as R → ∞. We test this conjecture in Table 11 where we see that we have a reasonable agreement already for our fairly modest R-values.
Recall that [HR92, §7] dealt with the arithmetic group Γ = P SL(2, Z), and it was seen that in this case the term c 1 N log N is dominant in eq. (8) when N = R/(2πy av ) and R → ∞, leading to Ω ∼ 16 log R πµ(Γ\H) = 48 log R π 2 and the expected asymptotic formula σ ∼ 6 log R/π. However, we remark that the asymptotic size of Ω may well look quite different on a generic group: First of all, by the Phillips-Sarnak philosophy, we expect the term ϕ ( 1 2 + iR)/ϕ( 1 2 + iR) in c 2 to frequently be of size at least [const] · R, thus making c 2 N dominate heavily over c 1 N log N in eq. (8); but furthermore it is not clear if the implied constant in the error term in eq. (8) can be bounded with respect to R in a way so that the estimate is at all relevant when N = R/(2πy av ). These experiments have only begun to uncover the true nature of the value statistics of E(z; s). A number of intriguing questions remain to be investigated, both numerically and theoretically. On non-arithmetic groups we see a clear tendency of a Gaussian limit distribution for our Re s-values and it is not unreasonable to believe that we have a Gaussian limit as Im s → ∞, for Re s ≥ 1/2 near 1/2 (at least if we allow Re s → 1/2 at some rate). It is not clear what the exact limitations on Re s should be for this to hold. Perhaps it might be true for all 1/2 ≤ Re s < 1?
Regarding the arithmetic group, one can speculate if E(z; s) has a complex Gaussian distribution there as well as Im s → ∞, for Re s > 1/2 with Re s → 1/2, say. This might very well be the case, although the evidence is not accessible for our values of Im s. It would certainly be interesting to study theoretically in what Re s-regime the phenomenon displayed in Fig.  4 persists as Im s → ∞. This would in particular involve studying the asymptotics of K s−1/2 (X).
Pictures of E(z; s)
We end this paper by showing pictures of E(x + iy; s) in −0.75 < x < 0.75, 0.15 < y < 0.65. We have computed values at 500 × 500 points and given them colors ranging through blue, green, yellow and red as the values pass from their minimum to their maximum. Fig. 7 is for the arithmetic group Γ 0 (5). The upper two plots are of the real valued e −iω/2 E(z; s) for Re s = 1/2 and Im s = 16, Im s = 100. The next two plots in the left hand column are of Re E(z; s) and Im E(z; s) with s = 0.55 + 16 i. The last two plots in the right hand column are the real and imaginary parts of e −iω 1 E(z; s) for s = 0.501 + 100 i and here we note the "linear pattern" for the imaginary part redisplaying the phenomenon in Fig. 4 discussed in section 3.3 .
In Fig. 8 we have Γ 1 in the left hand column and Γ 2 in the right hand column and s-values 0.5 + 16 i and 0.55 + 16 i. The Eisenstein series on non-arithmetic groups show a more chaotic behavior than on Γ 0 (5) and this illustrates nicely our findings in section 3.3.
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