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ABSTRACT
Socialmedia has become an important information platformwhere
people consume and share news. However, it has also enabled
the wide dissemination of false news, i.e., news posts published
on social media that are verifiably false, causing significant neg-
ative effects on society. To help prevent further propagation of
false news on social media, we set up this competition to moti-
vate the development of automated real-time false news detection
approaches. Specifically, this competition includes three subtasks:
false-news text detection, false-news image detection, and false-
news multi-modal detection, which aims to motivate participants
to further explore the efficiency of multiple modalities in detect-
ing false news and effective fusion approaches of multi-modal con-
tents. To beer support this competition, we also construct and
release a multi-modal data repository about False News on Weibo
Social platform(MCG-FNeWS) to help evaluate the performance of
different approaches from participants.
1 INTRODUCTION
Social media, such as Twier1 or Chinese Sina Weibo2, has be-
come an important information platformwhere people acquire the
latest news and express their opinions freely [1], [2]. However,
the convenience and openness of social media have also promoted
the proliferation of false news, i.e., news posts published on so-
cial media that are verifiably false, which not only disturbed the
cyberspace order but also caused many detrimental effects on real-
world events. For example, in India, dozens of innocent people
were beaten to death by locals because of the false news about
child trafficking that was widely spread on social media [3]. us,
false news detection is a critical issue that needs to be addressed.
Some existing researches utilize the information generated in
the news proliferation process, such as reviews, retweets and other
relevant posts, to help detect false news [4], [5], [6], [7], but these
contents can become available only aer the news has been prop-
agated on social networks for a while. However, according to sta-
tistics, false news spreads very quickly on social media, even six
times faster than real news [8]. is further indicates that false
news may have already been widely spread and caused many neg-
ative effects when enough relevant posts are generated. erefore,
to help prevent further propagation of false news on social media,
we set up this competition to motivate the development of auto-
mated real-time false news detection approaches.
To effectively detect the false news from the news feed on social
media in real time, the information we are looking at will mostly
be the raw news content, which mainly includes text, images or
1hps://twier.com/
2hps://weibo.com/
videos, and publisher profile. Traditional false news detection re-
searches based on news content usually focus on the textual con-
tent [9], [4], [10], from where they exploit some linguistic features
to capture the differences of writing styles between false and real
news. With the evolution of self-media news from text-based posts
to multimedia posts with images or videos, false news usually uti-
lize misrepresented or even tampered images to aract and mis-
lead readers for rapid dissemination, which leads researchers to
pay more aention to the visual content of false news [11], [12].
Considering that multiple modalities could provide cues for distin-
guishing false news, some works propose novel models to fuse fea-
tures from different modalities to solve the challenging false news
detection problem [13], [14], [15]. For this reason, we set up this
competition to encourage participants to fully utilize the raw news
content for false news detection, which consists of three subtasks:
(a) false-news text detection, (b) false-news image detection, and
(c) false-news multi-modal detection. Existing datasets about false
news detection usually lack corresponding visual content [16], [4],
[17], and the scale of multi-modal datasets in this field are limited
[18], [19], [13]. erefore, to beer support this competition, we
construct and publicize a multi-modal data repository about False
News on Weibo Social platform(MCG-FNeWS), which is the largest
multi-modal false news detection dataset, to help evaluate the per-
formance of different approaches from participants. Besides, exter-
nal knowledge is also helpful for determining the truthfulness of
a particular claim in a real-time [20]. us, we also provide some
resources which contain a large number of refutations about ex-
isting false news. We encourage participants to utilize the given
external knowledge to help detect false news.
2 TASK OVERVIEW
e problem addressed in this competition is how to utilize the
raw news content, mainly including the textual and visual content
and publisher profile, to verify whether the given post is false or
real in real-time. It has been proved that textual and visual content
play important roles in detecting false news, thus we establish sub-
task A and subtask B to explore the efficiency of textual and visual
modalities in detecting false news, respectively. Different modali-
ties can not only mutually support but also be supplementary [21],
but how to effectively process and relate information from differ-
ent modalities is still a challenging problem. Subtask C aims to
effectively fuse the information of different modalities to detect
false news. In all the above subtasks, we encourage participants
to fully utilize the external knowledge that we have given to help
detect false news.
2.1 Subtask A - False-news text detection
Text is amajor component of a news event, which is widely utilized
by existing researches to verify the given news post is real or false.
Many linguistic-based features have been widely studied to help to
detect false news, but the underlying characteristics of false news
have not been fully understood. erefore, the aim of subtask A is
to further explore the efficiency of text content in detecting false
news. Success on this subtask will support the success of subtask
C by providing effective features. e definition of subtask A is
the following: ”Given a set of news posts X = {x1,x2, . . . , xm }
and labels Y = {y1,y2, . . . ,ym}, the subtask requires participants
to learn a classifier f that can utilize the corresponding text to
classify whether a given post is false news (yt = 1) or real news
(yt = 0) , i.e., yˆt = f (xt ). ” Accordingly, we define false-news
text as text in false news, and real-news text as text in real news.
In practice, participants receive a list of text and are required to
automatically predict, for each text, whether it is a false-news text
or a real-news text.
2.2 Subtask B - False-news image detection
Visual cues have been shown to be an important manipulator for
false news detection[22], [23]. However, very limited research
has been done to exploit effective visual features, including tra-
ditional local and global features [24] and newly emerging deep
network-based features [12], for the false news detection problem.
Subtask B encourages the participants to put more aention on
the visual content (images) to detect false news. Similarly, success
of this subtask also promotes the success of subtask C. e def-
inition of subtask B is the following: Given a set of news posts
X = {x1,x2, . . . , xm }, corresponding images I = {i1, i2, . . . , im },
and labelsY = {y1,y2, . . . ,ym}, learn a classifier f that can utilize
the corresponding image to classify whether a given post is false
news (yt = 1) or real news (yt = 0) , i.e., yˆt = f (it ). Accordingly,
we define false-news image as aached image in false news, and
real-news image as aached image in real news. In practice, partici-
pants receive a list of images and are required to automatically pre-
dict, for each image, whether it is a false-news image or a real-news
image. Note that this subtask is different from tampered image de-
tection because the tampered image is only a typical category of
false-news image [12].
2.3 Subtask C - False-news multi-modal
detection
is subtask aims at utilizing information from different modalities
to effectively detect false news. Although there are already some
studies focusing on fusing multi-modal information for false news
detection, it is still a challenging problem which needs further in-
vestigation. For example, we can use the semantic alignment be-
tween image and text to explore the role of different modalities
in false news detection, or utilize the technique of co-learning to
tackle the problem of missing data. e definition of subtask C
is the following: Given a set of news posts X = {x1,x2, . . . , xm },
corresponding images I = {i1, i2, . . . , im}, publisher profile U =
{u1,u2, . . . ,um}, and labels Y = {y1,y2, . . . ,ym}, learn a classi-
fier f that can utilize the corresponding text, image and publisher
profile to classify whether a given post is false news (yt = 1) or
real news (yt = 0) , i.e., yˆt = f (xt , it ,ut ). Moreover, we refer to
existing category lists from well-known debunking websites and
finally summarize the following nine overarching topics: Society
& Life, Disasters & Accidents, Health & Medicine, Education & Ex-
aminations, Science & Technology, Finance & Business, Culture &
Sports & Entertainment, Politics and Military. For each post in the
dataset, we also provide a topic tag which is manually labeled by
its key objects of interest. In practice, participants receive a list of
posts which include a text component, an associated images list, a
user profile, and a topic tag, and are required to automatically pre-
dict, for each post, whether it is a false-news post or a real-news
post.
In all cases, the competition asks participants to optionally re-
turn an explanation (which can be a text string, or indexes point-
ing to the given knowledge) that supports the verification decision.
e explanation is not used for quantitative evaluation, but rather
for gaining qualitative insights into the results.
3 DATA & RESOURCES
Training dataset: is is provided with ground truth and is used
by participants to develop their approaches. It contains 38,471
news posts with 34,096 corresponding images, comprising 19,285
false-news postswith corresponding 13,635 false-news images, and
19,186 real-news posts with corresponding 20,461 real-news im-
ages.
Validation dataset: is is provided with ground truth and is
used by participants to evaluate their approaches. It contains 4,000
news postswith 3,837 corresponding images, comprising 2,000 false-
news posts with corresponding 1,760 false-news images, and 2,000
real-news posts with corresponding 2,077 real-news images.
Testing dataset: is is provided without ground truth and is
used by organizers to compare the performance of participants’
approaches. It contains 3,902 news posts with 3,957 correspond-
ing images.
In all datasets, the text of false news and real news are used to
develop subtask A, images are used to develop subtask B, and all
given data are for subtask C.
e data for all datasets are publicly available3. e false-news
posts are crawled fromMay 2012 to November 2018 and verified by
the official Weibo Community Management Center4 , which usu-
ally serves as a reputable source to collect false-news posts on
Weibo platform in literature [4], [13], [25], [26]. e real-news
posts are collected during the same period as false news fromWeibo.
To explore the underlying characteristics of false-news posts in ad-
dition to superficial linguistics features, we crawl some real-news
posts which have the similar linguistic style with false-news posts
as negative samples. Specifically, following the method in [27],
we discover false-news linguistics paerns like ”is it real/false?”
in false-news posts via text mining, and then crawl a large set of
matched posts from the live stream of Weibo. For each post, we ex-
tract the keywords as the seed to crawl corresponding posts. Aer
removing the duplicated posts, we obtain a candidate set of real-
news posts, which are further manually verified by cross-checking
3hps://www.biendata.com/competition/falsenews/data/
4hps://service.account.weibo.com/
online sources(articles and blogs), producing a real-news set. Fi-
nally, we sample the real-news posts to keep the balance of false-
news and real-news posts. To alleviate the impact of events [14],
we select real-news posts that belong to the same or similar events
with false-news posts. In the preprocessing stage, we manually
remove some meaningless statistical clues from the text.
We also provide a debunking repository which contains 37,877
refutations about existing false news. We crawl these refutations
from multiple reputable debunking Weibo accounts and web arti-
cles. ese refutations are crawled from September 2012 to August
2019. We encourage participants to utilize these refutations to help
the detection of false news, but we do not promise that all false
news in the competition dataset has corresponding refutations in
this debunking repository.
4 EVALUATION
Overall, all the above subtasks are interested in the accuracy with
which an automatic method can distinguish between false news
and real news. Hence, given the testing set of labeled instances and
a set of predicted labels (included in the submied runs) for these
instances, the classic measures (i.e., Precision P, Recall R, and F1-
score) are used to quantify the classification performance, where
the target class is the class of false news. Since the two classes
(false news/real news) are represented in a relatively balanced way
in the testing set, these measures are good proxies of the classifier
accuracy.
5 BASELINES
In this section, we provide some baselines of the three subtasks for
reference, which are shown in Table 1. For each subtask, we deploy
some basic and state-of-the-art baselines on given datasets. Note
that we doesn’t focus on searching the best hyper-parameters of
these model, thus the given baselines are not the best results of
corresponding models.
• Subtask A: For subtask A, we introduce four basic mod-
els including LSTM [28], GRU [29], TextCNN [30] and Bert
[31], which are widely used in many NLP applications. In
detail, we adopt the implementation of Bert in [32]. Ac-
cording to Table 1, Bert is slightly beer than othermodels
in accuracy.
• Subtask B: VGG[33] is widely used as a feature extractor
in existing studies aboutmulti-modal fake news detection[13],
[14], [15], thus we implement pre-trained and fine-tuned
VGG19 as baselines of subtask B. Also, we implement the
state-of-the-art method utilizing visual content to detect
false news MVNN [12], which is much beer than other
baselines in subtask B.
• Subtask C: For subtask C, we introduce three baselines
including early and late fusion and aRNN[13] to fuse
the information of text, image and user modality. Specifi-
cally, we use TextCNN and pre-trained VGG19 to extract
the abstract representations of text and image respectively.
Early fusion integrates features from different modalities
by simply concatenating their representations, while late
fusion performs integration aer each of the modalities
Table 1: Baselines for ree Subtasks
Method Accuracy Precision Recall F1
LSTM 0.864 0.891 0.829 0.859
GRU 0.857 0.911 0.784 0.843
TextCNN 0.851 0.953 0.732 0.828
Bert 0.867 0.916 0.799 0.854
Pre-trained VGG19 0.728 0.729 0.622 0.671
Fine-tuned VGG19 0.759 0.791 0.607 0.687
MVNN 0.805 0.804 0.743 0.772
Early Fusion 0.876 0.916 0.837 0.875
Late Fusion 0.846 0.935 0.757 0.836
aRNN 0.852 0.871 0.820 0.845
has made a classification decision. More intuitively, at-
tRNNproposes a neuron-level aentionmechanism to fuse
multi-modal content. According to Table 1, early fusion
outperforms other baselines for Subtask C.
6 CONCLUSION
With the popularity of multi-modal content in social media, in-
corporating the information of different modalities to detect false
news is a critical task in the current media landscape. is competi-
tion about false news detection set up three subtasks to encourage
participants to fully explore the efficiency of different modalities
and effective fusion methods. is competition also leaves behind
a benchmark dataset of ten thousands of false news and real news,
which will help beginners of this research domain to quickly get
started and evaluate their systems.
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