Abstract-We introduce a novel two-stage approach for the important cybersecurity problem of detecting the presence of a botnet and identifying the compromised nodes (the bots), ideally before the botnet becomes active. The first stage detects anomalies by leveraging large deviations of an empirical distribution. We propose two approaches to create the empirical distribution: 1) a flow-based approach estimating the histogram of quantized flows and 2) a graph-based approach estimating the degree distribution of node interaction graphs, encompassing both Erdős-Rényi graphs and scale-free graphs. The second stage detects the bots using ideas from social network community detection in a graph that captures correlations of interactions among nodes over time. Community detection is performed by maximizing a modularity measure in this graph. The modularity maximization problem is nonconvex. We propose a convex relaxation, an effective randomization algorithm, and establish sharp bounds on the suboptimality gap. We apply our method to real-world botnet traffic and compare its performance with other methods.
popularity, BotHunter has the drawback that it cannot detect bots that were infected before the deployment of the system, and its infection state diagram can only describe a small set of bot behaviors.
In this paper, we propose a two-stage approach for botnet detection. The first stage detects and collects network anomalies that are associated with the presence of a botnet while the second stage identifies the bots by analyzing these anomalies (see Fig. 1 ). Our approach exploits the following two observations: 1) botmasters or attack targets are easier to detect because they communicate with many other nodes and 2) the activities of infected machines correlate more with each other than those of normal machines [3] .
For the first stage, we propose two anomaly detection methods, both of which leverage the theory of large deviations 2325-5870 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. [6] . Based on the stochastic model-free method proposed in [7] [8] [9] , the first anomaly detection method quantizes flowlevel data (e.g., Cisco NetFlows) and monitors the histogram of quantized flows. The second anomaly detection method aggregates packet-level data to graphs and monitors their empirical degree distribution. Compared to our preliminary work in [10] that considered only graph-based anomaly detection for Erdős-Rényi graphs, here we also handle scale-free graphs and draw on hypothesis testing to select the appropriate model. For the second stage, we first identify a set of highly interactive nodes, which are referred to as pivotal nodes. Both botmasters and targets are very likely to be pivotal nodes because they need to interact with bots frequently. These interactions correspond to C&C traffic for botmasters and attacking traffic for targets. In either case, the interactions between each bot and pivotal nodes are correlated. To characterize this correlation, we construct a social correlation graph (SCG) , whose formal definition is in Section IV-B1. We can detect bots by detecting the community that exhibits high interaction with pivotal nodes in the SCG. We propose a novel community detection method based on a refined modularity measure. This problem is posed as a maximization of the modularity measure, which is NP-complete. We develop a convex relaxation scheme and establish bounds on its performance using ideas for the MAXCUT [11] problem.
Notation: Throughout this paper, all vectors are assumed to be column vectors. We use lowercase boldface letters to denote vectors and for economy of space, we write x = (x 0 , . . . , x n ) for the column vector x. We define [x] i = i j=0 x j . We use uppercase boldface letters to denote matrices, script letters for sets, and denote by |A| the cardinality of set A. log denotes the natural logarithm. Tr(·) denotes the trace of a matrix and 0 is positive semidefiniteness. Throughout this paper, we use n to denote the number of nodes in the network.
II. LARGE DEVIATIONS OF NETWORK PROCESSES
The anomaly detection stage (Stage 1) is based on analyzing network processes, such as network flows and the degree of graphs representing node interactions. This section presents the large deviations results on which anomaly detection will be based. We start with a formal definition of the large deviations principle (LDP) for a family of probability measures {μ (n) } [6] . 
I(μ)
where B
• denotes the interior of B and P n is the probability law. More intuitively, Def. 1 states that when n is large enough, the distribution P n behaves as
The function I(μ) characterizes the exponential decay rate of this probability and is called the rate function.
A. LDP for Discrete Random Variables
Given a discrete random variable X whose alphabet is Σ = (σ 1 , . . . , σ |Σ| ), the probability distribution of X can be written as a vector p = (p 1 , . . . , p |Σ| ), where p i is the probability of X being equal to σ i .
Given n samples X = {x 1 , . . . , x n } of X, the empirical distribution is a vector μ (n) = (μ
satisfies an LDP with rate function
where
is the Kullback-Leibler (KL) divergence of two probability vectors [6] .
B. LDP for the Degree Distribution of Random Graphs
Let G n denote the space of all undirected graphs with n vertices. For any graph G ∈ G n , let d = (d 1 , . . . , d n ) denote the labeled degree sequence of G, with d i denoting the degree of node i. Let m = (1/2) n j=1 d j denote the number of edges in G. We assume that any two nodes are connected by, at most, one edge, which implies that the node degree in G is less than n.
For
be the number of vertices in G of degree i, where 1(·) is the indicator function. Henceforth, h = (h 0 , . . . , h n−1 ), a quantity not dependent on the ordering of vertices, will be referred to as the degree frequency vector of graph G. The empirical distribution of the degree sequence d, defined by μ (n) , is a probability measure on N 0 = N ∪ {0} that puts mass h i /n at i, for 0 ≤ i ≤ n − 1. In the following sections, we present an LDP for empirical degree distributions μ (n) of two types of random graphs.
C. Erdős-Rényi Model
In the Erdős-Rényi (ER) model, a graph is constructed by connecting nodes randomly. Each edge is included in the graph with probability p, independent from every other edge. We will use G(n, p) to denote this model. The distribution of the degree of any particular vertex v is binomial. Namely
It it well known that when the number of nodes n → ∞ and np is constant, the binomial distribution converges to the Poisson distribution. Let λ = np denote the constant. Then, in the limiting case, the probability that the degree of a node is k is equal to
which is independent of the node label. Let p λ = (p λ0 , . . . , p λ∞ ) be the Poisson distribution viewed as a vector parametrized by λ. Let P(N 0 ) be the space of all probability measures defined on N 0 . We view any probability measure μ ∈ P(N 0 ) as an infinite vector μ = (μ 0 , . . . , μ ∞ ). Let S = {μ ∈ P(N 0 )|μ := ∞ i=0 iμ i < ∞} be the set of all probability measures on N 0 with finite mean.
It is easy to verify that p λ ∈ S. Let P n denote the degree distribution of the ER model G(n, λ/n) on the space G n . Reference [12] proves that the ER model satisfies an LDP for the empirical degree distribution μ (n) in subsets of S under P n with the following rate function.
Definition 2: For the ER model G(n, λ/n), define the rate function
is the KL divergence of μ with respect to p λ .
D. Preferential Attachment Model
Preferential-attachment (PA) processes are graph networks that evolve in time by linking new nodes progressively to existing nodes, where the probability of each existing node to be linked depends on its degree [13] . We view a PA process as a sequence of random graphs G = {G 1 , . . . , G n }, where G j is the random graph at time j. We assume that only one new node is attached each time, that is,
Initially, the graph G 1 consists of two nodes with a single (undirected) edge between them. At time j + 1, a new node is linked to node x ∈ G j with a probability proportional to some function w(d x (j)), where d x (j) is the degree of node x at time j. The graph is called "scale free" when w(d) = d + α and α > −1. Here, "scale free" means that the degree distribution of G n converges to a power law (i.e., μ
The evolution of the degree distribution in the PA model is equivalent to a generalized Polya urn model [14] 1) with probability p(j/n), we place a new ball in this new urn; 2) with probability 1 − p(j/n), we place a new ball in one of the other urns x ∈ U j , selecting x with a probability proportional to w(b x ) = b x + β(j/n), where b x is the number of balls in the urn x.
To make the connection between this model and a graph, associate an urn with k balls with a node of the graph with degree k + 1. Initially, U 0 corresponds to a graph with two connected nodes, each with degree 1. At each time, we add a new node and connect it to an existing node. Placing a ball in an urn with no balls, is equivalent to connecting the new node to an existing node of degree 1, ending up with one node of degree 2 and one node with degree 1. Placing a ball in an existing urn x with b x balls is equivalent to connecting a node of degree 1 (an urn with no balls like the one introduced each time) with an existing node whose degree increases by 1.
Suppose μ = (μ 0 , . . . , μ n ) is the degree distribution we observe at last (as t = 1). We consider two special cases of the PA model whose degree distributions satisfy a power law asymptotically [13] .
2) Offset Barabási-Albert (BA) Process: If p(t) ≡ 0, β(t) ≡ 1 + α, then the generalized urn model becomes a so-called "offset" BA process with selection function w(d) = d + α. An "offset" BA process generates trees with no cycles. In this model, the probability for a node to have degree k is P BA (k; α). It has been shown that asymptotically (n → ∞) [13] 
We can obtain that the empirical degree distribution of the offset BA process satisfies a sample-path LDP with rate function
3) Chung-Handjani-Jungreis (CHJ) Model: If p(t) ≡ p and β(t) ≡ 1, the generalized urn model corresponds to an attachment scheme that can generate graphs instead of trees. This model is a special case of the CHJ model [15] with asymptotic degree distribution
We can obtain (see Appendix A) that the empirical degree distribution satisfies a sample-path LDP with rate function
III. ANOMALY DETECTION
In this section, we propose two approaches for anomaly detections, both based on the results presented in the previous section. The first approach, which takes netflow files as input, quantizes flows and treats the quantized flows as observations of a discrete random variable. The second approach, which takes pcap files as input, aggregates packets to graphs and leverages the LDP for the graph degree distribution. A generalized likelihood ratio test (GLRT) is proposed to select the most appropriate random graph model.
A. Flow-Based Approach
NetFlow offers a concise representation of network traffic and has become a de-facto industry standard. Each flow describes a communication session, whose duration varies from seconds to days.
The overall idea of our approach is to quantize flows and to treat them as independent observations of a discrete random variable. We first cluster network addresses (part of the flow characteristics) into a manageable number of clusters. For simplicity of notation, we only consider IPv4 addresses. If
4 and
4 are two IPv4 addresses, a distance metric between them is defined as d(
Letting X be the set of unique IP addresses, we apply typical K-means clustering on X using the distance metric mentioned before. A flow will be represented by the following features: 1) the cluster label of the source IP address; 2) the cluster label of the destination IP address; 3) the source port number; 4) the destination port number; 5) the flow duration; 6) the data bytes sent from source to destination; and 7) the data bytes sent from destination to source.
Suppose the input is a sequence of flows F = {f 1 , . . . , f n }. For each flow f , we quantize each feature separately and denote by σ(f ) the "type" of quantized flow while Σ is the corresponding alphabet. For any ρ ∈ Σ, the empirical measure is
We write μ F = {μ F (ρ) : ρ ∈ Σ} for the vector empirical measure. Let μ ref denote the probability vector calculated from some reference flows
Using the LDP presented in Section II-A, we propose the following anomaly detector:
where ξ is a detection threshold. It was shown in [7] that (7) is asymptotically Neyman-Pearson optimal. We group flows into windows based on their timestamps and apply the anomaly detector above for each window.
B. Graph-Based Approach
We also propose a graph-based approach that processes packet-level data. We treat each packet as an interaction record between the source and the destination. We first group packets into windows based on their timestamps. For all k, we denote by W k , the collection of packets in window k. We define the interaction graph for window k as follows.
Definition 3 (Interaction Graph):
Let E k be an edge set such that (i, j) ∈ E k if there exists at least one packet r ∈ W k , whose source is node i and destination is node j or source is node j and destination is node i. Then, the interaction graph G k = (V, E k ) corresponding to W k is an undirected graph with vertex set V, the set of all nodes in the network, and edge set E k .
1) Model Selection:
Since the LDP rate function in random graphs depends on the graph model that is used, we first present a method to select the appropriate graph model. We assume M -independent observations of node degrees D = {d 1 , . . . , d M } under normal operation of the network. In practice, we could pick l nodes in the network randomly as monitoring points and observe the degrees of these nodes in K different interaction graphs. This will lead to M = Kl samples. Note that the observations at those l nodes may not be independent. Yet, the dependence is negligible if l n. For the ER model with degree distribution
For the offset BA model and the CHJ model, the asymptotic degree distribution is a power law with the form
In practice, we may observe some isolated nodes i whose degree d i = 0. In this case, log d i = −∞ and the PA model is completely ruled out. However, these isolated nodes may be the result of observation error. Instead of ruling out the PA model completely, we add a finite penalty θ for each isolated node. Namely, we write
where L + PA is simply the same as in (9) with the summation taken only over i with d i > 0. An appropriate value of θ can be determined through experiments, as we will elaborate in Section V-D.
We use the generalized likelihood ratio test (GLRT) (see [16] for related discussion) to select the reference model. Let H 0 be the hypothesis that the ER model is the most appropriate and H 1 be the alternative hypothesis; then, the GLRT is
where η is a prescribed threshold.
The maximum likelihood estimate (MLE) for the parameters of the ER and PA models can be calculated easily by maximizing (8) and (9), respectively. Setting the derivative of L ER (D; λ) to zero, the MLE for the parameter of the ER model isλ = (
, where the dot denotes derivative, and φ −1 (x) be the inverse function of φ(x), the MLE for the parameter of the PA model isγ
If the ER model is selected, we use I ER (μ;λ) as the rate function. Letα now be the MLE of the offset BA process andp be the MLE of the CHJ model; then,α =γ − 3 andp = 1 − (1 −γ) −1 , respectively. We can use the following combined rate function:
if the PA model is selected. It can be shown that I PA (μ;γ) is the rate function for a random graph model that is either the offset BA model or the CHJ model (see Appendix B).
2) Formal Anomaly Detection Test: Next, we consider the problem of evaluating whether a graph G is normal, that is, comes from either the ER model or the PA model with desirable parameters (H 0 ). Let μ G be the empirical degree distribution of the graph G. I(μ G ) in Definition 1 provides a rigorous indicator of the normality of μ G . The rate function that should be used depends on the result of the model selection procedure. If the ER model is selected, we use I ER (μ;λ) as the rate function; otherwise, we use I PA (μ;γ).
Let
The graph-based anomaly detector is
where ξ is a detection threshold. The test in (13) is a generalized Hoeffding test. Since I(μ G ) satisfies an LDP regardless of the selected model, the generalized Hoeffding test (13) satisfies the Generalized Neyman-Pearson (GNP) criterion [6] .
IV. BOTNET DISCOVERY
The network anomaly detection technique in the previous section can only report whether there is an anomaly or not. In this section, we present a botnet discovery technique that can identify botnets. We apply a sliding window to network traffic, monitor windows continuously, and store all anomalies. The botnet discovery technique can be applied when the number of detected anomalies is large enough.
The flow-based anomaly detector reports abnormal windows and the graph-based anomaly detector reports abnormal interaction graphs. We first unify the output of the two methods by defining interaction records.
An interaction record (t s , i, j) is a tuple of timestamp, source IP and destination IP, and it represents that node i and j interact at time t s (regardless of direction). For the flow-based detector, an anomalous window can be represented as a set of interaction records because each flow can be easily converted to an interaction record. For the graph-based detector, an interaction graph can be also represented as a set of interaction records because each edge corresponds to an interaction record. As a result, in both methods, an anomaly can be represented as a set of interaction records S = {r 1 , . . . , r |S| }. The input of our botnet discovery method is a sequence of anomalies A = {S 1 , . . . , S |A| }.
A. Identification of Pivotal Nodes
Detecting bots directly is nontrivial. Instead, detecting the leaders (botmasters) or targets is simpler because they are more interactive than normal nodes. Botmasters need to "command and control" their bots to maintain the botnet, and bots actively interact with victims in a typical DDoS attack, even before the attack while they probe the targets. Both leaders and targets, henceforth referred to as pivotal nodes, are highly interactive. Suppose the total number of nodes that appear in A is n. Let G ij k be the number of interactions between node i and node j in anomaly S k . Then
represents the amount of interaction of node i with all other nodes in A and will be called the total interaction measure of node i. We next define pivotal nodes.
Definition 4 (Pivotal Nodes):
The set of pivotal nodes is N = {i : e i > τ}, where τ is a threshold.
After identifying pivotal nodes, we turn to detecting the community associated with pivotal nodes.
B. Botnet Discovery
We now focus on interactions between pivotal nodes and the remaining nodes. Pivotal nodes are either botmasters or attack targets; in either case, their interactions with the bots are likely to be correlated. This section presents a technique that detects a community of highly correlated and highly interactive nodes.
Compared to similar approaches in community detection (e.g., the leader-follower algorithm [17] ), our method takes advantage of not only temporal features (amount of interaction) but also correlation relationships. These relationships are characterized by using a graph, whose definition is presented next.
1) Construction of the Social Correlation Graph:
For i = 1, . . . , n, let X i represent the number of interactions between node i and pivotal nodes. For each anomaly S k ∈ A, we obtain a sample of X i as x
where τ ρ is a prescribed threshold.
Because the behaviors of bots are correlated, they are more likely to be connected to each other in the SCG. Our problem is to find an appropriate division of the SCG to separate bots and normal nodes. Our criterion for "appropriate" is related to the well-known concept of modularity in community detection [18] , [19] .
2) Modularity-Based Community Detection: The problem of community detection in a graph amounts to dividing its nodes into nonoverlapping groups such that connections within groups are relatively dense while those between groups are sparse [18] . The modularity for a given subgraph is defined to be the fraction of edges within the subgraph minus the expected fraction of such edges in a randomized null model. This measure has inspired a broad range of community detection methods called modularity-maximization methods.
We consider the simpler case when there is only one botnet in the network. As a result, we want to divide the nodes into two groups-one for bots and one for normal nodes. Define s i as 
where δ(s i , s j ) = (1/2)(s i s j + 1). It is easy to observe that δ(s i , s j ) is an indicator of whether node i and node j are of the same type.
is an indicator of the adjacency of nodes i and j. N ij is the expected number of edges between node i and node j in a null model. The selection of the null model is empirical; a common choice [19] is to assume that an arbitrary edge attaches to node i with probability κd c i , where κ is a normalization constant. Then,
The optimal division of vertices should maximize the modularity measure (15) .
3) Refined Modularity: We introduce two refinements to the modularity measure to make it suitable for botnet detection. First, intuitively, bots should have strong interactions with pivotal nodes and normal nodes should have weaker interactions. We want to maximize the difference. To capture the amount of interaction between node i and pivotal nodes, define
We refer to r i as pivotal interaction measure of node i. Then, i r i s i quantifies the difference between the pivotal interaction measure of bots and that of normal nodes. A natural extension of the modularity measure is to include an additional term to maximize i r i s i .
Second, the modularity measure is criticized to suffer from low resolution, that is, it favors large communities and ignores small ones [20] . The botnet, however, could possibly be small. To address this issue, we introduce a regularization term for the size of botnets. Notice that i 1(s i = 1) = i (s i + 1)/2 is the number of detected bots. Thus, our refined modularity measure is
where w 1 and w 2 are appropriate weights. The two modifications also influence the results of isolated nodes with degree 0, which possibly exist in SCGs. By Def. 5, node i becomes isolated if σ(X i ) = 0 or its correlations with other nodes are small enough. The placement of isolated nodes, however, does not influence the traditional modularity measure, resulting in arbitrary community detection results [18] . This limitation is addressed by the two additional terms. If node i is isolated and r i = 0, then s i = −1 in the solution because of the regularization term w 2 i (s i + 1)/2. On the contrary, if r i is large enough, s i = 1 in the solution because of the term w 1 i r i s i .
4) Relaxation of the Optimization Problem:
The modularitymaximization problem has been shown to be NP-complete [21] . The existing algorithms can be broadly categorized into two types: 1) heuristic methods that solve this problem directly [22] , and 2) mathematical programming methods that relax it into an easier problem first [21] . We follow the second route because it is more rigorous.
We define the modularity matrix M = {M ij } n i,j=1 , where
Let s = (s 1 , . . . , s n ) and r = (r 1 , . . . , r n ); then, the modularity-maximization problem becomes
where 1 is the vector of all ones and f * denotes the optimal value. Equation (18) is not necessarily convex. Letting
and noticing that s Ms = Tr(SM), and by relaxing the constraint S = ss into S − ss 0, we can write the following convex relaxation [23] of (18): 
The problem above is a semidefinite programming (SDP) problem and produces an upper bound on the optimal value of the original problem (18) . It is well known that SDPs are polynomially solvable and many solvers are available. Theorem IV-1: Let χ − min be the smallest negative eigenvalue of W, where χ
Proof: See Appendix C. In the special case that W 0, (18) becomes a MAXCUT problem and the lower bound degenerates to the well-known bound for MAXCUT [11] . , then y will solve the nonconvex (18) "on average" over this distribution. Thus, to generate good feasible solutions of (18), we can sample y from N (s * , S * − s * s * ) and project to the feasible set as inŷ = sgn(y). Sampling a large number of points (e.g., 10 000) and keeping the one with the largest objective value can produce near-optimal solutions.
V. EXPERIMENTAL RESULTS
Our experimental results include two parts. In the first part, we compare our method with the BotHunter method [5] on the CTU-13 botnet dataset [24] . In the second part, we apply our method to a dataset generated by mixing a DDoS attack traffic dataset with real-world background traffic. In this part, we mainly focus on the performance of our botnet discovery approach.
A. Description of CTU-13 Dataset
The CTU-13 is a dataset of botnet traffic that was captured in the Czech Technical University [24] . It contains 13 scenarios with various botnet types. We consider scenarios 1, 2, 6, 8, and 9 of the dataset.
• Scenario 1 corresponds to an IRC-based botnet that sent spam for almost 6.5 hours. • Scenario 2 (2.5-hours) is from the same botnet.
• Scenario 6 is from a botnet that scanned SMTP (Simple Mail Transfer Protocol) servers for 2 hours and connected to several RDP (Remote Desktop Protocol) services. Different with Scenarios 1 and 2, this botnet neither sent spam nor did it attack. It's C&C server used a proprietary protocol.
• Scenario 8 is from a botnet that contacted a lot of Chinese C&C hosts and received large amounts of encrypted data. The botnet also cracked the passwords of machines during the 19-hour attack. • Scenario 9 corresponds to a case where 10 local hosts were infected by a spamming botnet. More than 600 spams were sent over 5 hours.
For all the scenarios, the authors of the CTU-13 dataset convert the captured pcap files to NetFlows and release the processed flows. The dataset contains ground-truth labels for flows as follows: flows from or to the infected machines are labeled as "botnet"; flows from or to noninfected machines are labeled as "normal"; all other flows are labeled as "background."
B. Performance Metrics for Botnet Detection
Typical performance metrics used in the literature are mostly flow-based (e.g., detection and false alarm probability for an anomalous flow) and do not usually account for the speed of detection. For botnets, we are interested in performance metrics that account for false alarms and miss-detections of bots but also recognize that early detection is useful.
In this paper, we use the performance metrics proposed by [24] , which are defined based on host IPs classified either as bot or normal. Bot IPs are the IPs that either send or receive at least one "botnet" flow. We divide the data into multiple time frames, indexed by t, which are only used to compute performance metrics and are independent of the detection methods. For some metrics we will use a discount function (we use α = 0.01) c(t) = e −αt + 1 (21) to account for the fact that early (small t) detections or misses are more valuable than later ones. Let N b (t) be the number of bot IPs and N n (t) the number of normal IPs in time frame t, respectively. We define:
• T P (t) = T P (t)c(t)/N b (t), where T P (t) is the number of bot IPs correctly identified. • F N(t) = F N(t)c(t)/N b (t), where F N(t) is the number of bot IPs missed. • F P (t) = F P (t)/N n (t), where F P (t) is the number of normal IPs reported as bot IPs. • T N(t) = T N(t)/N n (t), where T N(t) is the number of
normal IPs reported as normal, corresponding to true positives, false negatives, false positives, and true negatives, respectively.
Let now tT P = t T P (t), tF N = t F N(t), tF P = t F P (t), tT N = t T N(t) and define • F P R = tF P/(tT N + tF P ),
• Recall = tT P/(tT P + tF N ), The metrics above have similar semantic meanings with their classical counterparts [24] .
C. Results on the CTU-13 Dataset
The BotHunter method is based on a state-based infection sequence model and assumes the behavior of a bot machine can be described by a state diagram. It consists of two stages. The first stage identifies warnings based on anomaly and signature detection. In the second stage, the warnings are tracked over a temporal window, each contributing to an overall infection sequence score that is maintained for each host.
For the evaluation, we used the GAD software package we developed for evaluating anomaly detection methods [25] , to which we added botnet evaluation functionalities. For the CTU-13 dataset we used our flow-based anomaly detection coupled with our botnet discovery approach as described in Section IV. The time frame size for evaluation is 5 minutes. For every scenario, the first 25 minutes of the dataset have no botnet traffic and are used for training. Each detection window is 2 seconds. The threshold for constructing our social correlation graph is τ ρ = 10. The regularization coefficients for interactivity and community size (cf. (17)) are w 1 = 1 and w 2 = 2, respectively. The anomaly detection threshold ξ is 0.6 for Scenarios 1 and 6 and 0.8 for the other scenarios. Table I shows the comparison of our method with the BotHunter method in the five scenarios. In general, our method has lower precision but higher recall. The recall of BotHunter is very low, which is likely due to two reasons: (1) the data was collected in the gateway of an intranet and the bots inside the intranet may have been infected before the dataset was collected, and (2) information from external bots is not directly observed and is not sufficient for dialog analysis. In contrast, our method tends to be more aggressive in reporting alarms since our botnet discovery is based on modularity-based community detection, which is likely to detect large communities. This is also the reason why we add a regularization term for community size in (17) to alleviate this tendency, and we can increase the weight w 2 to achieve higher granularity. In botnet detection, recall is more important than precision because missing infected machines may cause serious security issues while false alarms are more tolerable.
There are several ways of combining precision and recall to give an overall metric for algorithm performance. Table I lists two popular metrics: F1-measure and G-measure [24] . The F1-measure is the harmonic mean of precision and recall and the G-measure is the geometric mean of precision and recall. In Scenario 8, BotHunter fails to report any bot IP. For all other scenarios, our method has better F1-measure and G-measure than the BotHunter method.
D. Random Graph Model Selection in Mixed Models
This section presents results of our random graph model selection algorithm on a mixed model. It also presents a way to determine the penalty coefficient θ (cf. Eq. (10)) through experiments. We first define the following random graph model. To generate a graph G mix = (V mix , E mix ) with this model, we partition V mix into two subsets V ER and V PA . Then, graphs G ER = (V ER , E ER ) and G PA = (V PA , E PA ) are generated by the ER model and the PA model, respectively. The edge set of
We let |V ER | = |V PA | and generate a sequence of graphs using the random graph model described above. Taking some samples of node degrees D = {d 1 , . . . , d |D| } from the graphs, we can assume that the maximum likelihoods of D for the ER and the PA models are equal, namely,
We can use (22) to estimate θ approximately using leastsquares. This approach generalizes to real-world datasets. We can ask experts to give estimates of
is available from the sample D. Again, we can use least-squares to estimate θ.
E. Description of CAIDA Dataset
Next we create a dataset by mixing real-world botnet traffic with real-world background traffic. For the botnet traffic, we use the CAIDA "DDoS Attack 2007" dataset [26] . It includes traces from a Distributed Denial-of-Service (DDoS) attack on August 4, 2007. The DDoS attack attempts to block access to the targeted server by consuming computing resources on the server and all of the bandwidth connecting the server to the Internet.
The total size of the dataset is 21 GB covering about one hour (20:50:08 UTC to 21:56:16 UTC). This dataset only contains attacking traffic to the victim; all other traffic, including the C&C traffic, has been removed. The dataset consists of two parts. The first part is the traffic when the botnet initiates the attack (between 20:50 UTC and 21:13 UTC). In this stage, the bots probe whether they can reach the victim. The amount of traffic from the botnet during this period is small, thus, it is very challenging to detect it using only network load. The second part is the attack traffic which starts around 21:13 UTC when the network load increases rapidly (within a few minutes) from about 100 Kb/s to about 80 Mb/s. Although the DDoS attack itself (after 21:13 UTC) is trivial to detect, we apply our approach to a 5-minute segment between 20:50 UTC and 21:13 UTC. This is traffic from the pre-attack stage when the botnet probes the target. Botnet traffic during this period is low-intensity (about 100 Kb/s). A successful detection during this stage provides network administrators enough time (about 20 min) to take preventive actions, such as, blocking suspected bot IPs.
For the background traffic, we use trace 6 in the University of Twente traffic traces data repository (simpleweb) [27] . This trace was measured in a 100 Mb/s Ethernet link connecting a university unit to the Internet. This is a relatively small unit with around 35 employees and a little over 100 students. There are 100 workstations at this location which all have a 100 Mb/s LAN connection. The core network consists of a 1 Gb/s connection. The recordings took place between the external optical fiber modem and the first firewall. The measured link was only mildly loaded during this period. The background traffic we choose lasts for 3,600 seconds. The botnet traffic is mixed with background traffic between 2,000 and 2,300 seconds.
F. Results of Network Anomaly Detection
We first divide the background traffic into 10-second windows and create a sequence G bgrnd of 360 background interaction graphs. We apply the model selection technique described in Section III-B1 to G bgrnd .
We first randomly sample 50 interaction graphs from G bgrnd and sample the degrees of 20 nodes in each interaction graph uniformly. As a result, our total sample size is |D| = 1, 000. In our experiment, we set θ = 2.44. The MLE of the PA model isγ = 1.82 and its log likelihood L PA (D;γ) = −3, 072.58. The MLE of the ER model isλ = 0.025 and its log-likelihood L ER (D;λ) = −643.78. We use a threshold η = 0 in applying the GLRT and assume no prior knowledge of the model. GLRT selects the ER model (cf. (11)). Being the start of the botnet traffic, this range has very low botnet activity, which may explain the miss-detection. In addition, there are two groups of false alarms-3 false alarms around 3,000 s and 4 false alarms around 3,500 s. Fig. 2(b) shows the Receiver Operating Characteristic (ROC) curve of the network anomaly detection stage. (14) . y-axis is in log-scale. The red dashed line plots the threshold τ we used.
G. Results of Botnet Discovery
The botnet discovery stage aims to identify bots based on the information in A. The first step is to identify a set of pivotal nodes N (cf. Def. 4 and Eq. (14)). Let e max be the maximum total interaction measure of all nodes and S Norm e = {e i /e max : i = 1, . . . , n} the normalized set of total interaction measures. Fig. 3 plots S Norm e in descending order using logscale for the y-axis. Each blue "+" marker represents one node. The blue curve in Fig. 3 , being quite steep, clearly indicates the existence of influential pivotal nodes. The red dashed line in Fig. 3 plots the chosen threshold τ used in Def. 4 , which results in 3 pivotal nodes. Only one pivotal node (the one with maximum total interaction measure) belongs to the botnet. The other two pivotal nodes are active normal nodes. These two falsely detected pivotal nodes correspond to the two false-alarm groups described in Section V-F.
Our dataset has 396 nodes, including 136 bots and 260 normal nodes. Among the 396 nodes, only 213 nodes have positive sample standard deviations σ(X i ). Let V p = {i : σ(X i ) > 0} be the set of these nodes. Fig. 4 plots the correlation matrix of X i , X j for all i, j ∈ V p . We can easily observe two correlation groups.
We calculate the SCG C using Def. 5 and threshold τ p = 0.3. In C, there are 191 isolated nodes with degree zero. The subgraph formed by the remaining 205 nodes has two connected components ( Fig. 5(a) ). Fig. 5(a) plots normal nodes as blue circles and bots as red squares. Although the bots and the normal nodes clearly belong to different communities, the two communities are not separated in the narrowest part. Instead, the separating line is closer to the bots.
We apply our botnet discovery method to C. The result (Fig. 5(b) ) is very close to the ground truth ( Fig. 5(a) ). As comparison, we also apply other community-detection methods to the 205-node subgraph.
The first method is the vector programming method proposed in [21] , which is a special case of our method using w 1 = 0 and w 2 = 0 in (17) . This approach, however, misses some bots (Fig. 5(c) ).
The second method is the walktrap method in [28] , which defines a distance metric between nodes based on a random walk and applies hierarchical clustering. When the desirable number of communities, a required parameter, equals to two, the method reports the two connected components-a reasonable, yet uninformative result for botnet discovery. To make the results more meaningful, we use walktrap to find three communities and ignore the smallest one that corresponds to the smaller connected component (right triangles in Fig. 5(d) ). The community with higher mean of the pivotal interaction measure is detected as the botnet, and the remaining nodes are called normal. The walktrap method separates bots and normal nodes in the narrowest part of the graph, a reasonable result from the perspective of community detection (Fig. 5(d) ). However, a comparison with the ground-truth reveals that a lot of normal nodes are falsely reported as bots.
The third method is Newman's leading eigenvector method [19] , a classical modularity-based community detection method. This method first calculates the eigenvector corresponding to the second-largest eigenvalue of the modularity matrix M, namely the leading eigenvector. The solution s = (s 1 , . . . , s n ) is then constructed by letting s i be the sign of the ith element of the leading eigenvector. The method can be generalized for detecting multi-communities [19] . Similar to the walktrap method, the leading eigenvector method reports two connected components when the desirable community number is two. We also use this method to find three communities and ignore the smallest one. Again, the community with higher mean of pivotal interaction measure is detected as the botnet.
Different from the previous methods, the eigenvector method makes a completely wrong prediction of the botnet. The community whose majority are bots (blue circles in Fig. 5(e) ) is wrongly detected as the normal part and the community formed by the remaining nodes is wrongly detected as the botnet. Despite being part of the real botnet, the community of blue circles in Fig. 5 (e) actually has lower mean of pivotal interaction measure, i.e., less overall communication with pivotal nodes.
After dividing the SCG C into five communities using the leading vector approach for multi-communities [19] , we observe that the botnet itself is heterogeneous and divided into three groups. Both the group with the highest mean of pivotal interaction measure (Group II in Fig. 5(f) ) and the group with the lowest mean (Group I in Fig. 5(f) ) are part of the botnet.
Because of this heterogeneity, some groups of the botnet may be misclassified. The leading vector method wrongly separates Group I from the rest as a single community, and merges Group II & IV with the normal nodes (Group III). Because Group I has the lowest pivotal interaction measure, it is wrongly detected as normal, causing Groups II, III, IV to be detected as the botnet. Similarly, the vector programming method wrongly detects a lot of nodes in Group II, which should be bots, as normal nodes.
By taking the pivotal interaction measure into consideration, the misclassification can be avoided. In our formulation of the refined modularity (17), the term w 1 i r i s i maximizes the difference of the pivotal interaction measure of the botnet and that of the normal part. Owing to this term, our method makes few mistakes for nodes in Group II since they have high pivotal interaction measures. Let S − r = {r i : s i = −1} and S + r = {r i : s i = 1} be the set of pivotal interaction measures for normal nodes and bots. Table II Table II ) of 3-LEV, whose result is unreasonable, is significantly smaller than the rest of the methods. In comparison, the difference in our method is much larger and closer to the ground truth. 
VI. CONCLUSION
In this paper, we propose a novel method of botnet detection that consists of two stages. The first stage applies a sliding window to network traffic and monitors anomalies in the network. We propose two anomaly detection methods, both of which are based on large deviations results, for flow and packet level data, respectively. For both anomaly detection methods, an anomaly can be represented as a set of interaction records.
Once instances of anomalies have been identified, we proposed a method for detecting the compromised nodes. This is based on ideas from community detection in social networks. However, we devised a refined modularity measure that is suitable for botnet detection. The refined modularity also addresses some limitations of modularity by adding regularization terms and combining information of pivotal interaction measure and SCGs.
In applying this result, we assume that the observed network is generated by a process that evolves with constant rate, that is, ϕ(t) = μt. It followsφ(t) = μ. The rate functions in (4) and (5) are special cases of (24 We give an outline of the key argument. Suppose we build a random graph by selecting with probability π BA the offset BA process and with probability π CHJ = 1 − π BA the CHJ process. 
where X n,d (μ) are trajectories that evolve at a constant rate μ. To establish a lower bound note that 
W is a (n + 1) × (n + 1) symmetric matrix, not necessarily 0, yet, its smallest eigenvalue χ − min is real. Eq. (20) is an SDP relaxation of (26) . Suppose now P = W + I is a regularized matrix. P 0 if
Consider the regularized problem 
Note that the regularized term x Ix is a constant for any feasible solution because x Ix = i x 2 i = n + 1. As a result, (26) and (28) should have the same optimal solution x * but different objective values. Then, f * reg = f * + (n + 1).
By setting X = xx , the SDP relaxation of (28) 
Suppose X * is an optimal solution of (30); then
if (27) is satisfied. The upper bound is due to the relaxation and the lower bound follows from Nesterov's extension to the MAXCUT bound [11] . Moreover
Tr(X * P) = Tr(X * W) + Tr(X * )
= f * relax + (n + 1).
Combining ( 
