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Abstract. In the paper, we try to provide a comprehensive 
look on a multi-objective design of radiating, guiding and 
reflecting structures fabricated both from special materials 
(semiconductors, high-impedance surfaces) and conven-
tional ones (microwave substrates, fully metallic antennas). 
Discussions are devoted to the proper selection of the 
numerical solver used for evaluating partial objectives, to 
the selection of the domain of analysis, to the proper 
formulation of the multi-objective function and to the way 
of computing the Pareto front of optimal solutions (here, 
we exploit swarm-intelligence algorithms, evolutionary 
methods and self-organizing migrating algorithms). 
The above-described approaches are applied to the design 
of selected types of microwave antennas, transmission lines 
and reflectors. Considering obtained results, the paper is 
concluded by generalizing remarks. 
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1. Introduction 
The design of today’s antennas is a complex task 
comprising radiation properties, polarization properties, 
impedance matching, size constraints, economical aspects 
and other criteria. From that reason, a multi-objective 
approach to the antenna optimization is more and more 
demanding [1.1] – [1.6]. 
Multi-objective optimization is usually associated 
with a proper global optimizer. Most today’s global opti-
mizers exploit evolutionary principles: a swarm (a genera-
tion) of copies of the optimized structure is modified such 
a way so that the quality of these copies is improved (i.e., 
the copies are approaching the optima). 
Evolutionary algorithms [1.7] and swarm intelligence 
algorithms [1.8] belong to most popular global optimizers. 
Basic principles of evolutionary algorithms and swarm 
intelligence algorithms are similar: 
1. The optimized structure (an antenna, e.g.), which is 
described by properly chosen state variables (dimen-
sions, electric properties of materials used, magnetic 
properties of materials used, etc.), is cloned to several 
identical copies differing in values of state variables. 
2. Each copy of the optimized structure is analyzed, and 
partial criteria of the optimization are evaluated. 
3. State variables of copies of the optimized structure 
are modified to reach the optima as efficiently as 
possible. In this process, copies with good evaluation 
play a stronger role than copies with poor evaluation. 
4. The optimization returns to 2 to newly evaluate mo-
dified copies of the optimized structure. 
The partial criteria of the optimization can be conflicting: 
e.g., a requirement of a high gain is in a conflict with a de-
mand of as smallest size of the antenna as possible. Then, 
the optimization results form a set of optimal solutions (so 
called Pareto front of optimal solutions). Some solutions fit 
the first criterion closer (antennas exhibit a higher gain but 
their dimensions are larger), other solutions meet the 
second criterion better (antennas excel in small dimensions 
but their gain is poorer). 
Good multi-objective optimization approaches can 
accurately identify the Pareto front and cover it by equi-
distant solutions [1.9]. 
In order to perform a multi-objective design of 
an antenna, a proper full-wave solver evaluating partial 
criteria of the optimization has to be exploited. Depending 
on the nature of the design, the following selections have to 
be done: 
 Integral solver versus differential one. Integral 
solvers are usually used for the analysis of open 
structures because the integral formulation comprises 
all the space surrounding the analyzed structure. 
Unfortunately, integral solvers are not able to handle 
with the structures of complicated geometries compri-
sing different dielectrics of an arbitrary shape [1.10], 
[1.11]. On the other hand, differential solvers can be 
RADIOENGINEERING, VOL. 20, NO. 4, DECEMBER 2011 791 
used for the analysis of electromagnetic structures of 
general geometry but special techniques have to be 
applied for converting an open structure to a closed 
one [1.12], [1.13]. 
 Time domain versus frequency domain. Frequency 
domain solvers repeat the analysis of the electromag-
netic structure of interest at each harmonic frequency 
separately; such an approach works well in case of 
narrow-band structures. On the other hand, time-
domain solvers assume a pulse excitation of the 
analyzed structure; a short pulse can excite a wide 
spectrum of frequencies, and the response on all the 
frequencies is obtained in a single run of the time-
domain method. 
The numerical, multi-objective design of electromagnetic 
structures is illustrated by several examples in the follo-
wing chapters. Each chapter is started by the description of 
the designed structure and its properties. Considering the 
properties of the designed structure, a proper solver is 
selected to obtain accurate results in reasonable time. 
Next, the optimization criteria are carefully formu-
lated and discussed. Considering the partial objectives, 
a multi-objective function to be optimized is composed. 
Finally, an iterative process of the global optimization 
is run, and obtained results are documented. Attention is 
turned to convergence properties of the optimization and to 
the comparison of required properties and obtained ones. 
Chapter 2 is devoted to the optimization of a slot an-
tenna array in the time domain. Slot radiation is described 
analytically, and the structure is optimized by a novel 
multi-objective self-organizing migrating algorithm. 
In Chapter 3, optimization of a bow-tie antenna in the 
time domain is described. The antenna is analyzed by the 
time domain method of moments. Objective functions are 
composed directly in the time domain and minimized by 
particle swarm optimization. 
Chapter 4 deals with the design of electromagnetic 
band gap structures and artificial magnetic conductors, 
generally called high impedance surfaces. The dispersion 
diagram and the reflection phase of the periodic structure 
are evaluated by analyzing a single element of the planar 
structure by finite integration technique and finite ele-
ments. The analyzed element is surrounded by periodic 
boundary conditions to truncate the infinite surface into 
finite dimensions. Multi-objective problem is handled by 
particle swarm optimization method. 
In Chapter 5, a fractal multiband antenna is analyzed 
by the transient finite integration technique, time domain 
results are converted to the frequency domain where the 
multi-objective problem is formulated. Optimal solutions 
are computed by the scaled probabilistic crowding real-
coding genetic algorithm with pattern-centric normal re-
combination operator. 
In Chapters 6 and 7, a similar approach is used for the 
design of wideband conical antennas and planar arrays. 
In Chapter 8, a multi-physical numerical model of 
a semiconductor structure, suitable to construct active 
radiators and waveguiding structures is developed to com-
bine electromagnetic fields, particle physics and thermal 
fields. In order to start the optimization, a parametric 
analysis has been performed, and the conclusions from this 
analysis were presented. 
Chapter 9 concludes the paper by summarizing gene-
ralized remarks on the numerical multi-objective design of 
radiating (and reflecting) structures. 
The research described in this paper was a part of the 
COST Action IC0603 Antenna systems and sensors for 
information society technologies (ASSIST). A compre-
hensive look on the numerical multi-objective design of 
antenna structures belonged to the important aims of the 
Action. The study published in this paper is going to con-
tribute to this aim. 
2. Adaptive Beam Forming 
Shape of the beam radiated by an antenna can be 
adaptively changed directly in time domain [2.1]. This 
phenomenon can be observed when excitation pulses of 
individual elements of an antenna array are delayed. The 
radiated energy can be focused to a desired domain of 
space and can vanish in other parts of the space at the same 
time. This approach meets requirements of a biomedicine 
hyperthermia [2.2]. In the paper [2.3], parameters of the 
antenna array feeding are optimized using a novel sto-
chastic optimization algorithm called MOSOMA (Multi-
Objective Self-Organizing Migrating Algorithm). 
The 2D model of a slot antenna array used for the 
optimization is depicted in Fig. 2.1. Here, D specifies the 
computational domain, which is irradiated by the antenna 
array. The computational domain is filled with a vacuum. 
A perfectly conducting screen contains five non-overlap-
ping slots An. The n-th slot is defined: {an < x1 < bn, x3 = 0} 
with respect to a1 < b1 < a2 < … < bn. All slot antennas 
have the same width w and are in fixed positions with 
spacing w/2. All slots are excited with a power exponential 
pulse V that can be described by 
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where Vmax denotes the pulse amplitude, t denotes time, tr 
means the rise time when the pulse reaches its amplitude 
Vmax, v > 0 is so called rising exponent, H (.) assigns the 
Heaviside step function and T is the start time of the pulse. 
The field components {E1, E3, H2} can be evaluated 
using the closed-form expressions derived in [2.4] with use 
of the Cagniard-DeHoop technique: 
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where * denotes the time convolution, c denotes velocity of 
light in vacuum, Ta,n is the time of arrival from the edge 
denoted an of the n-th slot and δ (.) is the Dirac pulse. 
Every component contains the convolution integral that can 
be solved numerically. Two components of the Poynting 
vector can be computed: 
  1 3 2 3 1 2,S E H S E H   . (2.3) 
In order to model the requirements of the hyperthermia, the 
optimization is aimed to focus the radiated energy into the 
point Pmax {x1 / w = 2.25, x2 / w = 6.25} and minimize the 
radiated energy in Pmin {x1 / w = 0, x2 / w = 6.25} for time 
t / tn = 10, where tn = w / c. Following these goals, two 
objective functions should be minimized: 
       2 21 1 max 3 maxP / P /n nf S S S S    (2.4) 
.      2 22 1 min 3 minP / P /n nf S S S S   (2.5) 
where Sn is the maximum value of Poynting vector of the 
TEM mode in a parallel plate waveguide used for the 
feeding of the apertures. 
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Fig. 2.1. Configuration of the antenna array [2.3]. 
Objective functions (2.4) and (2.5) are optimized 
using the MOSOMA. Detailed information about this 
stochastic algorithm can be found in [2.5]. This algorithm 
works with group of individuals. All members of the group 
are non-dominantly sorted to found the possible members 
of Pareto front. Every agent than migrates towards mem-
bers of the so called external archive that contains all 
candidates to be Pareto front members. This migration 
proceeds in the multi-dimensional space of optimized 
parameters. Agents share the information about values of 
fitness functions in visited places. 
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Fig. 2.2. Pareto front of the optimized problem found by the 
MOSOMA. 
Within the optimization process, 14 parameters are chan-
ged: excitation times of four slot antennas, amplitudes and 
rise times of all five excitation pulses {T2, …, T5, Vmax,1, …, 
Vmax,5, tr,1…, tr,5}. All times are expressed as multiples of tn. 
The resulting Pareto front from Fig. 2.2 expresses the 
trade-off between both objectives. 
Time step = 5
x1 / w
x 3
 / 
w
 
 
-6 -4 -2 0 2 4 6
0
2
4
6
8
S / S
n
   0
 0.1
0.24
0.48
0.67
0.96
 
Time step = 10
x1 / w
x 3
 / 
w
 
 
-6 -4 -2 0 2 4 6
0
2
4
6
8
S / S
n
   0
 0.1
0.24
0.48
0.67
0.96
 
Fig. 2.3. Time evolution of the radiated field for optimized 
feeding of the focused antenna array. 
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The radiated field in the computational domain for 
two times of the solution lying in the middle of the Pareto 
front {0.5, 1.0, 2.0, 2.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.5, 1.44, 
1.5, 1.5, 1.35} is shown in Fig. 2.3. 
If the excitation pulses resulting from the optimiza-
tion are repeated with an appropriate period, the tissue is 
heated in some regions while other parts of the tissue stay 
unheated. Thanks to the formulation of the objective func-
tions, the field components need to be computed only in 
two points at one time which speeds up the process. Also 
the use of exact closed-form expressions decreases the time 
devoted to the whole optimization. 
Conclusion. In order to model a slot array operating 
in pulse regime, time-domain integral approach is used. 
Integrating time domain responses, power in observation 
points is computed. Conflicting objectives requesting 
minimum power and maximum power in specified points 
are met by applying the MOSOMA algorithm. The de-
scribed global multi-objective time-domain beam forming 
is an original contribution. 
3. Time Domain Optimization 
of Bow-Tie Antenna 
The bow-tie antenna belongs to the class of broad-
band antennas. The bow-tie antenna is made from metal, 
and is defined by its length L, the width of the feeding strip 
w, and the arm angle  (Fig. 3.1). These parameters are 
used as the state variables in the optimization task. 
Since antennas are open structures and the bow-tie 
antenna is simple, the analysis is performed in the time 
domain by applying TD-EFIE [3.1]. Here, the marching-
on-in-order scheme is utilized [3.2]. 
 
Fig. 3.1. Bow-tie antenna and definition of its parameters. 
Unfortunately, conventional antenna parameters are defi-
ned in the frequency domain. In order to avoid the Fourier 
transformation of the time response at each step of an op-
timization procedure, we exploit the objective function 
defined in the time-domain directly [3.3]. 
For a given excitation pulse, the time-domain objec-
tive function [3.3] can take into account the “time-domain 
impedance matching”, a distortion of responses at the 
feeding point and in a desired radiating direction (with 
respect to the excitation pulse), and the radiated energy in 
the desired direction 
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where FF0 is the fidelity factor of the excitation pulse and 
the response at the feeding point of the antenna, MY is the 
time domain matching factor, FEmax is the fidelity factor of 
the excitation pulse and the radiated pulse in the desired 
direction defined by the angles d and d, EEnorm is norma-
lized radiated energy in the desired direction. 
Values of all these parameters belong to the interval 
from 0 to 1. All requirements are met if the objective 
function (3.1) is zero. That is the absolute minimum of this 
function. 
We will exploit the objective function (3.1) and 
design the bow-tie antenna that is matched to a feeding line 
with the admittance YW =10 mS in the frequency range 
from 2 to 4 GHz. The antenna is required to radiate energy 
uniformly within the given frequency range in the direction 
d = 0°, andd = 0 (perpendicularly to the plane of the 
drawing in Fig. 3.1), and to ensure maximum radiation in 
that direction. 
For optimization, the harmonic signal at the frequency 
3 GHz modulated by the Gaussian pulse of the width 2.4 ns 
is used. Such a pulse covers an important part of the 
spectrum from 2 to 4 GHz. 
State variables can vary in intervals: L  <100 mm; 
190 mm>; w  <5 mm; 15 mm>; α  <30°; 70°>. 
The particle swarm optimization (PSO) [3.4], which 
exploits the numerical model for evaluating the objective 
function, is used in its conventional form. A swarm con-
sists of 15 agents, and the optimization runs for 70 itera-
tions. The inertial weight is linearly decreasing from the 
value 0.9 in the initial iteration to the value 0.4 in the last 
one. Both the personal scaling factor and the global one are 
set to 1.49. The absorbing walls are used. 
The evolution of the objective function is depicted in 
Fig. 3.2. For the final iteration, the objective function 
reaches the value OF= 0.0535, with the partial criterions 
amounting to |1–FF0| = 0.04498, |1–MY| = 0.0094, 
|1–FEmax(d, d)| = 0.0274 and |1–EEnorm(d, d)| = 0. 
Correspondingly, the entries in the optimized state 
variables vector are: L = 112.48 mm, w = 13.17 mm and 
α = 64.27°. 
The transient responses of the current at the feeding 
point of the antenna and the radiated pulse in the desired 
direction, both normalized to the square root of their auto-
correlation functions at t = 0 s,  are shown in Fig. 3.3 and 
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3.4, respectively. For comparison, the excitation pulse is 
normalized in the same way as the responses. 
 
Fig. 3.2. Evolution of objective function. 
 
Fig.3.3. Normalized excitation voltage pulse and current 
response of the optimized antenna. 
 
Fig. 3.4. Normalized excitation and radiated pulses of the 
optimized antenna. 
The computed return loss parameter S11 for the 
excitation pulse and the current response is depicted in Fig. 
3.5 (denoted by TD) after mapping the results to the 
frequency domain. Apparently, the optimized antenna is 
very well matched to the feeding line. 
For the verification of the antenna radiation in the de-
sired direction, the magnitude of the transfer function (the 
ratio of the spectrum of the radiated pulse and the excita-
tion pulse is computed) normalized to its maximum is 
depicted in Fig. 3.6. Obviously, the minimum radiation 
corresponds to the frequency 4 GHz. 
 
Fig. 3.5. Return loss of optimized bow-tie antenna. 
 
Fig. 3.6. Normalized transfer function of optimized bow-tie 
antenna. 
For the verification, the optimized bow-tie antenna 
was analyzed by the method of moments in the frequency 
domain [3.5] (denoted in Fig. 3.5 and 3.6 by FD). The 
agreement of both solutions is good. 
Obviously, the optimized antenna exhibits favorable 
characteristics. 
Conclusion. In order to model a wideband antenna, 
time-domain integral solver is used. Design requirements 
are expressed by three time-domain objectives, which are 
associated into a single objective function (requirements of 
impedance matching, pulse distortion and pattern pro-
perties are not conflicting). The optimum is computed by 
particle swarm optimization. The described concept of the 
multi-objective optimization, which is fully performed in 
the time domain, is an original contribution. Frequency 
domain transform is applied to the results only to check the 
optimization outputs. 
4. Design and Optimization 
of High-Impedance Surfaces 
An intensive interest in periodic structures in antenna 
engineering has been recently observed. A kind of metallo-
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dielectric periodic structure called high-impedance surfaces 
(HIS) enables one to design low-profile antennas and 
substrates with suppressed surface wave propagation due 
to their artificial magnetic conductor (AMC) and electro-
magnetic band gap (EBG) properties, respectively [4.1]. 
For many applications, simultaneous AMC and EBG 
behavior of HIS is required. However, the design of such 
a structure is quite difficult because of the large factor of 
uncertainty on how the properties of the structure change 
their dependence on unit cell geometry. Moreover, both the 
frequency of the zero reflection phase, and the position of 
the surface wave band gap can alter separately [4.2]. 
Let us turn the attention to the design of a conven-
tional mushroom HIS [4.1] for simultaneous AMC and 
EBG operation at frequency 10.25 GHz. The unit cell for 
the optimization including the state variables (period D, the 
size of the square metallic patch P and the diameter of the 
via d) is depicted in Fig. 4.1. The structure is realized on 
the dielectric substrate Arlon AD600 with a relative per-
mittivity ε = 6.15 and thickness h = 1.575 mm. 
 
Fig. 4.1. The mushroom unit cell. 
The mushroom unit cell was optimized using the par-
ticle swarm optimization (PSO) implemented in Matlab in 
connection with the finite-integral technique (FIT) of CST 
Microwave Studio (CST MWS) for the dispersion diagram 
calculation (eigenfrequency analysis) and the reflection 
phase computation (time domain analysis). The PSO was 
chosen because of the fastest convergence in comparison 
with other optimization methods [4.3]. The objective func-
tion F is composed of two partial objective functions F1 
and F2 and is going to be minimized 
 22
2
1 FFF  . (4.1) 
The first partial objective function F1 is formulated as 
a two-criterion function with respect to both the band gap 
position and the maximum bandwidth 
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The second partial objective function F2 considers the fre-
quency of the zero reflection phase 
  CAMC ffwF  abs32 . (4.3) 
In equations (4.2) and (4.3) w1, w2 and w3 denote weighting 
coefficients (w1 = 1 GHz-2, w2 = 0.25 GHz-1, w3 = 1 GHz-1); 
fC is the required central frequency of the band gap 
(fC = 10.25 GHz); fBG1 and fBG2 (in GHz) are the lower and 
the upper limit of the band gap, respectively; q is a constant 
(q = 1); and fAMC (in GHz) is the frequency of the zero 
reflection phase. 
 
 fBG1 fBG2 fAMC 
CST MWS 9.0 GHz 11.1 GHz 10.3 GHz 
Ansoft HFSS 9.1 GHz 11.1 GHz 10.3 GHz 
Measurement 9.5 GHz 11.5 GHz 10.7 GHz 
Tab. 4.1. Optimization and measurements results. 
An evaluation of the objective function F and the 
band gap position and frequency of the zero reflection 
phase were monitored during the optimization process 
(Fig. 4.2). The optimum (D = 2.22 mm, P = 2.04 mm and 
d = 0.40 mm) was firstly checked by the finite-element 
solver Ansoft HFSS, and then successfully confirmed by 
measurements (Fig. 4.3 and Fig. 4.4). The obtained results 
are summarized in Tab. 4.1. Obviously, the described 
methodology could be a very helpful tool in the design of 
more complex periodic structures. 
 
Fig. 4.2. Optimizing the mushroom unit cell: evaluation of 
objective function, position of band gap and fre-
quency of zero reflection phase. 
  
Fig. 4.3. Calculated and measured reflection phase curves of 
the designed HIS. 
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Fig. 4.4. Dispersion diagram of the designed HIS (top); 
measured TM and TE surface waves transmission 
curves over the designed HIS versus the conven-
tional metal ground plane (bottom). 
Conclusion. The analysis of HIS was performed in 
two different domains: the dispersion diagram was evalu-
ated in the eigenfrequency domain and the reflection phase 
in the time domain. Since there is no conflict between the 
dispersion properties and phase properties, objectives are 
combined into a common cost function. An optimum is 
computed by PSO. A multi-domain objective function is 
a unique feature for the developed synthesis methodology. 
5. Synthesis of Multi-band 
Koch Discone Antenna 
The Koch fractal is created by several scaled-down 
and rotated copies of a basic motive. The Koch dipole and 
the Koch snowflake are the basic representatives of Koch 
antennas [5.1]. The reduced size and the multi-band beha-
vior are the important advantages of Koch antennas. 
In this section, the Koch fractal is applied to a shape 
of a discone antenna to widen the bandwidth of the an-
tenna. The resultant discone antenna is analyzed in CST 
Microwave Studio (time domain finite integration tech-
nique) to perform the wideband analysis efficiently. After 
the analysis, the transient data are mapped into the fre-
quency domain by Fourier transform. That way, the desired 
frequency-domain parameters of the analyzed antenna are 
obtained. 
The antenna is optimized by the scaled probabilistic 
crowding real-coding genetic algorithm with pattern-cen-
tric normal recombination operator (SPC-PNX) [5.2], 
[5.3]. SPX-PNX performs better on functions having sev-
eral minima, and poorer on unimodal functions. In a fact, 
the optimization of the designed antenna is more efficient 
using SPX-PNX than other real and binary coded optimi-
zation techniques. 
The wideband objective function can be evaluated 
according to 
         xxxx 332211 cwcwcwc   (5.1) 
where c(x) is the global objective function of the state 
vector x, c1 is the objective function for wideband impe-
dance matching of the antenna, c2 is the low band impedan-
ce matching (we emphasize the optimization of the antenna 
at lower frequencies rather than at higher ones), c3 is the 
objective function describing the gain of the antenna and 
w1, w2 and w3 are weighting coefficients. 
The local objective function c1 is given by 
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where N is the number of frequencies considered in the 
design (in our case, we exploited the set of 1001 frequency 
samples), fmin is the lower bound of the frequency interval 
of the optimization, fmax is the upper bound of the frequen-
cy interval of the optimization, Zre is the real part of the 
computed input impedance, Zim is the imaginary part of the 
computed input impedance, Z0re = 50  and Z0im = 0  are 
required values of the input impedance of the antenna. 
The second objective function is identical with (5.2), 
but fmax is limited to one tenth of the bandwidth. This 
objective function ensures that the antenna is matched at 
lower frequencies better. 
The third objective function c3 is evaluated according 
to 
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where Gi [dB] is the gain in the horizontal plane in the 
main lobe direction. 
The vertical cut of the antenna is depicted in Fig. 5.1. 
During the optimization, the number of fractal iterations, 
the length of the antenna L and the radius of the antenna a 
are changed. The SPC-PNX [5.2], [5.3] was run with the 
number of offspring  = 1 and the PNX parameter  = 2. 
The population consisted of 10 individuals and the maxi-
mum number of iterations was set to 50. 
The antenna was optimized in the frequency range 
from 1 GHz to 6 GHz. When the criteria function dropped 
below 50 (the average value of PSV < 1.5, and the gain 
> 2 dBi) the optimization was finished. The model con-
RADIOENGINEERING, VOL. 20, NO. 4, DECEMBER 2011 797 
sisted of about 500 thousands cells, and one simulation run 
took 3 minutes approximately. 
 
Fig. 5. 1. Vertical cut of the Koch discone antenna for N = 4. 
In Fig. 5.2, evolution of the global cost function is 
depicted. The optimum number of fractal iterations is 5, the 
optimum length of the antenna L = 23.6 mm and the opti-
mum radius of the antenna a = 47.4 mm. 
 
Fig. 5.2. The best evolution of cost function of the Koch 
discone antenna optimized by SPC-PNX. 
Fig. 5.3 shows frequency response of the return loss 
of the optimized antenna. The return loss is lower than  
–12 dB in almost the whole frequency range of operation. 
 
Fig. 5.3. Frequency response of return loss at the input of the 
optimal Koch discone antenna. 
In Table 5.1, values of the maximal gain of antenna 
are listed. 
f [GHz] G [dBi] 
1 1.70 
2 1.75 
3 3.50 
4 3.00 
5 3.70 
6 1.80 
Tab. 5.1. Maximum gain in horizontal plane. 
Conclusion. The wideband analysis of the Koch dis-
cone antenna was performed in the time domain. Results 
were converted into the frequency domain and used in 
objective functions. Non-conflicting objectives were asso-
ciated into a single cost function, which was minimized by 
SPX-PNX algorithm. The synthesized Koch discone an-
tenna is an original contribution of this section. 
6. Wideband Conical Horn Antenna 
In this chapter, antennas, which transform the impe-
dance of the coaxial transmission line to the impedance of 
the open space via the circular waveguide, are described. 
These antennas are numerically modeled in CST Micro-
wave Studio (transient analysis). The numerical models of 
the antennas are optimized using optimizers implemented 
in CST. 
The wideband conical antenna is fed by the coaxial 
transmission line with the characteristic impedance 50 Ω. 
The outer conductor of the coaxial transmission line is 
extended to create a conical horn antenna. The antenna is 
filled by the dielectrics to reduce the dimensions on one 
hand and to match the input impedance of the antenna on 
the other hand (see Fig. 6.1) [6.1]. 
 
Fig. 6.1. Vertical cut of the conical horn antenna. 
Along the coaxial transmission line, the transversally 
electromagnetic wave is propagating. The  component of 
the magnetic field intensity and the r component of electric 
field are dominant in the aperture [6.2]. 
In the distance Lf from the aperture, the inner con-
ductor of the coaxial feeder is ended to suppress radial 
components of the electric field, and therefore, the magne-
tic field intensity is dominant on the aperture. The  com-
ponent of magnetic field intensity simulates a loop of the 
magnetic current. Considering the duality theorem, the 
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loop of the magnetic current is equivalent to an electric 
monopole [6.1], [6.3]. 
 
Description Variable Unit Value 
Radius of aperture R mm 100.00 
Radius of inner conductor 
of coaxial feeder Rf1 mm 0.50 
Radius of outer conductor 
of coaxial feeder Rf2 mm 2.43 
Upper radius of inner 
conductor of coaxial feeder Rf3 mm 0.50 
Length of horn L mm 100.00 
Distance of monopole from 
aperture Lf mm 20.00 
Permittivity of dielectric 
filling of horn εr1 - 3.60 
Tab. 6.1. Numerical values of variables of the horn antenna. 
The numeric values of variables of the antenna are 
given in Tab 6.1. Frequency response of the return loss of 
the antenna is depicted in Fig. 6.2. 
 
Fig. 6.2. Frequency response of the return loss of the conical 
horn antenna. 
The antenna was optimized to meet impedance 
matching conditions in the 802.11a band. In that case, 
a single-objective optimization was performed only. The 
range of the frequency band of the 802.11a standard is 
defined from 5.150 GHz to 5.825 GHz. 
The first design of the antenna was based on the 
parametric sweep of dimensions of the antennas. This 
method was used to found out which parameters domi-
nantly influence the behavior of the antennas. 
CST Microwave Studio offers several optimization 
algorithms. The combination of global and local optimiza-
tion methods was used to find the optimal solutions. The 
particle swarm optimization (PSO) was chosen as a global 
method and Nelder-Mead simplex algorithm (NM) was 
selected as a local one. The PSO cannot stack at a locally 
optimal point but is time-consuming. The NM is CPU-time 
modest but has a tendency to stack in a local optimum. 
The optimal values of variables are listed in Tab. 6.2. 
Frequency responses of the return loss of the optimized  
antennas are depicted in Fig. 6.3. Here, results are compa-
red with the basic conical horn antenna (see Fig. 6.2). 
 
Variable Unit Constant inner conductor 
Widened inner 
conductor 
R 37.87 27.53 
Rf3 0.50 1.63 
L 41.33 20.42 
Lf 
mm 
18.44 2.42 
Tab. 6.2. Resulting parameters of the optimized conical horn 
antennas. 
The return loss was asked to be |S11| < –10 dB in the 
operation band. In order to meet this goal, the optimization 
routine computed the upper radius of the antenna R, the 
length of the whole structure L and the distance of the 
monopole from the aperture Lf. In the case of the antenna 
with the widened inner conductor the upper radius of the 
monopole Rf3 was also calculated. 
 
Fig. 6.3. Frequency response of the return loss of the 
optimized antennas – the basic conical horn antenna 
(blue), the horn antenna with the constant inner 
conductor (red) and the horn antenna with the 
widened inner conductor (green). 
The conical horn antennas exhibit the return loss 
better than –10 dB in the operating band. The antennas 
excel in the small size and the possibility of placing the 
ground plane to the plane of the aperture. In the case of the 
conical horn antenna with the widened inner conductor, 
almost the half size of the structure was obtained compared 
with the conical horn antenna with the constant inner 
conductor. On the other hand, the manufacturing of the 
conical horn antenna with the widened inner conductor is 
rather complicated. 
Conclusion. The wideband analysis of the antenna of 
interest was performed in the time domain. Results were 
converted into the frequency domain. An optimum of 
a single objective cost function was computed by the 
global PSO and refined by local Nelder-Mead simplex 
algorithm. The described concept of the transformation of 
the coaxial transmission line to an open space via the 
circular horn antenna is a novel contribution. 
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7. Antenna Array of E-shaped Patches 
with Washer 
The single E-shaped patch antenna with the washer 
was published by Ooi [7.1]. The circular washer beneath 
the lower patch aids to cancel the reactance of the feeding 
probe and produces better impedance matching of the 
antenna [7.1]. 
We remove the upper parasitic patch and the E-
shaped patch is placed on dielectric substrate Taconic 
TLX-8 with thickness 0.51 mm and relative permittivity 
2.55. The single element antenna is fed by the microstrip 
transmission line which is connected to the 50 Ohm SMA 
connector. The washer is placed on the reverse side of the 
substrate with the E-shaped patch. The whole antenna is 
covered by a dielectric radome (ABS) of the relative per-
mittivity 2.77 with thickness 5 mm. Fig. 7.1 shows the 
schematic model of the single element antenna concept. 
The single E-patch antenna was designed and simu-
lated in CST Microwave Studio using finite integration 
technique in full-wave time-domain solver. The design was 
aimed to achieve |S11| ≤ –22 dB for the complete antenna 
array in the band from 4.4 GHz to 5.0 GHz. That is the 
reason why the focus is put on impedance matching of the 
single antenna element. Single E-patch antenna parameters 
from Fig. 7.1 (top) and H2, H3 from Fig. 7.1 (bottom) were 
optimized to achieve |S11| ≤ –25 dB in the required band. 
 
 
Fig. 7.1. Schematics of the single element of antenna array: 
top view (top), side view (bottom). 
For the need of optimization process, an internal CST 
optimizer was used. First, the antenna was tuned to the 
passband by adjusting the length of the slot (the parameter 
D in Fig. 7.1) afterwards the antenna was optimized using 
the local optimization by Nelder-Mead simplex. This 
method was chosen due to the fast convergence. The dis-
advantage of this method is the possibility of sticking at the 
locally optimal point. In this case the global particle swarm 
optimization (PSO) method was used. 
The optimal impedance matching of the antenna 
element is shown in Fig. 7.2. The realized gain in the pass-
band is G1 = 7.6 dB in average. 
 
Fig. 7.2. Impedance matching of the single E-shaped patch 
antenna. 
 
 
Fig. 7.3. Schematics of the antenna array: feeding network 
(top), patches (bottom). 
In order to achieve higher gain, the single antenna 
element was arranged into the 22 antenna array. The 
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schematic model of the patches and feeding network is 
shown in Fig. 7.3. Due to deflection of the main lobe of the 
single antenna element, the opposite patches are fed with 
the phase difference of 180°. The antenna is fed by the 
50Ohm SMA connector which is connected at the bottom 
side of the antenna. The distance between the centers of the 
patches is Dant ≈ 0.7λ [7.2] 
Due to the mutual coupling between adjacent patches, 
the antenna is relatively untuned and it results in a need to 
tune the antenna to the required frequency band. Both the 
dimensions of the feeding network and the dimensions of 
individual patches are optimized to achieve |S11| ≤ –22 dB 
in the required band. 
The optimization commenced with the PSO in order 
to find a solution close to the optimum. Afterwards, the 
local method Nelder-Mead simplex was used to find the 
global optimum. During the optimization process the sim-
plex size was decreased in order to find the optimal solu-
tion faster. 
 
Fig. 7.4. The impedance matching of the antenna array. 
 
 
Fig. 7.5. Radiation patterns of the antenna array: E-plane 
(top), H-plane (bottom). 
The optimal impedance matching obtained by the 
described optimization is depicted in Fig. 7.4. Fig 7.5 
shows the radiation patterns of the antenna array in E-plane 
and H-plane. The realized gain reaches the 13.1 dB for 
5.0 GHz. 
Conclusion. The wideband analysis of the antenna of 
interest was performed in the time domain, results were 
converted into the frequency domain, and an optimum of 
a single objective cost function was computed by the 
global PSO and refined by local Nelder-Mead simplex 
algorithm. The wideband optimization of a complex an-
tenna structure comprising an antenna array, a feeding 
network and a dielectric radome is a novel contribution of 
this design. 
8. Semiconductor Structure with 
Distributed Amplification 
In this section, a parametric analysis of an active 
microstrip line based on the traveling wave interaction with 
the transversal drift of electrons in GaAs semiconductor 
[8.1], [8.2], [8.3] is performed. This concept has the poten-
tial to overcome the principal limitation on output power of 
the lumped active devices up to frequencies of the inter-
valley scattering rate limit of GaAs which is estimated to 
100 GHz at the room temperature [8.2], [8.4]. 
We have developed the cross-section model of the 
50  active microstrip line on a low n-doped GaAs sub-
strate with thickness of 100 m (Fig. 8.1), where the highly 
doped area with the value DN   is shown in red. The struc-
ture is biased by voltage Va at the strip conductor and 
grounded at heat sink interface. 
 
Fig. 8.1. Active microstrip line design on GaAs substrate. 
The characterization of such devices cannot be 
restricted to the EM field analysis. It represents the coupled 
system of the electromagnetic, particle and thermal fields, 
which implies a number of objectives on device parameters 
and requirements to be met to achieve a feasible structure. 
Concerning the EM field, the eigenvalue problem 
formulated by wave equation in frequency domain is 
solved to obtain the line impedance, attenuation constant 
and phase constant. The objectives are the minimal attenu-
ation constant  and the maximal working frequency fT. 
The particle field is governed by three equations, the 
Poisson equation for electrostatic field and two continuity 
equations of charge carriers transport phenomena. There 
are no objectives which can be directly formulated using 
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particle filed quantities. However, there is the requirement 
of the device stability which can be evaluated as the func-
tion of the bias voltage, terminals distance and the elec-
trons distribution along the current density path between 
terminals [8.3], [8.5]. 
The thermal field is solved not only in the domain of 
the semiconductor device, but also in domain of the heat 
sink and in the domain of surrounding space, where the 
convection of the air can be assumed. In order of the model 
complexity reduction, the heat sink can be represented by 
the heat flux coefficient htc at the appropriate boundary 
[8.3]. The device temperature T affects the physical para-
meters of the semiconductor substrate and consequently the 
solution of the particle and EM fields. The objective is to 
obtain the minimal temperature of device using the feasible 
value of the htc coefficient (value which can be achieved 
by a real passive heat sink). The requirement is to not 
exceed the maximal working temperature of GaAs which is 
400 K [8.6]. 
Due to interdisciplinary character of the solved 
problem we chose the finite element method to analyze the 
described device in the macroscopic approximation of the 
electron dynamic [8.3] using COMSOL Multiphysics. The 
optimization process using common algorithms cannot be 
used due to extremely time consuming analysis of the 
structure. Instead, we make a parametric analysis in order 
to investigate the dependencies of chosen parameters on 
the defined objectives while the requirements are met. The 
set of the structure modifications with values of the appro-
priate parameters are listed in Tab. 8.1. 
 
label htc [Wm2K-1] DN
  [m-3] wa [m] 
I 104 11019 60 
II 105 11019 60 
III 104 21019 60 
IV 104 11019 30 
V 105 21019 30 
Tab. 8.1. Design parameters modification. 
The analysis results are presented in Fig. 8.2 and 
Fig. 8.3. Fig. 8.2 shows the attenuation constant difference 
 between active and passive microstrip line at the 
maximal stable bias voltage Va. Fig. 8.3 shows the peak 
temperature characteristics of the device. The values of the 
objectives are listed in Tab. 8.2. It is clear that the design 
modification labeled as V represents the device with the 
best performance. 
Conclusion. In this section, a multi-physical model of 
a semiconductor transmission line is presented. The model 
comprises electromagnetic fields, thermal fields and parti-
cle physics. Due to the complexity of the numerical model, 
the optimization was replaced by the parametric analysis. 
Considering results of the parametric analysis, an area 
containing a potential optimum can be identified, and a 
proper local optimizer can be applied to compute the local 
optimum. The described process is under development. 
The presented multi-objective model of the semiconductor 
transmission line with the distributed amplification is 
original. 
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Fig. 8.2. Frequency characteristic of the attenuation constant 
difference. 
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Fig. 8.3. Peak temperature characteristics of devices; 
rectangles denote the stable device bias Va. 
 
label max [dBm-1] fT [GHz] Va [V] T [K] 
I -26.8 63.3 55 407 
II -35.1 65.6 55 329 
III -31.2 47.8 64 512 
IV -20.2 73.5 52 356 
V -38.0 69.2 54 326 
Tab. 8.2. Analysis results of the design modifications. 
9. Conclusion 
In the paper, several design examples have been pre-
sented to tackle different classes of optimization processes 
of electromagnetic structures (see Tab. 9.1): 
 Pulsed structures and wideband structures have been 
analyzed in the time domain in order to correctly 
model transient fields (time domain beam forming) or 
efficiently perform wideband analysis (bow-tie 
antenna, Koch discone, conical horn, planar antenna 
system). When needed, several solvers have been 
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used (time-domain analysis and eigen-frequency 
analysis in case of high impedance surfaces, and 
multi-physical analysis in case of semiconductor 
waveguides). 
 Objectives have been formulated in the time domain 
directly (time domain beam forming, bow-tie anten-
na) in order to eliminate the necessity of exploiting 
Fourier transform. In case of complex structures, 
multi-domain objectives play an important role. Fre-
quency-domain objectives are used in routine designs 
typically. 
 In case of conflicting objectives, the Pareto front of 
optimal solutions has to be computed (time domain 
beam forming). In case of non-conflicting objectives, 
objective functions are connected into a single-objec-
tive cost function. 
 In order to improve efficiency of global optimization, 
global optimizers are used to identify subspaces, 
which can potentially contain a global optimum; 
identified subspaces are subsequently scanned by 
local techniques (conical horn antenna, planar antenna 
system). 
 
structure solver objectives optimizer note 
time domain 
beam forming 
time 
domain 
time 
domain 
MOSOMA Pareto 
front 
bow tie 
antenna 
time 
domain 
time 
domain 
PSO no 
conflict 
high 
impedance 
surface 
time + 
eigen-
domain 
time + 
eigen-
domain 
PSO no 
conflict 
Koch 
discone 
time 
domain 
frequency 
domain 
PSO no 
conflict 
conical horn 
antenna 
time 
domain 
frequency 
domain 
PSO + 
local 
single 
objection 
planar antenna 
system 
time 
domain 
frequency 
domain 
PSO + 
local 
single 
objection 
semiconductor 
structure 
multi-
physics 
- - - parametric - - - 
Tab. 9.1. Overview of compared design problems. 
Considering the above given overview, the following 
conclusions can be formulated: 
 Due to the interest in wideband structures, frequency 
domain solvers are loosing their dominant position 
which was typical several years ago. 
 In case of sophisticated structures (periodic structures, 
semiconductor ones), several solvers have to be 
combined (high impedance surfaces), or coupled 
problems have to be formulated (semiconductor 
structures). 
 Conventional formulation of partial objectives in 
a cost function is replaced by time domain objectives 
and multi-domain objectives to eliminate the neces-
sity of transforms. Frequency domain parameters are 
used to interpret results only. 
 Since real-life applications comprise several conflic-
ting objectives, native multi-objective optimizers have 
to be exploited (MOSOMA, multi-objective PSO, 
multi-objective genetic algorithms or simulated an-
nealing). Single-objective optimization can be useful 
in case of simple structures dominantly. 
Today’s development in numerical design of electromag-
netic structures shows the transition from the conventional 
frequency-domain modeling and design to the time-domain 
and multi-domain approaches. In this paper, these tenden-
cies have been illustrated by the selected design examples. 
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