Supporting multiple active speakers in automotive hands-free or speech dialog applications is an interesting issue not least due to comfort reasons. Therefore, a multi-channel system for enhancement of speech signals captured by distributed distant microphones in a car environment is presented. Each of the potential speakers in the car has a dedicated directional microphone close to his position that captures the corresponding speech signal. The aim of the resulting overall system is twofold: On the one hand, a combination of an arbitrary pre-defined subset of speakers' signals can be performed, e.g., to create an output signal in a hands-free telephone conference call for a far-end communication partner. On the other hand, annoying cross-talk components from interfering sound sources occurring in multiple different mixed output signals are to be eliminated, motivated by the possibility of other hands-free applications being active in parallel. The system includes several signal processing stages. A dedicated signal processing block for interfering speaker cancellation attenuates the cross-talk components of undesired speech. Further signal enhancement comprises the reduction of residual cross-talk and background noise. Subsequently, a dynamic signal combination stage merges the processed single-microphone signals to obtain appropriate mixed signals at the system output that may be passed to applications such as telephony or a speech dialog system. Based on signal power ratios between the particular microphone signals, an appropriate speaker activity detection and therewith a robust control mechanism of the whole system is presented. The proposed system may be dynamically configured and has been evaluated for a car setup with four speakers sitting in the car cabin disturbed in various noise conditions.
Introduction
Applying speech technologies in the car becomes more and more important due to safety and comfort reasons. Relating to automotive environments, many different applications like hands-free telephony, teleconferencing, or speech dialog and recognition are possible. Especially in a car, strong background noises caused by engine, wind, rolling noise, or interfering sound sources may disturb the speech signal and could harm the proper functionality of the mentioned applications. Thus, for the purpose of speech signal enhancement, often, multi-microphone arrangements are used, enabling multi-channel signal processing algorithms. The application of beamforming approaches [1, 2] requires a small spacing between the microphones and a predefined geometry in order to get sufficient performance.
In contrast, in this contribution, we want to focus on distributed microphones, where the arrangement is not limited to fixed geometries but where each speaker in the car cabin has a dedicated microphone close to his position. In the case at hand with multiple microphones and multiple speakers to be supported, the sensor signals have to be combined in a beneficial way. In the literature, it is often focussed on setups where multiple microphones are used to capture the speech signal of one single speaker. In this case, multiple spatially distributed microphones may http://asp.eurasipjournals.com/content/2013/ 1/191 be mounted in the direct vicinity of just one speaker in order to search for the optimal microphone position.
Hence, the best combination of all microphone signals can be chosen for each bin in the frequency domain, e.g., by applying diversity methods as in [3, 4] . It is aimed at obtaining exactly one enhanced and combined output signal out of several input signals. These combined signals can be fed to a hands-free device or a speech recognition system.
In case of noisy speech recognition for in-car situations in [5, 6] , a fundamentally different approach for the exploitation of spatially distributed distant microphones is introduced. It is proposed to estimate the log speech spectrum at a hypothetical close-talking microphone that should have good quality by multiple regression of the log spectra of several distant microphone signals. In other environments, where the speaker's location is not known before, the microphones are mounted arbitrarily in a living room or in an office to take advantage of the space diversity for distant-talking speech recognition [7] or to process a real-time speaker localization as in [8] .
Furthermore, regarding speech enhancement, crosstalk components in the desired signal originating from interfering speakers are a major problem for hands-free as well as for speech recognition systems. Within the scope of this contribution, these components should be suppressed to enhance the combined output signals. Various signal compensation approaches based on Widrow's original work [9] are well known from a range of publications. Due to the risk of signal cancellation, an additional filter helps prevent the cancellation of desired components [10] . This enhanced structure is also picked up by [11] for frequency domain cross-talk cancellation within a call center scenario. It is thought of creating a multipleinput multiple-output system, where each output only includes the speech of the dedicated speaker. Similar techniques can be introduced by blind source separation algorithms [12, 13] . These methods are often computationally more expensive. Furthermore, in case of speakerdedicated microphones, signal compensation approaches can exploit quite good reference signals for compensation of interfering speech components. For further cross-talk suppression, appropriate post-processing schemes exist [14, 15] .
In this contribution, a generic overall system for speech enhancement of distributed microphone signals is proposed, where each speaker has only one dedicated microphone. An overview is depicted in Figure 1 . M microphone signals are transformed to the discrete Fourier transform (DFT) domain and processed, yielding Q mixed output signals for serving a number of applications at the same time. The system allows to configure the resulting number of different output instances designed for different applications during the processing in a generic manner. The core processing part consists of an interfering speaker cancellation (ISC) that compensates the cross-talk components that do not have to be present in the appropriate output instance, a signal enhancement (SE) block performing an extended noise reduction, and a dynamic signal combination (DSC) module. The latter combines a subset of some speakerrelated microphone signals to a particular output signal. The whole signal processing is controlled by a control unit based on the comparison of signal powers (see also [11, 16] ).
In a full-duplex speech communication system, the occurrence of acoustic echoes resulting from the coupling between loudspeakers and microphones has to be avoided. For the proposed system where Q speech applications may be active in parallel, M multi-channel echo cancellation structures are needed each having as many adaptive filters as loudspeaker channels are used by the application. To solve the echo cancellation problem, the related reference signals of the Q different and uncorrelated far-end partners or systems are directly accessible. The topic of stereo-and multichannel acoustic echo cancellation and the presentation of efficient solutions is not within the scope of this contribution, but further details can be found in [17, 18] .
The paper is organized as follows: In Section 2, a more detailed overview of the generic system is given. An interfering speaker cancellation is presented in Section 3. The following Section 4 discusses the signal enhancement stage and its submodules. Afterwards, in Section 5, the dynamic signal combination is considered. The robust control of the whole signal processing is introduced in Section 6, and the contribution concludes with an evaluation of the overall system.
Generic speech communication system
We propose a highly generic system that allows the handling of several speech applications in the car in parallel. As mentioned, the acoustic echo cancellation problem is not considered in the following. It can be thought, e.g., of two telephone conference calls out of the car in due time, where the two front passengers are communicating with one far-end partner and the backseat passengers with another one within a second application.
The multi-channel system has M microphones and yields a set of Q mixed output signals. Assuming that all the speech sources are uncorrelated, the mth microphone signal y m (n) can be formulated as the superposition of the clean speech s m (n), the cross-talk b m (n), and the background noise component n m (n) in the time-domain, with n being the sample index:
( 1 ) http://asp.eurasipjournals.com/content/2013/1/191 Figure 1 Schematic system overview.
With the time frame index and the frequency subband index k, the related signal representation in the DFT domain is
The For analysis, a discrete Fourier transform with length of K = 512, with a frame-shift of R = 128, and a Hann window function is applied. Thus, the subband index k is in the range k = 0, 1, . . . , K − 1. Due to the symmetry properties, only the first K/2+1 subbands are effectively processed. An overview of the four main parts of the whole distributed microphone processing system is depicted in Figure 2 . Bold arrows and characters indicate the availability of multiple channels stacked in vectors. Within the ISC block, interfering speakers can be suppressed in a distant target channel by using their dedicated microphone signals as reference for a noise compensation. An adaptive filter structure uses these references to cancel exactly the cross-talk components in the target signals that do not have to be present later in one of Q output signals. The cross-talk components within those target channels that will be combined to the same mixed output signal later are not cancelled in order to exploit some diversity effects afterwards.Y( , k) is the resulting signal vector after filtering the interfering cross-talk speech componentsY c ( , k) byĤ m,m ( , k) and subtracting the results from the input signal spectra Y( , k). The filterF m ,m ( , k) realizes a blocking structure to avoid signal cancellation effects within the actual ISC.
The adaptation of the filters is controlled by a speaker activity detection (SAD) measure SAD( , k), determined in the SAD block of the control unit. To obtain similar signal characteristics in all output channels, an automatic gain control is processed within the signal enhancement (SE) stage that adjusts all signal peak levels to a constant target peak level yieldingỸ( , k). During speech activity of one speaker, coupling factorsK( , k) between the particular signals can now be computed. Thus, residual cross-talk can be estimated, yielding appropriate filter coefficients G RCS ( , k) and maximum attenuations β β β RCS ( , k) for residual cross-talk suppression (RCS) within an extended noise reduction (ENR). This noise reduction block also has to deal with the preparation of the DSC. Due to the different microphone positions and types, the noise signal characteristics (especially noise level and coloration) may differ strongly across the microphone channels. Since annoying switching artifacts may occur in a combined signal, we propose to adjust all noise power spectral densities (PSDs)ˆ ÑÑ ( , k) in each channel to a target reference noise levelˆ ref NÑ ( , k) for the transitions at speaker changes by applying a spectral floor β β β DSC ( , k) within a Wiener noise reduction filter. The determination of the target values is controlled by the fullband speaker activity detection measure SAD( ) that also controls the subsequent signal combination. The noise-reduced signals X( , k) are merged to obtain Q mixed signals X( , k), each being a combination of some processed input channel signals. The quantitiesX( , k) still include cross-talk components between those channels that are to be combined to one output signal. Hence, spatial diversity can be exploited.
For controlling the ISC, the SE, and the DSC, some matrices are introduced to determine the behavior of the overall system. W ISC is a symmetric M × M matrix containing zeros and ones, where each row represents a destination channel m, and each column a source channel m . By setting a one to a position m, m , the m th source will be eliminated from the mth channel. If it is desired in a system with M = 4 to cancel channels 3 and 4 from channels 1 and 2 and vice versa, the matrix is defined as http://asp.eurasipjournals.com/content/2013/1/191
Figure 2
Overview of the entire distributed microphone processing system. The overall system comprises four main stages: Interfering speaker cancellation (ISC), signal enhancement (SE), dynamic signal combination (DSC), and the control unit.
In a further Q × M matrix W DSC , each row represents an output signal q and each column an input channel m. A one at the position q, m indicates that the channel m has to be present in the qth mixed output signal. Regarding W ISC in (3), the related mixing control matrix for Q = 2 output signals is
In order to implement a generic configuration of the whole system, these control matrices are used for selecting the particular channels to process.
Interfering speaker cancellation
In this section, a method to suppress the undesired crosstalk components in each target channel is presented. Interfering speech from a speaker whose dedicated channel signal is to be combined with the considered target channel signal within the qth mixed output signal afterwards is not defined as 'undesired' and is not eliminated in the target channel. This behavior can be configured by the ISC control matrix W ISC introduced in (3). Hence, computational costs are saved within the ISC and the possibility of exploiting spatial diversity effects between the microphone channel signals during a later signal combining is kept. The ISC structure is shown in Figure 2 and consists of two parts. The actual cross-talk cancellation stage uses the output of a preceding blocking structure instead of the microphone signals directly for further processing. The blocking stage attenuates the desired signal cancellation effect in order to obtain an improved reference signal within the signal compensation of the undesired components. ISC structures with a blocking stage have been proposed in [10] and are used in [11, 19] .
Other solutions for the enhancement of the reference signal in noise cancellation structures are, e.g., considered in [20] . However, in this contribution, the blocking structure approach is applied similar to [11] but for the multichannel case with more than two microphones in a car environment.
Blocking stage
Within the first stage, adaptive filtering is performed by the blocking structure, where the M − 1 microphone signals are filtered byF m ,m ( , k) and subtracted from the signal spectrum in channel m . This yields the signal componentY c m ( , k) to be effectively used as a reference signal for cross-talk cancellation in the mth channel. With the Hermitian operator (·) H , the output results in
with the related column vectors for filterinĝ
Here, L FIR indicates the length of the adaptive filters, and (·) T 
where (·) * is the conjugate complex operator. The related step size can be expressed as
Alternatively, for a two-channel scenario, an additional control mechanism based on an optimal step size has been proposed by the authors in [22] . The preferred values for the implementation are L FIR = 3 and α = 0.3.
Cross-talk cancellation stage
As depicted in Figure 2 , secondly, the cross-talk cancellation stage follows within the ISC. With the filter vector H m,m ( , k) and the cross-talk component vectorY c
the cross-talk cancelled signal is obtained:
Here, the combination of the last two factors constitutes the filtered cross-talk components originating from all channels m and used for cancellation of interfering speakers' signals by subtraction from the target signals Y m ( , k) (see structure in Figure 2 
The step size 
Signal enhancement (SE)
To further enhance the speech signals, an automatic gain control (AGC) and an ENR follow within the SE block. In addition to a stationary noise reduction, still existing residual cross-talk components are suppressed, and the AGC and the ENR care for the adjustment of the signal characteristics prior to the subsequent signal combination. The determination of all these parts is discussed in the following. Suitable parameters for the implementation of the SE part are depicted in Table 1 .
Automatic gain control
Due to varying distances between the speakers and the microphones, the related microphone speech signal levels differ among the channels. To care for a compensation of these differences, an AGC is performed. Based on the input signalY m ( , k), the related peak levelY P m ( , k) is estimated, and a fullband amplification factor a m ( ) is determined to adapt the current peak level to a target peak levelY ref that can be defined beforehand. A method for peak level estimation is proposed in [23] based on a simple speech activity detector. But, here, the speaker activity detector presented in Appendix 2 is used, and instead of processing a time domain signal for peak tracking, a root-mean-square measure over all subbands is applied. The actual peak level is estimated whenever single-talk is detected for the related channel. Single-channel speech activity STD m ( ) ∈ {0, 1} is indicated by
For an introduction to the fullband speaker activity detector SAD m ( ) ∈ {0, 1} and the double-talk detector DTD( ) ∈ {0, 1}, please refer to Section 6.1 and Appendix 1. The equalized output for each channel results iñ
with the recursively averaged frequency-independent gain factors [24] 
Extended noise reduction
With the objective of obtaining an overall extended noise reduction including a postfilter for residual cross-talk suppression (RCS) and a dynamic maximum attenuation to realize a dynamic combination of the microphone signals later, two approaches are combined to one noise reduction characteristic. For the filtering of the noisy signalỸ m ( , k) follows
The filter coefficients G ENR m ( , k) are determined by restriction of the cross-talk suppression filter coefficients G RCS m ( , k) to a time-and frequency-dependent maximum attenuation β ENR m ( , k) to keep a certain level of residual background noise and mask artifacts like musical tones:
The maximum attenuation includes two factors:
where the first factor is the spectral floor conditioned by the cross-talk suppression postfilter in Section 4.2.1, and the second one is the additional maximum attenuation for DSC determined in Section 4.2.4.
Postfilter for residual cross-talk suppression
For suppression of the still existing residual cross-talk componentsB m ( , k) present in the cross-talk compensated and equalized signalỸ m ( , k), a postprocessing can be applied that complements the reduction of stationary background noise similar to the approach in [14] . Generally, different spectral weighting filter characteristics can be chosen for noise reduction. Instead of applying the basic Wiener filter [23] in this contribution, the application of a recursive Wiener filtering [25] is proposed to reduce musical tones in the noise-reduced output signal X m ( , k). With the maximum noise overestimation factor γ WF1 and the fixed overestimation γ WF2 , the filter coefficients for the residual cross-talk suppression postfilter characteristic result in
where
of the previous frame (see (17) ). Furthermore,ˆ ÑÑ ,m ( , k) is a modified noise PSD that is a combination of an AGC weighted stationary noise part and the residual cross-talk component:
where the stationary term is determined by weighting a continuously estimated noise PSDˆ NN ,m ( , k) by the squared AGC gain factors (15) aŝ
To obtainˆ NN ,m ( , k), e.g., the improved minimum recursive averaging approach [26] can be chosen. Regarding (19) , it has to be ensured that the cross-talk components are effectively suppressed. Thus, the residual cross-talk suppression component β RCS m ( , k) of the overall spectral floor in (18) has to be adjusted. In addition to a constant spectral floor β, here, a dynamic time-and frequencydependent component realizes the attenuation of the residual cross-talk down to the same level as the stationary background noise. Including β, we have
Residual cross-talk
For realization of the residual cross-talk suppression, an estimate for the residual cross-talk component (20) and (22) has to be determined. Due to the signal model described in (2) , it follows for the processed signal PSD estimates after the ISC and AGC: withˆ SS ,m ( , k) including all desired speech componentsdirect and cross-talk components -that are not to be cancelled. The overall residual cross-talk in channel m can be expressed as the sum of all relevant components resulting from each channel m to the desired one m:
Due to forced zeros on the main diagonal of W ISC , the contribution of the desired signal itself is always excluded. The residual cross-talk quantityˆ BB ,m,m ( , k) in channel m resulting from the m th channel cannot be observed. It may be estimated by weighting a remote speaker's signal PSD in channel m by an estimated instantaneous acoustic coupling factorK m,m ( , k) between each channel m and the channel m:
Alternatively, the residual cross-talk PSD can be written only during single-talk activity in the m th channel 
For the single-talk speech component PSD in channel m follows accordingly:
However, with this expression and a long-term estimatê K m,m ( , k) for the coupling factor, the residual cross-talk PSD can be estimated by the weighted sum of all considered remote speech components in channel m . After including (25) in (24), we havê
Note that if no single speech activity occurs in channel m , thenˆ SS ,m ( , k) = 0. Within the computation of the overall considered cross-talk quantity in channel m again, the coefficients of the ISC control matrix W ISC force to neglect eliminating cross-talk components originating from a channel that has to be merged with the currently considered one afterwards.
Coupling factor
The principle of an acoustic coupling factor is already introduced for the acoustic echo cancellation problem by [23] . Firstly, using (26) and (27) , the instantaneous coupling factor within (25) can be expressed during singletalk as
The long-term estimate of the coupling factor applied in (28) is updated during periods of single-talk whenever frequency-selective speech activity is detected in the m th channel:
with the time-and frequency-dependent constant γ K m,m ( , k) determined by comparing the instantaneous with the long-term estimated coupling factor:
For increasing and decreasing, the appropriate constants γ K inc and γ K dec are chosen. The fullband speaker activity detection SAD m ( ), the frequency-selective one SAD m ( , k), and the double-talk detector DTD( ) are explained in Section 6.1, Appendix 1, Appendix 2, and Appendix 3.
Dynamic maximum attenuation
The noise signal characteristics may differ strongly across the microphone channels, depending on the position or type of the microphone and the kind of background noise. However, as a preprocessing step for the realization of a dynamic combination of the microphone signals (Section 5), equal power and spectral shape of the background noise have to be provided for all related channels during transitions between different active speakers if a switching between them is performed. Thus, annoying switching artifacts are to be avoided by a dynamic maximum attenuation that can be applied within the noise reduction regarding (17) and (18) . The dynamic spectral floor factor [24] (32) ( , k) in such a way that no discontinuities within the signal characteristics are noticeable across the microphones. The important reference PSD is determined by (50) later in Section 6.2, andˆ ÑÑ ,m ( , k) is obtained by (21) . Regarding the maximum attenuation, it might be advantageous to introduce a limit β DSC m ( ,k) ∈ [β min ,β max ] with β min ≤ β ≤ β max [24] for an adequate performance of the DSC.
Dynamic signal combination
Finally, the signals of the single-microphone channels have to be combined to mixed output signals. Applying the AGC in (14) and the extended noise reduction in (16) with the dynamic maximum attenuation in (32) , this can be performed without noticeable switching artifacts within the signal characteristics. In [24] , the authors presented a solution for this challenge but without considering diversity and with only one desired output signal Q = 1. Within the presented generic system here, diversity effects are exploited, similar to [27] . Frequency-selective switching shall be applied, and it shall be possible to serve several speech applications in parallel. Hence, selected microphone channels are to be combined to Q separate mixed output signals. The microphone channels to be combined to one output signal instance can be selected by the DSC control matrix W DSC introduced in (4). As depicted in Figure 2 , after the signal combination, the vector X( , k) includes Q output signals, where each is a combination of some appropriately processed microphone signalsX( , k). If speech activity is detected only in channels that are combined to the qth output signal later and no speech activity is detected in other channels at this time instance, we call it output-related single-talk. Then, the mixed signal can be calculated by a combination of all M available signalsX m ( , k) to exploit the spatial diversity by considering the cross-talk components occurring in each of all channels. For the appropriate output-related single-talk detection measure STM q ( ), we have
where q ∈ {1, . . . , Q} with q = q. Therewith, DTD q ( ) ∈ {0, 1} is a double-talk detector related to the specific qth output signal. It takes effect if speech is detected not only for the currently observed qth output signal but also in microphone channels related to other output signals q. For details concerning the robust fullband SAD detector SAD m ( ), please refer to Section 6.1 and Appendix 2.
During the described output-related single-talk, the magnitude and phase are treated differently and independently within the signal combination process. The spectral magnitude of the channel signal showing the best signal-to-noise ratio (SNR) is selected by the real-valued weights w q,m ( , k) ∈ {0, 1}, and the phase mix q ( , k) of the last active channel within the qth mixed output signal is appended (e.g., similar to [3] ). Hence, for the qth output signal, we obtain
The last line applies if speech activity is detected in other than the qth output related signals, or an overall noise period occurs. No frequency-selective channel switching is adopted but rather a fullband decision controlled by the weights w q,m ( ) ∈ {0, 1}. With the Kronecker delta δ m,u( ,k) selecting the channel with the maximum SNR, the temporary frequency-selective weights result in
where u( , k) ∈ {0, . . . , M} denotes the channel showing the maximum SNR:
In Section 6.1, the estimation of the SNRξ m ( , k) is given by (43). The final resulting frequency-selective weight is determined by
This implies that the maximum SNR channel is only selected if the absolute value of the noise-reduced signal in this channel is larger than the absolute value of the signal within the currently observed mth channel. Otherwise, the fullband weight w q,m ( ) is used. Therefore, it is searched for fullband activity of the mth speaker corresponding to the qth output signal. If no single one or more than one speakers are active per output instance, the previous decision is kept: Regarding the phase in (34) , always the phase value of the last active channel in the present output instance indicated by v q ( ) is used:
With (38), it follows for the last active channel index:
Control Unit
The energy-based control mechanism for the proposed speech communication system with distributed speakerdedicated microphones is introduced below as well as the reference noise PSD estimation that is important for the signal combination process.
Robust speaker activity detection
A robust differentiation between several speakers has to be achieved. For this SAD, an energy-based approach relying on the evaluation of signal power ratios between the microphone signals is applied. A similar overall SAD system was already introduced by the authors in [28] . An overview of the whole SAD block is given in Figure 3 . The enhanced fullband detector SAD( ) as an improvement of a basic fullband detector SAD( ) as well as a frequency-selective detector SAD( , k) is obtained. As depicted in Figure 2 , the fullband SAD measure is used for general control, whereas the frequency-selective value is of interest for the ISC and especially for controlling the adaptive filters. Besides relying on the signal power ratio (SPR), these detectors are based on the SNR as a further energy-based measure. As a first step, the SPR has to be defined. Regarding the signal model in (2), we obtain for the signal PSD estimateˆ ,m ( , k) including the direct speech component as well as the cross-talk componentŝ
The estimateˆ YY,m ( , k) is determined by smoothing the squared magnitudes of the microphone signal spectra Y m ( , k). The noise PSDˆ NN,m ( , k) can be estimated, e.g., by the improved minimum controlled recursive averaging approach [26] . In a system with M ≥ 2 microphones, the SPR is expressed similar to [29] for each channel m as
with the very small value ensuring the validity of the expression. Due to the fact that each speaker has a dedicated microphone and due to the assumption that always one microphone captures the speech best, the active speaker can be identified by the evaluation of the SPR among the available microphones. Basically, speech activity of speaker m is detected if the related logarithmic SPR is larger than 0 dB. For computational details of such a basic fullband detector SAD( ), please refer to Appendix 1. In order to consider the SPR only in significant regions during the determination of the SAD, the channel-related SNRξ m ( , k) is included. It is estimated similar to [30] bŷ
with the PSD estimateˆ YY,m ( , k) and the related modified noise estimateˆ NN,m ( , k) for the determination of a reliable SNR value. Using the preferred factor γ SNR = 4, it followŝ By simply evaluating the power ratios, the presented basic fullband detection of the active speaker can be performed. But, transient interferers like indicator noise, outside crossing cars, and speech from interfering speakers may be wrongly assigned to one speaker's activity, e.g., during interfering backseat passengers in a system with only two microphones in the front. The robustness for these and for other situations in general can be increased by applying an enhanced fullband detector SAD( ) based on the exploitation of SPR patterns as was first introduced by the authors in [29] . Therewith, the characteristics of the room acoustics shall be involved and evaluated. Due to the distinguishing room acoustics, a sharp decline of the energy may occur in some special subbands of the speaker's dedicated mth microphone signal. This causes a lower amount of energy in the speaker's closest microphone compared to the distant ones. Hence, for the active mth speaker, the related observable signal power ratio SPR m ( , k) is smaller than one or at least very low only in some special subbands. These subbands may be called multipath-induced fading subbands related to the multipath propagation effects. The number and location of these subbands are assumed to be characteristic for each sound source at a different location in the car. Thus, appropriate patterns representing this effect may indicate the position of a speaker if they match a reference pattern set. For further details, please refer to Appendix 2. After the determination of the robust fullband SAD, a frequency-selective detection SAD( , k) of the active speaker has to be carried out. Due to the occurring multipath-induced fading subbands, it is not reliable to distinguish between the active speakers, depending on whether a positive or negative logarithmic SPR occurs in a frequency subband as presented in [11] . In case of speech activity of one speaker, the related SPR may show negative values for a small number of the multipathinduced fading subbands due to the room acoustics. The detection of speech activity might be missed in these subbands for the corresponding speaker. Thus, we want to avoid the decision based on a hard thresholding and propose an approach that exploits a modeling of the power ratios as was similarly proposed by the authors in [31] . The details of the specific version used in this contribution is presented in Appendix 3. Finally, it should be noted that due to the sparseness of speech activity, double-talk does not have to be detected in a frequencyselective manner but rather on a frame basis as a fullband measure.
Reference noise power spectral density estimation
For signal combination, the spectra of the residual background noise after noise reduction are aligned among the Q output signals. This allows for selecting channels within the dynamic signal combination unit without getting switching artifacts. The spectral alignment to a reference noise spectrum is done by dynamic modification of a frequency-dependent spectral floor parameter within the noise reduction (16) . The computation of this dynamic spectral floor is proposed in (32), where we need to know an appropriate reference noise PSD. In order to determine a reference background noise out of all those different microphone signals that are to be mixed to one output signal, it has to be decided which speaker is the dominant one at a time instance. Corresponding dominance weights can be determined by evaluating the duration for which a speaker has been detected. While a speaker is active alone, his dominance increases until it reaches a maximum value and therewith full dominance. Then, the target noise level has to be controlled by this channel alone. If a different relevant speaker within the subset of microphone signals to be combined to one output instance becomes active, the dominances of all the other related channels decrease. In order to determine dominance weights, firstly, we define the channel-dependent dominance counters [24] 
where the limitation of the counters to a minimum c min and a maximum value c max , respectively, defines the range between the minimum and full dominance of a speaker. The parameter c m ( ) controls the increase or decrease of the counters and is dependent on the single-talk speaker activity detection STD m ( ) ∈ {0, 1} introduced in (13) . With the increasing and decreasing step sizes c inc and c dec , respectively, it follows
After speaking for a period t inc , a speaker m should get full dominance. This determines the step size for increasing [24] 
with the period T frame between two consecutive time frames. The dominance counter of the previous active speaker has to reach c min after the time the currently active speaker achieves full dominance and therewith counters the value c max . Therefore, the decreasing constant has to be recomputed for each channel m every time http://asp.eurasipjournals.com/content/2013/1/191 a speaker in any other channel m (m = m ) corresponding to the same output signal subset becomes active:
with the very small value . The matrix W ISC avoids a decrease of the dominance of the mth speaker if a speaker related to a different output signal other than the currently considered output signal becomes active. To characterize the dominance of a speaker, finally, the counters have to be mapped to the speaker dominance weights by normalization of each counter to the sum of all counters similar to [24] 
With the help of the dominance weights, an output signaldependent reference noise PSDˆ ref
( , k) used for the dynamic spectral floor computation in (32) can be determined. Note that for input channels corresponding to the same output instance, this reference noise PSD has to be identical. Applying the dominance weights and the control matrix W ISC for involving only the noise PSDs of the relevant channels, we then havê
whereˆ ÑÑ ,m ( , k) is the noise PSD estimate as introduced in (21) . Figure 4 shows the dominance weights and the adjustment of the signal characteristics for a scenario, where four passengers in a car speak one after another and all signals are combined to one output signal instance Q = 1. Due to a slightly opened window at the front right passenger, the background noise is higher there compared to the other channels. The noise and speech signal show smooth transitions at speaker changes compared to hard switching between the channels.
Preferred parameters of the implementation of the reference value computation can be found in Table 2 .
Evaluation
For evaluation purposes, a measurement database has been recorded in an Audi A6 with four distributed speaker-dedicated microphones. The driver and the front passenger each have a dedicated microphone located in the A-pillar. The microphones for the two backseat passengers are located in the ceiling in front of each seat. Speech and noise signals have been recorded separately to be combined to noisy signals afterwards. Based on this scenario, instrumental quality measures can be determined by evaluating the components before and after the processing. Clean speech signal components of eight speakers (four females and four males) speaking four different test utterances have been recorded for all four available seating positions in the car. To cause the Lombard effect, car noise with an average sound pressure level of around 65 dB(A) has been played back via headphones during the recording. Thus, the database includes 128 test sentences (eight speakers × four positions × four utterances). The noise signal components have been recorded for six different speeds (50, 80, 100, 130, 160, and 180 km/h) with all windows closed. Additionally noise scenarios with a slightly opened front right window were recorded for the first five speeds. In order to obtain realistic noisy microphone signals, the signal components A special analysis scenario has been picked from the whole dataset, where M = 4 speakers are active one after another at 0 dB with background noise of the car driving at 80 km/h. Between the second and third speakers, a short overlapping speech period is present. The two front passengers' signals (speakers 1 and 2) are mixed to one output instance, and the backseat passengers' signals (speakers 3 and 4) to a second one determined by the control matrices defined in (3) and (4). Thus, we have Q = 2 output signals. In Figure 5 , different spectrograms are visualized. Besides the spectra of the raw microphone signals, several versions of the processed spectra are shown. The AGC has not been considered during these processings. For the spectrograms related to the complete speech enhancement system (excluding AGC), it is obvious that the cross-talk components are robustly suppressed, while chosen particular signals are combined to the appropriate two output signals.
To evaluate the whole system more generally, instrumental quality measures can be computed. Due to the combination of realistic noisy time-domain signals out of the separate signal components, the noisy signal can be processed by the proposed speech enhancement system, whereas the influence on each single component can be observed and evaluated afterwards. The system with M = 4 has been configured with Q = 2, and the noise reduction applies a maximum attenuation of β = −12 dB. Again, for the evaluation, the AGC is not included into the whole processing. Beside the speech-to-speech distortion ratio (SSDR) [33] , a second measure called direct-tocross-talk ratio (DCR) is introduced for evaluation. It is common to evaluate such quality measures in segments. Regarding [34] where a typical segment length between 15 and 20 ms is recommended, we choose a length of N = 320 at the underlying sampling frequency of f s = 16 kHz which results to 20 ms. In order to measure the speech distortion, the SSDR can be computed based on the clean reference time-domain speech signal component s m (n) and the processed speech signal component s m (n). Note that the reference speech component in each mth channel is a combination of the direct component and the cross-talk components occurring in the other channels dependent on the channel selection in (34) in order to avoid a negative influence of exploitation of diversity effects. The SSDR in each frame λ can be written as [33] SSDR m (λ) = 10 log 10
whereas the speech distortion is defined as comprising the processed speech signal components m (n) as
It has to be ensured that the delay betweens m (n) and s m (n) is compensated. After limitation of SSDR m (λ) to a maximum of SSDR max = 30 dB and a minimum of SSDR min = −10 dB, the segmental SSDR is proposed to be computed by
The term m represents a subset of all those frames showing fullband voice activity for speaker m and where
is the number of elements within this subset. Regarding these subsets, similarly, a measure for the remaining cross-talk is computed. The segmental DCR is defined considering the processed direct signals m (n) originating from the exclusively active source belonging to the mth channel and the related processed cross-talk componentsb m ,m (n) occurring in the other distant channels m and originating from the same source: 
The value is limited to a maximum DCR max = 60 dB and a minimum DCR min = −10 dB before applying (54). Due to the presence of cross-talk components in multiple distant channels, we consider the mean segmental DCR for the mth channel across all available cross-talk components:
Here, the number of channels where the cross-talk components are evaluated is specified by C( m ), and m is the subset of channel indices that are not related to the output signal the current mth channel is dedicated to. The mean values for these measures are determined across the whole test set for each SNR.
The results are depicted in Figure 6 showing the mean across all positions. The SNR is represented by the markers increasing from the bottom to the top (-5, 0, 5, 10, 15, and 20 dB). The basic processing without any crosstalk suppression already shows a relatively high DCR due to the attenuation of the active speaker's speech by the acoustic path. Based on this, the ISC performs a further cross-talk cancellation. The overall system with ISC and RCS attenuates the cross-talk components very well, indicated by higher DCR values, whereas the speech distortion remains nearly the same compared across the different processings. The higher the SNR, the lower is the speech distortion (higher SSDR). With exception of the Basic+ISC+RCS processing method, the variation for the DCR results across different SNRs is not as large due to masking effects and room acoustics. Including the RCS, it is obvious that a larger amount of cross-talk components can be suppressed at higher SNRs because it depends on the SAD in the active channel and is able to detect more speech active bins that are not masked by noise. Figure 7 shows similar results for the different positions exemplarily evaluated for one speaker in the front (m = 1) and one in the back (m = 3). The results for the front position differ slightly from the ones for the backseat position especially regarding the segmental DCR. This is expected due to the room acoustics and the higher amount of cross-talk speech components in the front microphones caused by the backseat speakers. Now, we evaluate the fullband SAD introduced in Section 6.1 and outlined further in Appendix 2. Error rates are computed based on the comparison of the binary SAD results after the processing compared with a reference fullband SAD mask. The reference assumes speech activity if the clean speech signal component level is larger than a certain threshold. This threshold is chosen 40 dB below the maximum level of the whole clean speech signal. 
and accordingly for SAD m ( ). In Figure 8 , this overall error is depicted for the basic SAD (65) and the enhanced SAD (73) again for six different SNRs. The results are based on the mean SAD across all positions and conditions of the whole dataset. It is evident that the enhanced SAD yields a detection with a lower overall error. With higher SNRs, the overall error is decreasing, and the SAD seems to be more reliable.
Exemplarily formulated for the enhanced SAD, the false detections are covered by the false-positive rate, and the missed detections are measured by the false-negative rate:
(58) Figure 9 shows the advantage of the enhanced SAD by lower false-positive rates. In contrast, the false-negative rates are slightly higher. However, to avoid, e.g., the adaptation of adaptive filters to wrong events, it seems to be more important to obtain a lower false-positive rate.
Conclusions
In this contribution, a dynamic multi-channel system for speech signal enhancement in an automotive environment with distributed speaker-dedicated microphones has been presented. The proposed system supports multiple speakers in a car. It can be freely configured to obtain different mixed output signals that can be passed to various speech signal applications. Selected signals can be combined to different output signals by dynamic signal combining, whereas cross-talk components of signals not of interest are cancelled in these output signals within an interfering speaker cancellation approach and proper postprocessing. Furthermore, stationary noise is reduced.
The ability of the system to combine various input signals to several output signals has been shown. Furthermore, the suppression of interfering speech in each output signal has been evaluated by the computation of instrumental quality measures indicating speech distortion as well as cross-talk cancellation capability. Different configurations of the system have been investigated, showing the advantage of the complete speech enhancement system comprising interfering speaker cancellation, cross-talk suppression, and dynamic signal combination.
To control the whole system, a robust speaker activity detection based on signal power ratios has been proposed. Within the evaluation, it can be shown that an enhancement of the introduced basic fullband approach yields further improvements regarding detection rates. Instead of using only one microphone for each speaker, the proposed methods can also be applied to the output signals of multiple processed microphone subgroups. It may be advantageous to use a beamformer for each of the positions in the car to further improve the characteristics of the whole processing and to exploit the room acoustics furthermore by spatial filtering.
Appendices

Appendix 1: basic fullband speaker activity detection
The basic fullband SAD is based on the logarithmic quantity of the SPR estimate from (42), thus we write
In order to consider only SPR values during periods showing a certain SNR (43) withξ m ( , k) > SNR1 , a modified quantity is defined by
To evaluate the SPR for each channel, it is observed how many positive (+) or negative (-) values for SPR m ( , k) are observed in each frame. Thus, a resulting positive counter follows
Equivalently, it can be written for the negative counter:
Based on these quantities and with an SNR-dependent soft weighting function G c m ( ), a soft frame-based speaker activity detection measure can be formulated by
We compute the soft weighting function in (63) using subgroup SNRs as
For the calculation of the subgroup SNRs and the maximum SNR, see (83) and (84) in Appendix 4. Finally, the basic fullband SAD can be achieved by thresholding
Double-talk is detected based on a measure that evaluates whether the positive counter c + m ( ) exceeds a certain limit DTM during fullband detected speech activity in several channels. This result is held in each channel for some frames in order to detect continuous regions of doubletalk. If the measure is true for more than one channel, general double-talk DTD( ) = 1 is assumed. Preferred parameter settings for this section can be found in Table 3 .
Appendix 2: enhanced fullband speaker activity detection based on multipath-induced fading patterns
An overview of the enhanced fullband SAD (dark-gray block in Figure 3 ) is depicted in Figure 10 , where the dark-shaded area includes the SAD decision as well as the power ratio pattern determination. The bright-shaded area comprises the update of the reference pattern set. Parameter settings used in the following are represented in Table 4 .
Power ratio patterns
As pointed out in Section 6.1, we want to exploit the characteristics of the SPR over frequency. Initially, we want to define a measure to highlight the multipath-induced fading subbands. Therefore, we aim at obtaining high values for the characteristic small power ratios and small values for inconspicuous and not relevant high power ratios. We propose a mapping yielding the following quantity [29] :
(66) Figure 10 Enhanced fullband SAD stage. Overview of the enhanced fullband SAD based on power ratio patterns (dark-gray block in Figure 3 ).
Large power ratios are mapped to the lower bound PAT1 . γ PAT allows the scalability of the behavior of the mapping function. Using γ PAT < 1 forces an underestimation of the power ratio SPR m ( , k). Hence, the limit for highlighting subbands as multipath-induced fading ones can be controlled. A strong underestimation is appropriate to highlight the subbands that are anomalously highly attenuated by the room acoustics in the considered channel m. Even positive but small power ratios are evaluated in this case.
In order to obtain a smoothed spectrum indicating the position of the multipath-induced fading subbands, a linear prediction analysis is performed. The autocorrelation coefficients ϕ p,m ( ) are computed by the inverse discrete Fourier transform of the magnitude squares of the quantity χ PAT m ( , k). Thus, the Yule-Walker auto-regressive equations for solving the prediction problem with order N p and the filter coefficients a i,m ( ) are
(67) After applying the Levinson-Durbin algorithm and using the frequency response of the filter coefficients
with the prediction error signal E m ( , k) used for normalization. Based on these patterns, an enhanced speaker activity detection can be performed by comparing the currently observed patternχ PAT m ( , k) with a reference pattern set that is characteristic for the active speaker's location. The reference pattern set consists of N PAT different patterns which shall represent the characteristics of the specific speaker positions including some variations. A Euclidean distance measureJ i,m ( , k) between each reference patternχ ref i,m (k) with i = 1, . . . , N PAT and the currently estimated pattern is determined:
The mean value of this distance measureJ i,m ( , k) over the relevant subbands is a quantity for the detection of the activity of the mth speaker: 
If J m ( ) is close to zero, it should force SAD PAT m ( ) = 0 due to the challengeable reliability. In combination with the basic fullband SAD in (65), the final enhanced fullband SAD is obtained:
Reference pattern set
Due to the room acoustics in a car, the occurring patterns may change over time if the speaker slightly moves. We propose to update the reference pattern setχ [29] . Only if speaker activity can be assumed quite likely, the occurring pattern shall be included into the reference pattern set. Beside the basic SAD, a fullband coherence measure is used for accepting new reference patterns in order to further reduce misdetections. The magnitude squared coherence (MSC) can be computed between two channels m and m with the cross PSDˆ YY,m,m ( , k) and the two auto PSDsˆ YY,m ( , k) andˆ YY,m ( , k) [35] . With the appropriate SNR threshold 
To obtain a channel-independent fullband coherence quantity˜ ( ), we determine the mean MSC measure over all subbands and search for the maximum of these quantities over all channel combinations: 
Because, furthermore, only the characteristic subbands should occur as peaks in the reference pattern set, using a modified measure for highlighting the multipath-induced fading subbands is proposed. New patterns are included if three fullband conditions are fulfilled: The basic fullband SAD in (65) with a stricter threshold SAD1 = 0.5 has to indicate speech, whereas double-talk must not occur and a certain threshold COH has to be exceeded by the coherence measure˜ ( ). Instead of simply including the currently appearing spectrum from (68) into the reference pattern set, the calculation from (66) is modified to
for obtaining the reference patterns. The reference indicator function I ref i,m ( , k) includes a new characteristic frequency subband into the current reference pattern if the frequency-selective SNR quantityξ m ( , k) is larger than a threshold SNR3 . Furthermore, the currently occurring pattern has to show a peak at some frequencies and therewith has to exceed a threshold of PAT3 dB there. Otherwise, the constant PAT2 is set. Based on this modified quantity, the linear prediction is performed, and the reference pattern set can be updated by the new entrŷ
Appendix 3: frequency-selective speaker activity detection
An overview of the frequency-selective SAD (light-gray block in Figure 3 ) is shown in Figure 11 , where the first block describes the SPR model and its adaptation, and the second block shows the model-based SAD as already presented similarly by the authors in [31] . It is supposed that the SPR in the mth channel can be represented by the random variable Y, where one realization can take the value SPR m ( , k) = 10 log 10 SPR m ( , k) . We assume that this SPR in the mth channel is normally distributed in each subband with (Y|H 1,m ) ∼ N (μ m , σ 2 m ) during voice activity of the mth speaker indicated by the hypothesis H 1,m . Hence, the conditional probability density function of Y may be modeled by a single Gaussian http://asp.eurasipjournals.com/content/2013/1/191 Figure 11 Frequency-selective SAD. Overview of the frequency-selective SAD stage (light-gray block in Figure 3 ).
distribution [36] with mean μ m ( , k) and variance σ m n 2 ( , k):
For modeling this distribution in one channel, the mean value and the variance have to be estimated during singletalk periods of the related speaker, where an SNR of at least SNR4 has to be exceeded. Otherwise, the previous result from the last frame is used. The mean value μ m ( , k) can be estimated by smoothing the SPR over time with the constant γ μ [31] :
Simultaneously, an estimate for the variance σ 2 m ( , k) can be calculated with the smoothing constant γ σ :
Hence, the SAD may be determined based on the model parameters without considering the sign of the SPR value itself. The decision whether speech is detected for an observed SPR m ( , k) is made based on the model in (77) in combination with the estimated parameters. For a positive decision, the probability density function has to reach a certain threshold p , and fullband speaker activity and no double-talk have to be 
The final frequency-selective SAD results after comparing the SNR estimate with the limit SNR4
During activity of more than one speaker, it can be still distinguished between the different speakers in a frequencyselective manner due to the assumption of the sparseness of speech across the subbands. Preferred parameter settings can be found in Table 5 . 
