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Abstrakt: V posledních letech odhalily experimenty jednomolekulární spektrosko-
pie (SMS) mnoho zajímavých statických i dynamických vlastností fotosynte-
tických komplexů. Součástí této práce jsou jednomolekulární experimenty na
monomerech LHCII, kde jsou pozorovány všechny efekty, které byly dříve po-
psány na trimerech LHCII. Zatímco jednotlivě byly některé tyto výsledky vysvětle-
ny různými modely, kvůli širokému rozsahu důležitých časových škál od ps do min-
ut nebyl zatím učiněn pokus simulovat tyto experimenty v rámci jednoho mod-
elu. V této práci jsou odvozeny aproximované rovnice založené na excitonovém
modelu, které popisují dynamiku systému na všech časových škálách důležitých
pro SMS. Platnost těchto rovnic je demonstrována simulací souborových a jed-
nomolekulárních spekter monomerů LHCII. Na základě našeho modelu je ukázáno,
že Lut 1 může efektivně zhášet fluorescenci LHCII. S použitím konformační změny
LHCII proteinu jako přepínacího mechanismu jsou simulovány intenzitní a spek-
trální časové stopy jednotlivých komplexů a experimentální statistická rozdělení
jsou reprodukována.
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Abstract: In recent years Single-Molecule Spectroscopy (SMS) experiments re-
vealed many interesting static and dynamic properties of photosynthetic complex-
es. In this thesis single-molecule experiments on LHCII monomers are performed
and all the effects described previously on LHCII trimers are observed. While
separately some of the results have been explained by various models, because of
broad range of important timescales from ps to minutes no attempt to simulate
these experiments within one model was made. In this thesis approximated equa-
tions based on the excitonic model are derived, describing the system dynamics
on all timescales important for SMS. Validity of these equations is demonstrated
by simulating ensemble and single-molecule spectra of LHCII monomers. Based
on our model it is shown that Lut 1 can act as an efficient fluorescence quencher in
LHCII. Using conformational change of the LHCII protein as a switching mecha-
nism the intensity and spectral time traces of individual complexes are simulated
and the experimental statistical distributions are reproduced.
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Introduction
In the last decades of 20th century the experimental techniques advanced so
far that it became possible to observe and manipulate individual molecules and
molecular structures. One of several possible techniques is optical excitation of
individual molecules and detection of their subsequent fluorescence. Because this
type of spectroscopy contains significantly more information than traditional en-
semble spectroscopic measurements, it brings, together with more knowledge, also
some new challenges for interpretation and theoretical explanation. Typical ex-
ample of a completely new phenomenon exhibited by almost all single fluorescing
objects, i.e. molecules, nanocrystals etc., is fluorescence intermittency[1]. In the
ensemble measurement this completely averages out, because the molecules are
not synchronized. But when looking at a single object fluorescence, it is often
found that it blinks. What is more, the blinking statistics are very similar for very
different systems and they typically span broad range of timescales. This phe-
nomenon was also observed on individual photosynthetic antenna complexes. As
their role in vivo is light absorption and subsequent energy transfer, interesting
questions arise about the influence of the dynamical change of their spectroscopic
properties on their antenna function. For instance, there are intriguing possibili-
ties in connecting the above mentioned blinking to the light harvesting regulation,
the mechanism of which is a long-debated and still not fully solved issue. Final-
ly, as the accessible timescale is in the range of milliseconds to minutes, which
corresponds to protein dynamics, the single-molecule experiments could provide
significant insight into the role of the protein dynamics in light harvesting.
Because the pigment-protein complexes are much more prone to being damaged
by unstable environment or high illumination intensity, their observation on the
single-complex level presents a more serious experimental challenge than, for ex-
ample, quantum dots. That is why the single-molecule spectroscopy (SMS) ex-
periments on several photosynthetic antenna complexes including major light
harvesting complex II (LHCII) of higher plants were performed only recently
[10, 25]. The results of such measurements include fluorescence spectral peak dis-
tributions, spectral diffusion, fluorescence intensity distributions and time traces.
In the case of LHCII many interesting effects have been observed such as the
fluorescence intermittency and also spectral diffusion including small drifting or
rapid shifting of the fluorescence peak position and appearance of a second peak.
It has been conjectured that the blinking could be connected to regulated energy
dissipation, i. e. non-photochemical quenching (NPQ) [11].
LHCII naturally occurs in the trimeric form, i. e. consisting of three identical
subunits [13]. The first goal of the work contained in this thesis was to measure the
single-molecule signals of these LHCII monomeric subunits to find out whether
they also exhibit the above mentioned phenomena. It turns out that they do,
which means they can be treated as the smallest functional subunit and in the
theoretical description it is enough to start with only one monomer.
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As far as the theory is concerned, the ensemble-averaged spectra and also the
spectral peak distributions can be very successfully explained by the disordered
excitonic model, as was demonstrated by Novoderezhkin and coworkers [12]. As
we will see further on, the excitonic model usually operates on fs to ps timescale.
On the timescale of the typical single-molecule measurement it thus describes the
’static’ properties without providing a dynamic information such as amount of
spectral diffusion on ms scale.
The switching between the fluorescent and dark state can be modelled by a 2-level
switching model developed by Valkunas and coworkers [31]. This model is purely
phenomenological and has no relation to the excitonic model, i. e. to the actual
system dynamics. As this model describes the fluorescence blinking, it operates
on ms to min timescale.
Because of this large timescale mismatch and lack of mechanism connecting the
excitonic and switching model, no theoretical attempt was made so far to model
the actual system dynamics on the timescale of the single-molecule experiments
within one model. In this thesis such an attempt is made. From the equations of
the excitonic model approximate equations for excitonic populations are derived,
which hold for long times. This allows the connection with the switching model
by slowly changing the parameters of the excitonic model. This results in mod-
elling the outcome of the single-molecule experiment both regarding the “statical”
information as spectral distributions and “dynamical” information such as time-
resolved intensity and spectral traces. Although the results are demonstrated on
LHCII monomers, the developed theory is more general and can be used on any
single-molecule measurement on a system to which the employed approximations
apply.
Finally, the way how and which parameters should be changed by the switching
depends on the particular system of interest and remains to be determined. To
that purpose we employ a NPQ mechanism proposed by Ruban [26], the energy
transfer to carotenoid lutein on which the excitation quickly relaxes. This allows
us to connect our model to the NPQ picture, one step further to forming a
consistent description of LHCII in the framework of its biological role.
The thesis is structured as follows. In the first chapter a brief introduction to
SMS is given, the experimental setup on which the results were measured is
described together with the kinds of experimental signals obtained. Also the
sample preparation and data analysis are briefly described.
In the first part of Chapter 2 the excitonic model of molecular systems as open
quantum systems is introduced. The second part of this chapter presents our
derivation of equations for the excitonic populations, which are valid in broad
time scale ranging from 10 ps to 10 s and which therefore provide good theoretical
basis for the single-molecule time-resolved experiments description.
In Chapter 3 the protein conformation switching model is introduced. The origi-
nal description by continuous-time probability density evolution is presented and
the modification for discrete random walk allowing for following individual single
complexes is derived. The differences between our model and the original model
by Valkunas [31] are also mentioned and justified.
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In Chapter 4 the theory is applied on LHCII. After a brief description of LHCII,
its role in photosynthesis and structure, the excitonic model is constructed and the
absorption and fluorescence spectrum is modelled. Afterwards the energy transfer
to Lutein 1 is included as a fluorescence quenching mechanism and the parameters
of the lutein are investigated. It is shown that for parameters consistent with
previous research work the lutein can act as an efficient fluorescence quencher.
Then the parameters of the protein switching model are adjusted to fit the on/off
dwell time distributions, which makes the model ready for use in controlling the
excitonic model. Finally, the results from the previous sections are connected
and the switching model is used to change the coupling to Lut 1, which results
in controlling the fluorescence given by the excitonic model. This enables us
to simulate the intensity and spectral time traces. The obtained statistics are
compared to the experimental results and the agreement is shown and commented
on.
3
1. Single molecule spectroscopy
1.1 Overview
To this date there are several different methods available which can observe/mani-
pulate single molecules/complexes, including single-molecule fluorescence. The
advantages of this approach are its less perturbative nature compared to con-
tact methods and better signal-to-background ratio compared to single molecule
absorption measurement. The disadvantage is lower, diffraction-limited spatial
resolution and relatively weak fluorescence signal. The former is solved by low
molecule concentration, resulting in only one molecule in an excitation volume.
The latter can be to some extent improved by using confocal imaging, as was the
case in this work, but extraction of the signal still remains the most serious ex-
perimental challenge and thus becomes the limiting factor determining the time
and spectral resolution of the measurement. The weak signal problem is even
more pronounced in biological samples such as those considered in this thesis,
since high illumination power can lead to irreversible photobleaching and damage
of the molecule.
Although the realization is complex, the obtained results more than justify the
effort, as much more information compared to ensemble measurement is obtained.
First, instead of average values for the observables such as spectrum, intensity
etc. the whole distribution is obtained. Second, rare realizations, which are in
ensemble measurement completely hidden, can be observed. And finally, new
phenomena such as fluorescence intermittency and spectral diffusion can appear,
while in traditional measurement only the mean value can be observed. As we




Fig. 1.1 taken from Ref. [10] depicts an experimental setup in LaserLab at VU
Amsterdam used for the measurements.
Figure 1.1: Experimental setup
As a light source either a cw laser (He-Ne Melles Griot, 632.8 nm) or a pulsed
laser (Ti:Sapphire, Mira 900, 76 MHz, Coherent, 1064 nm) tunable by paramet-
ric oscillator (OPO, Coherent) can be used. The light polarization is adjusted
to circular by Berek compensator (New Focus) in order to minimize the depen-
dence on the molecules orientation. The beam is spatially filtered by a Kepler
telescope with a pinhole to consist of mainly the Gaussian TEM00 mode. This
achieves more uniform illumination of the molecules and thus reduces the aver-
age excitation power needed, hence increasing possible illumination time before
photobleaching. The beam, reflected by the dichroic mirror, then enters the in-
verted microscope (Eclipse TE300, Nikon) and is focused by an objective (Nikon)
on the sample cell. The fluorescence is collected by the same objective, passes
the dichroic mirror and through the pinhole. Then it can be detected either by
avalanche photodiode (APD, SPCM-AQR-16, Perkin-Elmer) for photon counting
or dispersed by a grating on the charge-coupled device (CCD, Spec10: 100BR,
Princeton Instruments). The sample cell is moved by an automated piezoelec-
tric stage (P713.8-C, Physik Instrumente) and is equipped by a thermocouple
for temperature control and stabilization and by a flushing unit, which is need-
ed for flushing the sample with deoxygenated buffer and thus obtaining stable,
oxygen-free environment. The laser beam reflected from the sample is used for
automated re-focusing by a camera. More detailed account on the setup details




After proper alignment and sample preparation the measurement process is fully
automated. The first step is scanning by the piezo stage which results in an image
of the scanned area, enabling identification of the single complexes, see Fig. 1.2.
Figure 1.2: Scan image
Based on empirical selection criteria such as size and intensity the single com-
plexes are identified1. Then they are measured one by one. As described above,
the setup can be used to detect either intensity or spectral traces. In order to
obtain sufficient signal-to-noise ratio (SNR), the intensity traces, measured by the
APD, are integrated into 10 ms time bins. This results in intensity time traces
on the timescale of tens of seconds and time resolution 10 ms, see Fig. 1.3a. For
detection of the spectra at the CCD longer integration time of 1 s is needed, see
1.3b.
(a) Intensity trace (b) Spectral trace
Figure 1.3: Detected time traces
In the usual setup one spectrum was recorded, followed by a 1 min long intensity
trace. From such a measurement the spectral properties distribution is obtained
and simultaneously the intensity distributions and blinking statistics are recorded.
There is therefore large variety of data available for theoretical simulation and
comparison.
1Note that if, for example, the blinking was not photoinduced, by this selection we already
choose with larger probability the complexes which spend more time in the fluorescent state.
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1.4 Sample preparation
The photosystem II complexes were isolated from spinach as described in [12].
The LHCII monomers were then purified using continuous sucrose gradient, cen-
trifugation and gel filtration as also described in [12] and references therein. The
purified LHCII monomers were solubilized in a buffer (pH 8, 20 mM HEPES,
1mM MgCl2, 0.03% β-DM) and diluted to required concentration. Then a drop
was deposited to a coverglass covered by a layer of poly-L-lysine (PLL, Sigma).
The PLL is positively charged and thus binds the complexes to the surfaces, in-
creasing stability2. After some time to settle, the sample holder was closed and
the sample was flushed by a deoxygenated buffer with added oxygen-scavenging
enzymatic system pyranose, pyranose oxidase and catalase. The sample was af-
terwards cooled to 5 °C to increase the time before photobleaching.
The oxygen scavenging is important since, due to relatively high concentration
of chl triplets in the system, a singlet oxygen can be produced [2]. This then
aggressively reacts with the system, causing irreversible damage. By removing the
oxygen the time before photobleaching is thus extended by an order of magnitude,
a requirement necessary for sufficient data collection for subsequent analysis.
1.5 Data analysis
The data were analysed in the following manner:
The individual spectra were fitted by skewed-Gaussian profiles on purely phe-
nomenological basis (see [12] for details), in order to obtain the fluorescence peak
positions (FLP) and full-width at half maximum (FWHM). Afterwards the statis-
tics describing the distribution of the FL peaks, their widths and even shifting are
available in form of histograms. For our modelling purposes the FLP histograms
are of interest.
The intensity traces can be analysed by a correlation function, see section 4.6,
for which direct calculation is possible since the noise is uncorrelated. However,
because of the relatively limited experimentally accessible timescale (10 ms to 60
s), we believe that in our case the level analysis is more informative. For that
purpose a simple algorithm was developed and programmed by Krüger [9]. It
utilises the fact that the noise in the signal is Poissonian, which means that the
standard deviation should be σ =
√
I, where I is the level intensity. Since the
signal is binned into 10 ms bins, the distribution of these intensity points should
be normal (Gaussian). It is then straightforward to calculate the probability that
the deviation of several following points will exceed some multiple of σ. This
is tested and, when it does, these next points are treated as a new level. This
2The PLL is not necessary. As was experimentally verified, the complexes bind also to clean
glass. Because the glass should be negatively charged, the binding could be different (e. g.
at different places) and achieving stable complexes after flushing with the buffer is somewhat
more complicated. Since we wanted to compare our experiment with the previous results, we
used PLL. However, for measurements with chemicals interacting with PLL this could be a
possibility.
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procedure results in resolved intensity levels with their durations for every trace,
see Fig. 1.4 for example (the last level is not analysed since it ended artificially
either by photobleaching or end of acquisition time).
Figure 1.4: Level analysis of the intensity traces
The resolved levels are further analysed, resulting in the switching statistics such
as total number of levels, total dwell time in these levels, dwell time distribution
for these levels and frequency of accessing them. At this point it is worth noting
that the tolerated deviation from the mean intensity of the level must be adjusted
by visual control of the trace analysis. This uncertainty in the analysis then can
lead to slightly different obtained distributions, especially for the access frequency




By far the most popular method of describing the spectroscopic properties of
molecular aggregates is the excitonic model. Because of the complexity of the
biological systems, it would not be feasible to fully quantum mechanically describe
the dynamics of the system and its environment to which it is coupled. Instead, we
treat the pigments interacting with light (chromophores) which are of interest as
an open quantum system. The total Hamiltonian is then traditionally separated
as
H = HS +HSL +HSB +HB, (2.1)
where HS is the system part containing the chromophores and HSL describes
their interaction with light. HB is the bath Hamiltonian including everything
else in the environment (e. g. protein, solvent) and HSB is the interaction of the
system with the bath.
In the Frenkel exciton model the pigments (in our case chlorophylls) are described
by the energies of their electronic transitions and transition dipole moments. The
Hamiltonian of each pigment can then be, similarly to (2.1), split into the pigment,








The pigment part is
Hn0 = |ẽn〉
(
ε̃n + 〈V ne − V ng 〉
)
〈ẽn| ⊗ IB, (2.3)
where ε̃n is the excited state energy (for chlorophyll S1 state) and V ne/g are the
potential energy operators of the bath when the system is in the excited/ground
state (we set the ground state electronic energy equal to zero for simplicity). The
〈•〉 means averaging over the bath degrees of freedom (DOF). We can see that
the interaction with the bath shifts the excited state energy by λn = 〈V ne − V ng 〉.












V ne − V ng − 〈V ne − V ng 〉
)
⊗ |ẽn〉〈ẽn| = ∆Vn ⊗ |ẽn〉〈ẽn|, (2.5)
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where ∆Vn defined by the equation is so-called energy gap function. This typically
fluctuates in time and can thus be imagined as the fluctuation of the excited
state energy with respect to ground state, which then leads to dephasing of the
coherences and gives rise to the lineshape of the transition.
The collective basis states for the molecular system are in this description the
ground state |ḡ〉 = Πn|gn〉, one-exciton states |ēn〉 = Πi 6=n|gi〉|ẽn〉 and multi-
exciton states, which are not needed in the linear experiments description. The






















−µn · E(t)︸ ︷︷ ︸
HSL
, (2.6)
where we added the Coulombic interaction Jnm between the excited pigments and
their interaction with light in dipole approximation, which is completely justified
in the systems of interest where the incident light wave is at least order of magni-
tude longer than the size of the system. The transition dipole operator µn couples
the ground state and one-exciton manifold: µn = |ḡ〉µ0n〈ēn| + h.c. (h.c. denotes
Hermitian conjugate). When we consider the one-exciton block of the Hamilto-
nian from (2.6) we can see that in this basis of individual excited pigments, so
called site basis, the off-diagonal terms are only the inter-pigment couplings. The
site basis is therefore the preferred basis when the coupling between the pigments
is weak compared to their interaction with the bath. The excitation then tends to
be localized on the individual pigments. In the system dynamics a perturbation
theory in J can than be used, leading to Förster energy transfer [21].
However, in most photosynthetic antenna systems the coupling between the pig-
ments is stronger or at least comparable to the interaction with bath. The pre-
ferred basis is then the so called exciton basis, in which the system Hamiltonian
HS is diagonal. The states obtained after the diagonalizing orthogonal trans-











j = δijεi, (2.7)
εi being the excitonic energies. The excitation is in this case delocalized over
several pigments. When describing the system dynamics, the perturbation theory
in HSB can be used. The excitation energy transfer (EET) can described by
(Modified) Redfield theory [21].
In the intermediate regime the two approaches described above can also be com-
bined. The strongly coupled pigments then form excitonic blocks in the Hamilto-
nian and are diagonalized separately. The energy transfer inside these blocks can
then be described by (Modified) Redfield theory, while the transfer between the
blocks can be described by generalized Förster rates [18]. Nevertheless, it should
be mentioned here that even this approach is not exact since it, for instance,
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does not include polaron localization effects and also the distinction between the
blocks is made by introducing some phenomenological coupling cutoff.
2.2 Towards SMS
In the SMS experiments the time-resolved fluorescence of the molecules can be
observed. In the excitonic model the fluorescence (FL) is given by the steady state
excitonic populations values. In this section we therefore present a derivation of
equations for populations evolution. There was an extensive work done in the last
years in accurately describing the system dynamics when illuminated by light and
in contact with bath, for a good starting point for overview and further reading
see [30] . The commonly used equations, which are derived from Liouville - von
Neuman equation for the density matrix (DM), describe the complete system DM
evolution starting from the femtosecond time scale and are therefore suitable for
description of ultrafast experiments. However, on the timescale relevant in SMS
which goes to tens of seconds, the implementation of these equations is not com-
putationally feasible and even appropriate, for we argue, see further discussion,
that the transient effects have a little importance in the long time, steady state
population dynamics, which plays role under mentioned experimental conditions.
We here therefore derive approximative equations for the populations dynamics
only, applicable on the timescale from tens of picoseconds to tens of seconds.




ρ(t) = − i
~
[HS +HSL, ρ(t)]−R(t)ρ(t). (2.8)
Here ρ(t) = TrBW (t) is the reduced DM (RDM), which is obtained by tracing
the full DM over the bath DOF. R(t) is then some (fourth rank) relaxation
tensor acting on the RDM. Presence of this term is a consequence of the reduced
description and its components connect different terms of the RDM, expressing
population transfer etc. The form of the tensor depends on the basis used and
approximations employed.
In our theory we use the secular approximation (no direct transfer between popu-
lations ρii and coherences ρij) and linear regime in interaction with the electrical
field. Then we can write explicitly the elements (either in site or exciton basis) of






j kijρjj − Γiρii + (iµi0ρ0i(t)E(t) + c.c.) (2.9)
∂ρi0
∂t
= −iωi0ρi0 −Ri0i0(t)ρi0(t) + iµi0(ρ00 − ρii)E(t) (2.10)
Here ωi0 is the energy of the i-th state with respect to ground state, kij are transfer
rates between populations (from j to i), Γi = Γ̃i +
∑
j kji is population decrease
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rate given by population relaxation to the ground state Γ̃i and transfer to another
state. We assume that the population transfer rates are time-independent, an
approximation frequently used even on the ultrafast timescale.
The equation of motion for the coherences (2.10) can be solved by the method of
Green functions. First we solve with a delta function instead of the laser field:
∂Gi(t)
∂t
+ iωi0Gi(t) +Ri0i0(t)Gi(t) = δ(t) (2.11)
A solution is a free (meant without the interaction with the electrical field) prop-
agation starting at t = 0:
Gi(t) = θ(t)Ui0i0(t). (2.12)





dτGi(τ)[ρ00(t− τ)− ρii(t− τ)]E(t− τ). (2.13)
At this point we need to make some more approximations. The main idea is
that because in the biological systems the pure dephasing is much faster than
the population relaxation, we can assume that the populations remain constant
during the integration. Moreover, we can send the upper limit of the integration
to infinity. This assumption is valid under two conditions: the pure dephasing
must really be much faster than the population dynamics and the changes in
the environment and the laser field must be slow. In other words, if the typical
dephasing time is τD, this approximation holds for t  τD. It can be looked at
as a coarse graining of the time axis into the intervals given by optical coherences
lifetime. The typical timescale for the optical coherences dephasing in systems of
interest is in the order of ∼100 fs [15] so this description is completely suitable
for the SMS, where the time resolution typically starts from ms.
Considering the requirements listed above fulfilled, we can write




Note that when we are concerned about the steady state, Ṗi = 0, then taking
the populations out of integration can be regarded as exact. Shifting the upper
bounds of integration is then for any relevant times completely justifiable.
We are ready now to insert this expression for optical coherences into the equation












Now let us trace over the field degrees of freedom if we treat it quantum-mechanically
or just take an expectation value in the semi-classical treatment, for more detailed
treatment see [14]. Then we can employ the fact that 〈E(t)E(t− τ)〉 is a light





dωW (ω)eiωτ . (2.16)
Switching the order of integrations and using the definition of absorption line-











kijPj − ΓiPi + (P0 − Pi)
ˆ
dωW (ω)χi(ω), (2.18)
To summarize this part, what we get is a closed set of equations for populations
only. The population changes are given by the transfer rates between popula-
tions, population relaxation and the source terms expressed as an overlap of the
excitonic/pigment spectra with the light spectrum.




=MP + S, (2.19)
whereM is a matrix of relaxation, population transfer rates and S are the source
terms. This equation can be solved analytically:
P(t) =M−1(eMt − 1)S + eMtP(t = 0). (2.20)
This enables us to express the populations values in any time starting from ps
without solving for all the previous times, making it possible to explain exper-
iments where more different timescales are important, such as single-molecule
spectroscopy. Indeed, when describing the non-photochemical quenching, the rel-
evant switching mechanisms operate on scale of miliseconds to seconds and the
change of parameters such as protein conformation can cause population trans-
fer in order of tens to hundreds of picoseconds to quench the fluorescence, the
fluorescent lifetime of chlorophylls being in order of nanoseconds.
We should also note here that the saturation of absorption term (P0 − Pi) in
eq. (2.18) should be, when strictly staying in the linear regime, set equal to one.
This also means that the approximative treatment of (2.13) is justified. If we
wanted to include the non-linear effects we should also consider more than one
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excitation present and in the optical coherences evolution there would appear
∂ρio
∂t
∼ µj0ρijE terms, which result in mixing of the electronic coherences with the
populations even when staying in the secular approximation. In our calculations
we thus always consider sufficiently weak light (condition which must be checked
when comparing to experimental data) in order to stay in the linear regime.
Once we know the steady state populations Pi, we are ready to calculate the
fluorescence and hence also the SMS signal, see section 4.3.
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3. Protein conformation switching
model
As mentioned in the introduction, the blinking statistics alone can be well de-
scribed by a two-level model proposed by Valkunas et al. [31]. In this chapter we
present the equations to describe the protein switching between two conforma-
tional states. The basic idea is that by random fluctuations the protein samples
its potential energy surface (PES) doing a random walk (RW). It is supposed
there are two stable conformations of the protein and, correspondingly, the PES
have two minima, which are approximated by two harmonic potentials by quan-
tum tunnelling. The protein then does a RW in this potential, and at every point
it has some probability to switch to the second potential. The ratio between the
upward/downward rate reflects the detailed balance condition, i. e. the proba-
bility of residing on the two surfaces at given coordinates point is given by the
Boltzmann equilibrium according to the surface energies.
Figure 3.1: Protein PES, taken from [31]
The two PES minima corresponding to the |on> (1) and |off> (2) states can be
in the first approximation modelled as two harmonic potential wells projected on
















γ2(y − y0)2 + U0. (3.1)
Here the y coordinate is the relatively slowly varying conformational coordinate
and x includes all other fast protein fluctuations. The λs and γs are reorganiza-
tion energies in the potentials along respective coordinates and the minima are
located in (0, 0) and (x0, y0) with an energy distance U0 between them.
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3.1 Continuous probability description
Following the original description by Valkunas in Ref. [31] and, in more detail, in
Ref. [4], we can describe the protein using the probability density. The equation
of diffusive motion on the potential surfaces for the probability density ρ of being
at point (x, y) on the i− th potential in time t is a Smoluchovski equation with




= [DixLx +DiyLy − kiHi(x, y)] ρi(x, y, t), (3.2)
where Ds are the diffusion coefficients on respective potentials in respective co-
ordinates, Ls are diffusion operators












ρi(x, y, t), i = 1, 2; z = x, y, (3.3)
ki is the falling rate from the i− th potential and
H1(x, y) = e
−α|∆U |/~ω0min{1, e(U1−U2)/kBT},
H2(x, y) = e
−α|∆U |/~ω0min{1, e(U2−U1)/kBT} (3.4)
represent the tunneling probabilities reflecting energy gap law (1st term) and
detailed balance condition (the min term). α can be treated as a constant and
ω0 is a characteristic frequency of the protein environment vibrations responsible
for the tunneling. Because the diffusion along the x coordinate is by definition
much faster it can be adiabatically eliminated from the equation:
∂ρi(y, t)
∂t




















come from the long-time equilibrium condition in x diffusion. Because we want
to use as simple description as possible, we set the potentials in the direction of
the fast coordinate x the same in the on and off state, i. e. x0 = 0, λ2/λ1 = 1. As
H1,2 depend only on the distance of the potentials, there is no x-dependent term
in them and the remaining Gaussian term in (3.6) is easily integrated over. There
are two reasons for this treatment. First, the tunneling rates do not have to be
integrated over x simplifying the calculation, and second, more importantly, we
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believe that, in the spirit of Occam’s razor, the simplest model which correctly
describes all the desired features should be used.




→ y and eliminating


















The jumping probability rates are now simply
κ1(y) = k1 e
−α|∆U |/~ω0min{1, e(U1−U2)/kBT},
κ2(y) = k2 e
−α|∆U |/~ω0min{1, e(U2−U1)/kBT}. (3.8)
The situation is now equivalent to the case where we started only with the slow
coordinate y.
The initial condition can chosen in the following way: ρ2(y, 0) = ρst1 (y)κ1(y),
where ρst1 (y) is the steady state solution on U1 potential without tunneling. The
ρ1(y, 0) is chosen analogically and, as the authors point out in [31], it is interesting
that after normalizing the initial distributions coincide and the distribution is a
sharp peak. This condition corresponds to the system in equilibrium at the
beginning of every calculated dwell time.





The probability of the transition corresponding to the experimentally obtained





This continuous probability distribution description was used by Valkunas and
originally also for the purpose of this work. However, we believe that it is better
to solve this problem as a discrete RW for two reasons. First, the equations (3.2)
can be solved uncoupled this way only for conditioned probabilities, i.e. assuming
that the system was in the opposite state in the previous interval, and, in the
same time, employing the same, equilibrium initial condition for each dwell time.
When continuously modelling the trajectory of a single protein, we do not have
to include the resetting after switching and also the conditioning will be inherent,
as the system is observed being in the particular state. And second, when we
want to simulate the individual intensity time traces, it is more natural to really
follow the trajectories of the individual proteins on their PES.
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3.2 Discrete RW description
As mentioned above, if we want to follow the time trace of every single molecule,
we should follow its particular trajectory. The blinking statistics will then be
recovered by averaging over a large number of molecules, exactly as in the exper-
iment. To the purpose of following the trajectory of the individual proteins, we
need to describe its discrete RW (DRW) in the potential. We will denote proba-
bility of going right (left) as p (q). In the symmetrical RW we have p = q = 1
2
. If
the protein is at coordinate y, in the next step it will move with probability p to
y + a and with probability q to y − a, where a is the length of the step. Inspired
by classical approach by van Kampen [33], we augment the position dependent








































, obtaining for the differ-
ence of the probabilities




























(y − y0)a2. (3.15)






where ∆t is the time duration of the step.
When we want to obtain the blinking statistics, we follow exactly the same proce-
dure as in the experiment - we simulate many single trajectories and then analyze
them.
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4. LHCII as a typical
photosynthetic antenna system
4.1 Role in photosynthesis
Photosynthesis is a process by which plants, algae and some bacteria fix carbon
from atmosphere into organic compounds using energy from sunlight. To cap-
ture the energy, photosynthetic organisms have developed sophisticated pigment-
protein antenna complexes which absorb light and transport the excitation energy
to the reaction center (RC) where the charge separation, the first step of a com-
plex series of reactions, takes place. This produced charge is transported along
the membrane and creates a pH gradient, which is a driving force in subsequent
reactions [2]. Light harvesting complex II (LHCII) is a peripheral antenna sys-
tem of higher plants and algae, associated with photosystem II (PS2)1. Under
physiological conditions PS2 binds 6 LHCII trimers. LHCII is the most abundant
membrane protein on Earth and contains more than half of the chlorophylls in
the leaves of higher plants and algae [5, 10]. As its primary function is light
harvesting, it has high absorption cross section (approx. 17 Å2 for the trimers
[10]), which makes it also ideal as a subject of SMS study.
The main function of the LHCs including LHCII is the light absorption and sub-
sequent energy transfer. However, the light conditions vary during the day and
it is not always advantageous and possible for the plant to utilise all harvested
sunlight. On the contrary, accumulation of excited pigments under excess illumi-
nation due to slow turnover rate of the RC can lead to formation of dangerous
radicals, which in turn can damage the LHCs. To prevent these unfortunate con-
sequences, the plants have developed several photoprotective mechanisms which
reduce light absorption and deal with excess energy. Collectively these mecha-
nisms are called non-photochemical quenching (NPQ), named after the effect on
observed fluorescence. NPQ mechanisms can be divided by roughly their speed
into fastest energy-dependent quenching (qE) governing energy dissipation, slow-
er state transition (qT), see footnote 1, and slowest intensity dependent part
(qI), including repair mechanisms. In the context of our work the qE part is
of interest. It has been much speculated in the last years about the nature of
NPQ in PS2 and its connection to carotenoids and the xanthophyll cycle, for
good review focused on LHCII see [27]. Currently it seems that at least part of
the scientific community agrees that energy transfer to carotenoid lutein, which
is also part of LHCII, could be involved. This would mean that the transition
between the light-harvesting and photoprotective mode happens already on the
level of the antenna systems. This suggestion is, thanks to SMS, also supported
by experimental observations and now by the results of this thesis.
1This fully applies in state I. After state transition into state II two LHCII can detach and
associate with photosystem I. This serves as a light-harvesting regulation mechanism, compen-
sating the energy income of the two photosystems.
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From 2004 the crystal structure of LHCII is known at 2.72 Å resolution [13],
which provides sufficient information about the pigment composition and orien-
tation, an excellent starting point for theoretical modelling. LHCII naturally
occurs in trimeric form and each monomer contains 8 chlorophylls a, 6 chloro-
phylls b, two luteins, one neoxanthin and one carotenoid of the xanthophyll cycle
(zeaxanthin or violaxanthin). For the structure and pigment numbering, which is
also used throughout this text, see Fig. 4.1. For experimental use either trimeric
or monomeric form can be purified, see section 1.4.
Figure 4.1: Structure of LHCII, taken from Ref. [13]
a , LHCII trimers, view from the stromal side, normal to the membrane,
monomers labeled I-III. green: chl a, blue: chl b, yellow: lutein, orange: neoxan-
thin, magenta: xanthophyll-cycle carotenoids. b resp. c, pigments in monomeric
unit at stromal resp. lumenal side. d and e, arrangement of chls at stromal
and lumenal side. gray atom: central Mg, two green (blue) atoms: chl a (chl b)
nitrogens in Qy transition direction. numbers: center-center distances in Å
Because of its biological importance LHCII has been thoroughly studied by many
experimental methods in the past decades. From the optical spectroscopy meth-
ods we can mention absorption, fluorescence, transient absorption, linear and
circular dichroism, see Ref. [18] and references therein, Stark spectroscopy [34]
and also 2D spectroscopy [28]. Finally, also SMS measurements on LHCII under
various conditions were made, which were also the motivation for this this thesis.
4.2 SMS experiments
The first single-molecule fluorescence measurements on isolated LHCII trimers
and monomers was reported by group in Stuttgart in 2001 [29]. Their results for
the monomers showed fluorescence peak around 681.3 nm with relatively high de-
gree of polarization. From this they conclude that the emission peak is dominated
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by one emitter. As we will see further, this is consistent with our modelling.
Starting from 2010, SMS experiments on LHCII were performed by Krüger at
VU Amsterdam [10]. They revealed several interesting features including spec-
tral diffusion/switching together with appearance of very red emission states, and
fluorescence intermittency on timescale ranging from 10 ms to 10 s. Furthermore,
the dependence of this features on the environmental conditions was studied. It
was shown by Krüger, Novoderezhkin et al. that the spectral peak shapes and
distribution can be explained by an excitonic model[12]. The red states above 700
nm and wide double-peaks with a red component can not be explained by this
model, and it is speculated that mixing with the charge transfer (CT) states can
be involved. To explain the blinking behaviour a switching model was developed
by Valkunas and coworkers[31, 4], see section 3. The idea is that, by a protein
conformational change, the complex switches between radiative and dissipative
state. Since the dark states were stabilised under conditions corresponding to
high-illumination conditions in vivo, it is speculated that the switching is con-
nected to the photoprotective NPQ.
4.3 Excitonic structure
To model spectroscopic properties of the LHCII, including absorption and fluo-
rescence, we have to construct the system parts of the Hamiltonian (2.6). For
practical reasons in our spectral window it is enough to consider only the Qy
transitions of the chlorophylls. Because of the different protein environment, the
S0 − S1 transition energy of each chlorophyll is different, i.e. each pigment has
different site energy ε̃n. As the linear spectra at room temperature are not very
sensitive to exact values of the site energies, we do not attempt their fitting and
instead we take the values from [21]. The effective transition dipole strength was
chosen 3.4 D for Chl b and 4.0 D for Chl a, the dipole orientations and distances
are taken from the PDB file based on the crystal structure [13]. The coupling
J between the pigments is calculated in the dipole-dipole approximation. The
system Hamiltonian can be found in Table A.1 in Appendix A.
We treat the interaction with the environment by second order perturbation the-
ory. The bath is then completely described by its correlation function. The real
part of the correlation function in the spectral domain represents the spectral
density of the bath vibrations. We use the spectral density from [19], originally
obtained by fitting of the fluorescence line narrowing spectrum. It is construct-
ed from one overdamped oscillator representing the slow protein vibrations and
several high-frequency pigment modes:








(ω2 − ω2j )2 + ω2γ2j
. (4.1)
The spectral dependence of C ′′(ω) is depicted in Fig. A.1 in Appendix A. The
(temperature dependent) correlation function given by this spectral density is
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assumed to be uncorrelated between individual sites and differs only between Chl
a and Chl b, while the difference is only in the coupling strength νn = νa/b:








The time-dependent correlation function is then obtained by Fourier transform
of (4.2). The difference between the vertical, Franck-Condon transition of the
pigments, which are called site energies in this text, and their 0-0 transitions is









Because the pigments are strongly coupled, the preferred basis is the excitonic
basis. The system Hamiltonian is diagonal in this basis, the eigenvalues being
the exciton energies ωi0. Everything is transformed into this basis by the trans-









Note here the linear summation of the transition dipole moments. This leads to
the redistribution of the oscillator strength |µi0|2 of the transitions, giving rise to
dim and superradiant states.
The reorganization energy λi due to the interaction with the phonons in the bath





The zero phonon lines are then
ωZPLi0 = ωi0 − λi, (4.7)
where ωi0 is the transition frequency of i− th exciton.


























(1− cos(ωt)) + i (sin(ωt)− ωt)
]
. (4.9)




























Note here the Stokes shift 2λi from the absorption line.




|cni |2|cnj |2Cn(ωZPLi0 − ωZPLj0 ) (4.14)
and, for comparison, also by the so-called Modified Redfield theory, see e.g. Ref.
[19]. Since there is almost no difference between the Redfield and Modified Red-
field calculation results in evaluating the quantities of interest in our thesis, the
Redfield model is used, because of its smaller computational demands.
The population relaxation rates of chlorophylls Γi =
∑
j kji + Γ̃i, where Γ̃i =∑
n |cni |2Γ̃n and Γ̃n were taken to be 3 ns ∀n. The equations (2.18) allow us to use
light of any spectrum, here we use spectrally narrow (laser) constant illumination
at 630 nm with arbitrary, weak intensity in order to stay in the linear regime.
In Fig. 4.2 we can see the absorption and fluorescence spectra together with
the populations dynamics in exciton and also site basis.2 The calculations were
done at 5°C reflecting the experimental conditions and all values were averaged
2We note that transforming back into site basis we should include also terms ρnn = cnjc∗inρij ,
which include excitonic coherences which are not included in our model. Neglecting these values
the site populations become only sums of excitonic populations weighted by the participation
ratio of given pigment in the excitons and should thus be treated as being useful more for
interpretative reasons.
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over 85 cm−1 wide disorder in the site energies. The lines are calculated values,
the points are experimental results taken from Ref. [12]. Although the blue
chl b shoulder is not perfectly reproduced, from the FL spectrum we conclude
that our excitonic model is good enough for our purpose. When looking at the
excitonic composition of the FL spectrum and at the population dynamics, we
can see that the most populated are the lowest three excitons, which are formed
by strongly coupled pigments chl 610-611-612, chl 602-603 and chl 613-614 (see
Fig. 4.1 for numbering). This is in agreement with previous modelling results for
LHCII [20]. Also the FL peak is dominated by the lowest exciton which resides
on the ’terminal emitter’ group of chl 610-611-612. This is in agreement with the
polarization measurements from Ref. [29].
(a) Absorption spectrum, Qy band (b) FL spectrum
(c) Ecitonic populations dynamics (d) Site populations dynamics
Figure 4.2: Excitonic model
When we know that our model works in the bulk sample, we can try to reproduce
the statistics from the SMS experiments. In Fig. 4.3 there is the FL spectral peak
distribution compared to the experiment. We can see that it is little broader but
fits quite well. This means that not only the averaged population dynamics but
also its individual realizations are in agreement with the experiment.
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(a) FL peak position (b) Intensity vs FL peak position
Figure 4.3: FL peak distribution
Now it is time to look at the intensity traces. However, since they exhibit sig-
nificant amount of blinking, i. e. reversible switching to the off state, we should
focus on including some fluorescence quenching mechanism first.
4.4 Energy dissipation and NPQ
Because of the broad on/off state duration timescale, it is probable that the
excitation energy is dissipated. In the same time, the energy-dependent, fastest
component of NPQ, qE, is argued to work by rapidly dissipating the excitation
energy before it reaches the RC. It therefore makes sense to try to implement
a proposed NPQ mechanism and see if it can cause fluorescence blinking in the
required extent. One mechanism of FL quenching in LHCII, proposed by Ruban
and coworkers, is an energy transfer to Lut 1 (lut620), which is in the vicinity of
the ’terminal emitter’ group of chlorophylls a610-611-612 and is supposed to be
coupled mainly to chl a612 [26, 6]. The Lut S1 state is optically forbidden and
has short (10 ps) non-radiative decay lifetime [24], so it could in principle act as
a quencher. This was also the conclusion of the Ruban’s work, see Fig. 4.4b.
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(a) Lutein Lut 1 position near
chl a 610-611-612 cluster, taken from
[26]
(b) FL quantum yield as a function of
Lut 1 energy, taken from Ref. [6]
(1850 meV = 14920 cm−1), the two curves
correspond to chl site energies taken from the
work of respective authors, see refs. in [6]
Figure 4.4: Lutein 1 position and quenching ability
Let us test this mechanism and see if it can account for the blinking. The im-
portant parameters of the Lut are its site energy (by this we mean the vertical,
Franck-Condon transition) and coupling to chlorophylls, mainly chl a612. We do
not attempt to calculate these parameters from the first principles, but we treat
them as free parameters and study their influence on the fluorescence quantum
yield. In Fig. 4.5 we can see the dependence of the relative FL quantum yield
on the Lut energy for fixed coupling 14 cm−1 and dependence on the coupling for
fixed Lut energy 14500 cm−1, which, due to large reorganization energy, corre-
sponds to the zero-phonon line at 13900 cm−1 and thus agrees with experimental
results of transient absorption by Polívka [24].
(a) S1 state energy (b) coupling to chl a612
Figure 4.5: The Lut 1 parameters
Interestingly, the energy dependence agrees well with the one obtained by Ruban
[6], see Fig. 4.4b. The quenching is really efficient when the Lut energy is below
the red chlorophylls and the plateau means that it can act as a quencher even
in energetically disordered systems, where the quenching effect will be stable for
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different disorder realizations. From the dependence on coupling we can see that
weak coupling is sufficient (this is given by the short lifetime of the Lut) and
also that even a small change in the coupling can make a large difference in the
fluorescence intensity. Based on this analysis we decide to use lutein S1 site
energy 14500 cm−1 and coupling to chl 612 12 cm−1 in the quenched state and
no coupling in the unquenched state.
4.5 Blinking
Here we apply the protein switching model described in section 3 to our data.




γ1/kBT , U0/kBT .
The parameters of the dynamics on the potentials are D1yγ1/kBT, D2yγ1/kBT .
The parameters of the tunneling are k1, k2, ~ω0/αkBT .
As discussed in section 3, we take x0 = 0, λ2/λ1 = 1. Now we need the random
switching with these parameters to control our excitonic model.
The switching simulation proceeds as follows:
We start at the potentials intersection point y(0): U1(y(0)) = U2(y(0)). This corre-
sponds to the equilibrium condition described in 3, where the initial probability is
a sharp peak localised at the intersection 3. In each step the probability to jump
is calculated using (3.8) as p1→2,2→1 = κ1,2(y)∆t. If the system jumps, it changes
the residing potential, if it does not it stays. After that the probability to go to
the right/left is calculated using (3.15). According to that, the y coordinate is
changed by ±a. The parameters used for the simulation compared to the ones
used originally by Valkunas et al. are given in Table 4.1. For this parameters the
potentials intersection point is y(0) = 4.13. The time step used is ∆t = 10 ms.










k−11 430 ms 200 ms
k−12 4.8 ms 20 ms
(D1γ1/kBT)
−1 3.8 s 7.7 s
(D2γ1/kBT)
−1 1.4 s 2.7 s
~ω0/αkBT 1.0 1.1
Table 4.1: RW model parameters
3This is physically strictly correct if the switching is at least partially photoinduced, i. e.
when the system is in equilibrium before illuminated.
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To connect this switching to our particular Lut quenching, we assume that the
change of conformation somehow changes the Lut 1 - chla612 coupling. This
makes sense since the coupling of Lut S1 state to the chlorophyll is of the Dexter
type (as Lut S1 is dipole forbidden) and the coupling is thus extremely sensitive to
distance between the two pigments [15]. The two different protein conformations
would then result in the pigments being little closer/further, meaning different
coupling. In our model we therefore simply assign to one surface zero coupling
and to the second coupling of 12 cm−1. We can check thus obtained on/off state
distributions, see Fig. 4.6.
(a) On time (b) Off time
Figure 4.6: Dwell times probability distribution
4.6 Single-molecule intensity traces
In Figs. 4.2 and 4.3 we see that the excitonic model describes well the spectral
properties, in Fig. 4.5 we see that Lut 1 can work as a fluorescence quencher
and Fig. 4.6 tells that the protein RW switching model can describe the blinking
times statistics. All this means that the models can be used for LHCII and, most
importantly, that they work with realistic parameters which correspond to the
ones determined by other researchers. Now it is time to put the pieces of the
puzzle together and try to simulate the blinking behaviour.
To this aim we continuously model the fluorescence of the LHCII complexes
and output the intensity (and spectrum) every 10 ms, which corresponds to the
experimental integration bins. Simultaneously we let the protein do the RW on
its PES, and when it switches the coupling is changed. Also, to obtain more
realistic traces, either the site energies or couplings can be slightly disordered
after every jump (we used Gaussian disorder 0.3 cm−1 for couplings or 1 cm−1 for
energies), resulting in slightly different energy levels, which agrees better visually
with observations but can be omitted. For example of an intensity and spectral
trace excerpt see Fig. B.1 in appendix B. For every realization of the disorder a 60
s trace is modelled and this is repeated for many realizations of the disorder, the
resulting statistics are shown in Fig. 4.7. Total dwell times in Fig. 4.7a represent
the overall amount of time spent in a given intensity level. From this we can see
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the two-level character of the blinking and simultaneously also presence of some
intermediate levels, which are caused by particular disorder realizations. Fig.
4.7b shows how often are the intensity levels visited per fixed amount of time.
Comparing these two figures we can say that the low intensity levels are mostly
either short or long lived, while for the bright ones the intermediate dwell times
are also common. This, of course, corresponds to the on/off statistics used as an
input.
(a) Total dwell time distribution (b) Access Frequency distribution
Figure 4.7: Intensity traces statistics
Another way to quantify intensity traces statistics are the correlation functions






Here 〈•〉 means time average over the duration of the trace. The correlation
function obtained from the model and experiment is compared in Fig. 4.8.
Figure 4.8: Intensity correlation function
Since our time resolution 10 ms is too low to observe antibunching corresponding
to the optical transitions, we can see only the blinking-related part, namely the
bunching expressed by h(2)(0) > 1. The correlation function of the modelled
29
traces is somewhat lower but the shape corresponds well to the one obtained from
experimental data. On the relatively small evaluated times range the correlation
function is to a good degree exponential, which is expected from a Markovian
2-state kinetics [16], but some deviation in the short time is expected due to the
non-Markovian property of the RW model used. The further use of correlation
functions is one possible direction of our further research on stochastic trajectories
sampling the disordered protein conformations.
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Summary and discussion
The experimental part of this thesis focused on measuring the single-molecule
spectra and traces of LHCII monomers. The outcome was highly similar to
the previously observed LHCII trimers, including spectral shifts and fluorescence
blinking. More than having much significance for interpreting the LHCII function
in vivo on their own, the results thus serve as an invaluable basis for our theoretical
calculations..
The first original theoretical work of this thesis focuses on derivation of the closed
set of equations for the excitonic populations. The resulting form of the equa-
tions is highly intuitive, consisting of the internal system dynamics driven by the
excitation light, where the only important property of the light is the overlap of
its spectrum with the absorption spectrum of the system. What can be surpris-
ing is the relative low degree of approximation leading to this equations. First
order perturbation theory in interaction with light is oftentimes used and can be
experimentally easily realized. The secular approximation is used in most cases
even when describing ultrafast dynamics and it has been shown that non-secular
effects, if there are any, are mostly observed in the transient system dynam-
ics, having little impact on steady state populations [7, 22]. Moreover, to authors
knowledge there exists no experimental evidence for the importance of non-secular
effects in biological systems, which are of interest here. Time-independent rates
and slowly varying populations are also commonly used whenever the memory
of the bath is short enough, resulting in the “coarse graining” of the time axis,
which is no problem here since we are usually interested only in the steady state.
Finally, inserting the light spectrum as a Fourier transform of the autocorrelation
function can be also generalized by defining time-dependent spectrum [23, 8]. We
note here that this inclusion of the light spectrum enables us, to our knowledge
for the first time, to model population dynamics in for example photosynthetic
complexes under realistic real-life conditions such as stationary AM1.5 sunlight
illumination.
In the next part the derived equations are applied to LHCII monomers. As the
excitonic properties of LHCII were already described elsewhere and are not of
main interest here, we will not discuss their details. What is important is that
the used excitonic model corresponds to previously published results and correctly
describes the linear spectra. Since the fluorescence is given by the populations
steady state which is calculated by our equations, we conclude that they are
applicable in LHCII description.
Since the fluorescence blinking is a prominent feature of the intensity traces it
is necessary to include some fluorescence quenching mechanism. Based on the
recent research in elucidating NPQ mechanism in LHCII and connection between
fluorescence quenching and energy dissipation we decided to try to implement
energy transfer to Lut 1 as a blinking mechanism. Based on our calculations we
were able to confirm the findings of Ruban et al. [6] that within a reasonable
range of parameters Lut 1 can indeed act as an efficient quencher. Since our model
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extends the previous treatment by including realistic excitation conditions and
population transfer rates it is remarkable how similar is the fluorescence quenching
dependence on the Lut 1 energy. Moreover, we were able to confirm that Lut 1
acts as an efficient quencher also under AM1.5 illumination (data not shown since
the dependence is very similar). This may seem trivial but there definitely is a
difference between arbitrarily chosen initial conditions such as even population of
all pigments and realistic driving by light. In the same time we can see that the
amount of quenching is very sensitive to the change of coupling of this Lut to the
chlorophylls. Since the coupling itself is very sensitive to the distance between the
pigments, it provides possible link to the protein conformation change working
as a switching mechanism.
The switching itself is successfully governed by discrete random walk in a potential
with a possibility of quantum tunneling between two states. The generation of
stochastic trajectories enables us to to simulate individual traces. Remarkable is
that although we, in contrast to original treatment by Valkunas et al. [31], did not
include the resetting after switching and simulated monomers instead of trimers,
were able to reproduce the dwell time distributions with very similar potential
parameters. Moreover, when using this 2-level switching model to control the
change of chl a612-lut 620 coupling, we are able to reproduce the experimentally
obtained blinking statistics. Although far from being exclusive in any way, our
argument strongly supports the notion of the protein acting as a conformational
switch regulating the amount of quenching in the system.
The agreement between the theory and experiment also serves as a good demon-
stration of the scope of our equations. They provide a description for controlling
the energy transfer in the system by modulating the parameters of the excitonic
model. We are thus able to simulate the single-molecule intensity and spectral
traces on the experimental timescale. Since the modelled trace analysis agrees
with experimental data, we can conclude that the models can indeed be connect-




From the experimental side more work in the direction of elucidating the relation
between the fluorescence blinking and the protein conformational change is need-
ed. One possibility is to try to stabilize the protein structure. As it was recently
demonstrated by Ilioaia et al., LHCII can be fixed in either quenched or un-
quenched state by cross-linking with glutaraldehyde (GA). Single-molecule study
of GA treated LHCII could therefore be of interest. Another possible direction is
to try and change the parameters which play role in the protein switching, such
as temperature. Finally, connection to the results of another experiment sensitive
to the conformational change, such as circular dichroism or Raman spectroscopy,
could be made.
From the theoretical side there are several options for extending our work. As
our approach to calculating single-molecule signals is general, it could be applied
on SMS of other (biological) systems, where the approximations used here also
work. The particular switching mechanism controlling the excitonic model would
be different, but the equations remain the same. Moreover, because our equations
can easily be used under real-life illumination conditions, i. e. weak sunlight, they
can be employed to test the mechanisms proposed elsewhere.
There is still room for further work on LHCII as well. We are aware of the remain-
ing phenomenological nature of our connection of the 2-level switching model with
the excitonic model. Improvements in the direction of introducing more param-
eters with particular physical meaning, for example relation to the actual PES
shape, are needed and will be subject to further study. One such possibility is
to relate some projection of the generalized coordinate used for switching to the
distance between the chl a612 and lut 620. Also recent experimental observations
indicate possible presence of more relevant timescales in the intensity traces sug-
gesting the inadequacy of a 2-level model with one reaction coordinate. Another
option in reducing the phenomenology is letting the pigments sample their disor-
der in some controlled way, e. g. by trajectories of a random walk again in some
potential. This would preserve the Gaussian distribution of the site energies and,
in the same time, allow for simulation of realistic spectral diffusion. Finally, al-
though some connection between the fluorescence blinking and NPQ was already
shown by Krüger et al., their exact relation is yet to be elucidated. To this goal
parameters which determine NPQ conditions such as pH and also the influence
of the membrane potential should be included in the model.
From the extent of possibilities outlined above it is clear that the work presented
in this thesis is by no means the final solution to any problem. It much more
resembles an important piece of puzzle. A piece which connects several other
pieces together, hopefully bringing us one step closer to seeing the whole picture.
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A. Excitonic model - parameters
In this appendix we list the parameters of the excitonic model. The system Hamil-
tonian including Lutein 1 in the quenched mode (coupled to chl a612) is presented
in Table A.1. The bold, diagonal values are the site energies (pigment vertical
electronic transitions), the off-diagonal elements are the couplings calculated in
the dipole-dipole approximation (and, for the lutein, taken from [6]).
Table A.1: LHCII Hamiltonian including Lut 1
all values are in cm−1
The parameters of the spectral density can be found in Ref. [19], the coupling
to the phonons was taken νa = 1 for chl a and νb = 1.2 for chl b. The spectral
density with the dominant high-frequency modes is in Fig. A.1.
Figure A.1: Spectral density of the bath
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B. Simulated traces
In Fig. B.1 we present examples of the generated traces described in section 4.6.
When visually comparing with experimentally obtained traces it is important to
note the absence of the noise.
(a) Intensity trace (b) Spectral trace
Figure B.1: Simulated traces example
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