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The paper deals with the multivalued initial value problem x′ ∈ A(t, x)x+ F (t, x) for a.a. t ∈
[a,b], x(a) = x0 in a separable, reﬂexive Banach space E . The nonlinearity F is weakly upper
semicontinuous in x and the investigation includes the case when both A and F have a
superlinear growth in x. We prove the existence of local and global classical solutions in the
Sobolev space W 1,p([a,b], E) with 1 < p < ∞. Introducing a suitably deﬁned Lyapunov-
like function, we are able to investigate the topological structure of the solution set. Our
main tool is a continuation principle in Frechét spaces and we prove the required pushing
condition in two different ways. Some examples complete the discussion.
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1. Introduction
The paper deals with the initial value problem{
x′ ∈ A(t, x)x+ F (t, x), for a.a. t ∈ [a,b] and x ∈ E
x(a) = x0, x0 ∈ E (1)
in a reﬂexive, separable Banach space E . For each (t, x) ∈ [a,b] × E , we assume that A(t, x) belongs to the space L(E) of
linear, bounded operators from E into itself.
Problem (1) in the case of a linear part independent of x was intensively studied, see e.g. Andres, Malaguti and Taddei [4],
Cardinali and Rubbioni [7], Kamenskii, Obukhovskii and Zecca [14] and the references therein. For the case of semilinear
inclusions with a linearity dependent on the state variable x the literature is not as rich. We mention the work of Marino
[15, Theorem 3.1]. In particular, the existence of a classical, i.e. absolutely continuous solution of (1) is discussed in [4] and
[15], while in [7] A(t) is the generator of an evolution operator and the paper deals with the existence of mild solutions.
Since E is an inﬁnite dimensional Banach space, some strong compactness property is required. In [4] and [7], the regularity
of the nonlinear term F is assumed, with respect to a (suﬃciently regular) measure of noncompactness μ. This property
implies the μ-condensivity of the appropriate solution operator, so a continuation principle can be used in [4] and a ﬁxed
point theorem in [7], both for μ-condensing multimaps. Stronger regularity conditions on A and F in [15] directly imply
the condensivity of the solution operator. We point out that, in all the quoted results with the only exception of [15], at
most a linear growth in x is assumed to ﬁnd global solutions. In contrast we also treat terms A and F with superlinear
growth in x. As far as we know, there are few results concerning superlinear nonlinearities in literature. We remind Capietto,
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order differential inclusions. Moreover using weak topologies we are able to completely avoid the use of any measure of
noncompactness. We investigate (1) in the Sobolev space W 1,p([a,b], E) and we always assume 1 < p < ∞. In this case,
being E reﬂexive and separable, it is known that W 1,p([a,b], E) is a reﬂexive, separable Banach space. So, equipped with
its weak topology, it has good compactness properties. Therefore, it seems quite natural to assume the regularities of A and
F with respect to the appropriate weak topology. The paper deals with this approach, alternative to the one used in all the
quoted papers. Our main results are Theorem 4.1, on the existence of local solutions and Theorems 4.2, 4.3 and 4.4 about
global solutions.
If Y is a Banach space we denote with Y ′ its dual and with 〈·〉 the duality between Y and Y ′ . Given X ⊆ Y , let Xσ
be the topological vector space obtained when the topology acting on X is induced from the weak topology on Y . Instead
the symbol X denotes the topological space obtained by the norm topology (‖ · ‖). The measurability is always taken with
respect to the Borel σ -algebra for the Banach spaces and with respect to the Lebesgue σ -algebra for the interval [a,b]. We
assume
A(·, x) : [a,b] → L(E) is measurable for a.a. x ∈ E;
A(t, ·) : Eσ → L(E) is continuous for all t ∈ [a,b] (2)
and F : [a,b] × Eσ  Eσ with nonempty, closed, bounded, convex values such that
F is (globally) measurable (3)
(see Deﬁnition 3.1) and
F (t, ·) is (weakly) upper semicontinuous (u.s.c.)
for a.a. t ∈ [a,b]. (4)
In most of our results we also assume the existence, for each bounded Ω ⊂ E , of a function μΩ ∈ Lp([a,b],R) satisfying
(i)
∥∥A(t, x)∥∥μΩ(t),
(ii)
∥∥F (t, x)∥∥μΩ(t), (5)
for all x ∈ Ω and a.a. t ∈ [a,b]. We remark that (5) may allow superlinear growth in x of A and F .
Under these conditions problem (1) admits at least a local solution (see Theorem 4.1). If, instead of (5), the norm
‖A(t, x)‖ is integrably bounded in Lp([a,b],R), uniformly in x, and F is at most linear in x, we can prove the existence of a
global solution (see Theorem 4.2). Whereas, if A and F have a superlinear growth in x, assuming suitable local boundedness
conditions in Theorem 4.3 or the existence of a Lyapunov function combined with (5) in Theorem 4.4, we are able again to
guarantee the existence of global solutions. Moreover, via the Lyapunov function, we also show the weak compactness of
the solution set (see Proposition 4.1). We remark our local and global solutions are always classical ones.
We solve (1) by combining a continuation principle in Fréchet spaces (i.e. metrizable complete locally convex linear vec-
tor spaces) due to Andres and Górniewicz [3] (see also Theorem 3.1) with a classical linearization device. This continuation
principle is a generalization to inclusions of a principle due to Furi and Pera [12,13] for the investigation of single valued
maps in locally convex spaces. In some special cases the continuation principle is replaced by Ky Fan ﬁxed point theorem
(see e.g. Theorem 3.2). This approach was already proposed in Anichini and Zecca [5] which can be considered as a pioneer-
ing work in this ﬁeld. According to this method, we need to introduce the multivalued solution operator T , which is deﬁned
in (9). Since the regularity on F is given by means of the weak topology, we cannot use the classical results on T valid
in Banach spaces (see e.g. [14]). We then apply a measurability result in separable metric spaces due to Castaing and Val-
adier [8] for getting the existence of measurable selections of the multimap t → F (t,q(t)) for each continuous q : [a,b] → E .
Theorems 4.3 and 4.4 show two different approaches in order to prove the pushing condition (AH ) which is always required
for making use of a continuation principle in Fréchet spaces. Finally, some examples complete the discussion.
Throughout the paper we denote with B the unit closed ball of E centered at 0. As usual, when {yn}n ⊂ Y , yn → y and
yn ⇀ y respectively denote the convergence in norm and the weak convergence to y, as n → ∞. A subset X ⊂ Y is said to
be bounded if supx∈X ‖x‖ < ∞.
For simplifying the notation, instead of Lp([a,b], E) and W 1,p([a,b], E) we always write Lp and W 1,p , while we simply
denote with Lp
R
and ‖ · ‖p the space Lp([a,b],R) and its norm, respectively.
2. The solution space
Given 1 < p < ∞ let
W 1,p =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u ∈ Lp: ∃g ∈ Lp such that
b∫
a
ϕ′(t)u(t)dt = −
b∫
a
ϕ(t)g(t)dt
for every ϕ ∈ C1([a,b],R)with ϕ(a) = ϕ(b) = 0
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
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‖u‖W 1,p := ‖u‖Lp +
∥∥u′∥∥Lp ,
the Sobolev space W 1,p is a reﬂexive and separable Banach space. It is also known that each u ∈ W 1,p admits a continuous
representative, i.e. given u ∈ W 1,p there is a continuous function u such that u(t) = u(t) for a.a. t ∈ [a,b].
Consider, now, the absolutely continuous function
v(t) := u(a) +
t∫
a
u′(s), t ∈ [a,b].
Since E is reﬂexive, we have that v ′ = u′ a.e. on [a,b], implying u = v . So each element of W 1,p indeed admits an absolutely
continuous representative and every solution of (1) in W 1,p is a classical solution. When it is useful we replace u with its
continuous representative that we denote again with u for sake of simplicity.
It is also well known that if {xn}n ⊂ W 1,p , for 1 < p < ∞, with xn ⇀ x weakly in W 1,p , then xn ⇀ x and x′n ⇀ x′ weakly
in Lp as n → ∞. If, in addition, xn(a) ⇀ x(a) then xn(t) ⇀ x(t), for each t ∈ [a,b], as n → ∞.
In our investigation, we frequently make use of subsets of W 1,p of the following type
Q =
{
q ∈ W 1,p: q(t) ∈ H for all t ∈ [a,b] and∥∥q′(t)∥∥ α(t) for a.a. t ∈ [a,b]
}
(6)
for some H ⊂ E and α ∈ Lp
R
.
Proposition 2.1. The set Q deﬁned as in (6), with 1< p < ∞, H ⊂ E closed and convex and α ∈ Lp
R
, is closed and convex in W 1,p . If,
in addition, H is bounded, Q is also weakly compact and Qσ is a Fréchet space.
Proof. Being H convex, it is easy to see that Q is also convex. Consider now {q j} j ⊂ Q with q j → q ∈ W 1,p as j → ∞.
It implies that q j → q and q′j → q′ in Lp , as j → ∞. Hence there exists a subsequence {q jk}k such that q jk(t) → q(t) and
q′jk(t) → q′(t), as k → ∞ for a.a. t . Since Q is a set of equicontinuous functions, we obtain in particular (see e.g. [10]) the
pointwise convergence of {q jk}k to q on the whole [a,b]; it implies that q(t) ∈ H for all t ∈ [a,b]. Moreover ‖q′(t)‖ α(t)
for a.a. t ∈ [a,b] and Q is closed in W 1,p .
If we assume that H is also bounded, then Q is bounded. Being W 1,p reﬂexive and separable, then Q is weakly compact
and the topological space Qσ is metrizable. Let D be a metric on Q compatible with the weak topology. Let {qn}n ⊂ Q be
a Cauchy sequence, with respect to D. Being Q weakly compact, we can extract a subsequence {qnk }nk ⊂ Q such that qnk ⇀
q0 ∈ Q as k → ∞. Given  > 0, let k be such that D(qnk ,q0) < 2 for all k  k. Let moreover m be such that D(qn,qm) < 2
for n,mm. When nm and we choose an arbitrary nk max{m,nk}, we have
D(qn,q0)D(qn,qnk ) + D(qnk ,q0) < 
implying that qn ⇀ q0 as n → ∞. Then the metric space Qσ is also complete, thus a Fréchet space. 
Remark 2.1. We often consider Q ⊂ W 1,p such that
q(a) = x0, for each q ∈ Q (7)
with x0 given in E . Note that, if Q ⊂ W 1,p satisﬁes both (6), for some H ⊂ E closed and α ∈ LpR and (7), then it is
closed in W 1,p . Indeed, we already proved in Proposition 2.1 that {q j} j ⊆ Q and q j → q in W 1,p implies the existence of a
subsequence which pointwisely converges to q on the whole [a,b]. Moreover if q j(a) ≡ x0, then also q(a) = x0. Consequently,
if H is also bounded, then Qσ is still a Fréchet space.
3. The solution multi-operator
Given q ∈ W 1,p , let us denote with Sq the set of measurable selections of the multimap t → F (t,q(t)) with t ∈ [a,b].
Deﬁnition 3.1. Let (I, T ) be a measurable space and Y a topological vector space. A multivalued map Γ : I  Y with
nonempty closed values is said to be measurable (see e.g. [8]) if
F−1(V ) := {t ∈ I: F (t) ∩ V = ∅} ∈ T
for each open V ⊆ Y .
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The proof directly follows from [8, Theorem III.6]. Moreover, given q ∈ W 1,p according to (2) and the continuity of q, A is
superpositionally measurable (see e.g. [14, Theorem 1.3.4]), implying that the map t → A(t,q(t)) is measurable. Assuming
(5)(i), it is also Bochner integrable. Consequently, given λ ∈ [0,1] and x0 ∈ E , the linear initial value problem{
x′ = λA(t,q(t))x(t) + λ f (t), for a.a. t ∈ [a,b],
x(a) = x0, (8)
where f ∈ Sq , is uniquely solvable (see e.g. [9]) and its solution xλf belongs to W 1,p . We can then introduce the solution
multioperator
T : Q × [0,1]W 1,p, (q, λ) → T (q, λ) = {xλf : f ∈ Sq}. (9)
The existence of ﬁxed points of T (·,1), corresponding to solutions of (1), will be investigated by means of a continuation
principle (see Theorem 3.1). We refer to [3] (see also [2]) for its proof and the notations involved. Let Y be a Frechét space,
Q ⊂ Y be a retract and D an open subset of Q . We denote with J (D, Y ) the set of all u.s.c. multimaps Φ : D Y with Rδ
values. When D = Q and Φ(D) ⊆ Q , this set will be simply written J (Q ). Let J A(D, Y ) be the set of all locally compact
Φ ∈ J (D, Y ) such that FixΦ (set of ﬁxed points of Φ) is compact and Φ satisﬁes the so-called pushing condition
(A) ∀x ∈ FixΦ ∃Ux  x, Ux open in D such that Φ(Ux) ⊂ Q .
When Y is a Banach space, (A) can be replaced with the simpler condition that Φ has no ﬁxed points on the boundary of D .
We mention the work of Furi and Pera [13] for a complete discussion on the pushing condition. We say that Φ,Ψ ∈ J A(D, Y )
are homotopic in J A(D, Y ) if there exists a homotopy H ∈ J (D × [0,1], Y ) satisfying
(i) H(·,0) = Φ and H(·,1) = Ψ ;
(ii) for every x ∈ D there is an open neighborhood Vx of x in D such that HVx×[0,1] is compact;
(iii) the pushing condition is satisﬁed and we formulate it in its equivalent sequential form i.e.
(AH )
if {xn}n ⊂ D converges to x ∈ H(x, λ), for some λ ∈ [0,1),
then there is n0 such that H
({xn} × [0,1])⊂ Q , for all n n0.
Theorem 3.1. (See [3, Theorem 10.3].) Let Q be a retract of a Fréchet space Y , D be an open subset of Q and H be a homotopy in
J A(D, Y ) such that
(1) H(x,0) ⊂ Q , for every x ∈ D;
(2) there exists H ′ ∈ J (Q ) such that H ′D = H(·,0), H ′ is compact and Fix(H ′) ∩ (Q \ D) = ∅.
Then there exists x ∈ D such that x ∈ H(x,1).
When suitable a priori estimates or growth conditions are satisﬁed, we will make use also of the classical Ky Fan ﬁxed
point theorem.
Theorem 3.2 (Ky Fan). Let X be a Hausdorff locally convex topological vector space, V be a closed convex subset of X and G : V  V
be a compact u.s.c. multimap. Then G has a ﬁxed point.
In order to investigate the regularity properties of T , we need to introduce the notion of evolution system. Given q ∈
W 1,p and λ ∈ [0,1], denote with Uq,λ the evolution system generated by the family of linear operators {λA(t,q(t))}t∈[a,b];
Uq,λ :  → L(E) with  := {(t, s) ∈ [a,b] × [a,b]: a s t  b}; it is well known (see e.g. [9]) that∥∥Uq,λ(t, s)∥∥ e∫ ba ‖A(t,q(t))‖dt, for all (t, s) ∈ .
Therefore, for any bounded Ω ⊂ E , assuming (5)(i), if q(t) ∈ Ω for all t , we have∥∥Uq,λ(t, s)∥∥ e‖μΩ‖1 := D, for every (t, s) ∈  and λ ∈ [0,1]. (10)
Moreover, under conditions (2) and (5)(i), the following convergence property is true.
Lemma 3.2. Let A : [a,b] × E → L(E) satisfy (2) and (5)(i). If qn,q ∈ W 1,p and λn, λ ∈ [0,1] for all n with qn(a) ≡ x0 ∈ E, qn ⇀ q
and λn → λ, then Uqn,λn (t, s) → Uq,λ(t, s) in L(E) as n → ∞ uniformly for (t, s) ∈ .
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∥∥qn(t)∥∥ ‖x0‖ +
t∫
a
∥∥q′n(s)∥∥ds ‖x0‖ + ∥∥q′n∥∥1 < γ
for all t ∈ [a,b] and n ∈ N. For the sake of simplicity, put Uqn,λn = Un and Uq,λ = Uq . Take (t, s) ∈  and y ∈ E with ‖y‖ 1.
For each n, let zn be the solution of the Cauchy problem{
z′ = λn A
(
τ ,qn(τ )
)
z, τ ∈ [s, t],
z(s) = y;
and w be the solution of the Cauchy problem{
w ′ = λA(τ ,q(τ ))w, τ ∈ [s, t],
w(s) = y.
Put Ω := q([a,b]). Since, for all τ ∈ [s, t], w(τ ) = y + λ ∫ ts A(σ ,q(σ ))w(σ )dσ , according to (5)(i) we get
∥∥w(τ )∥∥ ‖y‖ +
τ∫
s
μΩ(σ )
∥∥w(σ )∥∥dσ , τ ∈ [s, t];
Gronwall’s lemma then implies∥∥w(τ )∥∥ ‖y‖e‖μΩ‖L1[s,t] for all τ ∈ [s, t]. (11)
From the deﬁnition of evolution system, it is clear that [Un(t, s) − Uq(t, s)]y = zn(t) − w(t) for all n. Consequently
zn(t) − w(t) = zn(s) − w(s) +
t∫
s
(
z′n(τ ) − w ′(τ )
)
dτ
=
t∫
s
[
λn A
(
τ ,qn(τ )
)
zn(τ ) − λA
(
τ ,q(τ )
)
w(τ )
]
dτ
= (λn − λ)
t∫
s
A
(
τ ,q(τ )
)
w(τ )dτ + λn
t∫
s
[
A
(
τ ,qn(τ )
)− A(τ ,q(τ ))]w(τ )dτ
+ λn
t∫
s
A
(
τ ,qn(τ )
)[
zn(τ ) − w(τ )
]
dτ . (12)
According to (11) we have that
∥∥zn(t) − w(t)∥∥ ‖y‖e‖μΩ‖L1[s,t]
[
|λn − λ|
t∫
s
∥∥A(τ ,q(τ ))∥∥dτ +
t∫
s
∥∥A(τ ,qn(τ ))− A(τ ,q(τ ))∥∥dτ
]
+
t∫
s
μγ B(τ )
∥∥zn(τ ) − w(τ )∥∥dτ
for all n. Applying (12) and Gronwall’s inequality we get
∥∥zn(t) − w(t)∥∥ ‖y‖e‖μΩ‖L1[s,t]+‖μγ B‖L1[s,t]
[
|λn − λ|
t∫
s
∥∥A(τ ,q(τ ))∥∥dτ +
t∫
s
∥∥A(τ ,qn(τ ))− A(τ ,q(τ ))∥∥dτ
]
 ‖y‖e‖μΩ‖1+‖μγ B‖1
[
|λn − λ|
b∫ ∥∥A(τ ,q(τ ))∥∥dτ +
b∫ ∥∥A(τ ,qn(τ ))− A(τ ,q(τ ))∥∥dτ
]
:= cna a
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and according to (5)(i) we have that ‖A(τ ,qn(τ )) − A(τ ,q(τ ))‖  μγ B(τ ) + μΩ(τ ) for all n and τ ∈ [a,b]. We can then
apply the dominated convergence theorem obtaining
b∫
a
∥∥A(τ ,qn(τ ))− A(τ ,q(τ ))∥∥dτ → 0, as n → ∞. (13)
Consequently, since λn → λ,
sup
‖y‖1
∥∥[Un(t, s) − Uq(t, s)]y∥∥= sup
‖y‖1
∥∥zn(t) − w(t)∥∥ cn → 0, as n → ∞;
since cn is independent of (t, s) ∈ , we have proved that Un(t, s) → Uq(t, s) uniformly in . 
We are now ready to show the u.s.c. of the solution operator T . To this aim, we need the following two preliminary
lemmas.
Lemma 3.3. Under condition (5), the solution multi-operator T is bounded on each bounded set Q ⊂ W 1,p satisfying (7).
Proof. First note that T (Q ×{0}) = {x0}, hence bounded for each Q ⊆ W 1,p . Assume Q ⊂ W 1,p bounded and satisfying (7).
Then ‖q′‖Lp  M for all q ∈ Q and some M > 0 and ‖q′‖L1  Mp + b − a. Consequently, since q(t) = x0 +
∫ t
a q
′(s)ds we
obtain ‖q(t)‖ ‖x0‖ + Mp + b − a for all t . Hence, there exists a bounded set Ω ⊂ E such that q(t) ∈ Ω for each q ∈ Q and
t ∈ [a,b]. Take q ∈ Q and λ ∈ (0,1]; for each x ∈ T (q, λ) it follows from (9) that x(t) = x0 +λ
∫ t
a A(s,q(s))x(s)ds+λ
∫ t
a f (s)ds,
for all t ∈ [a,b]. Consequently, condition (5) implies
∥∥x(t) − x0∥∥
t∫
a
∥∥A(s,q(s))∥∥∥∥x(s) − x0∥∥ds + ‖x0‖
t∫
a
∥∥A(s,q(s))∥∥ds +
t∫
a
∥∥ f (s)∥∥ds

t∫
a
∥∥x(s) − x0∥∥μΩ(s)ds + (‖x0‖ + 1)
t∫
a
μΩ(s)ds, for all t ∈ [a,b].
Gronwall’s inequality then yields
∥∥x(t) − x0∥∥
((‖x0‖ + 1)
t∫
a
μΩ(s)ds
)
e
∫ t
a μΩ(s)ds, for t ∈ [a,b]. (14)
According to (5) we also obtain that x′(t) is bounded and the proof is complete. 
Lemma 3.4. Assume (5) and let Q ⊂ W 1,p([a,b], E) be bounded and satisfying (7). Then T is closed on Qσ × [0,1] × W 1,pσ .
Proof. From the previous lemma, T (Q × [0,1]) is bounded. Therefore, according to Theorem 2.1, both Q and T (Q × [0,1])
equipped with the weak topology are metrizable topological spaces. Thus, it is enough to prove the sequential closure of T .
Let q j,q ∈ Q , λ j ∈ [0,1] and x j ∈ T (q j, λ j) for each j ∈N such that q j ⇀ q, x j ⇀ x in W 1,p and λ j → λ as j → ∞. According
to the deﬁnition of T , for each j ∈ N, it is possible to ﬁnd a measurable function f j(t) ∈ F (t,q j(t)) satisfying
x′j(t) = λ j A
(
t,q j(t)
)
x j(t) + λ j f j(t), for a.a. t ∈ [a,b].
As shown in Lemma 3.3, there exists Ω ⊂ E bounded such that q j(t),q(t) ∈ Ω for each j and t . According to (5)(ii),
‖ f j(t)‖ μΩ(t) for a.a. t ∈ [a,b]. Since Lp is a reﬂexive Banach space (see e.g. [11]), we can extract a subsequence, again
denoted as the sequence, such that f j ⇀ f ∈ Lp . Let us introduce the evolution systems U j,Uq respectively generated by
the family of linear operators {λ j A(t,q j(t))}t∈[a,b] and {λA(t,q(t))}t∈[a,b] . Since q j ⇀ q in W 1,p there exists D > 0 such
that ‖U j(t, s)‖,‖Uq(t, s)‖  D for all j and (t, s) ∈  and according to Lemma 3.2 we obtain the uniform convergence
of U j(t, s) to Uq(t, s) in L(E) as j → ∞. Fix t ∈ [a,b]. Since { f j} j is bounded in Lp , we have that [U j(t, ·)−Uq(t, ·)] f j(·) → 0
in Lp([a, t], E). Moreover, for each L ∈ (Lp([a, t], E))′ , the operator Lq : Lp([a, t], E) → R deﬁned by 〈Lq, f 〉 = 〈L,Uq(t, ·) f (·)〉
is linear and bounded. Therefore, from the weak convergence of { f j} j to f in Lp we have that Uq(t, ·) f j(·) ⇀ Uq(t, ·) f (·) in
Lp([a, t], E). Consequently
x j(t) = U j(t,a)x0 + λ j
t∫
a
U j(t, s) f j(s)ds ⇀ Uq(t,a)x0 + λ
t∫
a
Uq(t, s) f (s)ds
for all t ∈ [a,b].
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x(t) = Uq(t,a)x0 + λ
t∫
a
Uq(t, s) f (s)ds
for all t ∈ [a,b], i.e. x′(t) = λA(t,q(t))x(t) + λ f (t), for a.a. t ∈ [a,b]. To prove that x ∈ T (q, λ) it remains only to show
that f (t) ∈ F (t,q(t)) for a.a. t ∈ [a,b]. Let t be such that F (t, ·) is u.s.c. from Eσ into itself and assume by contradiction
that f (t) /∈ F (t,q(t)). Since F (t,q(t)) is closed and convex, from the Hahn Banach theorem there is a weakly open convex
V ⊃ F (t,q(t)) satisfying f (t) /∈ V . Since f j ⇀ f ∈ Lp , according to Mazur’s convexity lemma, for each j there exist k j ∈ N
and positive numbers α ji , i = 0, . . . ,k j such that ∑k ji=0 α ji = 1 and the sequence f˜ j =∑k ji=0 α ji f j+i → f in Lp . Then we can
extract a subsequence, again denoted as the sequence, satisfying f˜ j(t) → f (t) for a.a. t ∈ [a,b]. Since F (t, ·) : Eσ  Eσ is
u.s.c., we can also ﬁnd a weak neighborhood V1 of q(t) such that F (t, x) ⊂ V for all x ∈ V1. The convergence q j(t) ⇀ q(t)
as j → ∞ then implies the existence of j0 ∈ N such that q j(t) ∈ V1 for all j > j0. Therefore f j(t) ∈ F (t,q j(t)) ⊂ V for all
j > j0. The convexity of V implies that f˜ j(t) ∈ V for all j > j0 and, by the convergence, we arrive to the contradictory
conclusion that f (t) ∈ V . 
Proposition 3.1. Under conditions of Lemma 3.4, the solution multi-operator T : Qσ × [0,1]W 1,pσ is u.s.c.
Proof. From the convexity of the values of F , Lemmas 3.3, and 3.4 we have that T (q, λ) is convex closed and bounded (i.e.
weakly compact) for any q ∈ Q and λ ∈ [0,1]. Moreover, again from Lemma 3.3, we have that T (Q × [0,1]) is bounded,
hence weakly relatively compact. Therefore (see e.g. [14, Theorem 1.1.5]) T is u.s.c. 
We complete this part by introducing a Lyapunov-like condition (see (16)). It will be also used to obtain the weak
compactness of the solution set of (1) for suitable x0. The proof of the following result can be found in [4, Proposition 4.1].
Proposition 3.2. Let K ⊂ E be open and bounded with x0 ∈ K . Assume the existence of a locally Lipschitz function V : E → R and a
constant  > 0 satisfying
V ∂K ≡ 0, V (∂K+εB)∩K  0. (15)
Let
lim inf
h→0−
V (x+ hw) − V (x)
h
< 0 (16)
for a.a. t ∈ (a,b], x ∈ (∂K + B) ∩ K , w ∈ λ(A(t, x)x + F (t, x)) and λ ∈ (0,1). Let q ∈ T (q, λ) for some q ∈ W 1,p and λ ∈ (0,1)
where T is deﬁned in (9). Then q(t) ∈ K for all t ∈ [a,b].
4. The initial value problem
4.1. Local solutions
We show now that, under growth conditions (5), the initial value problem (1) always admits local solutions.
Theorem 4.1. Consider problem (1) under conditions (2)–(5). Then there exists h ∈ (a,b] such that (1) has a solution x(t) for t ∈ [a,h].
Proof. Fix r > 0 and put Ω := x0 + rB . Let q ∈ W 1,p with q(t) ∈ Ω for all t ∈ [a,b]. According to (2), (5)(i) and the continuity
of q (see also Section 3), the function t → A(t,q(t)) is measurable and belongs to Lp ; according to Lemma 3.1, there exists a
measurable selection f (t) of the multimap t F (t,q(t)) on [a,b]; condition (5)(ii) implies that f ∈ Lp . Consider the unique
solution x (see e.g. [9]) of the initial value problem{
x′ = A(t,q(t))x(t) + f (t), for a.a. t ∈ [a,b],
x(a) = x0. (17)
Reasoning as in the proof of Lemma 3.3, it is possible to show that x satisﬁes (14). Hence there exists h ∈ (a,b] such that
‖x(t) − x0‖ r for each t ∈ [a,h], q ∈ W 1,p([a,b],Ω), f ∈ Sq and every solution x of (17). Put
V =
⎧⎪⎨
⎪⎩q ∈ W 1,p
([a,h], E): q(a) = x0,q(t) ∈ Ω, for all t ∈ [a,h] and∥∥q′(t)∥∥ (‖x0‖ + r + 1)μΩ(t) for a.a. t ∈ [a,h]
⎫⎪⎬
⎪⎭ .
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ditions (5) and (17) imply that ‖x′(t)‖μΩ(t)(‖x(t)‖ + 1)μΩ(t)(‖x0‖ + r + 1) on the whole [a,h]; therefore Γ (V ) ⊆ V .
According to Proposition 2.1 (see also Remark 2.1), V is weakly compact and convex in W 1,p([a,h], E) and with a similar
reasoning as in Proposition 3.1, it is possible to show that Γ : Vσ  Vσ is u.s.c. Thus Γ is a compact multimap and we can
apply Ky Fan ﬁxed point theorem (see Theorem 3.2) for completing the proof. 
4.2. Global solutions
We start now the investigation of global solutions of (1). When A is integrably bounded in Lp uniformly with respect
to x (see condition (18)(i) below) and F is at most linear in x, as in Theorem 4.2, an equivalent norm introduced in [14]
can be used. It implies the existence of Q ⊂ W 1,p satisfying T (Q ,1) ⊆ Q ; thus a ﬁxed point technique can be used and it
leads to the solvability of (1).
Under conditions (5), we do not expect to be able to ﬁnd an a priori bound of T (·,1). Theorems 4.3 and 4.4 investigate
problem (1) with a continuation principle (see Theorem 3.1), which requires in particular to prove the pushing condi-
tion (AH ). In order to do this some restrictions are needed and the two quoted results show different approaches in order
to satisfy (AH ). In particular, in Theorem 4.3 we take A and F integrably bounded on a weakly open set in E (see condi-
tion (19)). Instead, in Theorem 4.4, we assume that F (t, ·) sends bounded sets into compact ones (see condition (23)). In
the last case we achieve the claimed result localizing the possible solutions of (1) by means of a Lyapunov-like function. We
remark that (23) was already essentially assumed also in [15, Theorem 3.1].
Theorem 4.2. Consider problem (1) under conditions (2)–(4). Assume the existence of a function α ∈ Lp
R
such that, for every x ∈ E and
a.a. t ∈ [a,b]
(i)
∥∥A(t, x)∥∥ α(t),
(ii)
∥∥F (t, x)∥∥ α(t)(1+ ‖x‖). (18)
Then (1) is solvable, for all x0 ∈ E.
Proof. Given q ∈ W 1,p , let Uq be the evolution system generated by the family of linear operators {A(t,q(t))}t∈[a,b] . Ac-
cording to (18)(i) and (10), there exists D > 0 such that ‖Uq(t, s)‖ D for all (t, s) ∈  and q ∈ W 1,p . Given two positive
constants L and R such that maxt∈[a,b] D
∫ t
a e
L(s−t)α(s)ds := β < 1 and R  e−LaD(‖x0‖ + ‖α‖1)(1− β)−1, deﬁne
Q =
⎧⎪⎨
⎪⎩q ∈ W 1,p:
q(a) = x0,∥∥q(t)∥∥ ReLt for all t ∈ [a,b] and∥∥q′(t)∥∥ α(t)(1+ 2ReLt) for a.a. t ∈ [a,b]
⎫⎪⎬
⎪⎭ .
Trivially Q is bounded and convex. Reasoning like in Proposition 2.1, it is easy to prove that Q is also closed in W 1,p ;
hence Qσ is compact. Let Γ := T (·,1) with T deﬁned as in (9); for f ∈ Sq and λ = 1, it is well known that the unique
solution x of (8) satisﬁes
x(t) = Uq(t,a)x0 +
t∫
a
Uq(t, s) f (s)ds.
According to (18)(ii), it follows that
∥∥x(t)∥∥ D
(
‖x0‖ +
t∫
a
α(s)
(
1+ ‖q(s)‖)ds
)
 D
(‖x0‖ + ‖α‖1)+ D
t∫
a
α(s)ReLs ds D
(‖x0‖ + ‖α‖1)+ ReLtβ
 ReLa(1− β) + ReLtβ  ReLt
and consequently ‖x′(t)‖  α(t)(1 + 2ReLt) for a.a. t ∈ [a,b]; hence Γ (Q ) ⊆ Q . Reasoning like in Proposition 3.1, it is
possible to show that Γ : Qσ  Qσ is u.s.c.; since Qσ is compact, it implies, in particular, that Γ is a compact multimap.
Thus Ky Fan ﬁxed point theorem (see Theorem 3.2) yields the conclusion. 
Theorem 4.3. Consider problem (1) under conditions (2)–(4). Assume the existence of a weakly open A ⊆ E and μA ∈ Lp such thatR
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If x0 ∈ A, then (1) has a solution x(t) on the whole [a,b].
Proof. Let x0 ∈ A and deﬁne
RA :=
(‖x0‖ + 1)‖μA‖1e‖μA‖1 . (20)
Take q ∈ W 1,p([a,b], A), λ ∈ [0,1] and x ∈ T (q, λ) (with the solution multi-operator T deﬁned as in (9)). According to (19)
and with a similar reasoning as in the proof of Lemma 3.3 we get∥∥x(t) − x0∥∥ RA, for all t ∈ [a,b]. (21)
The equation in (8) then implies∥∥x′(t)∥∥ (‖x0‖ + RA + 1)μA(t) for a.a. t ∈ [a,b]. (22)
Put
Y =
⎧⎪⎨
⎪⎩y ∈ W 1,p:
y(a) = x0,
y(t) ∈ (x0 + RAB) for all t ∈ [a,b] and∥∥y′(t)∥∥ (‖x0‖ + RA + 1)μA(t) for a.a. t
⎫⎪⎬
⎪⎭
and
D = Y ∩ W 1,p([a,b], A).
According to (21) and (22), it is clear that T (D × [0,1]) ⊆ Y .
We apply Theorem 3.1 in the special case when the retract Q coincides with Y ; then pushing condition and condition (1)
of the quoted theorem are satisﬁed. Now we prove that Dσ is open in Yσ . Since Yσ is a Fréchet space (see Proposition 2.1
and Remark 2.1), this is equivalent to showing that Yσ \ Dσ is sequentially closed in Yσ . Thus take {qn}n ⊂ Yσ \ Dσ with
qn ⇀ q ∈ Yσ as n → ∞. Hence there exists {tn}n ⊂ (a,b] satisfying qn(tn) ∈ (x0 + RAB) \ A. Let {tnk }k be such that tnk →
t0 ∈ [a,b] as k → ∞. From the deﬁnition of D we obtain that
∥∥qnk (tnk ) − qnk (t0)∥∥
∣∣∣∣∣
tnk∫
t0
∥∥q′nk (s)∥∥ds
∣∣∣∣∣

(‖x0‖ + RA + 1)
∣∣∣∣∣
tnk∫
t0
μA(s)ds
∣∣∣∣∣→ 0, as k → ∞.
Since qn(t) ⇀ q(t) as n → ∞ for all t , this implies that qnk (tnk ) = qnk (t0)+qnk (tnk )−qnk (t0) ⇀ q(t0) as k → ∞. Consequently
q(t0) belongs to the weakly closed set (x0 + RAB) \ A; thus q ∈ Yσ \ Dσ .
Since F is convex valued, it is easy to see that T satisﬁes the same property, hence (see e.g. [2]) it is an Rδ-valued
multimap; according to Proposition 3.1, T is u.s.c. on Dσ × [0,1], implying that T ∈ J (Dσ × [0,1], Yσ ). Moreover, since Yσ
is compact, T is also a compact multimap. Thus both T (·, i) for i = 0,1 are u.s.c. compact maps. Moreover the image of
T (·,0) contains only the function x ≡ x0, so Fix T (·,0) is compact. Let qn ∈ T (qn,1) for all n with qn ⇀ q as n → ∞. The
closure of T (see Lemma 3.4) implies that q ∈ Fix T (·,1). So Fix T (·,1) is closed, hence compact in the compact space Yσ .
Consider the continuous compact map T ′ : Yσ → Yσ , y → x(t) ≡ x0. It is easy to see that T ′Dσ = T (·,0). Since x(t) ≡ x0 ∈ D ,
we also get T ′(y) = y for all y ∈ Yσ \ Dσ .
So the continuation principle Theorem 3.1 can be applied and the proof is complete. 
Theorem 4.4. Consider problem (1) under conditions (2)–(5). Assume that, for all bounded sets Ω ⊂ E,{
F (t, x), x ∈ Ω} (23)
is relatively compact for almost all t ∈ [a,b]. Moreover let there exist an open bounded set K ⊂ E and a locally Lipschitzian function
V : E → R satisfying (15) and (16) for some ε > 0.
If x0 ∈ K , then (1) has a solution x(t) on the whole [a,b].
Proof. Given H ⊂ E bounded, put
RH := ‖μH‖1e‖μH‖1 .
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(i) First case: R Kˆ  RK . Put K1 := Kˆ . Since K1 is closed, convex and bounded in E , according to Proposition 2.1 (see also
Remark 2.1), the set
Q =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
q ∈ W 1,p:
q(a) = x0,
q(t) ∈ K1 for all t ∈ [a,b] and∥∥q′(t)∥∥ (‖x0‖ + (‖x0‖ + 1)RK1 + 1)μK1(t)
for a.a. t
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(24)
has the same properties. Let Γ := T (·,1) with T deﬁned as in (9). According to (14), ‖x(t) − x0‖  (‖x0‖ + 1)RK1 
(‖x0‖ + 1)RK . Then, from the equation in (8), we obtain∥∥x′(t)∥∥ (‖x0‖ + (‖x0‖ + 1)RK1 + 1)μK1(t). (25)
It implies that Γ (Q ) ⊆ Q . According to Proposition 3.1, Γ : Qσ → Qσ is also u.s.c. Finally, since Q is bounded, the topo-
logical space Qσ is compact and metrizable (see Proposition 2.1), implying that Γ is compact. We can then apply the Ky
Fan ﬁxed point theorem (see Theorem 3.2) in order to show that Γ has a ﬁxed point, hence (1) is solvable.
(ii) Second case: R Kˆ > RK . Let η > 0 be such that
R Kˆ > RK +
η
‖x0‖ + 1 . (26)
Put K1 := x0 + [η + (‖x0‖ + 1)RK ]B = Kˆ + ηB and
Y =
⎧⎪⎨
⎪⎩x ∈ W 1,p:
x(t) ∈ x0 +
(‖x0‖ + 1)RK1 B for all t ∈ [a,b],∥∥x′(t)∥∥ (‖x0‖ + (‖x0‖ + 1)RK1 + 1)μK1(t)
for a.a. t ∈ [a,b]
⎫⎪⎬
⎪⎭ .
According to Proposition 2.1, the topological vector space Yσ is a compact Fréchet space. Let Q be deﬁned as in (24). Since
Kˆ ⊆ K1, from (26) it follows that η + (‖x0‖ + 1)RK < (‖x0‖ + 1)R Kˆ  (‖x0‖ + 1)RK1 . Hence Q ⊂ Y and being Q closed
and convex, according to Dugundjii’s extension theorem (see i.e. [3]) we conclude that Qσ is a retract of Yσ . We apply
the continuation principle in Theorem 3.1 in the special case when the open set D coincides with Q . Reasoning as in the
ﬁrst part, it is possible to show that T (Q × [0,1]) ⊂ Y . Reasoning as in the proof of Theorem 4.3, we can prove that T
is a compact homotopy in J (Qσ × [0,1], Yσ ) such that T (Q ,0) ≡ x0 ⊂ Q and Fix T (·,1) is compact. Since Q \ D = ∅ the
condition (2) of Theorem 3.1 is trivially satisﬁed. So, in order to apply Theorem 3.1, it remains to show (AH ). We reason
by contradiction and assume the existence of {q j} j ⊂ Q and {λ j} j ⊂ [0,1] such that q j ⇀ q ∈ T (q, λ˜) for some λ˜ ∈ [0,1],
x j ∈ T (q j, λ j) and x j /∈ Q for all j. According to (25) there must exist {t j} j ⊂ (a,b] such that
x j(t j) /∈ K1, for all j ∈ N. (27)
It is possible to ﬁnd a measurable selection f j(t) ∈ F (t,q j(t)) for each j satisfying
x′j(t) = λ j A
(
t,q j(t)
)
x j(t) + λ j f j(t), for a.a. t ∈ [a,b].
According to (6)(ii), { f j} j is bounded in Lp implying that we can extract a subsequence { f jk}k satisfying f jk ⇀ f ∈ Lp as k →
∞. Let us denote with U jk and Uq the evolution systems generated by the family of linear operators {λ jk A(t,q jk(t))}t∈[a,b]
and {λA(t,q jk(t))}t∈[a,b] respectively. Then
x jk(t) = U jk(t,a)x0 + λ jk
t∫
a
U jk(t, s) f jk(s)ds.
Since q jk(a) ≡ x0, from Lemma 3.2, it follows that U jk(t,a)x0 → Uq(t,a)x0 in C([a,b], E). Let us now prove that∫ t
a U jk(t, s) f jk(s)ds →
∫ t
a Uq(t, s) f (s)ds in C([a,b], E). According to (6)(ii), { f jk}k is integrably bounded, hence Lemma 3.2
implies that
∫ t
a [U jk(t, s) − Uq(t, s)] f jk(s)ds → 0. Condition (23), with Ω = K1, implies that { f jk(t)}k is relatively compact
for a.a. t ∈ [a,b]. Thus { f jk}k is a semicompact sequence (see [14, Deﬁnition 4.2.1]). Let G : L1([a,b], E) → C([a,b], E) be the
generalized Cauchy operator associated to Uq , i.e.
G f (t) =
t∫
Uq(t, s) f (s)ds, t ∈ [a,b].a
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t∫
a
Uq(t, s) f jk(s)ds →
t∫
a
Uq(t, s) f (s)ds, as k → ∞
in C([a,b], E). Let λ0 ∈ [0,1] be such that, up to subsequences, λ jk → λ0 as k → ∞. Hence {x jk}k is compact in C([a,b], E).
Since Yσ is compact, we can extract a subsequence, denoted as the sequence, such that x jk ⇀ x ∈ W 1,p . From the uniqueness
of the weak limit, we have that x jk → x in C([a,b], E). The closure of T (see Lemma 3.4) then implies x ∈ T (q, λ0). Being
q ∈ T (q, λ˜), Proposition 3.2 yields that q(t) ∈ K for all t . According to (14), x(t) ∈ Kˆ for all t ∈ [a,b] and the uniform
convergence of x jk to x on the whole [a,b] implies the existence of k such that x jk(t) ∈ x(t) + ηB ∈ K1 for all k  k and
t ∈ [a,b], in contradiction with (27). 
Remark 4.1. Notice that if dist{x0, ∂K } (‖x0‖ + 1)RK , then Kˆ ⊆ K . Recalling now that the function p : [0,∞) →R deﬁned
as p(z) = zez is increasing, it follows that R Kˆ  RK .
If dist{x0, ∂K } (‖x0‖ + 1)RK , then K ⊂ Kˆ and RK  R Kˆ .
Remark 4.2. Let us note that in the ﬁrst case of Theorem 4.4, that is R Kˆ  RK , the hypothesis (23) is not needed.
Given x0 ∈ E , let S(x0) be the solution set of (1). Since S(x0) = Fix T (·,1), assuming (16) also for λ = 1 we obtain that
S(x0) ⊆ W 1,p([a,b], K ) for all x0 ∈ K . According to (5), S(x0) is then bounded in W 1,p . The closure of T (see Lemma 3.4)
implies that S(x0) is also closed in W
1,p
σ , so it is weakly compact. We have then proved the following
Proposition 4.1. Under the assumptions of Theorem 4.4, but with (16) satisﬁed for all λ ∈ (0,1], the solution set S(x0) of (1) is weakly
compact, for each x0 ∈ K .
5. Examples
We show now two examples of semilinear differential inclusions solvable applying Theorems 4.3 and 4.4 respectively.
Example 5.1. Fixed g ∈ Lp
R
and ϕ ∈ E ′ , let us consider the multimap F : [a,b] × Eσ  Eσ deﬁned as
F (t, x) = h(t, x)G (28)
where
(i) h : [a,b] × Eσ →R is deﬁned as
h(t, x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
g(t), if 〈ϕ, x〉 12 ,
2[g(t)(1− 〈ϕ, x〉) + 1b−t (〈ϕ, x〉 − 12 )], if t = b, 12  〈ϕ, x〉 1,
1
b−t , if t = b, 〈ϕ, x〉 > 1,
g(b), if t = b, 〈ϕ, x〉 > 12 .
(ii) G ⊂ E is nonempty, convex, closed and bounded.
Let us prove that F satisﬁes all the assumptions of Theorem 4.3.
According to (ii), F has nonempty, bounded, closed and convex values.
It is easy to prove that, since g ∈ Lp
R
and ϕ ∈ E ′ , F is measurable and F (t, ·) : Eσ  Eσ is u.s.c.
Moreover, for a.a. t ∈ [a,b] and all x belonging to the weakly open set {x ∈ E: 〈ϕ, x〉 < 12 } we have ‖F (t, x)‖ |g(t)|‖G‖.
Therefore, the problem{
x′ ∈ F (t, x), for a.a. t ∈ [a,b],
x(a) = x0
with F deﬁned as in (28) and 〈ϕ, x0〉 < 12 is solvable.
Notice that F satisﬁes the growth condition (19), but, since 1b−t /∈ L1R , not the globally boundedness condition ‖F (t, x)‖
α(t) for all x ∈ E and a.a. t ∈ [a,b].
Example 5.2. Let us consider the multimap F : [a,b] × Eσ  Eσ deﬁned as
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where
(i) g ∈ L∞([a,b],R),
(ii) ϕ ∈ E ′,
(iii) h :R → R is continuous,
(iv) G ⊂ E is nonempty, convex and compact. (30)
We prove that F satisﬁes all the assumptions of Theorem 4.4.
According to (30)(iv), F has nonempty, bounded, closed and convex values.
It is easy to show that, according to (30), F is measurable. Again by (30), the map x → h(〈ϕ, x〉) is continuous from Eσ
to R. Consider now the multimap Ψ : R Eσ , α → Ψ (α) = αG . Since Ψ is u.s.c., F (t, ·) : Eσ  Eσ is u.s.c., because it is
the composition of previous maps.
Given Ω ⊂ E bounded, it follows that for all x ∈ Ω and a.a. t ∈ [a,b],‖F (t, x)‖  |g(t)|‖G‖max|c|‖ϕ‖‖Ω‖ |h(c)|. Notice
that, when h has a superlinear growth at inﬁnity, i.e. limsupc→∞ h(c)c = ∞, then F satisﬁes the growth condition (5)(ii), but
it does not satisfy the usual growth condition (18)(ii).
For a.a. t ∈ [a,b] and all Ω ⊂ E bounded, consider {yn}n ⊂ {y ∈ F (t, x): x ∈ Ω}. Then there exist {xn}n ⊂ Ω and {gn}n ⊂ G
such that yn = g(t)h(〈ϕ, xn〉)gn for all n. Since Ω is weakly relatively compact and G is compact, there exist two subse-
quences still denoted as the sequences such that xn ⇀ x0 and gn → g0. According to (30)(ii) and (30)(iii) we trivially get
that yn → g(t)h(〈ϕ, x0〉)g0. Hence {y ∈ F (t, x): x ∈ Ω} is relatively compact.
Let us consider now the special case when E is an Hilbert space and denote by (·,·) the scalar product in E . Given v0 ∈ E
and L > 0, the map A : Eσ → L(E) deﬁned by A(x)y = −(L + (x, v0)2)y is continuous. Therefore conditions (2) are satisﬁed.
Now assume the existence of R > 0 satisfying
max
|c|R‖ϕ‖
∣∣h(c)∣∣< RL‖g‖∞‖G‖ (31)
and let K := {x: ‖x‖ < R} and V : E → R be the C1 function deﬁned by V (x) := ‖x‖2 − R2. Condition (15) is then trivially
satisﬁed. According to (31) we can ﬁnd α ∈ (0,1) such that
max
|c|R‖ϕ‖
∣∣h(c)∣∣< αRL‖g‖∞‖G‖ .
Let ε > 0 be such that −(R − ε)2 + αR2 < 0. Therefore, when
w = λ[−(L + (x, v0)2)x+ g(t)h(〈ϕ, x〉)v]
with λ ∈ (0,1), R − ε  ‖x‖ R , and v ∈ G , we have that
V ′x(w) = 2(x,w)
= 2λ[−(L + (x, v0)2)‖x‖2 + g(t)h(〈ϕ, x〉)(x, v)]
 2λ
[
−L(R − ε)2 + ‖g‖∞ max|c|R‖ϕ‖
∣∣h(c)∣∣R‖G‖]
 2λL
[−(R − ε)2 + αR2]< 0,
so also condition (16) is satisﬁed.
In conclusion, under conditions (30) and (31), the initial value problem{
x′ ∈ −(L + (x, v0)2)x+ F (t, x), for a.a. t ∈ [a,b],
x(a) = x0
with F deﬁned as in (29) and ‖x0‖ < R satisﬁes all the assumptions of Theorem 4.4 and hence it is solvable.
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