Abstract. We compute magnitude homology of various graphs using algebraic Morse theory. Specifically, we (1) give an alternative proof that trees are diagonal, (2) identify a new class of diagonal graphs, (3) prove that the icosahedral graph is diagonal, and (4) compute the magnitude homology of cycles. These results answer several questions of Hepworth and Willerton [HW17] .
1. Introduction 1. 1 . Background. The magnitude of a finite metric space is a cardinality-like invariant defined and first studied by Leinster [Lei13] . It is a special case of a general theory of magnitude of an enriched category, and has found applications in areas like biodiversity (e.g., Leinster and Cobbold [LC12] ).
A finite graph 1 naturally gives rise to a finite metric space, and therefore has magnitude associated with it. The magnitude of a graph can be represented as a power series with integer coefficients. Leinster [Lei17] studied magnitude of graphs and proved many interesting properties, such as multiplicativity with respect to Cartesian products, inclusion-exclusion formula under certain conditions, and invariance under Whitney twists with adjacent gluing points.
Magnitude admits a categorification, called magnitude homology, in the sense that a coefficient of the power series is the Euler characteristic of corresponding homology groups. Magnitude homology is defined for graphs by Hepworth and Willerton [HW17] and for enriched categories by Leinster and Shulman [LS17] . Hepworth and Willerton proved that magnitude homology admits properties that categorify properties of magnitude. A Künneth theorem categorifies multiplicativity, and a Mayer-Vietoris theorem categorifies inclusion-exclusion formula.
2 They also proved a theorem which essentially computes the magnitude homology of joins of graphs.
Using these theorems, Hepworth and Willerton are able to compute magnitude homology of many graphs, including trees, complete multipartite graphs, and so on. On the other hand, it turns out magnitude homology of graphs can be difficult to compute, even for very simple graphs. Based on computer computations of the first homology groups, Hepworth and Willerton made explicit conjectures for cycle graphs and the icosahedral graph.
Algebraic Morse theory, developed independently by Jöllenbeck [Jöl05] and by Sköldberg [Skö06] , is a useful combinatorial tool for homology computations. Many successful computations have been done using algebraic Morse theory, such as cohomology of certain nilpotent Lie algebras by Sköldberg, and Hochschild homology of certain algebras by Jöllenbeck.
Our results.
In this paper, we use algebraic Morse theory to compute magnitude homology of various graphs.
Trees. Hepworth and Willerton proved that trees are diagonal ([HW17]
, Corollary 31). Their proof relies on a Mayer-Vietoris theorem, which can take some effort to prove. As a warmup for more complicated computations, we give another proof of this fact using algebraic Morse theory (Proposition 4.1).
1.2.2.
A new class of diagonal graphs. Hepworth and Willerton proved that joins of graphs are diagonal ( [HW17] , Theorem 37). We define a new class of graphs, named pawful graphs (Definition 4.2) , which strictly contains the class of joins, and prove that pawful graphs are diagonal (Theorem 4.4).
Icosahedral graph.
Based on computer computations, Hepworth and Willerton [HW17] conjectured that the icosahedral graph is diagonal. We prove this using algebraic Morse theory (Theorem 4.5).
1.2. 4 . Cycles. Based on computer computations, Hepworth and Willerton [HW17] made conjectures about ranks of magnitude homology groups of cycles. We prove their conjectures by computing using algebraic Morse theory (Theorem 4.6 for odd cycles and Theorem 4.8 for even cycles).
1.2.5.
Magnitude homology is stronger than magnitude. Hepworth and Willerton [HW17] asked whether there exist graphs with the same magnitude but different magnitude homology. In Appendix A, we answer the question in the affirmative by giving explicit examples. 1.2.6 . Geodetic ptolemaic graphs. Slightly generalizing the proof of Proposition 4.1, we prove that graphs that are both geodetic and ptolemaic are diagonal. However, this does not give new diagonal graphs, because a graph is both geodetic and ptolemaic if and only if it is a block graph, whose diagonality follows from MayerVietoris. We study geodetic ptolemaic graphs in Appendix B. 1 . 3 . Organization of the paper. The paper is organized as follows. In Section 2 we recall basic definitions and results about magnitude homology and algebraic Morse theory. In Section 3 we study special kinds of matchings, and prove several results that can simplify proofs of correctness of matchings. In Section 4 we carry out the computations and prove the main results. In Appendix A we give examples of graphs with the same magnitude but different magnitude homology. In Appendix B we prove using algebraic Morse theory that graphs that are both geodetic and ptolemaic are diagonal, and explain why this does not give a new class of diagonal graphs. 1 . 4 . Acknowledgements. The author is partially supported by Jacobs Family Presidential Fellowship during the preparation of this paper. The author would like to thank Richard Hepworth, Yury Polyanskiy, and Simon Willerton for helpful discussions.
Preliminaries
In this section we review necessary definitions and results regarding magnitude homology and algebraic Morse theory. We do not state them in full generality, but in a generality that suffices for our purposes. [HW17] . Let G be a finite simple undirected connected graph. For a sequence of vertices (x 0 , . . . , x k ), let
Magnitude homology. This part follows Hepworth and Willerton
Definition 2.1 (Magnitude homology). The magnitude chain complex MC * , * (G) is defined as
where
where the first map is the obvious inclusion, and the third map is the obvious projection. We assume that each ∂ k,i,j is either 0 or an isomorphism. Define Γ C * to be the directed graph with vertex set k∈Z I k and edge set 
where a i ∈ I k , b i ∈ I k−1 for all i, for some fixed k. (Vertex b i and a i+1 are matched.)
Given a Morse matching M , we can find a smaller chain complex homotopy equivalent to C * . Let I
• k denote the set of vertices in I k unmatched in M . We define a chain complex C
For such a path, we define ∂
This determines the differential
is a chain complex, and furthermore, we have the following theorem.
• ) is homotopy equivalent to (C * , ∂).
Description of matchings
Morse matchings are useful for simplifying a chain complex. However, it can sometimes be cumbersome to describe a Morse matching and to prove its correctness. In this section we study special kinds of Morse matchings for magnitude chain complexes that are easier to deal with.
Strictly speaking, the magnitude chain complex is not a single chain complex, but one chain complex for each l. Nevertheless, we treat these chain complexes uniformly. By a Morse matching of MC * , * (G), we mean a Morse matching of MC * ,l (G) for each l.
The index set we use is
In the following, by "a sequence (x 0 , . . . , x k )" we mean a sequence (x 0 , . . . ,
First we introduce the notion of matching states. In this paper, all the matchings we construct satisfy the property that (roughly speaking) the matching state of a matched sequence is determined by a prefix of it. Therefore we make the following definition. In order to make it easy to check the correctness of the description of a prefix matching, we make the following definition. (1) , meaning "idle"; (2) ι(v) for some v ∈ V (G), meaning insert( * , v).
(3) δ, meaning delete( * ); Let M be a prefix matching. We say M is the prefix matching generated by F if for any sequence (x 0 , . . . , x k ) with unmatched prefix (x 0 , . . . , x k−1 ), the matching state of (x 0 , .
Note that there does not always exist a prefix matching generated by F , because we have not put any restrictions on F .
We say a matching rule is valid if it satisfies the following properties.
Remark 3. 4 . It is easy to see that in the definition of matching rules, value of F (x 0 , . . . , x k ) is meaningful only when (x 0 , . . . , x k−1 ) is unmatched. So we can assume that F (x 0 , . . . , x k ) = if (x 0 , . . . , x j ) is matched for some j < k.
For simplicity, when we describe a matching rule, we usually omit sequences on which its value is . However, we never omit any sequences on which the value is δ or ι( * ). Lemma 3.5 . If F is a valid matching rule, then there exists a prefix matching generated by F . Proof . Fix a sequence (x 0 , . . . , x k ). Let j be the smallest number such that
Therefore under the matching rule, every sequence is matched to at most one other sequence. So this gives a valid prefix matching.
With Lemma 3.5, we can verify that a matching rule generates a prefix matching. In order to apply to algebraic Morse theory, we would like to know when a matching rule generates a Morse matching. It turns out that this problem is not easy. 
One can verify that this is a valid matching rule, and therefore generates a prefix matching. However, this is not a Morse matching, because we have the following zig-zag cycle.
(1, 2, 4, 6) (1, 2, 5, 6) (1, 3, 5, 6) (1, 3, 4, 6) (1, 2, 4, 6)
Nevertheless, there are some general facts that can simplify Morse-ness proofs.
, which cannot happen because there is at most one direct edge between two sequences in Γ
Because of the edge b i → a i+1 , we know a i+1 has matching state delete(c i + 1). By definition of prefix matchings, sequence b i+1 also has matching state delete(c i + 1). Then there cannot be an edge
). Because of the edge b i → a i+1 , we know b i has matching state insert(c i , u i ). By definition of prefix matchings, sequence a i also has matching state insert(c i , u i ). Then there cannot be an edge b i−1 → a i . Contradiction. 3 We abuse notation from matching states. Note that a i has matching state delete(c i−1 + 1) and b i has matching state insert(c i , u i ).
Some of the matchings we construct are for proving that a graph is diagonal. Therefore we make the following definition.
Definition 3.8 (Diagonal matching rule). Let F be a valid matching rule. We say F is a diagonal matching rule if for any sequence (x 0 , . . . , x k ) with unmatched prefix (x 0 , . . . , x k−1 ) and
Lemma 3.9. Let F be a diagonal matching rule and M be the prefix matching generated by
Proof. The second assertion follows from the first by valid property (1) in Definition 3. 3 . So we only need to prove the first assertion. Suppose 
Corollary 3.10. Let F be a diagonal matching rule and M be the prefix matching generated by F . If M is a Morse matching, then the graph G is diagonal. Proof . By Lemma 3.9, all unmatched sequences have (x 0 , . . . ,
Lemma 3.11. Work in the setting of Lemma 3.7 and assume in addition that M is generated by a diagonal matching rule F . Then
By definition of prefix matchings, sequence b i has the same matching state as its prefix (
Lemma 3.12. Work in the setting of Lemma 3.7 and assume in addition that 
, we see all inequality signs are equalities, and therefore d(a i,di−1 , a i,di ) = 1 for all i.
Corollary 3.13. Work in the setting of Lemma 3.7 and assume in addition that M is generated by a diagonal matching rule
Proof. By Lemma 3.9, Lemma 3.11 , and Lemma 3.12.
Computations
In this section we perform the computations. Each computation is in roughly four steps.
(1) Setup notions and describe the matching rule F . Proof . Let G be a tree. We define a function σ :
Existence and uniqueness follows from that G is a tree.
Let us describe the matching rule. Fix a sequence (x 0 , . . . , x k ) with unmatched prefix (x 0 , . . . , x k−1 ).
(1) If k ≥ 2 and
. Let us prove that F is a valid matching rule. Fix a sequence (x 0 , . . . , x k ) with unmatched prefix (x 0 , . . . , x k−1 ).
(1) Suppose k ≥ 2 and
and therefore
It is easy to see that F is a diagonal matching rule. Let M be the prefix matching generated by F . Let us prove that M is a Morse matching. Work in the setting of Lemma 3.7 
By Corollary 3.13, we have d(a 1,d1−1 , a 1,d1 ) = 1. Because of the edge d1−1 , a 1,d1+1 ) . Also, by the edge b 1 → a 2 , we have a 2,c1+1 = σ(a 2,c1 , a 2,c1+2 ). By Lemma 3.11, we have In fact, the computation for trees can be directly applied to graphs that are both ptolemaic and geodetic. However, it turns out that this does not give previouslyunknown diagonal graphs. See Appendix B. There exist pawful graphs that are not joins, e.g. the complement of C n for n ≥ 6. So the class of pawful graphs is strictly larger than the class of joins. (
4.2.
Let us prove that F is a valid matching rule. Note that F is a diagonal matching rule.
5
4 They are so named because the subgraph induced by vertices u, v, w, x is a paw. 5 Strictly speaking, we perform induction on and prove at the same time that F is valid and diagonal up to sequences with (x 0 , . . . , x k ) ≤ . For simplicity, we use the fact that F is diagonal during the proof that F is valid. Because we are doing induction, this is not circular argument.
(1) Suppose k = 1 and
Then 
For all i, if d(a i,c1 , a i,c1+2 ) ≤ 1, then d i = c 1 + 1 and therefore c i = c 1 . So c i = c 1 for all i ≥ 3. However, we know that c p+1 = c 1 . Contradiction. So M is a Morse matching.
By Corollary 3.10, the graph G is diagonal.
Icosahedral graph. Hepworth and Willerton [HW17]
did computer computations and conjectured that the icosahedral graph is diagonal. We prove this using algebraic Morse theory. 
We define a function ξ : 
Let us prove that F is a valid matching rule. Note that F is a diagonal matching rule. 6 Strictly speaking, we perform induction on and prove at the same time that F is valid and diagonal up to sequences with (x 0 , . . . , x k ) ≤ . For simplicity, we use the fact that F is diagonal
, and thus
By analyzing all four cases of x k−3 , we can see that d(x k−3 , u) = 3, and ξ( (4), and
Let M be the prefix matching generated by F . Let us prove that M is a Morse matching. Work in the setting of Lemma 3.7 during the proof that F is valid. In proof of validity of rule (6), we also use validity of rule (10). Because we are doing induction, this is not circular argument. (a 1,0 , a 1,1 , a 1,2 , a 1,3 ) , we see that a cycle is not formed. Sub-case (3. (a j,0 , a j,1 ) = d(a j,1 , a j,2 ) = d(a j,2 , a j,3 
By checking all possible relative positions of (a i,0 , . . . , a i,4 ), we see that
Take the smallest i ≥ i + 1 such that d i = 2. By checking all possible relative positions of (a i ,0 , . . . , a i ,3 ), we see that
Take the smallest i ≥ i + 1 such that d i = 1. There exist such i because
Case (4). The edge b 1 → a 2 uses rule (4). There are two sub-cases. 
If a i+1,d1 = a i,d1 , then a i+1 = a i , and edges a i → b i and b i → a i+1 cannot both exist in Γ M MC * , * (G) . So a i+1,d1 = a i,d1 . Then by rule (4) and properties of ξ, we have
, a i,d1−2 ) = 1. We can rotate a i to a 1 and reduce to Sub-case (4.1).
Case (5). The edge b 1 → a 2 uses rule (5). Let i be the smallest integer ≥ 2 such that
, and by the edge b 1 → a 2 , we have (a i+1,0 , . . . , a i+1,di+1 ) = (a 2,0 , . . . , a 2,di+1 ) . Then a i = a i+1 , and edges a i → b i and b i → a i+1 cannot both exist in Γ M MC * , * (G) .
Contradiction.
So
We can rotate a i to a 1 and reduce to Case (4).
7 There are only a few possible relative positions. Same for the other checks.
Case (6). The edge b 1 → a 2 uses rule (6). Let i be the smallest integer ≥ 2 such that d i = d 1 . By the same reason as Case (5), we have a i,di+1 = a 2,di+1 and d(b i,di , b i,di−2 ) = 3. We can rotate a i to a 1 and reduce to Case (4).
So all cases lead to contradiction. Therefore M is a Morse matching. By Corollary 3.10, the icosahedral graph is diagonal.
4.4.
Odd cycles. Hepworth and Willerton [HW17] computed the first magnitude homology groups of small cycles using computer program, and made conjectures for magnitude homology groups of cycles in general. We prove their conjectures using algebraic Morse theory. We compute for odd cycles in this section, and for even cycles in the next section. It turns out that magnitude homology of odd cycles has more complicated description but easier computation.
Theorem 4.6. Fix an integer m ≥ 2. The magnitude homology of C 2m+1 is described as follows. Define a function σ : 
. Let us prove that F is a valid matching rule.
, and F (x 0 , . . . , x k−1 ) = δ, which is not true. So we have
and
neither of which is true. So we have
The unmatched sequences are described as follows.
(1) (v) is unmatched for any vertex v.
. Note that no unmatched sequences have outgoing edges in Γ MC * , * (G) .
Let M be the prefix matching generated by F . Let us prove that M is a Morse matching. Work in the setting of Lemma 3.7 
Although F is not a diagonal matching rule, it satisfies some good properties that a diagonal matching rule has. We prove the following analogue of Lemma 3.11. d1−1 , a 1,d1+1 ) . Also, by the edge b 1 → a 2 , we have a 2,c1+1 = σ(a 2,c1 , a 2,c1+2 ). By Lemma 4.7, we have c 1 = d 1 − 1. Also, we have a 1,j = b 1,j = a 2,j for j ≤ d 1 − 1, and Theorem 4.8. Fix an integer m ≥ 3. The magnitude homology of C 2m is described as follows.
(1) All groups MH k,l (C 2m ) are torsion-free.
We say a sequence (x 0 , . . . , x k ) is special if k is even (can be zero), and χ(x 2i , x 2i+1 , x 2i+2 ) holds for all i. The unmatched sequences are described as follows.
(1) A special sequence is unmatched. (2) If (x 0 , . . . , x k ) is a special sequence, then (x 0 , . . . , x k , v) is unmatched, where
For a sequence (x 0 , . . . , x k ) define ρ(x 0 , . . . , x k ) to be the largest integer j such that (x 0 , . . . , x j ) is a special sequence.
Proof. Because special sequences are unmatched, we have
+ 1 for all i. There are two cases depending on parity of d 1 .
Case 1: d 1 is odd. Because (a 1,0 , . . . , a 1,d1+1 ) is a special sequence, it is easy to check that the conditions of rule (3) holds for (
, and ∆(a 2,d1−1 , a 2,d1 ) = 1.
Let us prove by induction that (a i,0 , . . . , a i,d1 ) = (a 2,0 , . . . , a 2,d1 ) for all i ≥ 2. The case i = 2 is trivial. Suppose (a i,0 , . . . , a i,d1 ) = (a 2,0 , . . . , a 2,d1 ). Because d 1 is odd, we have Appendix A. Magnitude homology is stronger than magnitude Hepworth and Willerton [HW17] asked whether there exist graphs with the same magnitude but different magnitude homology. In this appendix we answer the question in the affirmative by giving explicit examples. For computing magnitude homology, we use Sage and Python program rational graph homology arxiv.py written by Simon Willerton and James Cranch, which can be found in the arXiv version of [HW17] .
We follow notations of Leinster [Lei17] . Let G be a finite simple undirected connected graph. Its magnitude #G is an element of Z[[q]] ∩ Q(q), i.e., it is both a power series with coefficients in Z, and a rational function.
The following lemma is useful for proving two vertex-transitive graphs have the same magnitude. On the other hand, computer computation shows that rank MH 3,4 (R 4,4 ) = 0 while rank MH 3,4 (Shr) = 0 ( Table 1 and Table 2 On the other hand, computer computation shows rank MH 2,4 (Dod) = 0 while rank MH 2,4 (Des) = 0 ( Table 3 and Table 4 In this appendix, we prove that graphs that are both ptolemaic and geodetic are diagonal using algebraic Morse theory. Recall that a graph is ptolemaic if for every four vertices (x, y, z, w), we have Ptolemy's inequality Here we use an equivalent characterization of ptolemaic graphs.
