We derive an equation for energy transfer from relativistic charged particles to a cold background plasma appropriate for finite-size particles that are used in particlein-cell simulation codes. Expressions for one-, two-, and three-dimensional particles are presented, with special attention given to the two-dimensional case. This energy transfer is due to the electric field of the wake set up in the background plasma by the relativistic particle. The enhanced stopping is dependent on the q 2 /m, where q is the charge and m is the mass of the relativistic particle, and therefore simulation macroparticles with large charge but identical q/m will stop more rapidly. The stopping power also depends on the effective particle shape of the macro-particle. These conclusions are verified in particle-in-cell simulations. We present 2D simulations of test particles, relaxation of high-energy tails, and integrated fast ignition simulations
I. INTRODUCTION
Particle-In-Cell (PIC) simulations 1,2 are a useful tool for studying nonlinear and kinetic physics such as those found in laser-solid interactions 3, 4 , fast ignition inertial fusion energy [5] [6] [7] [8] [9] , and relativistic collisionless shocks 10, 11 . Since PIC codes are based on first principles they are a preferred tool to explore physics in regimes where details of the distribution function affect the overall behavior of the system, where there have not been many experiments, or where experimental results are not well understood. For instance, in laser-solid plasma interactions, fast ignition, and relativistic shock studies fully kinetic simulations that resolve the electron dynamics are necessary. In these problems the flow of relativistic electrons in a background plasma is an important process. However, the physical scale length that needs to be resolved in these systems is the collisionless skin depth and not the Debye length. As the Debye length needs to be resolved in order to avoid numerical grid heating which results from aliasing, the resolution used in such simulations is sometimes much finer or the electron temperature is much higher than necessary. The use of higher order splines, and current smoothing and compensation can eliminate grid heating permitting larger cells and/or lower temperatures to be used 2, 12 . The use of larger cells also permits larger simulations that model the full spatial domains of the problems of interest. In order to carry out such large simulations in multiple dimensions it is common to limit the number of particles per cell, which is generally chosen at a value that keeps spurious finite size particle collisions and noise to a sufficiently small value.
Here we describe and quantify another effect that needs to be considered in PIC simulations when relativistic electrons are present 13, 14 . This work was originally motivated by studies of fast ignition relevant plasmas 7 . In these simulations a high intensity laser selfconsistently generates a distribution of relativistic electrons with densities up to ∼ 10 22 cm
moving through a 10 23 cm −3 −10 24 cm −3 density background plasma 6, 7, 15 . In a previous paper 7 we observed an anomalous relaxation of the tail in the distribution function of these highenergy electrons in 10 23 cm −3 density plasma; we ascribed this relaxation to the effect of plasmon emission, or wakes, in a turbulent plasma. Although plasmon emission is a physical effect, in this paper we show that its importance on a single particle is enhanced by the use of macro-particles in PIC codes. We show that the stopping power of relativistic electrons due to plasmon emission scales as q 2 /m, where q is the charge and m is the mass of the simulated relativistic electrons. In PIC simulations the ratio q/m of the simulated particles is kept consistent with real electrons, but the mass and hence the charge can be many times greater, thus strongly affecting the energy exchange between relativistic electrons and background plasma. In addition, the stopping power will depend on the dimensionality of the simulation and on the shape of the macro-particles. This artificially high plasmon emission can be controlled by using more particles per cell, larger cells, and higher order particle shapes. This is similar to how collisions and fluctuations are controlled in a PIC code. In this paper, we derive expressions for the stopping power of relativistic electrons in PIC simulations, and discuss how parameters can be chosen to reduce this effect with an emphasis on two-dimensional (2D) simulations of fast ignition relevant plasmas. These results are also relevant to general laser-solid interaction and relativistic shock simulations.
This paper is organized as follows. In Section II the equations for the macro-particle stopping of high energy particles in 2D PIC simulations by energy transfer through wakes are derived. The 1D and 3D cases are also discussed. In Section III the importance of macro-particle stopping in fast ignition simulations is discussed and the stopping of single particles in a nominal fast ignition plasma is analyzed. Section IV addresses the relaxation of high-energy tails of the electron distribution function due to macro-particle stopping. In Section V we turn to full-scale fast ignition simulations and analyze how varying the number of particles per skin depth in isolated target simulations changes the results. Section VI outlines a particle splitting technique we have developed to reduce the effect of stopping by reducing the size of high energy electrons. Finally, in Section VII we summarize our results.
II. THEORY
A charged particle moving faster than the thermal velocity in a plasma forms density wakes. The electric field of the wake at the location of the particle will do work on the particle and slow it down. To find the energy loss due to these wakes, we will consider a highly relativistic point electron moving through a cold fluid background plasma, and will solve for the electric field of the wake, following the methods used in the plasma-based accelerator community 16, 17 . We present results for the wake and electric field on the particle for 1D, 2D, and 3D. We then consider the effect of finite sized particles on the stopping, with an emphasis on 2D as it is presently the most common case.
We start by considering relativistic particles with charge ρ b moving near the speed of light (c) in a cold fluid plasma, following the approach in Ref. 16 . The linearized fluid equations for the background plasma are:
where e is the charge of an electron, m e is its mass, v is the electron fluid velocity, E is the electric field, n is the plasma density, the subscripts 0 and 1 indicate zeroth and first order quantities respectively, and the subscript b corresponds to quantities for the relativistic particle species. We next consider the response for a single beam particle moving in the z direction with a speed v b , in which case
where δ() is the Dirac delta function, q is the magnitude of the charge on the test particle, r the position vector, and r ⊥ is the part of the position vector perpendicular to the direction of motion. The response to this point particle can also be viewed as the Green's function response of the electric field when one is calculating the response to a continuous beam distribution. We will also use Faraday's law
and Ampere's law where we have substituted for the current
We combine these equations to get
where ω p = 4πn 0 e 2 /m e is the unperturbed plasma frequency.
Due to causality the density perturbation in front of the relativistically moving test particle must vanish, so the density response is 
whereq is the charge per unit length. Unlike the 3D case, this electric field remains finite at the origin allowing direct analysis without specifying a particle shape. Using 1 /2 for the value of η(0), the energy loss for a point (line of charge in 2D) particle is given by
where is the energy of the test particle. Dividing by ω pm c 2 we get
where γ is the relativistic Lorentz factor of the test charge. Equation (18) shows that the stopping power (distance) for a relativistic particle in a cold plasma is (inversely) proportional to theq on the particle holding theq/m ratio fixed. To derive an equation for PIC simulations we use the fact thatq/e = n 0 ∆ 2 /N where ∆ is the cell size (we assume equal cell sizes along the different dimensions) and N is the number of simulation macro-particles per cell, and obtain dγ 2D
Equation (19) demonstrates that for large cell sizes N must be increased to reduce the macro-particle stopping to a desired level. The factor C is a term that accounts for finite size particle effects which will depend on the details of the particle shape and smoothing used in the simulation.
Next we consider finite size particle effects and the factor C. These effects will reduce the stopping power of the test particle. The use of finite size particles reduces both the electric field made by the test charge and the force from this electric field on the particle. We first discuss the reduction of the electric field. The effect of the finite size of the particle on the electric field is found from a convolution of the point particle electric field with the shape factor as a function of grid sizē
with ξ = (z − ct). For linear splines (area weighting) the shape factor is given by
where x is the particle position and ∆ is the cell size in a specified direction. As noted above we consider square cells in 2D but the arguments presented can be easily extended to rectangular cells. The Fourier transform of this shape function, which is an order 1 spline, is a sinc function squared. Higher order spline shapes are defined as the convolution of the previous order with the zeroth order shape (nearest grid interpolation),
Therefore, for splines of order n the Fourier transform of the shape function is given by
The shape factor is dependent on the cell size and on the interpolation order. In addition, digital filters are also commonly applied. A filter of particular interest used for current smoothing is a triangular (1-2-1) filter applied multiple times in each direction. A compensator 2 is often used to flatten the profile in k-space for low k. These filters take the k-space form
where here n is the number passes of the triangular filter. When the compensator is included the effective filter takes on a more complex expression, but there is no k dependence in the denominator so smoothing (including compensation) is never as effective as using higherorder splines at reducing aliased noise (the source of particle heating in PIC codes).
For illustrative purposes, we examine the electric field generated by different particle shapes where the charge on the particle is kept fixed. Figure 1 shows the magnitude of the axial (z) component of the electric field produced on axis (r ⊥ = 0) as a function of z by a 2D relativistic particle of finite size (square) in a plasma according to equation (20) . In figure 1a the particle shape is a second order spline, i.e., n = 2 in Eq. (23), and the cell size is varied from a point particle, to 0.5c/ω p , to 1.0c/ω p , and to 2.0c/ω p (blue, red, green and magenta curves respectively). These curves confirm that increasing the cell size for a fixed charge reduces the electric field strength and smooths it out over the location of the particle. In Figure 1b , we show that increasing the interpolation order while keeping the cell size and charge on the particle fixed also decreases the amplitude of the electric field. We plot the electric field for linear (blue), quadratic (magenta), cubic(green), and quartic (red)
interpolation while holding cell size fixed at 2.0c/ω p . This shows that each higher order spline corresponds to a 'wider' particle. Varying the cell size or varying the particle order both effectively change the size of the particle, however, the use of larger cells also changes the accuracy of the field solver for how light waves propagating in vacuum. We also note that although the macro-particle stopping effects are reduced as the cell size is increased to values larger than a skin depth (and Debye length), other issues such as significant modifications of the dispersion properties of both plasma and electromagnetic waves will become important.
Next, we turn our attention from the electric field of the wake to the stopping power of the relativistic particles. The stopping power is obtained from an integral of the electric field in Eq. (20) with the shape function
It is worth noting that total force on the particle can also be obtained by integrating the shape function and electric field in k space,
where through Eq. It is difficult to obtain analytical expressions for F stopping for the particle shapes used in PIC codes, therefore we simply plot numerical solutions to eq. (25) . Figure 2 shows the effect of varying the spline order and current smoothing on the stopping force. We plot the force on the particle for linear and cubic splines, and the same using 4-pass smoothing (which we often use in Osiris) and k-filtering (used in Parsec); it is normalized to the stopping for a point particle, and therefore this curve is equal to the factor C for two dimensions, C 2 , in Eq. (19) . As stated earlier, both smoothing and higher-order interpolation schemes reduce the macro-particle stopping. However, for fixed charge per particle, the reduction is only significant for large cell sizes (∆ > 1/k p ), where important skin-depth physics can be missed and where significant numerical dispersion effects can be present 2 . In essence by increasing the cell size, one is smoothing out the wake field, whose scale length is on order of the skin depth. For example, for a cell size of 1 /2 k
p , without current smoothing, the stopping power is 77% and 68% of the point-particle limit for linear and cubic interpolation respectively.
If the cell size is increased to 3 /2 k −1 p , then these values become 37% and 21% respectively. Including current smoothing further reduces the value of C to 0.09 in the linear case and 0.05 in the cubic one. We note that there are numerical limits to both increasing cell size and increasing interpolation order for the purpose of reducing macro-particle stopping. For example, the use of large cells can lead to plasma waves and light waves having negative group velocity. In finite-difference PIC codes where numerical errors cause the phase velocity of electromagnetic waves on the grid to be less then the speed of light, relativistic particles can excite numerical Cherenkov noise which is increased as the time step is reduced below the electromagnetic Courant condition for stability 2 . In addition, since the hard stability limit for the time step in a plasma is 2/ω p 2 this introduces a practical limit on the cell size of 2 √ 2c/ω p when dealing with relativistic particles. As seen in equation (19) the stopping power can be reduced by also increasing the number of particles per cell (or effectively decreasing the particle charge). This is the best method with respect to not modifying the physics, but it is obviously the most computationally costly method.
We close this section with a brief discussion on macro-particle stopping in 1D and 3D.
The electric field for a infinitesimally thin sheet of charge was give in Eq. (13) . We note that it could also be obtained from integrating the 3D result, Eq. (15), over a beam with a charge density that is uniform across the beam in the transverse direction. Interestingly the 1D result is independent of the plasma density, however, the result is only valid if the electric field is still sufficiently small for linear theory to be valid. This is true if the normalized field value is small, eEz mcωp 1 16, 17 . For a macro-particle one needs to integrate Eq. (13) over the shape of the particle. The energy loss for a point (sheet of charge in 1D) particle is given by
which can be written for the Lorentz factor of the test charge as
Taking into account the fact thatq/e = n 0 ∆/N in 1D, we obtain the energy loss in 1D PIC
where C 1 is the effect of the particle shape in 1D.
In 3D the Green's function logarithmically diverges as | r ⊥ | ≡ r approaches zero. However, for a finite size particle the divergence disappears. A detailed analysis is beyond the scope of this work. However, in 19 the result for flat top and Gaussian particle (beam) shapes in the transverse coordinate and Gaussian shapes in the longitudinal directions were given. Here we summarize the results for Gaussian shaped macro-particles, for which the charge is given
r , where σ z and σ r are the particle size in the longitudinal and transverse directions respectively. For such a charge the amplitude of the wakefield is given in 19 as
where Γ(α, β) = ∞ β s α−1 e −s ds is the incomplete gamma function. For symmetric macroparticles, σ r = σ z = σ, we have simply
We note that in the limit that k p σ approaches zero, Γ(0,
) ≈ ln(1.12/k p σ), and the electric field on axis reduces to
This is the peak amplitude of the wake. To derive how the electric field is distributed over the particle requires carrying out the full integrals over the particle which is beyond the scope of this work. However, this expression is useful for estimating the macro-particle stopping and we will use it in what follows.
Following the same procedure as in the 1D and 2D cases, the energy loss in 3D is then described by
or, for the Lorentz factor of the test charge, as
If we assume cubic cell shapes with the same cell size, ∆ in each direction then q/e = n 0 ∆ 3 /N and we the cell size for the particle size, σ, then we can estimate the macro-particle stopping in 3D, which is given by dγ 3D dω p t = − 1 4π
where C 3 is a factor that accounts for additional macro-particle effects. We note that for a fixed number of particles per cell, N , and a cell size ∆ ≤ c/ω p (neglecting the exact details of the particle shape), the macro-particle stopping decreases with increasing dimensionality.
Therefore, it requires a larger number of particles per cell in 1D and 2D to control this effect when compared with 3D. We note that the formalism that has been presented can be used to carry out an exact and detailed analysis of the 3D case as we did for the 2D case.
III. SINGLE PARTICLE STOPPING IN FAST IGNITION SIMULATIONS
We can now make predictions for the stopping of relativistic macro-particles in background plasmas. Here we focus on the stopping distance in two dimensional fast ignition relevant simulations. To motivate the importance of macro-particle stopping for fast ignition studies, let us take as example the parameters used in integrated PIC simulations of fast ignition 6-8 aimed at modeling both laser absorption and transport of fast electrons in a background plasma. We compute the stopping power for the simulations with different resolutions and numbers of particles per cell. In these simulations an intense laser with a 1 µm wavelength interacts with a plasma with a nominal density around 100n c (where n c is the critical plasma density for the laser). The number of macro-particles per skin depth squared (PPSD 2 ) in these simulations varied between 6 and 24, the cell sizes varied from 0.5 to 2 k −1 p , and the particle order varied from linear to cubic. Despite these differences, the predicted energy loss rate was similar and it only varied in the range 0.12 − 0.34 MeV/µm.
The simulations used different plasma lengths so the single particle energy loss across the simulation box varied between 4 and 18 MeV. For example, in the paper by Tonge et al. m e c ω p , or an energy loss rate of 0.337 MeV/µm at a density of 100n c . In each of these cases the energy loss of a macro-particle due to enhanced stopping is comparable or larger than the typical fast-electron energies relevant for fast ignition. Therefore the enhanced stopping of macro-particles could greatly affect the results in each case.
We verify these predictions by running simulations of single particle stopping with the PIC codes OSIRIS 20-22 and PARSEC 23 . The first is a finite difference code, whereas the second is a spectral code which will not produce numerical Cherenkov radiation of a single particle without the effect of aliasing (note that there is radiation from aliasing effects). In OSIRIS we also use current smoothing and compensation, while in PARSEC the particles also have a Gaussian shape with a size equal to the grid size. For the single particle stopping tests, we run 2D simulations with periodic boundary conditions. In these simulations the cell size is 0.5 c/ω p , the box size is 128 c/ω p × 128 c/ω p and quadratic splines are used for interpolation. Both ions and electrons are included, the mass ratio being 3672 (Deuterium plasma). Simulations where performed with N = 64 in the background plasma, the background temperature is 100eV, and the duration of the simulations is 44.8 ω
−1
p . In order to study the wake driven by a single relativistic electron in the background plasma we use a subtraction technique 24, 25 , where two identical simulations are run, but in one of them a single 50 MeV electron moving in the z direction (hereafter, x 1 direction) is added. The wake electric field is obtained by subtracting the electric fields of both simulations. This tracer particle has the sameq as particle with 16 particles per 1/k 2 p . Figure 3a shows the E 1 obtained using the subtraction technique from PARSEC simulations, thereby eliminating the noise and clearly showing the wake of the fast particle. In figure 3b we show a zoomed-in line-out on axis of the wake field from 3a (red), along with the theoretical prediction from equation (15) (blue). As can be seen the results are in good agreement, although the simulation does produce a more ragged and slightly weaker field than predicted by theory, even with the finite sampling taken into account.
We also compared the energy loss observed in the simulations to the theory presented in Both results are on the order of and less than the point particle result, and the ratio of the two values is correct to theory. That both results show weaker finite-particle effects than predicted by macro-particle theory may be due to the background plasma being discrete and warm. Understanding these differences is an area for future work.
We have also performed a series of test particle simulations with PARSEC to examine the effect of background temperature and particle energy. Recall that the theory assumes a cold fluid plasma and that the particle is highly relativistic. These 2D PIC simulations use the same simulation box and numerical parameters of the previous simulations, but we varied the energy of the relativistic electron (> 1 MeV) and of the background plasma (100 eV -1MeV). For background temperatures up to 10keV and all fast electron energies examined, the energy loss is relatively insensitive to either parameter, and is ∼ 14% less than the theoretical value. For background temperatures > 100 keV, the velocity of background particles becomes relativistic, the assumption of a cold background plasma does not hold and the simulation results deviate more strongly.
We have tested N = 4, 16, 64, and 256 for the background plasma and the differences to the stopping of a single particle were negligible for background temperatures below 10keV.
We therefore conclude that equation (19) is useful for all initial energies above 1MeV and for background temperatures up to ∼ 10keV.
IV. RELAXATION OF HIGH-ENERGY TAILS
We now investigate the macro-particle stopping for a distribution of fast electrons with a high-energy tail. These simulations are run with PARSEC and model a spatially uniform cold (1 keV) background plasma with a relativistic tail distribution with a slope temperature of 2.5 MeV and with 4% of the particles in the tail. The simulations have periodic boundaries, with a box size of 256 cells by 256 cells, a cell size of 0.5c/ω p , and N = 16 or 64 PPSD 2 .
Second order particle interpolation is used with Gaussian shaped particles with particle sizes equal to the grid size. In Figure 4 the blue curve shows the initial energy distribution, with the red, green and yellow curves showing the relaxation of the distribution with time, 92.75 fs apart when scaled to a background density of 10 23 cm −3 . The curves show that the highenergy particles uniformly loose energy as predicted by theory. The predicted energy loss is 0.09 MeV/µm (0.027 MeV/fs) and the simulations show an energy loss of 0.06 MeV/µm, which is less than both theory and single particle simulations.
In single particle simulations the energy loss is 86% of theory and insensitive to background particle count; in simulations with a high-energy tail the discrepancy with theory is dependent on the PPSD 2 because this effects the distribution of particles in the tail. For simulations where we vary the PPSD 2 but keep other parameters constant, we found energy loss of 71%, 66%, and 53% of the predicted value for 16, 64, and 256 PPSD 2 respectively.
This effect is likely due to the more even distribution of particles in the tail across cell boundaries as N (not necessarily PPSD 2 ) increases. For the particles in the tail the number of particles per cell varied from N = 0.16, 0.64, and 2.56 respectively (recall that 4% of the particles are in the tail). As the tail becomes more uniformly distributed in space the discrete effect of macro-particles is decreased. In simulations relevant to fast ignition the electrons are accelerated by the laser in bunches 9 separated by half a laser wavelength which is comparable to a plasma wake wavelength. Therefore, the particles in these bunches will not interact through individual wakes but rather through collective wakes. If the bunch duration is short compared to a skin depth the wakes will collectively add leading to enhanced stopping while if the particles are bunched on scales much longer than the skin depth then the stopping power will be comparable to the single particle stopping power.
V. INTEGRATED FAST IGNITION SIMULATIONS
We will now revisit the integrated simulations using isolated fast ignition targets from Tonge et al. 7 . In these simulations a 50µm radius 100n c target with a 20µm core region is illuminated with an I = 8 × 10 20 W/cm 2 , λ = 1µm laser with a 20µm spot size; detailed parameters are given in Tonge et al. 7 . Here we reproduce these simulations using cubic splines (quadratic splines were used in the original simulations) and varying the PPSD 2 while keeping all other parameters fixed. By increasing the PPSD 2 from 16 (original value)
to 100 we decrease the stopping by 6.25 times and we observe a significant change in the dynamics of the simulation due to macro-particle stopping. The stopping decreases the energy of hot electrons while increasing the heating of the background plasma between the laser-plasma interface and the target core. Figure 5 shows the momentum distribution function in the isolated target, 835 fs after the laser strikes, at the longitudinal (x 1 ) position 2 µm behind the laser-plasma interface and integrated along the transverse direction (x 2 ) for the 16 PPSD 2 or 100 PPSD 2 cases. The blue curve (16 PPSD 2 ) is clearly wider than the red curve (100 PPSD 2 ) indicating the plasma is hotter in the interaction region. Panel b) shows the power absorbed in the target core as a function of total laser power. From the initial heating at 400 fs up to 600 fs the two simulations have similar power delivered to the core, although the red curve has a bump at 450 fs which is due to higher level of refluxing off the back of the target early in the high particle count simulation. After 600 fs the curves diverge, with the lower PPSD simulation showing a larger heating of the core; this is due to both energy of the electrons reaching the core being lower and hence the stopping of fast electrons in the core being enhanced, and to the increased heating of the background plasma in front of the core that causes heated background electrons to travel into the core and redeposit their absorbed energy. This overall effect was to increase the power delivered to the core by 25% at 1.3 ps. In the lower absorption case (higher PPSD case) the laser is still capable of delivering 10% of its power to the core.
Let us now compare the magnitude single particle stopping effect to that seen by a real particle (although these are 2D simulations, the 3D result is equivalent up to a factor of O(1).) For a 1µm laser, 100n c = 10 23 cm −3 , the cell size of 0.05c/ω 0 is ∼ 0.008µm, giving 5 × 10 4 electrons in a cell volume. For N = 25, and taking into consideration finite particle size effects, the stopping is ∼ 1300 times stronger in the simulation than would be seen for a physical electron. To make the real and simulated macro-particle stopping powers numerically equivalent at n = 100n c and retain the skin depth physics (i.e. cell size ≤ c/ω p )
we would have to increase the particle count to N > 500 and use current smoothing and cubic splines. This is impractical for multi-dimensional PIC studies of relevant fast ignition scales. However, it is not important the make the macro-particle stopping power comparable to the real stopping power, rather it is important to make it small enough over the plasma size so that this enhanced stopping does not change the results. On the other hand, if one is modeling the heating of the core at very high densities, then since the stopping power of the electrons is the physics process that is most important and it needs to be quantitatively correct. This is similar to the effect of the collisions between macro particles. If one is modeling a region of plasma for which collisions are not important it is not important that the collision frequency is correct, rather it must be kept small enough that the growth rates and dispersion properties of collisionless processes are not modified.
VI. PARTICLE SPLITTING
We now discuss a scheme that can potentially overcome this effect of macro-particle stopping in PIC simulations associated with laser-solid interactions, fast-ignition, and relativistic shocks. We have shown that reducing the charge on the relativistic, i.e., 'beam', electrons is an effective method to alleviate the enhanced stopping of relativistic particles due to their wakes. However, in the majority of the simulations of interest we want to study the way particles are accelerated, e.g. by the laser in fast ignition scenarios or by the shock in astrophysical plasmas, and we do not know beforehand which particles will be accelerated (fast) and which will be background plasma particles. Thus, in a standard PIC simulation reducing the charge of a fast particle requires reducing the initial charge of all simulation particles, leading to a prohibitive particle count.
In many of these scenarios, the super-thermal particles which are stopped by macroparticle effects are only a small percentage of the total particle count -although at the same time these particles can have a profound effect on plasma dynamics. Under these conditions an algorithm that splits the relativistic electrons into macro particle electrons with less charge might be effective. We have implemented and experimented with a splitting algorithm that works as follows. For a given simulation we define the minimum particle energy above which macro-particle stopping will become important and the maximum particle charge that high-energy particles should have for accurate description of their stopping. In the simplest algorithm these can be fixed values, for instance associated with the initial laser and plasma conditions. It would also be possible to make them dynamic values that depend on for instance the local background plasma conditions that vary due to density gradients or plasma steepening. The simulation is initialized in the standard way, however, after each n time steps (in the future the value of n could change statically or dynamically as the simulation progresses), we calculate the energy and charge of each particle and compare it to the minimum energy and maximum charge defined. If they are both larger, then we reduce its charge and mass by a factor of two and then duplicate the particle. This process is repeated until the particle charge is smaller than the defined value. Thus, we effectively increase the particle count for the high-energy part of the distribution function. It is important to note that in most cases, because of the wide difference between the background thermal and 'fast' particle energies, the efficiency of the splitting is relatively insensitive to the exact energies chosen as the splitting points. Also, since the number of fast particles is significantly smaller than the number of background particles, the computational overhead of splitting is not dramatic. We also have found the results are relatively insensitive to the choice of n.
It is important to ensure that the duplicated particles move away from each other. If the duplicated particles have the exact same position and momentum then they will never move apart and their wakes will add coherent and the stopping power will remain unchanged.
Furthermore, the use of finite size particles means that particles that start off close together within a cell will move apart slowly. Several schemes can be thought of to separate the duplicated particles, such as randomly shifting the position of the new particle within the same cell, slightly shifting the momentum of the two particles in a way that conserves the total momentum (this can introduce a small divergence), or simply relying on a collisional operator, which is already used in many of the scenarios of interest, to naturally separate the two particles in phase space. We have experimented both with the momentum shifting scheme and with the use of a Monte-Carlo binary Coulomb collisions operator 12, [26] [27] [28] , with overall satisfactory results.
We next show results using the OSIRIS Coulomb collisions module for electron-ion collisions. We initialize a 2D plasma in a box 1µm wide and periodic in the transverse direction, and 200µm long in the longitudinal direction. The box is filled with a 100n c plasma, except for a thin (2µm) vacuum layer to the left which isolates the plasma from this wall; a laser with I = 5 × 10 19 W/cm 2 (normalized vector potential a 0 = 6) and λ = 1µm is incident from this direction. In order to avoid using a larger simulation box to capture the self-consistent plasma expansion due to laser heating of the plasma surface, we used infinitely heavy ions.
We use a linear density ramp from 0-100 n c in the first micron of plasma. We use cells with a size of 0.5c/ω p , and either 16 or 512 particles per cell, corresponding to 64 or 2048 PPSD 2 , respectively; the time step satisfies the Courant condition almost exactly, to reduce numerical Cherenkov. We use third order particle shapes, with 4-pass current smoothing with a compensator.
In figure 6 we show the particle count and forward heat-flux of a typical laser-solid simulation as a function of kinetic energy on a logarithmic scale for N = 512 (note that particle count is not corrected for bin size). The first thing to notice is that the majority of the energy flux is being carried by particles with γ ∼ 2 − 10, demonstrating that the energy is being carried by relativistic electrons and that macro-particle stopping needs to be considered. It is also clear that the peak of the heat-flux and the peak of the particle count are separated by two orders of magnitude indicating that almost all of the forward heat flux is carried by only a few percent of the particles. This illustrates that if decreased the particle charge and increased the particle count of only a small region of phase space we could greatly minimize the importance of macro-particle stopping without significant computational expense. To illustrate the effectiveness of the splitting algorithm, in Figure   7 we show the total forward heat flux as a function of longitudinal position for the N = 512
case as well as a N = 16 case with no splitting and a N = 16 case with five particle splits case. In fig. 7b the heatflux essentially vanishing by x 1 = 100µm. Taking the peak beam particle energy as 2a 0 m e c 29 , we find for these parameters a stopping distance of 97.5 µm, consistent with these results. For the N = 512 case (Fig. 7a) , we predict a decrease of the particle Lorentz factor, γ, of 0.375 over the same distance, which we estimate to be 3 − 6% of beam particle energy. The larger apparent loss of heat flux moving forward in the case of N = 512 is due to a number of non-macro-particle effects, including the increase of laser absorption as a function of time combined with the time-of-flight of electrons, the fact that not all heat flux is being carried by highly-relativistic particles, and the effects of the wakes of at least partially coherent particle bunches. We note that collisional stopping, however,
is not a significant factor in this regime. More importantly, the results using N = 16 but with 5 binary particle splits (Fig. 7c ) are identical to the N = 512 simulation. Figure 7d shows the comparison of the heat flux carried in the forward direction as a function of the longitudinal positions for the different cases. Again, it is possible to observe that by splitting the high-energy particles the macro-particle stopping is controlled. For the example shown, using the splitting algorithm leads to only a factor of two increase in the computational time, giving a total computational savings factor of 16 to reach the same accuracy in terms of macro-particle stopping. This illustrates the efficiency of this algorithm and its usefulness for carrying out multi-dimensional studies of large plasma volumes. We should also note that using this splitting algorithm can bring important statistical advantages when computing collisions between fast and background particles in many of the scenarios of interest. We note that that this algorithm can lead to load balancing issues. OSIRIS does have a dynamic load balancing capability and we will experiment with this as part of future work.
VII. SUMMARY
In this paper we have shown that relativistic particles moving in a cold background plasma in PIC simulations are susceptible to enhanced stopping due the use of macro-particles. The stopping scales as q 2 /m so that particles with large charge but with the correct charge to mass ratio will stop more rapidly. This stopping is due to the wakefield created by relativistic particles and it can be predicted using wakefield theory developed for studying plasma wakefield acceleration. We reviewed the derivation of the wakefields created by a point particle moving near the speed of light for one dimension (charge sheet), two dimensions (line of charge), and three dimensions. We used this wakefield (Green's function) to derive the wakefields created by finite size particles (such as those used in PIC simulations), and also calculated the force on a particle from its own wakefield to get the stopping power. We also studied how the stopping depends on the cell size, particle shape, and dimensionality.
The enhanced stopping is mitigated through the use of larger cells, higher order particle shapes, and current smoothing as well as with a decrease in the macro-particle charge. We found good agreement between the theory and results against PIC simulation from a finite difference PIC code (OSIRIS) and a spectral PIC code (PARSEC). We also studied how a distribution of electrons containing a hot tail relaxes and showed that the macro-particle stopping process dominates how the tail relaxes. We also reexamined previous results in intense laser-solid interactions, such as the isolated target simulations in 7 and found that indeed this effect modified the physics. When the charge per particle was reduced by a factor of 6.25 the amount of laser energy being deposited in the core decreased by only 25% from the values quoted in 7 . Our expressions also predict that simulations done by others will also be impacted by this effect 6, 8 . Lastly, we described a particle splitting algorithm that can reduce this effect by decreasing the charge of high-energy particles as the simulation evolves. We found that this algorithm can successfully control the macro-particle stopping in PIC simulations of high-energy density scenarios in a computationally efficient way.
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