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ABSTRACT 
Let R be a commutative ring with 1 and with an involution-, and let& be the category 
of finite matrices over R with the involution (aij) + (cij)* = (Zji). If A is in MR, then 
there exists a unique list (eu, . . . , e,) of pairwise orthogonal symmetric idempotents of 
R that are characterized by several properties involving the rank and squared volume of 
the ei A. In particular, A has a Moore-Penrose inverse in MR iff es A = 0. 
INTRODUCTION 
The study of invertibility in a linear system leads naturally to the consideration 
of the idempotents of the system. (See, for example, [8]). The purpose of the 
present paper is to investigate some of the connections between Moore-Penrose 
invertibility of matrices over a commutative ring with an involution and the sym- 
metric idempotents of the ring itself. In particular, some structural properties of 
matrices over commutative rings will be established. 
Throughout this paper R is taken to be a commutative ring with 1 and with an 
involution -. That is, - is a mapping a + Z on R such that for every a and b in R, 
a+b=Z+b, ab=Gi, ==a. 
In particular, fi = 0 and i = 1. Since R is commutative, one possible choice of 
an involution is the identity mapping. 
Also, throughout this paper MR is understood to be the category of finite 
matrices over R with the involution (aii) + (aij)* = (Zji). In particular, 
(A + B)* = A* + B*, (AB)* = B*A*, and A** = A 
whenever the compatibility conditions on the sizes of the matrices are satisfied. 
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A matrix A in MR is said to have a Moore-Penrose inverse in MR provided 
that there is a matrix At in MR such that 
AA+A = A, A+AA+ = A+, (AA+)* = AA+, (A+A)* = A+A. 
If such an At exists, then it is unique, and is called the Moore-Penrose inverse of 
A. (See, for example, [6, p. 1321). 
An element a of R is said to be MP in R if the 1 x 1 matrix (a) has a Moore- 
Penrose inverse in MR. That is, a is MP in R provided that a has a Moore-Penrose 
inverse with respect to - in R. (See, for example, [6, p. 1321). 
Now, let A be an m x iz matrix over R of determinantal rank r 2 1. If A has 
a Moore-Penrose inverse in MR, then it is known that 
u(A) = c c det A,p det A,,g 
“~Qr,tnP~Qr,n 
is MP in R, where Q, m is the totality of lists o = (a(l), . . . , a(r)) of integers with 
1 ( a(1) < ... < a(r) 5 m, and det A,p is the determinant of the submatrix 
of A determined by the rows a(l), . . . , a(r) and the columns B(l), . . . , p(r) 
with a! = (a(l), . . . ,4r)) E Qr,m and B = (B(1), . . . , B(r)) E Qr,.. (See 
[ 1, Corollary 21.) The element u(A) is referred to as the squared volume of 
A. (Compare [3].) 
On the other hand, if the squared volume u(A) of A is MP in R and e(A) = 
u(A)u(A)+, then e(A) is a symmetric idempotent in R. Moreover, if e(A)A = A, 
then it is known that A has a Moore-Penrose inverse which is given explicitly 
in terms of a slight modification of a formula due to E. H. Moore; specifically, 
A+ = G(A) with 
G(A)ij = u(A)+ 1 1 (-l)i(a)+i(B) detA,b det AajBi, 
a~Qr,m NQr.m 
jca i@ 
where j E a! means that j = a(t) for some (unique) index t = j(a) of (Y = 
(o(l), . . . , a(r)) E Qr,m and oj is the list of Qr _ I,~ consisting of the entries of 
(Y with j omitted, with analogous interpretations given to i E /I, i(B), and /Ii. 
(See [ 1, Lemma 41, and compare also [4].) In this case, A is said to be Moore 
invertible with Moore idempotent e(A). (See the paragraph preceding the main 
theorem of [I].) 
1. SYMMETRIC IDEMPOTENTS AND THE SQUARED VOLUME OF A 
MATRIX 
Let e be a symmetric idempotent of R. That is, let e* = e = Z. The subsystem 
eR of R is a commutative ring with identity e and an involution eu + 2% = eZ. 
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An element of R is said to be invertible in eR provided that it is in eR and is 
invertible as an element in eR; the unique inverse of such an element ea is denoted 
as simply (ea)-‘; that is, (ea)(ea)-’ = e. 
Invertibility in eR may be characterized in terms of ordinary invertibility in R. 
Specifically, eu is invertible in eR iff eu + (1 -e) is invertible in R. In this case, the 
ordinaryinverseofeu+(l-e)inRis(eu)-’+(l-e),andif[eu+(l-e)]b = 1, 
then (eu)-’ = eb. 
LEMMA 1.1. Let e be a symmetric idempotent in R, and let A be a matrix of 
MR such that eA # 0. Then u(eA) = eu(eA), and the following stutements are 
equivalent: 
(1) u (eA) is invertible in eR. 
(2) u(eA) is MP in R and u(eA>[u(eA)]+ = e. 
(3) eA is Moore invertible with Moore idempotent e. 
In this case, (eA)+ = G(eA) and [u(eA)]’ = [eu(eA)]-‘. 
Proofi LeteAbem xnofrankr 11. Then 
u(eA) = c c det (eA),,g det (eA),b 
ffEG,,,BEG,,” 
= e c c det (eA),p det (eA),B = eu(eA), 
ff~G,,mB~Gr,n 
because det (eA),p is the sum of products of r elements of eA, each of which is a 
multiple of the symmetric idempotent e. 
(1) + (2): Let u(eA) be invertible in eR. Since u(eA)[eu(eA)]-l = e 
and u(eA) = eu(eA), then it is clear from the defining equations of the Moore- 
Penrose inverse that [u(eA)]+ = [eu(eA)]-‘. In particular, u(eA) is MP in R and 
u(eA)[u(eA)]+ = u(eA)[eu(eA)]-’ = e. 
(2) += (3): Let u(eA) be MP in R, and let u(eA)[u(eA)]t = e. Since 
u(eA)[u(eA)]+(eA) = e(eA) = eA, then by [l, Lemma41 (eA)+ = G(eA). That 
is, eA is Moore invertible with Moore idempotent u(eA)[u(eA)]+ = e. 
(3) --+ (1): Let eA be Moore invertible with Moore idempotent e. Then 
eA has a Moore-Penrose inverse with (eA)+ = G(eA), u(eA) is MP in R, and 
u(eA)[u(eA)]+ = e. In particular, u(eA) = eu(eA) is invertible in eR. 
W 
LEMMA 1.2. Let A be in MR. Suppose that A # 0 and that u(A) is MP in R 
with u(A) # 0. Zf e(A) = u(A)(u(A))+, then: 
(1) rank[e(A)A] = rank A and u(e(A)A) = u(A) = e(A)u(A). 
(2) u(A) is invertible in e(A)R. 
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(3) e(A)A is Moore invertible with Moore idempotent e(A). 
Proo$ (1): Clearly, rank[e(A)A] ( rank A. If A is m x n of rank r 2 1, 
then 
c c det G+Wh~ det M-W%p 
aEQ,.,PeQl.. 
= e(A) c c det A,p det A,b = e(A)u(A) = u(A). 
a~Qr.mB~Ql,n 
In particular, since u(A) # 0, then at least one r x r minor of e(A)A is not 
zero and rank [e(A)A] >_ r = rank A. That is, rank[e(A)A] = rank A and the 
left-hand side of the previously displayed equation is u[e(A)A]. In particular, 
u[e(A)A] = u(A) = e(A)u(A). 
(2): By (1) and by hypothesis, u(e(A)A) = u(A) is MP in R; specifically, 
u(e(A)A)[u(e(A)A)]+ = u(A)[u(A)]+ = e(A). 
In particular, u(e(A)A) = u(A) = e(A)u(A) is invertible in e(A)R. 
(3): Finally, since rank[e(A)A] = rank A >_ 1, then by Lemma 1.1, e(A)A is 
Moore invertible with Moore idempotent u(e(A)A)[u(e(A)A)]+ = u(A)u(A)+ = 
e(A). n 
A symmetric idempotent e of R is said to be orthogonally indecomposable 
provided that e = el + e:! for symmetric idempotents et and e2 with ete:! = 0 
implies either et = 0 or e2 = 0. 
LEMMA 1.3. Let A be in MR, and let e be an orthogonally indecomposable 
symmetric idempotent such that eA # 0. Then the following statements are 
equivalent: 
(1) eA has a Moore-Penrose inverse in MR. 
(2) u(eA) # 0, and u(eA) is MP in R. 
(3) u(eA) is invertible in eR. 
Pro05 Let e be an orthogonally indecomposable symmetric idempotent, 
and let A be in MR such that eA # 0. 
(1) + (2): Let eA have a Moore-Penrose inverse in MR. By [ 1, Corollary 21, 
u(eA) is MP in R and rank{u(eA)[u(eA)]+eA} = rank(eA) > 0. In particular, 
u(eA) # 0. 
(2) -+ (3): Let u(eA) # 0 be MP in R. By Lemma 1.1, u(eA) = 
eu(eA) and u(eA)[u(eA)l+ = eu(eA)[u(eA)]+. Now, e = u(eA)[u(eA)]+ + 
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{e - u(eA)[u(eA)]+} is a decomposition of e into a sum of orthogonally 
symmetric idempotents. Since u(eA)[u(eA)]+u(eA) = u(eA) # 0, then 
u(eA)[u(eA)]t # 0. Consequently, since e is orthogonally indecomposable, 
then e - u(eA)[u(eA)]+ = 0; that is u(eA)[u(eA)]te = u(eA)[u(eA)]+ = e. 
In particular, u(eA) = eu(eA) is invertible in eR. 
(3) + (1): Let u(eA) be. invertible in eR. By Lemma 1.1, eA is Moore 
invertible with Moore idempotent e. In particular, eA has aMoore-Penrose inverse; 
specifically, (eA)+ = G(eA). w 
THEOREM 1. Suppose that R contains a finite number of symmetric idempo- 
tents. Then A in Mu has a Moore-Penrose inverse in MR if and only iffor every 
orthogonally indecomposable symmetric idempotent e in R, either eA = 0, or 
eA # 0 and u(eA) is invertible in eR. 
Proof Suppose A has a Moore-Penrose inverse in Mu, and let e be an 
orthogonally indecomposable symmetric idempotent. Clearly eA has a Moore- 
Penrose inverse ,A+. If eA # 0, then by Lemma 1.3, u(eA) is invertible in eR. 
Conversely, suppose that A in Mu is such that for every indecomposable sym- 
metric idempotent e either eA = 0, or eA # 0 and u(eA) is invertible in eR. Also, 
suppose that R contains only a finite number of symmetric idempotents; in partic- 
ular, 1 is a sum Cy= 1 ei of orthogonally indecomposable symmetric idempotents 
ei that are pairwise orthogonal. Since, by Lemma 1.3, each (ei A)+ exists, then 
A = 1 A = cl= 1 ei A has a Moore-Penrose inverse At = ET=, (ei A)+, where, 
in particular, (eiA)+ = 0 whenever eiA = 0. n 
EXAMPLE 1.1. Let R = Z/62 be the ring of integers modulo 6 with the in- 
volution given by the identity mapping. The symmetric idempotents are 0, 1, 3, 
and 4; also, 1 = 3 + 4 with 3 and 4 orthogonally indecomposable. For every A 
in Mu, A = 1A = 3A + 4A has a Moore-Penrose inverse in Mu iff u(3A) and 
u(4A) are invertible in 3R and 4R whenever 3A and 4A are, respectively, not zero. 
EXAMPLE 1.2. Let R be an integral domain, and let the involution be the iden- 
tity mapping. In this case, R contains only the trivial symmetric idempotents 0 
and 1, and 1 is orthogonally indecomposable. Consequently, A = 1A in Mu has 
a Moore-Penrose inverse in Mu iff either A = 0, or A # 0 and u(A) is invertible 
in R. This is a known result. (See, for example, [2, Lemma 93.) 
2. THE LIST OF MOORE IDEMPOTENTS OF A MATRIX 
LEMMA~.~. LetAbeinMu. ZfA #O, u(A)isMPinR,andu(A)u(A)tA = 
0, then u(A) = 0. 
Proof Let A # 0, u(A) be MP in R, and e(A) = u(A)u(A)+. If u(A) # 0, 
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then by Lemma 1.2 (l), rank[e(A)A] = rank A > 0 and e(A) A # 0. n 
Now,letFbetbemappingonM~determinedbyF(A) = {l-u(A)[u(A)]+}A 
whenever A # 0 and u(A) is MP in R, and F(A) = A otherwise. In particular, 
F(A) = A when A = 0, or when A # 0 and u(A) is not MP in R. 
COROLLARY 2.1. Let A be in MR. 
(1) A is a fied point of F 13 either A = 0 or A # 0 and u(A) is 0 or is not 
MP in R. 
(2) A is afiedpoint of F and A has a Moore-Penrose inverse in MR ifSA = 0. 
Proo$ (1): Suppose that A is a fixed point of A. If A # 0 and u(A) is MP 
in R, then A = F(A) = { 1 - u(A)[u(A)]+)A and u(A)(u(A))+A = 0; by Lemma 
2.1, u(A) = 0. 
The converse is clearly valid. 
(2): If A = 0, then A is a fixed point of F and At = 0. 
Conversely, let F(A) = A and let At exist in MR. Suppose A # 0. Since 
F(A) = A, then, by (1) above, either u(A) = 0 or u(A) is not MP in R. But since 
A+ exists and rank A = r > 0, then, by [ 1, Corollary 21, u(A) is MP in R and 
rank(u(A)[u(A)]+A} = r > 0. Since these conclusions are contradictory, then 
A = 0. n 
LEMMA 2.2. Let A be in MR. IfA # 0, u(A) is MP in R, and rank F(A) = 
rank A, then either F(A) = A or u(F(A)) = 0; in particular either A or F(A) 
is a fixed point of F. 
Proof. Let A # 0, u(A) be MP in R, and rank F(A) = rank A. Suppose 
F(A) # A. Since rank F(A) = rank A > 0, then F(A) # 0 and 
u(F(A)) = u({l - u(A)[u(A)]+}A) = { 1 - u(A)[u(A>l+}u(A) = 0. 
That is, either F(A) = A or u(F(A)) = 0. In particular, either A or, by Corollary 
2.1(l), F(A) is a fixed point of F. n 
Next, for A in MR, let F’(A) = A and Fj(A) = F(Fj-‘(A)) for j = 
1,2,.... 
COROLLARY 2.2. Let A be in MR. Then there exists a nonnegative integers 
such that FS(A) is aBedpoint of F. 
Prooj If for some j, either Fj(A) = 0 or Fj(A) # 0 and u(Fi(A)) is not 
MP in R, then Fj(A) is a fixed point of F. Thus, suppose that Fj(A) # 0 and 
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u(Fj(A)) is MP in R for every j. Since 
Fj+ ‘(A) = { 1 - u(F’(A))[u(Fj(A))]+}Fj(A), 
then rank F-j+‘(A) ( rank F-j(A). Since rank F’(A) = rank A is finite, then 
there exists a j with rank Fj + ‘(A) = rank Fj(A). By Lemma 2.2, either Fj(A) 
or Fj + ’ (A) is a fixed point of F. n 
Consequently, given A in MR, let s(A) be the least nonnegative integers such 
that F’(A) is a fixed point of F. In particular, FSCA)(A) is a fixed point of F. The 
integer s(A) is called the Moore index of A. 
LEMMA 2.3. Let A in MR have Moore index s(A) > 0. Then u(FO(A)), . . . , 
u(F~(~)-’ (A)) are each nonzero and MP in R. For 0 5 j < s(A), let ej = 
u(Fj(A))[u(Fj(A))]+. Then: 
(1) eiej = 0 whenever 0 5 i < j. 
(2) ej Fj(A) = ejA and ejF”cA’(A) = 0. 
(3) FScA)(A) = (1 - ~~~~-’ ej)A. 
(4) rank F’(A) > . . . > rank FScA)-’ (A) 2 rank FScA)(A). 
(5) rank FS(A)-l(A) = rank FScA)(A) implies FScA)(A) # 0 
and u(FsCA’(A)) = 0. 
Proo$ Let A be such that s(A) > 0. For 0 5 j < s(A), since Fj(A) is not 
a fixed point of F, then, by Corollary 2.1, Fj(A) # 0 and u(Fj(A)) is nonzero 
and MP in R. Also, since Fj +‘(A) = F(Fj(A)) = (1 - ej)Fj(A), then 
F’(A) = A, 
F’(A) = (1 - eo)A, 
F’(A) = (1 - et)(l - eo)A, 
FSCA)(A) = (1 -e,(A)_t)...(l -eo)A. 
In particular, thesquaredvolume u(Fj(A)) of Fj(A) isamultipleofthesymmetric 
idempotent n:zd(l - ei). Consequently, if 0 5 i < j, then eiej = 0 and (1) 
is valid. By (l), multiplication of the displayed equations above by ej gives (2). 
The last displayed equation together with (1) provides (3). Finally, since Fj(A) 
is not a fixed point of F, if rank Fj(A) = rank F(Fj(A)), then by Lemma 2.2, 
Fj+l(A) = F(Fj(A)) is a fixed point of F. Consequently, rank Fj(A) # 
rank Fj + 1 (A) whenever j < s(A) - 1, and property (4) holds. Furthermore, 
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suppose that rank FSCA)-‘(A) = rank FScA)(A). Since u(F”(~)-‘(A)) is MP in 
R and FStA)-‘(A) is not a fixed point of F, then by Lemma 2.2, u(F”cA)(A)) = 0 
and property (5) holds. H 
COROLLARY 2.3. Let A in MR have Moore index s(A). Then: 
(1) s(A) 5 rank A. 
(2) Ifthe number d of symmetric idempotents of R isfinite, then s(A) 5 d - 1; 
moreover, ifd > 2, then s(A) 5 d - 2. 
ProoJ (1): Since both s(A) and rank A are nonnegative, then s(A) 5 rank A 
follows from Lemma 2.3(4). 
(2): Let d be the number of symmetric idempotents of R. Since d = 1 iff 
0 = 1 iff R is the zero ring, then in this case s(A) = 0 and s(A) = d - 1. Thus, 
let d > 1. In this case, either s(A) = 0, or s(A) > 1 and, by Lemma 2.3(l), s(A) 
is at most the number d - 1 of nonzero symmetric idempotents of R. Moreover, 
suppose that d > 2. Since the only symmetric idempotent of R that is orthogonal 
to 1 is 0, then, by Lemma 2.3(l), if one of the ej’s is 1, then s(A) is at most 1, 
and if none of the ej’s is 1, then s(A) is at most the number d - 2 of nontrivial 
symmetric idempotents. In either case, s(A) 5 d - 2. n 
THEOREM 2. Let A be in MR. Then there exists a unique list (eo, . . . , e,) of 
pairwise orthogonal symmetric idempotents of R such that: 
(l)eo+...+e, = 1. 
(2) e,A = 0, or e,A # 0 and u(e,A) either is 0 or is not MP in R. 
(3) If0 5 j -C s, then ejA is Moore invertible with Moore idempotent ej. 
(4) rankA =rankecA > ... > ranke,_rA > ranke,A. 
(5) Ifrank e, _ 1 A = rank e,A, then e,A # 0 and u(e,A) = 0. 
In particular, A has a Moore-Penrose inverse in MR if and only if esA = 0; 
in this case, ifs = 0, then At = 0, and ifs > 0, then At = x;zi(ejA)t = 
~~~~ G(ejA). 
Pro05 The existence of such a list of idempotents is first established. 
Let A in MR have Moore index s(A). If s(A) = 0, then let s = s(A) = 0 and 
ec = 1. In this case, the properties of the theorem all hold: in particular, since 
e,A = 1A = A is a fixed point of F, then property (2) follows from Corollary 
2.1(l). 
Next, let s(A) > 0. By Lemma 2.3 consider the list (ea, . . . , e,(A)) where 
e,(A) = l-~~(~~-’ ej. Property (1) is clearly valid. By Lemma 2.3(3), e,(A)A = 
FScA)(A), which is a fixed point of F, and property (2) is a consequence of Corol- 
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lary 2.1(l). By Lemma 2.3(2), if 0 5 j < s(A), then ejA = ejFj(A), which, 
by Lemma 1.2, is Moore invertible with Moore idempotent ej. That is, (3) holds. 
By Lemma 2.3(2) and Lemma 1.2, rank ejA = rank ej Fj(A) = rank Fj(A), and 
(4) follows from Lemma 2.3(4). Finally, property (5) is simply a restatement of 
Lemma 2.3(5). 
To demonstrate uniqueness, let (ec, . . . , e,) and (fo, . . . , fr) be lists of pair- 
wise orthogonal symmetric idempotents that satisfy the properties above. Without 
loss of generality, suppose that s 5 t. By (l), 
eoA + . . . + e,A = A = foA + . . . + ftA. 
If 0 < s - 1, then by orthogonality, properties (3) and (4), and Lemma 1.2, 
u(eoA) = u(A) = u(foA), eo = fo and eoA = foA. If 1 < s - 1, then 
u(elA) = u(elA+...+e,A) = u(flA+...+f,A) = u(fiA), 
et = ft and et A = fl A. A repetition of this argument provides ej = fj for 
j = 0, . . . , s - 2 and 
es-lA+e,A = f,_lA+-..+ ftA. 
By another repetition of this argument, and by use of property (5) if necessary, 
u(e,_lA)+O = u(fs_lA)+O, e,_l = fs_l ande,A = f$A+.-.+ frA. 
Suppose that t > s. Then u(es A) = u( f,A) + 0. But this is impossible, because 
by (2), u(e,A) either is 0 or is not MP in R, and by (3), u(f,A) is not 0 and is 
MP in R. Consequently, s = t. Since ej = fj for j = 0, . . . , s - 1, then by (l), 
e, = fs and the lists are identical. 
Since the elements of the list (ec, . . . , e,) of symmetric idempotents are pair- 
wise orthogonal, then A has a Moore-Penrose inverse iff each ei A has a Moore- 
Penrose inverse. Now, for 0 5 j < s, each ejA is Moore invertible with Moore 
idempotent ej ; in particular, ej A has Moore-Penrose inverse G (ej A). Also, since 
e,A = FScA)(A) is a fixed point of F, then by Corollary 2.1(2), e,A has aMoore- 
Penrose inverse iff e,A = 0. Consequently, A has a Moore-penrose inverse iff 
e,A = 0. In this case, ifs = 0, then A = 1A = e,A = 0 and At = 0, and if 
s > 0, then At = EJ,A(ejA)+ = xJ:A G(ejA). w 
Given A in MR the unique list L(A) = (eo, . . . , e,) of pairwise orthogonal 
symmetric idempotents specified by Theorem 2 is called the Moore list of idem- 
potents of A. The corresponding list p(A) = (rank eoA, . . . , rank e,A) is called 
the Moore list of ranks of A. 
EXAMPLE 2.1. Let R = Z/62 be the ring of integers modulo 6 with the identity 
mapping as involution. There are four symmetric idempotents: 0, 1, 3, and 4. By 
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TABLE 1. 
r(A) At exists A + does not exist 
Corollary 2.3, for every A in MR, s(A) 5 2. Consequently, by Theorem 2, there 
are six possible Moore lists t(A) of idempotents: (l), (1, 0), (3,4) (4,3), (3,4,0), 
and (4, 3, 0). If l(A) ends in 0, then A has a Moore-Penrose inverse; otherwise, 
A does or does not have a Moore-Penrose inverse according as e,A is or is not 
zero. Table 1 provides examples of these possibilities, where a blank indicates the 
nonexistence of such a matrix. 
The next result is response to a question posed to the author by Roland Puys- 
tjens at the Second Conference of the International Linear Algebra Society at the 
University of Lisbon, August, 1992. Specifically, does Theorem 2 characterize 
the existence of a Moore-Penrose inverse of the companion matrix 
0 a 
c, = ( 1 L-I a 
ofapolynomialx”-a,-~x”-l -...- alx - a over R? Here a! is the column 
matrix(al,..., a,- 1)’ (See PI.) 
EXAMPLE 2.2. Suppose that R is not the zero ring and that n > 1. If 
c”=(ln2 :) 
is a companion matrix in MR, then the following statements are equivalent: 
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(1) C, has a Moore-Penrose inverse in MR. 
(2)TheMoorelistofranksofC,iseither(n-l,O), (n,O),or(n,n-1,O). 
(3) a is MP in R, and (1 - a~+)(1 + ~*a) is invertible in (1 - aa+)R. 
In this case, the Moore list of ranks of C,, is (n - 1,O) iff a = 0, (n, 0) iff a is 
invertible in R, and (n, n - 1,O) iff a # 0 and a is not invertible in R. 
Proo$ Let R be such that 1 # 0, and let n > 1. In particular, C,, # 0. 
(1) t, (2): For every symmetric idempotent e of R, if rank(eC,) < n - 1, then 
e = 0; therefore, rank(G) is either n, n - 1, or 0. Consequently, by Theorem 2, 
the Moore list p(C,) of ranks of C,, is one of the following: (n - l), (n), (n - 
1,0),(n-1,n-1),(n,O),(n,n-1),(n,n),(n,n-1,0),or(n,n-1,n-1). 
In particular, C, has a Moore-Penrose inverse iff p (C,) is either (n - 1, O), (n, 0), 
or (n, n - 1,O). 
(2) + (3): If p(C,) = (n - l,O), then rank C, = n - 1, a = 0, u(C,) = 
1 + tx*o is MP in R, and (1 + cw*cr)(l + a*cr)+C, = C,. In particular, a is MP in 
R, and l(1 + U*(Y) is invertible in (1 - uut)R = R. 
Ifp(C,)=(n,O),thenrankC,,=n, u#O, u(C,)=uaisMPinR,and 
aa + C, = C,. Therefore, uZ(US~)~ = 1, and a is invertible in R. In particular, 
a is MP in R, 1 - uut = 0, and (1 - ~a+)(1 + a*~!) is invertible in the zero ring 
(1 - uu+)R. 
Let p(C,) = (n,n - l,O). Then a # 0, u(G) = aa is MP in R, and 
F(C,) = [l - uZ(uZ)+]C, is of rank n - 1. In particular, [l - uZ(uZ)+]u = 0, 
which implies a is MP in R and ut = Z(uZ)+. (See [7, Corollary 1.1 and Lemma 
1.21.) That is, 
F(C,)=mz+)(ln~~ :) 
is of rank II - 1, and u(F(C,)) = (1 - ~a+)(1 + a*(~) is MP in R. Since 
F2(C,) = 0, it follows that (1 - ~a+)(1 + a*~) is invertible in (1 - uu+)R. 
(3) --, (2): Assume that a is MP in R and that (1 - ~a+)( 1 +c~*a) is invertible 
in (1 - uut)R. 
Ifu=O,thenl-uu+=l,rankC,=n--1, u(C,,)=l+o*crisinvertible 
in R, l(Cn) = (l,O), and p(C,J = (n - l,O). 
If a # 0 and a is invertible in R, then rank C, = n, u(G) = UZ is invertible 
in R, L(C~) = (l,O), and p(G) = (n, 0). 
Finally, suppose that a # 0 and that a is not invertible in R. Since rank C, = 
rr, then u(C,) = uSi; by hypothesis and [7, Lemma 1.21, uZ is MP in R, and 
(uZ)(uZ)+ = au+. That is, 
F(C.)=(l-uu+)c~=(l-uu+)(l~~~ g. 
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Since a is not invertible in R, then 1 - .LZ+ # 0 and rank F(C,) = n - 1. 
Finally, since u(F(C,)) = (1 - a~+)(1 + croci), which by hypothesis is invertible 
in (1 - aa+)R, then l(C,) = (au+, 1 - aat, 0) and p(C,) = (n, n - 1,O). n 
Alternatively, under the conditions of this example, C,, has a Moore-Penrose 
inverse in MR iff a is MP in R and one of the following holds: uut C,, = 0 and C,, 
is Moore invertible with Moore idempotent 1, (1 - aut)Cn = 0, or UU+C~ # 0 
and (1 - uu+)C, # 0 are both Moore invertible with Moore idempotents uu+ and 
1 -au+, respectively. These three possibilities correspond, respectively, to p(C,) 
equal to (n - 1, 0), (n, 0), or (n, n - 1,O). Moreover, if C, has a Moore-Penrose 
inverse, then CA may be conveniently expressed as a sum of the Moore-Penrose 
inverses of uu+C, and (1 - uu+)C,; specifically, since (1 - ~a+)(1 + ~*cz) is 
invertiblein (1 -uu+)R, then (1 -uut)(l,_ 1 +a~*) is invertibleover (1 -uat)R 
with inverse, say, B and 
c,t = 
( 
-a+, uu+ 1, - 1 
u+ 0 )+(: .5)* 
The case C, = 0, which includes when R is the zero ring and when n = 1 and 
a = 0, is characterized by p(C,) = (0). If n = 1 and a # 0 then C, = (a) has a 
Moore-Penrose inverse iff p (C,) = (1,O). 
REFERENCES 
R. B. Bapat and D. W. Robinson, The Moore-Penrose inverse over a commutative 
ring, Linear Algebra Appl. 177:89-103 (1992). 
R. B. Bapat, K. P. S. B. Rao, and K. M. Prasad, Generalized inverses over integral 
domains, Linear Algebra Appl. 140:180-196 (1990). 
A. Ben-Israel, A volume associated with m x n matrices, Linear Algebra Appl. 
167:87-l 11 (1992). 
E. H. Moore, On the reciprocal of the general algebraic matrix, Abstract, Bull. Amer. 
Math. Sot. 26:394-395 (1920). 
R. Puystjens and D. Constales, The group and Moore-Penrose inverse of companion 
matrices over arbitrary commutative rings, preprint, Univ. Gent, Galglaan 2, 9000 
Gent, Belgie. 
R. Puystjens and D. W. Robinson, The Moore-Penrose inverse of a morphism with 
factorization, Linear Algebra Appl. 40: 129-141 (198 1). 
R. Puystjens and D. W. Robinson, Symmetric morphisms and the existence of Moore- 
Penrose inverses, Linear Algebra Appl. 131:5 l-69 (1990). 
D. W. Robinson, R. Puystjens, and J. Van Geel, Categories of matrices with only 
obvious Moore-Penrose inverses, Linear Algebra Appl. 97:93-102 (1987). 
Received March 1993; final manuscript accepted 21 August I993 
