Abstract: -The aim of this thesis is to improve Brill's tagger lexical and transformation rule for Afaan Oromo POS tagging with sufficiently large training corpus. Accordingly, Afaan Oromo literatures on grammar and morphology are reviewed to understand nature of the language and also to identify possible tagsets. As a result, 26 broad tagsets were identified and 17,473 words from around 1100 sentences containing 6750 distinct words were tagged for training and testing purpose. Transformation-based Error driven learning are adapted for Afaan Oromo part of speech tagging. Different experiments are conducted for the rule based approach taking 20% of the whole data for testing. A comparison with the previously adapted Brill's Tagger made. The previously adapted Brill's Tagger shows an accuracy of 80.08% whereas the improved Brill's Tagger result shows an accuracy of 95.6% which has an improvement of 15%.
INTRODUCTION
Natural Language processing is one of the current hot research areas for scientists and academic researchers. The goal is to parse and understand natural language, which is not fully achieved yet. i. 
Brill's Tagger Versus Intial State Tagger

