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1 INTRODUCTION 
This chapter introduces the problem of estimating a distribution function when the 
variable of interest is mezisured with error. Some difficulties jissociated with estima­
tion are discussed. Previous work on aonpaxametric and semiparametric estimation is 
reviewed. 
1.1 Measurement Error Model 
We study the estimation of the cumulative distribution function (CDF) and/or the 
p r o b a b i l i t y  d e n s i t y  f u n c t i o n  ( P D F )  o f  a  r a n d o m  v a r i a b l e  . V .  T h e  o b s e r v a t i o n  o n  X .  
denoted by W is the sum of A' and error, e. For example. V might be a pH value 
measured on soil at a selected site from a plot in a field according to a specified protocol 
and .V might be the mean pH value for that plot. Our interest in this topic stems from 
precision farming (Robert et al. 1993). It is well known that the location readings 
from the Global Position System (GPS), a satellite navigation network, are subject 
to error. The values of soil characteristics at specified locations are used to determine 
practices such as rate of fertilizer application. Therefore it is dangerous to blindly use the 
geostatistical readings to produce soil maps, and to guide lime or fertilizer application 
based on GPS. The cumulative distribution function of soil nutrients is used to help 
to decide whether or not to apply a uniform rate of fertilizer (Beverly et al. 1994). 
and the measured nutrient x'alues are also contaminated by sampling and measurement 
errors. .Another excmiple comes from a food consumption study (Nusser et al. 1996). 
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It is of interest to estimate the distribution function of the long-run average of daily 
intakes of a dietary component (X) for a person. The information on long-run average 
daily intzikes is obtained from a small number of daily observations (V) on a sample 
of individuals. Usually there is large individueil day-to-day variation (c) relative to the 
individual-to-individual variation. 
The model for a variable measured with error is 
Y'i = X, + Ci. i = 1.2 n. (1.1) 
where {A',} and {ci} are mutually independent, and each is identically distributed { i . i . d . ) .  
We assume that e has a continuous density, fA^)- and A' has a continuous density. /.v(.r). 
The corresponding cumulative distribution function associated with /A'(-r) is denoted by 
Fv(x). For identifiability. information about fc(x) is required. It is often the case 
that /e(x) is estimated from repeated measurements on data known to have common 
X-value. We will not focus on the estimation of /((x). but assume that /.(x) is known. 
The cumulative distribution function of Y is given by 
F v  { x )  =  J  F x { x  -  s ) f , i s ) d s  =:  F x  *  M ^ ) -  (1- - )  
where =: is used as an abbreviation for. "is defined by". Similarly, the probability 
density function of is given by 
f y ( x )  =  f x  *  M x ) .  (1.3) 
.A. naive estimator of Fv(x) would be the empirical cumulative distribution function of 
y given by 
F Y { x )  =  - T h \ < . ) -  (1-4) 
n ^—' 1=1 
where /(>-.<x) is defined to be one if V - < x and is zero otherwise. However the estimator 
FY(X) is biased for FY(X) because 
E{Fv(x)} = F x  *  f , X x )  7^ F x { x ) .  (l.o) 
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Because the distribution function of V is the convolution of the distribution functions 
of X and e. the estimation of Fx{-). or fx{-)^ given /e(.) and FY{.). or /«(.) and /y(.)-
is called the deconvolution problem. Equation (1.2) or (1.3) is called the Fredholm inte­
gral equation of the first kind in the mathematics literature (Medgyessy 1977. p. 226). 
The deconvolution problem is extensively investigated in the numerical approximation 
context in the mathematics literature (VVahba 1973). although in the statistics literature 
the measurement error problem (1.1) is sometimes still referred to as a deconvolution 
problem (Cordy and Thomas 1997). it is understood that the estimation of fx directly 
from data is of primary interest in statistics. In this dissertation, we differentiate be­
tween the measurement error problem and the deconvolution problem. .-Mthough it is 
understood that the measurement error problem is intrinsically related to the decon­
volution problem. The deconvolution problem is considered to be ill-posed (O'SuUivan 
1986) because of two reasons. First, given fri-) 3Jid /e(.). the solution for fx(-) may 
not be unique. Maritz and Lwin (1989. p. 26) gave examples with multiple solutions. 
Second, large variations in fx(-} can give rise to small perturbations of fy(.) due to the 
smoothing effect from /<(.). Thus the sensitivity of the solution to slight perturbations 
in measuring fy(.) can be very large. In order to ensure uniqueness of the solution, we 
require that the characteristic function of e. be non-zero almost everywhere on 
the real line. Without this requirement, by the uniform continuity of a characteristic 
function. o<(f) will vanish on some inter\'al. say [a. 6]. Notice that 
O>-(f) = OA-(nO.(0- (1-6) 
where o x ( t )  and <z>k(0 the characteristic functions of .V and Y  respectively. There­
fore Ox(0 is not uniquely determined on [a.6]. From the Fourier Inversion Theorem, 
the solution of (1.3) will also not be unique. 
Closed form solutions to (1.2) or (1.3) can be obtained for some special cases. But 
there is no guarantee that the solution is a valid distribution function. When e has a 
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uniform distribution on some interval, say [0,1], we have that 
/v (x) = f f x { x  -  s ) d s  =  F x { x )  -  F x { x  - 1) (1.7) 
J o  
The solution of (1.7) is of the form 
/^v(x) = /v-(x-r). (l.S) 
However F\-(.) so obtained may not be nondecreasing and well defined. It is far from a 
vaJid cumulative distribution function. Scheinok (1965) gave an estimator for the ciuse 
when /((x) is an exponential density function and A' > 0. In that case the solution is 
where A is the parameter of the exponential density function. To see this, notice that 
(1.2) can be re-written as 
Differentiating (1.10) with respect to x gives (1.9). The estimator of Fv( ) given by 
Scheinok (1965) is then obtained from (1.9) after /v (.) and Fy{.) are estimated. 
The nature of the distribution of e is not our major interest. We will assume that 
t has a X(0. a*) distribution which is the most common assumption. When cr- is large 
relative to the variance of X. the observed features of the contaminated data can be quite 
different from that of .V. For example, the contaminated data with normal error will 
be less skewed than the truth for a skewed fx and contaminated data from a bimodal 
distribution may be unimodal. .\nother significant difference is that the range of the 
contaminated data tends to be wider than that of the truth. Without prior information 
about the support of the truth, it will be difficult to estimate the support of .V from 
the contaminated data. When c has a normal distribution, a closed form solution to 
(1.2) also exists. In an early work by Gaffey (1959). a consistent estimator of Fx(-) is 
F x i x )  =  F Y ( X )  +  A ^ f y { x ) .  (1.9) 
(1.10) 
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obtained based on the following closed form: 
OC 
Fa'(x) = Um (1.11) 
n—•cc 
where F^''\x) is the 2Ar-th derivative of the cumulative distribution function of V and 
{f„} is any increasing sequence of positive numbers with lim„_tcc K = 1- The estimator 
Gaffey (1959) proposed is a linear combination of estimators of Fy (•) for k up to 
some large integer where Fy (•) axe estimated by the 2A:-th difference quotient of the 
empirical cumulative distribution function. 
Another closed form solution is associated with characteristic functions. The density 
is 
/ x ( ^ )  =  ^  r  ^~ " ^ o x ( t ) d t  
J -'X, 
1 /"^ 
= — / e '*^o^ {t)exp{Q.o(Th^)dt. (1.12) 
2~ y-cc 
where t  is defined to be \/—1. Liu and Taylor (19S9). Diggle and Hall (1993) and 
Stefanski and Carroll (1990) used (1.12) to construct kernel estimators of fx- The 
closed form solutions (1.11) and (1.12) provide natural estimators. They also provide 
some insights into the difficulties of the problem. From (1.11). we know that in order 
to estimate Fx(x) accurately, we need to estimate all derivatives of Fy accurately. This 
is certainly difficult. From (1.12). we see that because of the exponential term in the 
integrand, the corresponding estimator obtained by simply replacing ov (0 with the 
empirical characteristic function of the data can be very unstable. Liu and Taylor (1989). 
Diggle and Hall (1993) and Stefanski and Carroll (1990) modified this straightforward 
estimator by using kernel functions. 
1.2 Literature Review 
Early interest in estimating a cumulative distribution function (GafFey 1959) quickly 
gave way to interest in probability density function estimation (Mendelsohn and Rice 
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1982; Liu and Taylor 1989: Stefanski and Carroll 1990; Zhang 1990: Faji 1991: Diggle 
and Hall 1993; Vzirdi and Lee 1993; Efromovich 1997; Goutis 1997: Eggermont and 
LaRiccia 1997). Recently, interest in estimating a cumulative distribution function has 
been revived (Stefanski and Bay 1996: Cordy and Thomais 1997). Since the estimations 
of the cumulative distribution function and the probability density function of a random 
variable aire closely related, we will discuss estimation methods for both of them. If Fx(x) 
is cissumed to be of a parametric form, the estimation is more straightforward. Therefore 
we only discuss nonparametric ajid semipaxaxnetric estimation, and applications of these 
procedures. 
1.2.1 Nonparametric Estimation 
The nonparametric maximum likelihood estimator, the kernel-type estimator and 
the smoothing spline estimator are three popular nonparajnetric estimators. The non­
parametric maximum likelihood estimator of fx{^) is a discrete function (Laird 1978: 
Lindsay 1983: Eggermont and LaRiccia 1997). It is not a satisfactory estimator if we 
assume that fx(^) is continuous. VVahba (1982) applied the smoothing spline method 
to the deconvolution problem. Smoothing splines require many parameters to be esti­
mated. typically as many as the number of observations. The cost of smoothness is large 
when the number of parameters gets large. In smoothing spline estimation, a penalty 
is imposed on the roughness of the estimator. Cross validation is sometimes used to 
define the compromise between closeness of fit and smoothness of fit. With the penalty 
imposed, solving for the smoothing spline estimator usually involves inversion of a large 
matrix. We do not review the work on nonparametric maximum likelihood estimation 
of a density function and the smoothing spline method of the deconvolution problem. 
Instead we review the work on kernel-type estimators. Kernel-type estimators are ex­
tensively studied in the literature. In this section, we mainly discuss kernel-type density 
estimation where the measurement error does not necessarily have a normal distribution. 
i 
If the A', cire observed, the kernel estimator of fx(x) takes the form 
/x(x) = i V A » ( X - . V , ) .  ( 1 . 1 3 )  
n ' t=i 
The function K h ( . )  is called a kernel function with bandwidth h  zind is given by 
h \ { x )  =  h - ' h ' { k - ' x ) .  (1.14) 
where A'(.) is usually taken to be a symmetric probability density function. Devroye 
(1987) is a book-length treatment of kernel density estimation for variable«= ohserv-ed 
without error. When errors axe present, the A', are unobser\'able and (1-13) cannot be 
computed as an estimator. 
To tackle the problem of estimating fxi^) in the presence of measurement error. Liu 
and Taylor (1989). Diggle and HcJl (1993) and Stefanski and Carroll (1990) suggested 
methods baised on characteristic functions. .A.n empirical estimator of the characteristic 
function for V is 
1 " 
n  
r=l 
Therefore, the characteristic function of A. o.v(0 can be estimated by 
(1 .16)  
and the characteristic function of (1.13) can be estimated by ox(t)0[,:(th). where Oh'{t) is 
the characteristic function for A'(.). Provided that Ox(t)Of^-(th) is absolutely integrable. 
a bounded and continuous density estimator is given by 
f x { x )  =  ^  J  e - " ^ O x ( t ) 0 K m d t .  (1.17) 
In order to estimate O x ( t )  properly. O t { t )  must not vanish at any point. .\ positivity 
restriction needs to be imposed on 0({t). The positivity restriction excludes some impor­
tant distribution functions for c. for example, the uniform distribution. The estimator 
in (1.17) may not be real and positive. Positivity may be obtained by truncating from 
8 
below at zero. A suflBcient condition for the estimator to be real is that 
is real cind symmetric about zero. In general this condition is not satisfied. .A.nother 
problem with the estimator (1.17) is that Oxit) is not necessarily a valid absolutely in-
tegrable characteristic function aJid hence fx(^) may not be well defined. To overcome 
these problems. Liu zind Taylor (1989) proposed an estimator wherein the integration 
in (1.17) is taicen from —M to M. instead of from —oc to oc. for some positive number 
M and the real pcu-t of the integral is retained. .According to Liu and Taylor (1989). 
the choice of M plays a major role in constructing a good estimator and the choice of 
bandwidth plays a minor role. The choice of A'(.) also has only a minor role. Stefaaski 
and Carroll (1990) chose A'(.) to be a bounded even density function satisfying certain 
integrability conditions so cis to maJce fx well defined. Diggle and Hall (1993) chose 
o{th) to be a triangul<ir function. 
The kernel-type estimator can be derived from different perspectives. Instead of 
basing the estimator on characteristic functions. Goutis (1997) took a different approach. 
The conditional density function of .V given is 
U  ,  I  ^  h 2 ( y \ x ) f x { x )  
h i ( x \ y )  =  r  ,  ,  I  ,  .  ,  ,  ,  •  ( l - l i > )  
where /i>(t/lx) is the known conditional density of Y  given .V. Given an estimator 
of /A-(-r). denoted by fxiJ^)- an estimator of hi{x\y). ^i(x|t/) is obtained from (1.18). 
Taking the expectation of fx(^) in equation (1.13) with respect to Ai(j|^) and equating 
the expectation to fx(^) gives 
I " /• 
/.v(-r) =  - ^  /  K h i ^ - -  s ) h i { s \ Y , ) d s .  (1-19) 
" 1=1 •' 
Notice that f x i i )  is also hidden on the right hand side of (1.19). .An EM algorithm 
was utilized to compute /.v(-r) from an initial guess of fx(-)- The major step of the 
algorithm is to update fx(-) from (1.19). The simulation results (Goutis 1997) showed 
that the method gives a reasonable estimator. 
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There are other Vciriants of kernel-type estimators in the literature, e.g.. Zhang (1990) 
cind Efromovich (1997). 
Before we consider semiparametric estimation, we briefly discuss the issue of the 
convergence rate of nonparametric density estimation. The convergence rate measures 
how fast a density estimator converges to the true density as the number of observations 
goes to oc. The closeness of an estimator to the truth is usually meeisured by Li or Lz 
norms. Generally speaking the optimal convergence rate is closely related to the nature 
of the distribution function of the measurement error (Carroll and Hall 19SS: Fan 1991). 
Estimation of fx() given normal error can only achieve the convergence rate of (In n 
for some q > 0. If the tail of the characteristic function of the error distribution x-anishes 
at a geometrical rate the order of the convergence rate can be n~'^ for some J > 0. 
taste of the effects of o« comes from equations (1.9) and (l.ll). The absolute value of the 
characteristic function of an exponential distribution vanishes at a geometrical rate. It 
is easy to see from (1.9) and (1.11) that the corresponding measurement error problem 
when e has an exponential distribution is ecisier in nature than when c has a normal 
distribution. Different assumptions regarding fx may lead to different convergence rates 
which are typically very hard to derive. .-Mthough the convergence rate is a big concern, 
computational feasibility and visual appeal of an estimator are also important in practice. 
When the sample size is moderate, the role of the theoretical convergence rate becomes 
less important (Gu 19S7). Fan (1992) further studied the reliability of nonparametric 
density estimation under the presence of normally distributed error. His conclusion was 
that nonparametric estimation is not reliable when the variance of the me<isurement 
error is large. When some prior information about the true distribution is available, a 
parametric or semiparametric approach should be implemented. 
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1.2.2 Semiparametric Estimation 
There is no formeil definition of a seniipeir«inietric estimator. The semiparametric esti­
mator we talk about has a parametric form with the number of parameters being subject 
to change. When the number of parameters goes to infinity at certain rate, the semi­
parametric estimator usually shows the same convergence property as a nonparametric 
estimator. Current semiparametric estimation methods start with the assumption that 
the density function of the unobservable variable can be approximated by a mixture of 
base densities. Formally, the suggested semiparametric density estimator is of the form: 
where 6fc(j) is the A--th base density and p  is the number of base densities. The coeffi­
cients. Cfc. are non-negative and sum to one. The statistical meaning of assumption (1.20) 
is that the probability that A' comes from hk is Cfc. Cordy and Thomas (1997) used this 
statistical meaning to derive an EM algorithm to estimate Ck- Base density functions 
are not necessarily parametric density functions. They could be any positive functions 
standardized to integrate to one. .Mendelsohn and Rice (19S2) used standardized B-
splines (de Boor 197S. p. 154) as base densities. Cordy and Thomas (1997) used normal 
density functions with different means but common v'ariance as base densities. We will 
discuss B-splines in more detail in Chapter 3. The base density functions, b^. are called 
regression splines to distinguish them from smoothing splines used in nonparametric 
estimation. 
Semiparametric estimation methods have some of the advantages of parametric es­
timation and some of the fle.xibility of nonparametric estimation. Mendelsohn and Rice 
(1982) used an ordinary least squares estimation method to estimate the Ck for fixed 
spline components. First a kernel estimator of fy(x). is obtained. Then the Ck 
p 
(1.20) 
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E minimize 
r=l 
P  
are chosen to 
m 
f r i S r )  -  C k b k  *  M ^ r )  
k=l 
subject to cjt = 1 and Ck > 0. (1.21) 
k = l  
where {sr}J?Li are a set of points in the support of A'. Mendelsohn and Rice (19S2) used 
the histogrcmi of DN.\-content data measured by flow microfluorometry to estimate 
densities of DNA in different replicating and dividing phases. Flow microfluorometry 
is a technique wildely used for measuring such attibutes of cells as DN'.A. content. RN.A. 
content, cell size, nuclear size, and protein content. 
The use of semiparametric methods opens the door to ma.Kimum likelihood estima­
tion methods. However maximum likelihood estimation has been less explored in the 
literature than nonparametric estimation, perhaps due to the computational difficulty 
of obtaining the ma.ximum likelihood estimator. The In-likelihood (logarithm of the 
likelihood) for Y = (V'l !•'„) under the assumption (1-20) is 
l { c \ Y )  = ^ In I X] C k b k  *  M Y . )  I - (1-22) 
<=i Lt=i J 
where c =: (ci Cp). Cordy and Thomeis (1997) used an EM algorithm to estimate 
c for fi.Ked normal components. Let dk be the number of V, generated from the k-
th convoluted density bk * f,. and let the current estimate of c be Then a new 
estimate of c. denoted by is obtained through the following EM steps. 
E step: dk is estimated to be 
" c[''^'^hk * fAW) dk = E(c/,|V-,c) = y ' ' • (1.23) 
M step; = dkjn. 
The procedure keeps going through the two EM steps until the estimates of dk and ct 
converge. The final values are the maximum likelihood estimates of c;.. By the standard 
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theory on EM eJgoritlim, the choice of initial estimates of dk and Ck for starting the two 
step procedure will have little influence on the final estimates. Once the estimate of c. 
denoted by c. is obtained, the corresponding estimate of fxi^), f{^)- follows from (1.20). 
From the In-likelihood function in (1.22). the covaxiance matrix of c can be estimated 
based on lajge sample asymptotics. The pointvvise variance of f(x) is a function of the 
elements of this covariance matrix: hence a nominal confidence interval for f(x) based 
on normal approximation also follows. The construction of a confidence interval based 
on likelihood ratio statistics was also considered. Cordy eind Thomas (1997) formed 
two families of bcise densities to model a unimodal distribution function. Satisfatory 
simulation results were reported. 
In a series of articles (West et al. 1994: West and Turner 1994; West 1997). Bayesian 
methods were used to obtain likelihood based estimates under the saxne set-up as in 
(1.20) with normal base densities. The method was designed to analyze neurological 
synaptic transmission characteristics in central nervous systems. Neural response was 
modeled as a mixture of normal densities. .A. remarkable aspect of the method is that the 
number of normal components and the mean and variance of each normal component 
are assumed unknown. Posterior information is obtained by a Gibbs sampling method. 
It is not clear how well the Bayesian methods work since simulation results were not 
provided by the authors. 
We briefly discuss some theoretical issues associated with regression splines. When 
a function f{x) that has up to d-th continuous derivatives on a bounded interval is 
approximated by a </-th order B-spline where the coefficients of the spline components 
are obtained by least squares estimation. .-Vgarwal and Studden (1980) showed that the 
optimal convergence rate for semiparametric estimation. is obtained when 
the number of spline components goes to oc at the rate n^+r where n  is the number 
of points in the support used to minimize the sum of squares. More interestingly, as 
noted by Eubank (19SS). the same optimal rate is obtained by using splines 
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of order 2 d  for smoothing spline estimation which is associated with more assumptions 
on f{x). Namely, /(x) heis up to 2</-th continuous derivatives on a bounded interval. No 
boundary modifications are required for regression spline estimation. However boundary 
modifications eire required for kernel estimation. These comparisons on spline orders and 
boundary modification have been viewed by some as advantages of regression splines. 
.-Vgarwal and Studden (1980) also suggested optimal locations of the join points for the 
B-spline basis. Since the theoretical optimal locations axe related to the derivatives of 
the true function, it seems difficult to select the locations using the data. However, the 
overall recommendation is still consistent with the idea that more join points should be 
located in regions where the true function is "wiggly'" than in regions there the function 
is smooth. This genered guideline is difficult to apply in practice to the measurement 
error problem, especially when the true data are meeisured vvith normal error. Because of 
the smoothing effect of /,. the empiriccil cumulative distribution function or histogram 
of the contaminated data tends to obscure the features of the true data. It is then 
difficult to judge from the empirical cumulative distribution function or histogram of 
the contaminated data which region of the true cumulative distribution function or 
density function needs more join points. 
1.3 Dissertation Organization 
This dissertation is organized as follows. In Chapter 2. a basic spline estimator is 
introduced. The basic spline estimator is of the same form tis current semi parametric 
estimators. The issue of the number and location of join points is discussed in Chapter 3. 
In Chapter 4. two improved maximum likelihood spline estimators are introduced. .A.n 
initial spline estimator plays a central role in the development of the two estimators. The 
construction of the initial spline estimator is discussed. In Chapter o. the performance 
of the initial spline estimator and the two maximum likelihood spline estimators is 
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investigated in a simulation study. The performance of other estimators in the literature 
is compared to the suggested estimators. Chapter 6 gives two data examples. Finally, 
conclusions axe addressed in Chapter 7. 
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2 BASIC SPLINE ESTIMATOR 
In this chapter a modified cubic grafted polynomial is used to approximate Fv(x). 
The maximum likelihood estimator of the coefficients of the modified cubic grafted poly­
nomial with fixed join points is obtained in two steps. In the first step, an ordinary least 
squares estimator is obtained. In the second step, the ordinary leeist squares estimator 
is used as an initial estimator for maximizing the nonlineax In-likelihood function. Nu­
merical issues on how to obtmn the ordinary least squares estimator and the ma.Kimum 
likelihood estimator in practice are discussed and large semiple properties of the two es­
timators are given. The performance of the ordinary least squares estimator and that of 
the maximum likelihood estimator are compared by Monte Carlo study. .A. variance co-
\'ariance estimator of the maximum likelihood estimator is obtained and the performance 
of the estimator is investigated. 
2.1 Grafted Cubic Polynomial 
There are many different types of regression splines which include, for example. 
Fourier series and B-splines (de Boor 1978. p. 129). The choice of splines heavily depends 
on the user's preference and prior information. Cubic splines are the most commonly 
used splines. We use cubic grafted polynomials (Fuller 1996. p. 480) in our study. In 
general a cubic grafted polynomial G{t) defined on an interval [£>i. D^] with p distinct 
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join points .4, hcis the form 
p 
G ( t }  =  6 0  +  b i t  +  i > 2 t ^  +  6 3 # ^  +  y " l>3+jOj{t). (2.1) 
where 
O j ( t )  =  
(f-.4,)3 t > A j  
0  t  <  A j .  
(2.2) 
The use of the grafted cubic polynomial stems from Taylor's Theorem. Let h { x )  €  
CfDi.Da], vvhere for an integer d. 02] is a class of functions with up to t/-th 
order continuous derivatives on [Di- D-il- Then by Taylor's Theorem 
for some bj. where (x — 5)^ takes the vaiue (x — s)^ if x > 5 and is zero otherwise. By 
using a quadrature rule, we can approximate the integral part in (2.3) by a sum of the 
form b^+jOj{t) with Oj given in (2.2). The cubic grafted polynomials we actually 
use are modified. First, we replace 0 j [ t )  by the fifth lagged difference of O j ( i ) .  
defined by 
When the join points are equally spaced with length q. C j  is nonnegative. It is symmetric 
about AJ+2 with support on [.4^.-4^+4] and the area that wj covers is Gq"*. The Cj are 
less correlated than Oj. The replacement of Oj with u'j reduces numerical instability. 
Figure 2.1 is a plot of a series of ii'j(t) which are standardized to have integral one. The 
standardized Vj{t) has a shape similar to that of .V(0.0.36q^) when the join points are 
equally spaced with length Q. Second, we make G{t) linear on [Di..4i] and [.4p. D2I. 
where .4i is the first join point and .4p is the last join point in [Di. D2]. The polynomials 
with ends linear are also used by Nusser et al. (1996) and Kooperberg and Stone 
(1991). With the linearity constraint, the variance of a corresponding estimator can be 
substantially reduced. We let 62 = 0 and 63 = 0 to make G{t) linear on [Di..4i]. In 
V j { t )  =  O j { t )  -  4 o _ ,  +  i ( 0  +  6 0 j + 2 ( t )  -  4 o _ , + 3 ( 0  +  O j + 4 ( 0 - (2.4) 
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order to mcike G { t )  linear on [Ap, D 2 ] ,  we impose the constraint that the coefficients of 
and of in G{t) are zero when t € [-4p, D^]- With the linearity constraint imposed. 
G(t) can be written as 
p-2 
G { t )  = 60 +  b i t  + ^  ^ b j + 3 W j { t ) .  ( - .0)  
where 
c-,(0 + ^ ^^^^ ^ 
•Hp 
W j ( t )  =  <  li'p(f) + pp-3(t) + 
ip—^p_ 
.4p—3 —l«4p—2+6>lp—I —3.4p 
4p— 4p_i 
•4p—2 —4^p— 1 +3.4p 
J  < p - - ^  
[rp_i(0+3rp(0] j = p-3 
c-p_2(i)  -  3rp(0 + + 3cp(/)]  J  =  P -  2 -
When the join points .4^ are equally spaced, the Wj simplify to 
W J ( t )  =  <  
cv(0 j < p - - i  
+  f p _ 3 ( 0  -  2 u - p ( t )  j  =  p - i  
V p - 2  ( 0  +  - H ' p - 1  ( ^ )  +  3 i : p (  f )  j  =  p  —  2 .  
We will use G { t )  to approximate a cumulative distribution function with support on 
[0.1] in next section. In order to do that, two e.xtra constraints are imposed. Cr(0) = 0 
and G'( 1) = I. These constraints reduce the number of parameters to p — "2. Under these 
constraints. G(t) can be written as 
p-3 
G i t )  —  y o i t )  +  b i ^ p i l t )  +  b j + 3 ' ^ j + i { t ) .  
j=i 
where the -pjit) are given by 
^o(0 = lCp_2(f)/«-p-2(l) 
~ p i ( t )  =  t  —  ~ p o ( t )  
^j+i(t) = itjCO - (i > !)• 
(2-6)  
(2.7) 
(2.S) 
(2.9) 
A  G { t )  with two join points is a straight line. Figure 2.2 are some realizations of 
nondecreasing G{t) with three join points and the one parameter taking different values. 
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Figure 2.1 A series of standardized modified cubic splines with equally 
spaced join points at integers. The long-dashed line is ^(0,0.36). 
The solid line is centered at zero. 
0.0 0.2 0.4 0.6 0.8 1.0 
Figure 2.2 Some realizations of nondecreasing G ( . )  in (2.6) with join points 
at 0.1, 0.5 and 0.9. 
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Notice that none of the G(<)"s cem cross the 45 degree line. In general it is true that a 
t h r e e  j o i n  p o i n t  G { t )  c a n  n o t  c r o s s  t h e  4 5  d e g r e e  l i n e  e x c e p t  t h e  t r i v i a l  c a s e  t h a t  G ( t )  
degenerates to the straight line. Suppose G(t) crosses the 45 degree line, then there is a 
point, say xq. between Ai <ind A3 such that G'(t) changes decreasing or increasing trend 
at Xo and G'"(xo) = 0. Notice that when 61 # 0. on (.Ai.-Ao] 
G"(f) = 6(l-6i)a-o-'(l)(f-.4i)#0 
and on (A,. .I3) 
G " ( t )  =  6(1-6IX'(1)[(/-.-1,)-(4^^^ +  1)(/-A, ) ]  
.43 — .-12 
= -6( 1 - )a'o-^( 1)' - S t - A s ) ^  0 -
-"I3 — -^2 
Therefore the .ro does not exist. This shows that a one parameter modified grafted cubic 
spline is of limited use. 
2.2 Estimation of a Distribution Function by a Cubic Grafted 
Polynomial 
.\ssume that .V has support on [0.1] and Fx has the form of the modified cubic poly­
nomial with known join points given in (2.6). V\'e discuss the ordinary least squares esti­
mation and maximum likelihood estimation of 6=:{6i.92 ^p-iV =• 6p)^ 
in (2.6) for fixed p .  The superscript T  is used to denote transpose. 
2.2.1 Ordinary Least Squares Estimator 
We obtain an ordinary least squares estimator of 6 by minimizing the sum of scjuares 
of the difference between the empirical cumulative distribution function and the theo­
retical cumulative distribution function over a set of sites. Let Fyitf.) be the empirical 
cumulative distribution function of V at (k = I m). where are between zero 
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and one. In matrix form, we write the model for estimation as 
U = Bd + e, (2.10) 
where e is an m-dimensional column vector with E{e} = 0 eind the (A:. r)-th element 
of cov(e. e^) is given by n~^{Fv-[min(fjfc, ir)] — U is an m-dimensional 
column vector and B is an m x (p — 2) matrix. The elements of U and B are given by 
" f c  =  F v i t k ) -  f ^ { t k - x ) d x - J  -  J r ) d x  
b k j  =  I  ^ j ( x ) f , ( t k  -  x ) d x .  
J o  
respectively. Notice that when F x  is a modified cubic grafted polynomial of the form 
(2.6). the theoretical cumulative distribution function of V evaluated at is 
r x r I P~^ r I 
/  f , i t k - x ) d x +  ^ o { x ) f ^ { t k  -  x ) d x +  ^ e j  -  x ) d x .  
J l  J o  J o  
The justification of equation (2.10) follows from the fact that for any random x-ariable 
the empirical cumulative distribution function is unbiased for the theoretical cumulative 
distribution function. 
Theorem 2.1: Let be a sample from model (1.1) with f, the normal density 
with mean zero and variance a-. Assume that Fx is a modified cubic grafted polynomial 
of the form (2.6) with true parameter BQ. Let the ordinary least squares estimator of 9 
be given by 
= (B''B)-'B^U. (2 .11)  
Then as n oc. 
- EO) 4. N[0, (B^B)-'B'^VB(B'^B)-']. (2.12) 
where the [k.r)-th element ofW is 
FVIMINITK.TR)] - FY(TK)FY{TR)- (2.13) 
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and -4- denotes convergence in distribution. 
Proof: Let r/fa = " P'ritk) and 17 - = {rju,... . For a given (p-2)-
dimensional column vector A. as n 00.  
y / ^ A ^ B ^ B { d o i s - e o )  =  nATA^CB^U - B^B^o) 
= v^A^B^e 
4 N(O.A^B^VBA) 
by the Central Limit Theorem (Chow zmd Teicher 19SS. p. 295) since A^B^?/^ are i.i.cl. 
with mean zero and finite variance A^B^VBA. • 
In practice, we use the order statistics V'(,) as t, and takes the value (2n)~'(2/— 
1). To check that the estimated distribution function Fx{x) is a nondecreasing function, 
we impose the restriction that F^ix) > 0 on a set of points {5r}r=i some 
q. The maximum likelihood approaches of Cordy and Thomcis (1997) and West (1997) 
all explicitly restrict the coefficients in front of the base densities to be nonnegative. By 
only imposing nonnegativity on the density function, we deal with a broader parameter 
space. Our approach should bring more flexibility to the estimator. It should be noticed 
that when the splines are quadratic. can be chosen to be the join points. This is 
because when the splines are quadratic. F'^{x) is piecewise linear. If Fx is a quadratic 
spline, a sufficient and necessary condition for Fy(x) to be nonnegative is that F',^(x) > 0 
at all join points. 
Bcised on the data with finite n. the ordinary least squares estimator of 9. 
60I3. is the solution of the following standard quadratic programming problem: 
min^(U — Bd)^(U — B0). subject to A0 + d > 0. (2.14) 
where d is a ^dimensioned column vector and A is a ^ x (p — 2) matrix. The elements 
of A are given by Crj = and the elements of d zire given by dr = There 
are many softwaxe packages available for quadratic programming problems. VVe use 
the subroutine e04ncf in the Numerical .-Vlgorithms Group {nag) softwaxe library. By 
choosing Sr to be equally spaced in [0.1] and q to be 50. the nonnegativity condition 
is satisfied in our simulation study. In practice, one may plot Fv(J*) to see if F.v(x) is 
nondecreasing or not. If it is not. more sites may be added to {sr}?=i on those regions 
where Fx(r) is decreasing so as to mcike Fxi^^} nondecreasing. 
There are two natural alternatives to the ordinary lezist squares estimator of 6. One 
is the generalized least squares estimator which is the solution to 
where V is an estimator of the covariance matrix V defined in (2.13). When V'(,) are 
The other alternative is the constrained ordinary least squares estimator. The con­
strained ordinary lezist squares estimator of 6 solves (2.14) under the constraint that 
has the first and the second moments equal to those calculated from Fx{.) and 
/,(.). namely 
In terms of the integrated mean square error for f x -  the two alternative estimators did 
not do cis well as the ordinary least squares estimator in a limited simulation study. The 
constrained least squares estimator was slightly better than the generalized least squares 
min^(U - B0)^V-^(U - B«). subject to AO 4- d > 0. (2.1-5) 
used as t,. the elements of V are 
mm 
estimator in the study. When V is used to estimate V. the generalized least squares 
estimator has a large variance. 
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2.2.2 Maximum Likelihood Estimator 
Under the model cissumption (1.1) and the asstimption that the cumulative distribu­
tion function of X is given in (2.6), the density fimction of >' is 
f v i y )  =  
p-2 
= -KO * /e(y) + 53 */.(!/)- (--i~) 
j=i 
The In-likelihood function bcised on data is 
n 
/(0|Y) = ^ln(a, + Bfd). (2.1S) 
<=i 
where B, = (6,i b^p-z))^- Y = (V'l. >2 K) and 
a. = [ 
J o  
b , j  = f y'j( x ) f , { x - y ] ) d x .  ( j  =  i  p - 2 ) .  (2 .19)  
J o  
The maximum likelihood estimator of 9. Omte- is the 6 that maximizes /(0|Y). 
We first show the uniqueness of the mciximum likelihood estimator. Then we study 
the large sample properties of L^t di and 62 be such that l{9i\Y) and l{d2\Y) are 
well-defined. For 0 < q < 1. 
n  
/(ofli-I-(1 - Q)d2|Y) = ln[o(Q, -I- B^^i) -I- (1 — a) ( Q .  +  Bfg>)] 
1=1 
> Q/(« i |Y)-h(I-Q)/(02 |Y). (2 .20)  
By the strict concavity of ln(.) function, the equality in (2.20) holds only when Bffli = 
Bj02 for all i. If the number of join points is much less than the sample size, except for 
trivial cases, the equality in (2.20) holds only when = B2. 
Lemma 2.1: Let fi(x). f2{x) and fzix) be nonnegative integrable functions defined 
on [0.1] that vanish outside o/[0.1]. Let f,X^) be the normal density icith mean zero 
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and variance Then there exists a function /i that only depends on fi and /> through 
[Jo f2(x)dx\ such that for any x € [0,1] and integer k 
and f / f (x) /3  .  Ui)dx < oc.  ( i i l )  fi * fM J 
Proof. Observe that for 7 = 1.2.3 
fj * f'.i-c) = / f}{^)fA-r - ii)ds < 
Jo 
and 
f j * f A j ^ ) =  [  f A s ) f A j ^  -  s ) d s  >  
Jo 
lo ^ < 0  
f-m Jo fAs)ds 0<x<l 
f , ( x  -  I )  f j i s ) d s  x > l  
f'.(-r - I) fo fj(s)ds x<0 
L.{1) lo 0 <x< I 
f A J ^ )  J o  f j ( ^ ) d s  X  >  I .  
Write c = A jg^-f o  f 2 ( 3 ) d s  
/ . ( X )  
M - r - l )  
U ^ )  = ^  
/.(J-l) 
c X < 0 
i.f-1 
e "2^ c X < 0 
/t(-r) 
C 0 < J < 1 — * 
C  X > I. 
-
M l )  0 < X < 1 
2x-l 
e 2"- c X > 1. 
Then I\ -/.(-r) (j.) < and for any integer A: 
J  f ^ { x ) f 3 *  f , { x ) d x  <  c ' ' J  t ~ i ^ ' ' f , ( x ) d x  J  f 3 { s ) d s  +  J  / 3  
+c "^ f ei^ ''f,(x — l)dx [ f3(s)ds 
J o  J o  
12.221 
(2.23) 
(2.24) 
/, ()</•>< 
< OC. 
which concludes the proof. 
Theorem 2.2: Let be a sample from model (1.1) with /, a normal distribu­
tion with mean zero and variance .Assume that Fx is of the modified cubic grafted 
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polynomial form given in (2.6) with support on [0,1]. The true parameter OQ  belongs to 
0. an open parameter space such that for each d 6 0 the corresponding cubic polyno­
mial is a valid cumulative distribution function. Then xoith probability tending to one as 
n —> oc. the maximum likelihood estimator of 0 exists: it is consistent and 
^/^(EMLE-EO) ^  N(O.[I(0O)]-M. (2.25) 
where I(do) is the Fisher information matrix ofY at 0o and is given by 
T//» \ TT I d ^ l n f r i Y ) ]  J' '--®' 
Proof. We apply Theorem 4.1 of Lehmann (1991. p. 429) on multiparameter maxi­
mum likelihood estimation. .According to the theorem, we only need to check the second 
and third derivatives of the In-likelihood function. Observe that 
I n f r i y )  _  - p ' j  *  f c { y ) ^ k  *  f d y )  
39,de, /?,(y) ^ —" 
d ^ i n f v i y )  _ *  f A y ) A  *  M y y - p ' r  *  M y ^  
de^dOkdOr " f^y) ' ^ 
From the construction of Vj. we know that the jt'^l are bounded and mutually indepen­
dent functions. From Lemma 2.1. we know that the information matrix is well defined 
and positive definite. The absolute values of the third derivatives are bounded 
by a function with finite expectation. Therefore the large sample asymptotic results fol­
low. • 
.A.fter d j n u  is obtained, the maximum likelihood estimator of F x ( x ) .  F x ( x ) .  is ob­
tained by replacing 0 with 0mie in (2.6). By taking the first derivative of F\(x) with 
respect to x. an estimator of fxi^)- /A'I-T). is also obtained. In practice, to ensure 
that the corresponding estimator of Fx is a valid cumulative distribution function, the 
maximum likelihood estimator of 0. 0mU- is the solution of the following nonlinear op­
timization problem: 
min^{—/(0|Y)}, subject to A.0 -1-d > 0. (2.29) 
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with A and d defined in (2.14). The procedure required to solve (2.29) is nonlinear 
which requires a good initial value. Setting the initial value to be Oou. the ordinarv" least 
squares estimator of 9. we use the subroutine e04ucf in the nag library' to solve for Omte-
The subroutine is designed to minimize a smooth function subject to constraints, which 
may include simple bounds on the variables, linear constrciints and smooth nonlinear 
constraints, using a sequential quadratic programming method (Gill et al. 19SI). The 
subroutine requires that the first derivative of /(0|Y) with respect to 6 be provided. By 
using Oois as an initial estimator, the solution of (2.29) was very stable in the simulation 
study. 
We derive a confidence interval for Fx based on large sample cisymptotics. .An 
estimator of I(5o) in (2.26) is 
i ( t f o )  =  I ( « . / . | Y )  =  =  1  V ( a ,  +  ( 2 . 3 0 )  
n dOdd n ^ t=i 
With the information matri.x estimated by (2.30). a nominal (I — q) confidence interval 
for Fx(^) (0 < Q < 1) is 
(F.v(-r) - -c>/.>S*E[Fv(j-)]. F x ( j . - )  + r^/2S*E[Fv(-r)j] . (2.31) 
where is the upper 2~^a quantileof the standard normal distribution and SE[Fv(-r)] 
is an estimate of the standard error of Fa'(^)- Letting nikr be the {k\r)-th element of 
i[i(0o)]"^ vve have 
p-2 p-2 
SE[FA-(.r)] = EE ^A.. ( j - )^ r ( j - )mtr .  (2.32) 
\ k=l r = l  
The nominal confidence interval of fx can be similarly constructed. 
.•\lthough the confidence inter\^ls of fx or Fy can be constructed from asymptotic 
theory, the performance of the confidence intervals was not satisfactory in a simulation 
study. One numerical problem is that the estimated information could be nearly degen­
erate when the number of parameters is moderately large. The nature of the problem is 
discussed in detail in Chapter 3. 
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2.3 Simulation Study 
We conducted a simulation study to compare the performance of the ordinary least 
squares estimator with that of the maximum likelihood estimator, and to study the 
performance of the variance estimator derived from large sample asymptotics. The true 
data are generated from a distribution function of the modified cubic grafted spline 
form defined on [0.1] in (2.6). Let be a sample of observations from the uniform 
distribution on [0.1]. Then the data A', with cumulative distribution function Fx are 
obtained as 
A', = Fv'(^ .)- (••^ ••^ 3) 
where is the inverse of the function of FY(.)- The A', so obtained satisfy 
P { X .  < x }  =  P { F x ' { Z , )  < x }  =  P { Z ,  <  F x i x ) }  =  F x ( x ) .  (2.34) 
The contaminated sample is 
V ;  =  A , /  =  1 . 2  n .  ( 2 . 3 5 )  
where the e, are independent X(0.<t-) random variables generated by the subroutine 
gOoddf'm the nag library. 
In our simulation study, two modified cubic grafted polynomials with five parameters. 
F[ and F2. are used. They both have seven equally spaced join points given by 7~'(_/ — 
0.5). j = 1 7. Figure 2.3 and Figure 2.4 are plots of the distribution functions F\ 
and F2. respectively. 
The parameter vector for Ft is 0 = (0.14.19.21.25.21.77.21.09)^. .\ random vari­
able generated from Fi has mean 0.666 and variance 0.077. The Fi function is an 
approximation to a mixture of beta distributions, namely 0.46e/a(3. 6)-t-0.66e/a(7. 1). 
The parameter for Fi 'xsB = (0.7.84.20.11.36.16.51.34)^. .A. random variable generated 
from F j  has mean 0.57 and variance 0.03S. The F2 function is an appro.ximation to m\i) 
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Figure 2.3 The cubic spline CDF on [0.1] with seven equally spaced join 
points and 9 = (0.14.19.21.25.21.77.21.09). 
which on [0. 1] is defined by 
m { x )  =  ' ^ (0 .55.0.04)( - r )  — ^(O.55.O.O4)(0)  (2.36) 
^(0.53.0.04)( 1) ~ ^(O,55.O.O4)(0) 
where the function <&„^2(x) is the cumulative distribution function of a normal random 
variable with mean /j and variance crj.. Since = 0 for both Fi and F>. the data 
generated for both cases have support on [.-li. 1]. 
We compare the performance of dois and 6mte for the two distribution functions. We 
use the cubic grafted polynomials with the same form and the same join points as those 
used to generate the true data. The empirical results are listed in Table 2.1 and Table 
2.2. The mean square error (mse) is the sum of the sample variance and the square 
of the sample bias. In each case, the maximum likelihood estimator is superior to the 
ordinary least squares estimator. Therefore we use the maximum likelihood estimator 
as the final estimator and use the ordinary least squares estimator only as an initial 
solution for obtaining the maximum likelihood estimator. Because 9i is restricted to be 
nonnegative. 6i is over-estimated on the average. It is not surprising that other 0"s tend 
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Figure 2.4 The cubic spline CDF on [0.1] with seven equally spaced join 
points and 6 = (0,7.84.20.11.36.16,51.34). 
to be under-estimated. If we use a cubic grafted polynomial with mis-specified support 
to estimate the true distribution, we would expect to obtain a biased estimator. .\s can 
be expected, when the sample size is bigger (Table 2.1). the estimators work better in 
terms of mean square error. 
By large sample cisymptotics an estimator of the covariance of is 
c6v(dmie-^l^u) = ^[i(^o)]"^ (2.37) 
where i(0o) is given in (2.30). We investigate the performance of the co\'arianceestimator 
in (2.37) for finite sample size by simulation. The inverse of the estimated information 
matrix is unstable. When the estimated information matrix was virtually degenerate 
at machine precision, a small number (0.000001) was added to the diagonal elements of 
the estimated information matrix to avoid non-uniqueness of the inverse of a matrix. 
This small number can make a virtually degenerate matrix to be positive definite in the 
simulation study. It is unknown how much the modification affects the inverse of the 
estimated information matrix. 
30 
Table 2.1 The sample mean, stemdard deviation (std) <ind 
mean square error of 500 replicates of dou and 
Omie for Fi with = 0.012 and n = 1000 
ols mie 
variables truth mean(std) mse mean(std) mse 
W Oo 0.10(0.24) 0.07 0.11(0.23) 0.07 
02 14.19 14.56(1.78) 3.32 14.13(1.76) 3.13 
93 21.25 20.10(1.73) 4.30 20.44(1.65) 3.44 
9^ 21.77 21.46(1.89) 3.66 21.51(1.74) 3.10 
9s 21.09 20.94(1.76) 3.13 21.08(1.65) 2.73 
Table 2.2 The sajnple mean, standard deviation (std) and 
mean square error of 500 replicates of 9ois and 
dmie for F2 with a- = 0.005 and n = 200 
\-ariables truth 
ols mle 
mean(std) mse mean(std) mse 
1001 0.00 0.48(0.69) 0.70 0.20(0.16) 0.20 
92 7.84 6.18(3.79) 17.12 7.02(2.85) 8.81 
93 20.11 19.00(3.55) 13.87 19.63(3.62) 13.38 
04 36.16 34.47(4.72) 25.13 35.58(4.02) 16.45 
05 51.34 49.32(3.66) 17.88 50.54(2.61) 7.44 
There are two ways to investigate the performance of the covariance estimator in 
(2.37). The first way is to compare the variance estimator (est. var) with the sample 
variance (obs. var) for each component of 9rnie- The variance estimator of each compo­
nent is the corresponding diagonal element of the covariance estimator in (2.37). The 
second way is to compare the observed variance of Fx with the theoretical variance of 
Fx derived from large sample asymptotics on a set of points. We used the first one 
in the simulation to study directly the properties of the estimated information matrix. 
Two difTerent sample sizes were used. 250 and 1000. We obtained 600 replicates of the 
covariance estimates for each sample size. The empirical variance estimator for each 
component of d,nU "'as calculated as the mean of these 600 variance estimates. 
We used cr^ = 0.006 for F2. This selection of cr- makes the ratio of the variance 
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Table 2.3 Comparison of theoretical variance es­
timates and empirical varieinces of the 
maximum likelihood estimator for sam­
ple size 250 based on 600 replicates 
Fi. cr^ = 0.012 F-z. cr^  = 0.006 
variables obs. var est. var obs. var est. var 
1001 0.2S 2.70 0.15 1.90 
0-, 10.19 45.76 7.35 18.81 
03 S.04 26.65 12.99 18.26 
04 9.38 74.05 14.98 39.95 
05 11.56 56.31 5.98 39.75 
Table 2.4 Comparison of theoretical varicince es­
timates and empirical variances of the 
maximum likelihood estimator for sam­
ple size 1000 based on 600 replicates 
F y .  = 0.012 Fa- <T^ = 0.006 
variables obs. var est. var obs. var est. var 
1001 0.07 0.29 0.04 0.13 
02 2.93 7.66 1.73 2.72 
03 2.53 5.58 3.10 3.25 
04 2.88 11.65 3.95 5.05 
05 2.83 8.01 1.67 3.33 
of the error to that of A' about 159^ for both distributions. The results are listed 
in Table 2.3 and Table 2.4. It is seen that From Table 2.3 and Table 2.4 the variance 
estimator over-estimates the variance of the ma.ximum likelihood estimator. One possible 
reason is that for a virtually degenerate estimated information matrix, the inverse matrix 
might have very large diagonal elements so that the corresponding estimated variances 
were inflated. The other possible reason is that when the sample size is moderate the 
constraint A.6 + d > 0 in (2.29) is likely to be effective. Once the constraint is effective, 
the variability of the d-mu is smaller than predicted by the information matrix. .As sample 
size gets bigger, the variance estimator works better. By looking at the shapes of the 
distribution functions for Fi (Figure 2.3) and Fo (Figure 2.4). we know that F^ has a 
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larger derivative than Fi- Hence the linear constraint is more likely to be effective for 
Fi than for F2. As a result, the variance estimator works better for F>. In conclusion 
the confidence intervcil constructed in (2.31) may not be accurate when the sample size 
is not big enough relative to the number of the join points and when the distribution 
function has a shape difficult to estimate. 
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3 JOIN POINTS 
In practice, a distribution function is not exactly of a grafted cubic polynomial form. 
A grafted cubic polynomial is used to approximate the true distribution function. Find­
ing the number and location of the join points of the grafted cubic polynomial is as 
important as choosing a kernel bandwidth in kernel density estimation. These are the 
most important issues in fitting a grafted cubic spline to an unknown distribution func­
tion. .A-Ithough the issues of how to find the number of join points and how to locate 
them are closely related, we discuss them separately. First we try to find the optimal 
theoretical number of join points. The B-splines (de Boor 197S. p. 129) are used for the 
theoretical work. Second, we illustrate a procedure we used to find the optimal location 
of join points after the number of join points is decided. Empirical results on selecting 
join points are discussed. 
3.1 Number of Join Points 
-A. spline with an infinite number of components is needed to approximate a density 
function with support on the whole real line. .A. spline with a finite number of com­
ponents cannot approximate the function at the tails well. In approximation theory, 
it is usually assumed that the underlying function has a finite support so as to study 
the approximation property when the number of spline components goes to infinity at 
some rate. We assume that the underlying variable .V has support on [0.1]. The density 
function fx vvill be approximated by a polynomial spline of order d with equally spaced 
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join points (or knots) at fo = 0 < < fa < •• - < < 1 = 'p+i, where tj = ^/(p + 1) 
for J = 1, p. A rf-th order spline function on [0.1] is a function with degree less 
thein or equal to [d — I) in each open interval {tj-i.tj) with {d — 2) continuous deri\^-
tives on (0.1). For fixed join points, the class of such functions is a linear space of 
functions of dimension [p + d). A basis for this linear space is provided by B-splines. 
or beisic splines. We show how to construct the beisis. Let Sj = fo = 0 = I d ) .  
Sj = {j = £/+l p-\-d) and Sj = fp+i = I. {j = p+d+l p+2d). We follow de 
Boor (1978. p. 131) to write as the j-th. base function of a d-th. order B-spline basis. 
The (p + </)-dimensional basis obtained by a recursive relationship 
(de Boor 1978. p. 131). The first order B-spline bcisis is constructed by 
{1 ^ X  ^  (3.1) 0 otherwise. 
After the {k — l)-th order basis is constructed, the A:-th order (I < k < d) basis is 
constructed by 
BjMr) = B,^i.,._t(x). (3.2) 
For (/ = 1. the spline basis consists of functions that are constant on each interval 
(^> ^ . ^ j + i ) .  F o r  d  =  2 .  t h e  s p l i n e  b a s i s  c o n s i s t s  o f  f u n c t i o n s  t h a t  a r e  l i n e a r  o n  ( i ^ j . S j + 2 )  
and continuous on (0.1). The Bj,dix) so obtained satisfy 
Bj.d(^) < 1 for X € (Sj.Sj+d) and Bj,d{^) = 0 otherwise (3.3) 
for all j - d  and any integer q .  (3.4) 
where ||.||, denotes the usual norm of a function with respect to the Lebesgue measure. 
We standardize Bjj by multiplying by (/(sj+j — .Sj)"'. We still call the standardized basis 
Bjj. Notice that from (3.4) for standardized Bj,d 
= '• (3-5) 
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When (/ = 4 we obteiin the well-known cubic B-spIine basis. A standardized symmet­
ric Bjj looks quite similax to a nonn«il density, einalogous to u.'j defined in (2.4) after 
standardization. 
Let g { x )  =  0^B(x) be a (p-|-</)-component B-spline function used to approximate 
fx € ^[0.1] and 0 < r, < fx < r2- where B(j) = Sp+!i.j(j))^-
The parameter space is 
^ 9'^B{x)dx = 0^1 = 1 and 0 < n < 0^B(x) < rsj . (3.6) 
Proposition 3 in Tapia and Thompson (197S. p. 94) proves that a space like 0r,.r;. in 
(3.6) with Ti = 0 and = oc is compact and convex. Tapia and Thompson (I97S. 
p. 94) derived the result for studying nonparametric maximum likelihood estimation of 
a density function. When ri > 0 or r2 < oc the parameter space 0ri.r, is the closed 
subspace considered by Tapia and Thompson (197S. p. 94) and is also compact and 
convex. The average In-likelihood function for data and its expectation are 
denoted by 
I " 
=  - Z N /A-.0 */'(>:)] (3.7) 
1=1 
and 
1 ( 9 )  = E{ln/^.^ » /•(>')} = J  ^ n [ f  y .  g  * /,(j-)]/v * f A - r ) d x ,  (3.S) 
respectively. Let On =  (On . i  dn - .p+d)^  be the 6  that maximizes (3.7) and 9q  = 
(00.1 So. p+d)^ be the 9 that ma.ximizes (3.S). the expected likelihood. .Notice that 
the dimension of 0r,.r2 in (3.6) i s  ( p  +  d  —  I ) .  Let = { 0 2  &p+<i)^ be the effective 
parameters. Write = (0^.2 0n.p+d)^ and ^o.-i = (0o:> ^o.p+d)^• By setting 
the first derivative of 1 ( 9 )  with respect to 0 j  ( j  >  2) equal to zero, we have 
J  [ B j . d  -  B u d ]  *  f A - r ) [ f x  *  f , ( ^ - ) ] [ f x . 9o  *  j  =  P ' ^ ^ -  (3.9) 
Multiplying the left hand side of (3.9) by 6o,j. summing up over j and using the fact 
36 
that d^l = 1. we have 
j  B i j  *  M x ) [ f x  *  f A ^ ) ] [ f x . e o  *  
= ^ J [^o.}Bj4 * Mx)][fx * M^)\[fx.eo * 
J  
= j f x  *  h { x ) d x  =  I .  (3.10) 
From (3.9) and (3.10). 
J  Bj.d* Mx)[fx * Mx)][f ^ . Q^ *Mx)\~'dx = 1. j  =  1.2 p  +  d .  (3.11) 
The usual criterion to assess the goodness-of-fit for a maximum likelihood density estima­
tor is the mean integrated squared error (MISE). The MISE of the maximum likelihood 
estimator of Q is 
{/,.,«„} =e{/ rfx}. (:!.12) 
The MISE{/,o } is then bounded by two components which correspond to sampling 
-V .tf n 
error and appro.ximation error. 
+2 J  [/A-(x)-/^. 0^(x)]'t/x. (3.13) 
The number of join points affects both the approximation error and the sampling error. 
W'e discuss their effects separately. 
3.1.1 Approximation Error 
Notice that when fx is of the same parametric form as ^ with true parameter 
BQ. 1(0) in (3.S) is maximized at do by results in classical information theory (Kullback 
197S. p. 14). There is no approximation error when f^Q is of the correct functional 
form. When fx is not of the same parametric form as /y Q. results on the mathematical 
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assessment of the approximation error are not available in the measurement error Ctise. 
However for the special c<ise that the mecisnrement error heis zero variance, we can cissess 
the approximation error mathematically. Before we do that, we state two propositions. 
Denote by A„i,„(.) the minimum eigenv«Jue of a matrix. 
Lemma 3.1: Let .4(x) be a nonnegative definite qx q matrix for each x and let g(x) 
be a function satisfying g(x) > L >0. Then 
Amin A{x)g(x)dx^ > LAmm A(x)dx^ . (3.14) 
Proof: For any (^-dimensional column vector or. 
A ( x ) g ( x ) d x ^  o t  = J  [ o J A { x ) a ] g { x ) d x  
> L j ot^A{x)otdx 
=  L o c ^  A { x ) d x ^  c t  
>  L X m t n  A ( x ) d x ^  c J o t .  
OC  ^
Lemma 3.2: For any q x k matrix A and q x q nonnegative definite matrix B. 
Am,n(A^BA) > Am.„(A^A)A„,„(B). (3.15) 
Proof: For any Ar-dimensional column vector a. 
a^A^BAoc > A„,„(B)a^A^Aa > A„,„(A^A)Am.„(B)Qr^Q:. (3.16) 
Properties of the least squares spline approximation to a function are well studied 
(de Boor 1976). The following theorem is an extension of the current results on the 
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Iceist squares approximation to the maximum expected hi-likelihood approximation of 
(3.8). The lezist squares approximation is a naturai choice in the numericaJ analysis 
context where it is usually cissumed that the underlying function of interest is observed 
with error on a set of points, while the probability structure of the error is usually not 
specified. The ma.\imum expected likelihood approximation of (3.S) is of interest in the 
statistical context. 
Theorem 3.1: Assume fx € A] for some integer d andQ < < fx < rj < cc. 
Let BQ be a solution to the expected In-likclihood (3.S) in 0ri.r2 (3.6) where the variance 
of e is zero. Let f^ff^ be the (p + d)-component B-spline corresponding to BQ. Then 
I /A-(-r) - fx.0o^^^ (3.17) 
as p oc. 
Proof: By the construction of the standardized B-splines basis, there exists Ci > 0 
such that Bj4 < cip. By Theorem XIl.l in de Boor (197S). there exists 0 6 ©ri.r, and 
Co > 0 such that 
II/.V - /^. -d (3.18) 
where C2 = ma.Xj.t{(j>j+j — sj)l{sk+d — ^k)} = d for ec|ually spaced join points. Since 
fx r 
de fx.e ^BB^. f l  X.9 
it follows from Tavlor's Theorem that 
D = /A'(-r) 
- J h.. 
=: H(fl-0o-). 
00 
/v(-r 
B(X)</X 
^ ^x.6 
A-(£|_ 
( • r )  
B ( x ) d x  
B(A-)B(J:) T/J- {OQ-9) 
(3.19) 
w here 6  =  3 6  +  ( I  —  3 ) 6 o  for some 0 < J < 1. By the convexity of ©n.r,- ^ € 0ri.r 
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Notice that from (3.11), (3.18) «ind (3.19). the j-th element of D. D j .  satisfies 
^  - Y A -(-r)[/^(^)r^^j(j^War 
=  l y  [ f x {I) - q {X ) ] - ^  B j ( i ) d x  
<  J  l[/.Y(-r) -/^.^(x)][/^.^(x)]-^5j(j-)|</j 
r'j+d 
<  C i r - ^ p  I f x i l )  -  g { x ) \ d x  
J s j  
< CiC2ri^p~'^'^^{Sj+d - Sj). 
Let G = diag{</(5j+<f — 5j)~^}. i.e.. the j-th diagonal element of G is the standardization 
constant. Notice that 
ATnm(G) = p + 1 and A„ax(G) = d { p  + 1). 
From de Boor (1976). 
A^.n (^J G-^B(G-^B)^^ > C3 > 0. 
where C3 only depends on d .  From Lemma 3.1 and Lemma 3.2. 
A .^„(H) > r,r.7-A ,^„ (^ J 
= rir^'K:n (G j G-^B(G-^B)TG 
> nrj^A^,„ (^J G-^B(G-^B)^) A^,„(G) 
> C4p-. 
for some C4 > 0. Therefore the maximum eigenvalue of H~' is bounded by c^^p~-. By 
(3.19) and (3.20) 
{ 0 0 - e f  { 0 ^ - 0 )  = 
< cJ-p-^D^D 
p 
^2 2 -2„-2 -2(i-2 V^/ , , \2 < C[C2C^ Tj p / A j+'^ ^J' 
= Csp' 
J=l 
-2d-3 
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for some C5 > 0. Write G2 as the diagonal matrix whose j-th diagonal element is the 
squcire root of the j-th diagonal element of G. Then by (3.5). the squared integration of 
each component of is equal to one. The j-th and the ^-th components of G~2 B 
only correlate when \j — /rj < d. For those correlated components, the correlation is 
positive and is less than or equal to one. Therefore the matrix J (G~2B)(G~?B f is a 
block diagonal symmetric matrix whose nonzero elements in each row have summation 
less than or equal to {2d — 1). By Theorem 5.6.9 of Horn and Johnson (19S5. p. 297). 
the mciximum eigenvalue of J (G~^B)(G~?B)^ is less thaii or equal to {2d — 1). .VIso. 
=  i B o - e f a i  y  ( G - t B ) ( G - i B ) ' '  G 5 ( f l o - 9 )  
<  ( 2 f / - l ) ( 0 o - ^ ) ^ G > G » ( d o - 0 )  
< (2rf-l)A„,,(G)(0o-«)^(^o-^) 
< (3.25) 
for some cg > 0 that does not depend on p. Combining (3.18) and (3.25). we have that 
/ /A'(-r) -Jx < ij 
^•2/ 
/.Y( - r )  - dx 
dx 
=  0 { p - ' ' ) .  (3.26) 
which concludes the proof. 
Stone (1989) studied the properties of the maximum expected likelihood approxima­
tion of the logarithm of a density function on [0.1] by a rf-th order {p -I- f/)-component 
B-spline. It was shown (Stone 1989) that the absolute value of difference between the 
maximum expected likelihood estimator of the density and the true density is uniformly 
bounded by cp~'^ for some c > 0. Therefore the convergence rate in Theorem 3.1 is 
comparable with that in Stone (1989). 
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It is tempting to use the same eirgument to eissess the approximation error when 
the variance of e is not zero. But this eirgument will not work since, as we will see in 
the ne.xt section, the eigenvalues of the corresponding Hessiaji matrix. H of (3.19). can 
decay exponentially. 
The deconvolution problem with /t normally distributed is a cleissical one. .Numer­
ous methods on deconvolution have been introduced in the mathematical literature. See 
Medgj'essy (1977. Ch. V) and references therein. Objective functions other than the 
expected In-likelihood of (3.S) are generally used in mathematics. In the statistical lit­
erature regression splines eire used by many authors. See. for example. Nusser e/ al. 
(1997) and Ruppert and Carroll (1996). However the properties of regression splines un­
der different estimation contexts have not been investigated to the same extent as have 
kernel or smoothing spline estimators. Major contributions on the properties of regres­
sion splines are in .A.garwal ajid Studden (19S0). and Stone (1989. 1990). .\mong kernel 
estimators, smoothing spline estimators and regression spline estimators, the properties 
of kernel estimators are the best studied. Comparing (3.25) with (3.IS), we see that 
f^Q is closer in Z,> to than to fx in an asymptotic sense. This suggests that the 
approximation error of dominates the approximation error of /y to fx- It is 
not known whether it is still true that the approximation error of f y. Q dominates the 
approximation error of f-^Q^ for the measurement error problem. In other words, it is 
not known whether the measurement error plays a role in cissessing the approximation 
error for the measurement error problem. 
For the kernel estimator in (1.17) the approximation error is J  [ f x  — E{/.v}]- where 
E{/.Y(a-)} = fx * /v'a( x ) .  
The approximation error for the measurement error problem is of the same form as for 
the problem without measurement error. That is. the properties of the measurement 
error do not play a role in the e.xpression for the approximation error. 
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3.1.2 Sampling Error 
When the X axe meaisured with error, a spline estimator of the density function of A' 
can have a large sampling error. We show the relationship between the sampling error 
of the maximum likelihood estimator of the spline function from (3.7) and the number 
of spline components. We mainly deal with the effective parameter vector tf_i and its 
estimators 6n.-i and ^o.-i given through (3.7) to (3.9). We first show the consistency 
of 6n.-i for ^o.-i- Second, we show the asymptotic normality of 9n.-i. Finally the 
relationship between the sampling error of the maximum likelihood estimator of the 
spline function is related to the number of spline components by a heuristic argument. 
Theorem 3.2: Let be a sample of independent observations from model (l.I). 
where fx is a continuous density on [0.1|. Assume f, is a normal density with mean 
zero and variance a'. Let 0^ I and 0Q,-I be the solutions to the In-likelihood function 
(3.7) and expected In-likelihood function (3.8). respectively, in ©n.ri ri = 0 and 
tj = 3C. Then for any fixed p. 
6n.-i —> ^o.-i as n x. (•^-27) 
Proof: Observe that 
d H f ^ Q ^ f A Y ) ]  B j j  -  B j . y )  *  f A V )  
< 
( B j , d  +  B j _ i )  *  f , { \  
A-.0*/.(V') 
(3.28) 
By Lemma 2.1. the right hand side of (3.2S) has uniformly bounded expectation inde­
pendent of 6. In fact, the constant c in the proof of Lemma 2.1 can be chosen to be 
two when /i is replaced by Bj.j -I- Bj^i and is replaced by f^ff- Therefore by Lemma 
5.0.4 in Fuller (1996. p. 255). as n oc 
Ue)-lie) 0 a.s. (3.29) 
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uniformly on 0ri.r2- Since 1 ( 0 )  is strictly concave, for any r j  >  0  there is 0  such that 
11^0 — = 7 
-  i m  =  K B o )  -  1 ( 0 )  >  0. (3.30) 
Then by Lemma 5.5.2 in Fuller (1996. p. 255). (3.27) follows. • 
Theorem 3.3: Let be a sample of independent observations from model (1.1 j. 
where fx is a continuous density on [0. ll. Assume f, is a normal density with mean 
zero and variance cr^. Let 0n i and 0q,-i be the solutions to the In-likelihood function 
(3.7) and expected In-likelihood function (3.8). respectively, in Qrixz r, = 0 and 
ro = oc. Then for any fixed p as n —y oc 
y/^{0n.-i-9o.-i) A .\-(0.[I(flo)!-') (3.31) 
where the {k.j)-th element of 1{0Q ) is given by 
[(Bk.u — Bi,d) * f(\[{Bj,d — Bi.d) * /<][/.v * /<] / (/v.^o * (3..32) 
Proof: By Taylor s expansion, for any j > i 
I n . j i d n )  =  +  
k 
+ ^7 Z Z Cfcm(^)(^n.A- - doM){On.n. " Oo.m)- (3.33) 
fc m 
where I'^ j. 1"^,. and l"[jf^ denote the first, second and third derivatives of /„ in (3.7) and 
0 is a point on the line segment connecting 0o and The left side of (3.33) is zero 
and the resulting equations can be written as 
"^C.j(^o) = ~\/" i^n.k — OQ,k) —I'n.jk^^o) + Xrf Cjfcm(^)(^i.m " ^O.m ) 
k L" "" m 
= : —\/n^^{On.k — GQ.k)Djk (3.34) 
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Parallel to the proof of Theorem 3.2 using lemma 2.1, we have that 
are each uniformly bounded by a function with finite expectation. From Theorem 3.2 
and the strong law of large numbers, we have that 
Djk -^Ijki^o) a.s. as n -)• oc. (3.35) 
where is the (_/. Ar)-th element of I(0o) in (3.32). On the other hand, since ^o.-i 
maximizes l { 6 ) .  the multivariate central limit theorem (e.g. Theorem 5.1.S in Lehmann 
I9S3. p. 343) shows that has a multi\'ariatp normal limir 
distribution with mean zero and covariance matrix I(0o )• Therefore the limit distribution 
of ^(dn.-i — Bo.-i) is that of the solution R = {Ro Rp+d) of the equations 
Y,Ij,ieo)Rk = Tj (3.36) 
k 
where T = (T-y Tp+<i) is multivariate normal with mean zero and covariance matrix 
K^o)- It follows from Lemma 4.1 of Lehmann (19S3. p. 433) that the distribution of R 
is that of 
[i(«o)r'T. 
which is a multivariate normal with mean zero and covariance matrix [I(0o)]~'. • 
The correlation between Bk and Bj vanishes when \k — j\ > d: but the correlation 
between Bk * f, and Bj * f, never vanishes. Because of the high correlation between 
Bk * f, and Bj * /,. the information matrix with elements given in (3.32) can be nearly 
degenerate. It is difficult to investigate the information matrix directly. We simplify the 
investigation in two steps. First, due to the similarity between a symmetric Bjj(x) and a 
normal density function with suitable mean and variance proportional to p~-. we replace 
with normal densities with mean (p + d)~^{j — 0.5) cmd variance ci<T^(p + d)~- for 
some ci > 0. Unlike the approximation error, the qualitative property of the sampling 
error should remain comparable after this change. Second, we drop fx * /< and * J, 
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from the expressions of (3.32) to facilitate the study. Dropping these terms is more or 
less like assuming that fx is flat. Notice that Bjj * /^ is a normal density function with 
mean (p + — 0.5) and veiriance <T^[l + ci(p + after the two simplifications. 
Let M be the (p + d) x (p + d — i) matrix with all of the elements of the first row 
equal to —1 and the square matrix below the first row an identity matrix. The matrix 
M^M heis diagonal v'alues of two and other elements equal to one. The eigenvalues of 
M^M are (p + d) and one with {p + d — 2) of the values equal to one. .-Vfter the two 
simplifications, the information matrix is 
W = l^ y 
The (A:._7)-th element of D is 
M =: M^DM. (3.37 
2 ^ p+d p+d 
[p -i- J)--] 
f ( ->~0-5 \2 I / k-0.5 \2 J — 0.5 . k—O.o \2 ^ p+d ' ^ p+d ' 2 ^ p+d p+d ' I J 2.ni+c,(p+c()-i—r' 
+ (p + </)2] } • >/47rcr-[l + c i ( p  +  d ) '  
W'e study the matrix D and give a lower bound for Am,„(D). Notice that when p is 
large, the ratio between any two elements of D varies little with p. This causes D to be 
nearly degenerate We first quote a matrix result from Fuller (1996. p. 154). 
Proposition 3.1 (Fuller 1996. p. 154): Let F 6e a .s x matrix whose {k.j)-th 
element is 7(|A" — j\) for some function 7(.) .  Assume that 7(.)  satisfies 
X 
^ |/i||7(/i)l = r < oc. 
/l=—oc 
Then there is an orthogonal matrix Q and a diagonal matrix A such that QTQ — 2tA 
less than in magnitude. 
Notice that an immediate consequence of Proposition 3.1 is that the eigenvalues of 
r can be approximated by the diagonal elements of A multiplied by 2- when is large. 
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We will give the form of the diagonal elements of A through the proof of the following 
lemma-
Lemma 3.3: Let!} be a ( p  +  r f — 1 )  x ( p  +  r f —  1 )  matrix voith {k.j)-th element given 
in (3.38). then as p oc 
A^.n(D) = 0(pe-'^''''p'). (3.39) 
Proof: Fix a large p and d. and extend D to a m x m matri.x Dm- odd and 
m > {p + d). with the {k.j)-th element given in (3.3S). VV'e assume m to be odd only 
for convenience. Notice that the matrix D is a submatrix of the matrix D^- By matrix 
theory (see. for example. Theorem 4.3.8 of Horn and Johnson 19S5. p. ISo). 
A„^.„(D) > A^,„(D„,). (3.40) 
The matrix Dm has the property that the ( k . j ) - t h  element only depends on \ k -  —  j \  and 
decreases exponentially with respect to |A: —jj. The matri.x Dm satisfies the assumptions 
in Proposition 3.1. Let '2-dm.j be the approximate eigenvalues of Dm- Then 
+ ( p  +  rf)2|} /l = — 
I _ _J_ J_ pvn/ — 1 
2- '  \  4 a ^ [ c i  +  { p  +  (/)-] J ^m.2s — 
_ \/ci ^ exp{-4-V-[ci + (p + </)-](.s/m +/i)^}. (3.41) 
V L. * /l = —X 
where .s = 1.2 0.5(m — 1). The last equality in (3.41) follows from properties of 
Fourier series (Walker 1986. p. 135). The minimum value of the right hand side of 
(3.41) is obtained when ^ = 0.5(m — 1). The leading term of this minimum eigenvalue 
corresponds to h = 0 and is of order pexp(—~^cr-p-). Therefore approximately there is 
a constant co > 0 such that 
Amm(D) > c.7'pexp(-7rVV)- (3.42) 
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Bv Lemma 3.2. 
A„x.n(W) > A„.„(D)A„.„(M^M) > c7'pexp(--VV)- (3.43) 
As a result the largest eigenv'alue of W~^ is bounded by c2p~'exp(~-cr-p-). 
We return to the discussion of the sampling error (3.13) of the maximum likelihood 
spline density estimator. If we use the quantity on the right hand side of (3.43) as the 
upper bound of the maximum eigem^alue of the inverse of the information matrix (3.32). 
we have that, when n is large. 
for some constant C3 > 0 and C4 > 0. The Icist two inequalities use the fact that the 
integrals of are of the same magnitude across j and are bounded by some constant 
times p: see (3.5). The upper bound in (3.44) is interesting. It has been proved in 
Fan (1991) and Stefanski and Carroll (1990) that the integrated variance of the kernel 
estimator based on characteristic functions (1.17) with kernel bandwidth h is of order 
{nh)~^exp(-,/h') for some positive constant It has been documented that the inverse 
of a kernel bandwidth is analogous to the number of regression spline components as 
measures of bias and variance of an estimator (Silverman 1984). Therefore the upper 
bound in (3.44) is comparable to that of Fan (1991) and to that of Stefanski and Carroll 
pn 
< C4—exp(-'(T"p^) (3.44) 
n 
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(1990). Clearly for the worst ctise p has to be of order less than (lnn)2 for the right 
hand side of (3.44) to go to zero. 
It is cdso of interest to study the sampling error when the variance of the measurement 
error is small. Suppose the variance of the measurement error is c^{p + d)~- and the 
Bjj, are normal densities with mean [p + d)~^(j — 0.5) and variance C6{p + d)~- for some 
cs > 0 and Cg > 0. Then the (Ar.j )-th element of D in (3.38) would be 
p + d _f 
— pvp < 
y^4- (C5 +  Cg) L 4(C5-| -C6) 
By the same argument as used in Lemma 3.3. we have that when the elements of D 
change from (3.38) to (3.45) the summation part on the right hand side of (3.41) will 
not depend on p. Then the minimum eigenvalue of D would be proportional to p. 
.•\s a result, the integrated variance in (3.44) would be of usual parametric order n ~ ^ p .  
Therefore the effects of the measurement error relative to the sampling error is negligible 
if the variance of the measurement error goes to zero at the rate of p~^ as p —• oc . 
3.2 Join Points Allocation 
For a model with no measurement error. Stone ( 1990) used a cubic spline to ap­
proximate the logarithm of a density function. In an empirical study. Kooperberg and 
Stone (I99I) found that the optimal number of join points ranged from 4 to 10 when the 
sample size ranges from 100 to 500. The density functions considered were lognormal. 
gamma, half-normal, e.xponential and some bimodal distributions. When normal mea­
surement error is present, we should choose fewer join points because the sampling error 
is large. .As a rule of thumb, we might use 3-S join points for sample sizes from 100 to 
500. The upper bound in (3.44) is indicative of the possible correlation problem for the 
spline estimator defined in section 2.2. The grafted polynomial we used was restricted 
to be linear at ends. This restriction could make the correlation problem a little less 
severe when a moderate number of join points is used. 
• 
(3.45) 
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After the number of join points to use for approximation is decided, it is a natural 
question to ask if the optimal location of join points caji be found numerically. The 
problem of finding optimal join points numerically is a nonlinear problem and the likeli­
hood is not convex in the location of join points. In cm e«irly work by Halpem (1971). a 
Bayesian method is designed to estimate the location of the join points in the regression 
context. In Haipern's approach the set of all join points is pre-decided. The optimal 
subset of join points is obtedned after all possible subsets of join points are evaluated 
by posterior analysis. Smith and Kohn (1995) used a Gibbs sampling method to find 
join points in a Bayesian analysis. .A.n adaptive algorithm for choosing join points sim­
ilar to backward-forward variable selection in the regression context was developed by 
Friedman (1991). Stone et al. (1997) applied a join points deletion/addition procedure 
for density estimation, where the logarithm of the density is approximated by a cubic 
regression spline. 
We experimented with ein ordinary leeist squares estimator of the join points following 
a similar idea as in .lupp (1972. 197S). Let A — (.Ai. .42 Ap)^ be a set of join points 
used by a grafted cubic polynomial with support on [0.1] and defined in (2.6). The ordi­
nary least squares estimator of A is obtained by minimizing the sum of squares between 
the empiricai cumulative distribution function and postulated cumulative distribution 
over a set of points. Let 
m(A) = [U-B(B^B)-'B^U]^[U-B(B^B)-'B^U] 
=: U^(I-Pb)^(I-PB)U 
=: n^n. (3.46) 
where U and B are defined in (2.10) with ft taken to be (/: = 1 n ) .  .A.n estimator 
of A is obtained by minimizing m(A). The notation used for the following discussion is 
the same as in Section 2.2.1. In order to solve this nonlinear least squares problem, we 
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need the first derivative of m( A) with respect to A. By the cheiin rule 
d m { A )  
dA, 
- p b ) U ]  
2U^ 
2U^ 
2n^ 
2U^ 
d A j  
d A j  o A j  
(I - PB)|^ - 2(1 - PB)|^(B'"B)-'B''U 
oAj oAj 
3U T , T 
o A j  o A j  
au .,33. 1 
dA, -  ^ dA°'"\ • 
( O I \ \ o . - t t  }  
The third equality uses the result on the differentiation of a projection matrix from 
Harville (1997. p. 315). The elements of 5U/5.Aj. dukfOAj. and the elements of 
dbki/dAj, are given by 
duk f 5(^o(x) 
O A ,  '  ' l  
d A j  J o  d A j  
(3.4S) 
(3.49) 
w here 
^9o( ^ ) 
d A j  
OA, 
d M t )  
OA, 
d W p - 2 ( t )  1  ^ ^ ^ C ? l f p _ 2 ( l )  
dAj a>_,(l) 
^<,^0(0 
- -,3o(0- O A ,  
d A j  
d w k ( t )  d ^ o ( t )  
(3.50) 
(3.51) 
d A ,  dAj 
a'fc(l)-^|^^o(0- 2 < A-<(/,-•>). (3.52) 
Notice that 
d O k ( t )  
OA, 
(3.53) 
- { t  -  .4t)- t  >  A k  and f c  = j  
0 otherwise 
is continuous and the partial derivatives of iCkit) with respect to .4^ is a continuous 
function of dok{t)/dAj and .4.^. Therefore the first deri\-ative of m( A) with respect to 
A is continuous. 
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A tremsformation idea was suggested by Jupp (1972, 1978) to get a more stable 
solution for a similar problem. We adapted Jupp's idea and let 
5 r  = ln{ d r + l f d r )  ellld Qr = T = 1.2 p  (3.54) 
where 
dr = .4r — -4r_i. ajid .4o = 0 and Ap+i = 1. (3.55) 
Then we have the following useful relation to obtain .4r from Sr'. 
qr = and dr+i = di (3.56) 
Notice that 
where 
d m { A )  _  d m i A )  d S r  
O A ,  ^  d S r  d A j '  
r = l  
l / d j  r  =  j - l  
dSr 
(3.57) 
- { l / d j  +  l / d j + i )  r = j  
.-J , = < (3.ob) 
i/d,^^ r = J + I 
0 otherwise. 
Let G be the matrix with element given by and A = (^i then 
(3.59, 
oA O A  
In a limited simulation study we used the transformation strateg}' to solve the non­
linear least squares estimation problem. The true data were generated from very nicely 
behaved distribution functions of the cubic grafted polynomial form in (2.6) with sup­
port on [0.1]. Different sample sizes. 500. 1000 and 2000. were used. The \-ariance of 
the measurement error was very small relative to the variance of the true data. The 
number of join points used ranged from 4 to S. In order to solve the nonlinear problem, 
an initial solution was required. It turned out that the final solution was usually trapped 
in a very small neighborhood of the initial solution. Sometimes the final solution can 
be very different from the initial solution, and the solution might differ greatly from the 
true locations. We even tried to estimate only one join point with other join points fixed 
at the known locations of the true distribution function. .A.gain the procedure failed to 
find the location of the join point. 
Given these results we decided not to attempt to find optimal join points. We 
located join points by other schemes. The first and last join points are set in such a 
way that two to five observations were outside each of them. For the rest of the join 
points we considered three schemes. The first scheme is an equal spaced scheme in which 
the join points are equally spaced between the first and last. The second is an equal 
probability scheme in which each interval between two consecutive join points contains 
the same number of observations. The third scheme is a mixture scheme. The join 
points are located at the average of the equal space scheme and equal probability scheme. 
.A. disadvantage of the equal space scheme is that it could happen that some intervals 
may contain too few observations. -A. disadvantage of the equal probability scheme is 
that some join points may be too close. The mixture scheme works a little better in our 
limited simulation study. 
3.3 Model Selection 
One way to select a model is to fit models with different numbers of join points, using 
one of the three schemes to locate join points and to select the model with the smallest 
AIC value. The set of numbers of join points is discussed at the start of Section 3.2. 
The .4/6'with p parameters is 
A I C [ p )  = - l { K u \ Y ) + p .  (3.60) 
where the notation is that of Section 2.2.2. The .4/Cis used in the literature because 
of its simplicity. For example .A.tilgan and Bozdogan (1990) used the .4/C procedure to 
select the number of cubic spline components in density estimation without the presence 
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of the mezisurement error, where the density function is approximated by a mixture of 
cubic spline components. Another way to select a model is to use a testing procedure. 
In the statistical hypothesis testing context, the null hypothesis is that the true density 
function is a p component spline and the alternative hypothesis is that the true density 
function is a (p+1) component spline. The test statistics is the difference between the In-
likelihood under the alternative and that under the null hypothesis. The difference has a 
chi-square distribution with one degree of freedom under the null hypothesis. If the null 
hypothesis is rejected, we accept the edtemative hj'pothesis. If the models are nested, 
we can use this testing procedure to choose a model. In a limited simulation study, the 
testing procedure gave no improvement over the AIC model selection procedure. 
We also tried a forward-backward v«u-iable selection method for join points selection. 
VV'e illustrate the method for the equal spaced join point allocation scheme. It can be 
easily extended for the other join point allocation schemes. With the first and last join 
points fixed, we add a join point in the middle of the interval if the AIC decreases 
significantly with the addition. Thereafter, the procedure is to add a join point in the 
middle of each pair of consecutive join points and select the join point with the smallest 
AIC value. If the AIC value decrejises significantly, keep the join point and continue 
with the adding procedure. When the AIC value does not decrease significantly, start 
a one-by-one deletion procedure. Keeping the two join points at the ends fixed, the 
deletion procedure deletes join points one at a time if the deletion does not increase AIC 
significantly. Join points are deleted until no join point can be further deleted. In a 
limited simulation study, there was little or no improvement of this forward-backward 
variable selection procedure over the simple AIC procedure. The reason is that the 
likelihood surface is not convex in join points. No matter whether the join points are 
found numerically as in Section 3.2 or selected hierarchically by the testing procedure or 
the forward-backward procedure, the global optimal join points were not always found. 
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4 IMPROVED SPLINE ESTIMATORS 
In this chapter, two maximum likelihood spline estimators of a distribution func­
tion arc presented. .Vn initial transformation plays a central role in our development. 
Since the initial transformation also serves as an initial estimator, we do not distinguish 
between the two terms. The motivations behind the two maximum likelihoodspline es­
timators are discussed. A simple empirical procedure to improve the performance of the 
spline estimators is described. 
4.1 Initial Spline Estimator 
We use quantile regression to find an initial estimator of f x .  the density function of 
the underlying variable .V. .A. recent example of using quantile regression to approximate 
a distribution function is N'usser et al. (1996). Let be an independent sample 
from the mezisurement error model (1.1). To construct the initial estimator, let 
•V. = (^ \.> J  ( > ; - > • )  +  > ' .  / = 1 . 2  n .  ( 4 . 1 )  
where V' = ^ Sr=i sample mean, ~ ^  sample variance 
and (J- is the variance of the measurement error. Denote by .V(,) the corresponding i-th 
order statistics of the sample The .V,. / = 1.2 n. so constructed have. 
asymptotically, sample mean and variance equal to the population mean and variance 
of A'. .A. naive way to construct an initial estimator of fx is to find the distribution 
function of A' and use it as the initial estimator. .Asymptotically, when A' is normally 
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distributed, A' heis the Scime distribution eis A'. Let 
w^i) = — 0.5)]. (4.2) 
where ^ is the standard normal cumulative distribution function. Let Gyl j) be the 
grafted polynomial defined in (2.5) with p fixed join points that transforms X to stan­
dard normal. Notice that the number of join points is the same as the number of 
parameters. Let 9—{9i.92 dp)^ = (bo.bi bp-i)^ be the spline coefficients. Then 
9  is estimated by solving the following quadratic programming problem 
n  
min^ ~ ^'.v("•'(«))]'^- subject to G'^.(.) > 0. (4.3) 
1=1 
Once an estimator of G j - .  G ^ .  is obtained, the naive initial cumulative distribution 
function estimator of A' takes the following form 
H i x )  = ^ G ^ { x ) ] .  (4.4) 
When the sample size is moderate, say 100 to 500. our simulation study indicates that 
Hoi j) is a reasonable estimator of the cumulative distribution function of X. 
Notice that A' has. asymptotically, same skewness, kurtosis and other standardized 
higher moments as Y. .\lthough X has asymptotically, sample mean and variance equal 
to the population mean and \-ariance of A', the shrinkage estimates of X provide poor 
estimates of the other moments when X is not normal. 
Observe that H is a. smoothed version of the empirical cumulative distribution func­
tion of .V. When a set of observations are used to estimate an empirical distribution 
function of a variable of interest, a more general estimator assigns different weights to 
different observations. Let {A', }^i be a set of ordered observations to be used to es­
timate the density function of A', where A', are determined from external information. 
.\ssume that a set of obserx'ations Vj. i = 1.2 n. is available and assume that 
satisfies the model 
V ;  =  A . - h e ,  
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where e,- ~ NI{0.cr^) and 
P{A' = A',} = i = 1.2 m. (4.5) 
Let sfc, k = 1.2 A', be a set of intervals with boundziries o^-. k = 0.1 V. 
where go = —oc and gs = oc. Given A',, the probability that y falls into <,1- is 
~jt(. =  P { y  € sTrl-V,} = f  f , . ( x  -  X i ) d x .  (4.6) 
J<ik 
where is the normaJ density of t  with mean zero and variance ct". Let P { y  E u } be 
the probability that y takes value from s/t- Then 
m  
P { y  ^  St} = ~fc|:P{A = -V,}. (4./ ) 
1=1 
.•\ sample estimator of P{t/ G Sit} is 
n  
P { y  s  S f c }  =  n ~ '  ^  [hek-i<y.) - Aefc<v.)] - (4.S) 
t=i 
Given that y falls in the interval s/t. the conditional probability that A' = .V, is 
-I 
Mi.= E-tuP{-V =.V,} 
L j = i  
[:r„,P{A = A,}]. (4.9) 
Now 
.V 
P{A = .V,} = ^ -.^,P{y 6 s4- (4-10) 
it=i 
where 7r,|;t is given in (4.9). If ".n- were known one could replace P { y  G st} with the 
sample estimator (4.8) to obtain an estimator of p{A' = .V,}. i = 1.2 m. If we have 
an initial value for p { X  = A';} we can use (4.10) to construct an initial value for 7r,|t and 
hence obtain an improved estimator of p{A' = .V, }. W'e use r??"' as our initial estimator 
for p{X = .V,}. 
With the weights of A' estimated to be ti-,. we may obtain a weighted quantile re­
gression estimator of fx- Let 
( 
j=i 
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be the standard normaJ quantiles associated with the weights. Let Go(j*) be the grafted 
polynomial defined in (2.5) with spline parameter vector OQ estimated from 
min^ "^[Xi - subject to Go(.) > 0. (4.12) 
t=i 
The initial estimator we are going to use takes the following form 
Hoir) = ^ [G'o(x)]. (4.13) 
Because H Q  also serves as an initial transformation in later discussion, we do not put a 
hat on it to make it look like an estimator. 
Notice that H Q  smooths the weighted empirical cumulative distribution function of 
.V given by 
(4.14) 
t = i  
Let / be the density function that generate .V and F be the corresponding cumulative 
distribution function. By the law of large numbers, as m —>• sc and n x 
m 
j-l Uki, J ./-oc 
^  /  f , ( x  -  X j ) d x  F x  *  f , { g k }  -  F y  *  f > { g k — i )  
j = l -I 
n 
^  -  A s f c < V j ) ]  F v - ( o f c )  -  F v - ( o t _ i )  a.^.. 
j=i 
From (4.S) to (4.10). as m —» oc and n —>• oc 
, f r [ /,(.s - o/,v(orf«/, 
: ( o t )  -  F v  *  M O k - i ) U->c Vcfc 
and the corresponding density function of the limiting function of F„i.„ is 
U . S .  
CI ^ r / Fv-(Ojt) - Fv(Ofc_i) f  
/(•r) = /.v(-r) 2^ —ri—;—r—rt r / ~ L^Y * Aiok) - F\ * f,(Qk-i) (4.15) 
We study the properties of /. Suppose for x in most part of the interved sfco for some 
Atq, we have that fx{i) < fx(^)- Then Fx{gko ~ ~ ^ ^xiQko-i ~^) tends to be smaller 
thaxi Fjcigko — s) — Fy(gko-i — s) when s is around zero. Notice that /«(s) takes the 
largest value around zero, from 
we have that FviQko) — Fyigko-i) tends to be smaller than F^ * fe{gko) — Fx * fAgko-i )• 
Noticc that — x)ds tends to be big when fc = Ato and the term associated with Ato 
in (4.15) tends to have big weight in the summation. Therefore f ( x )  tends to be smaller 
than /vf-r) and we may view f{x) as <in adjustment of fx(x) towards fx{x). For the 
s p e c i a l  c a s e  t h a t  f x  =  f x -  w e  h a v e  t h a t  /  =  f x -  I n  g e n e r a l  w e  h a v e  t h a t  /  ^  f x -
In practice are used as samples of .V (m = n) and the interval sjt are 
constructed by letting ojt = O.o[i'(2jt) + V'(2Jt+i)] (A' = [2~'n]). k = 1.2 — 1- It 
is understood that for any number r. [r] denotes the largest integer smaller than or ecjual 
to r. The P {Y € s*.-} are estimated to be From a simulation study in Section 
O.2.3. we will show that in estimating the distribution function of .V. H Q  is superior to 
4.1.1 Normal Transformation 
We could use quantiles of other distributions other than normal quantiles to find 
an initial estimator. However Wand et al. (1991) showed that the transformation to 
normality makes estimation of a distribution function easier for distributions close to 
normality. Let be n independent observations from /.vl-r)- Let fc be the density 
function of G'(.V) where C T { . )  is some nondecreasing transformation function. Construct 
the kernel density estimator of fc as 
Fyigko) — Frigko-i) = J [Fxigko - -s) — Fx{gko-i — s)]f^(s)ds 
H .  
(4.16) 
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where A',\ is a kernel function with bandwidth A. The corresponding estimator of the 
density function of A' is 
71 
/ v ( x )  =  n - 1  ^ G ' ( x)A-a[G(x) - G'(A'.)]. (4.17) 
«=i 
The leading term in the mean integrated squared error (MISE) of /G(-r) is 
11/5 
(4.1S) MISE(/g) = [y fci^fdx 
where 
Ri =  Jx ^ I \ ( x ) d x  and R o  =  J K ' ( x ) d x .  (4.19) 
Terrell and Scott (1985) showed that for ail continuous densities / defined on [—0.5.0.5] 
and take value zero at —0.5 and 0.5. the density function that minimizes J f"{x)-dx is 
the centered beta(3.3) density. It can be shown that the normal density is very close 
to attaining the lower bound of f f"{x)~dx. i.e.. normal density is easy to estimate by 
a kernel estimator. Certainly it is the MISE of fx defined in (4.17). estimator of the 
density function of the original variable A', that is of more interest than the MISE of 
fcix). estimator of the density function of the transformed variable. Let G belong to 
a power family of transformation and the density of A' belong to log-normal densities 
or generalized gamma densities. Wand et al. (1991) showed that minimizing the MISE 
for /c(-r) and minimizing the .MISE for /a'( j^) yield almost the same transformation. 
The log-normal densities and generalized gamma densities cover a big range of density 
functions of interest in practice. 
In general spline smoothing appro.ximately corresponds to variable bandwidth smooth­
ing (Silverman 19S4). In particular. Fourier series correspond to the Dirichlel Kernel 
(Eubank 1988. p. 67). Hence the results from Wand et al. (1991) support our method 
of initial spline transformation to normal. 
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4.2 Maximum Likelihood Estimators 
As we have discussed in Section 4.1. in general the initial estimator H Q  is biased. In 
this section, we develop two maximum likelihood estimators aiming at reducing the bias 
of the initial estimator and gaining eflBciency. 
4.2.1 First Estimation Scheme 
We assume that there exits a nondecreasing initial trajisformation H[.) and a nonde-
creasing cubic grafted polynomial G'(.) defined in (2.6) with support on [0. 1] such that 
the cumulative distribution function of .V is 
F.v(x) = G[//(x)]. (4.20) 
The G  function serves as a spline modification of H .  Once H [ x )  is estimated. H [ x ]  and 
H'{x)  are  t rea ted  as  f ixed  in  the  remainder  o f  the  es t imat ion .  In  p rac t ice  we  use  H Q  
in (4.13) as H. From our limited simulation, simply choosing H{x) to be the normal 
cumulative distribution function with the same sample mean and variance as .V will also 
lead to a reasonable estimator. 
We discuss the estimation of G  with fixed join points. Write d = { d i . 6 2  Gp-iV = 
(61.64 6p)^. An estimator of F x ( i )  is obtained after 9  is estimated. In terms of d .  
the cumulative distribution function and the density function of V are 
p - i  
F v i y )  =  •,^o[^(.)] *  f , [ y )  + *  f , i y )  (4.21) 
j=i 
and 
p - 2  
f v i y )  = ^-(,[//(.)]//'(.)*/,(./)+ )]//'(.)*/.(y)- (4.22) 
j=i 
respectively, where * f i i y )  's the convolution of and f, at ij. One nice 
aspect about the assumption in (4.20) is that both Fy and fy are linear in 6. Therefore 
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we can apply a two step procedure similar to that in Section 2.2 to obtciin the maximum 
likelihood estimator of 0. From (4.21) and (4.22). we see that in terms of the cumulative 
distribution function and the density function of Y, the only difference between the 
current «issumption and the set-up in Section 2.2 is that ^j(.) is replaced by ^^[//(.)] 
and -p'ji-) is replaced by In the first step, analogous to (2.14). an ordinary 
least squares estimator of 0. dou- can be obtained by solving a quadratic programming 
problem. In the second step, analogous to (2.31). dou is used as an initial solution for 
obtaining 9mie-
The set-up in (4.20) is directly connected with \'ariable transformations. There is a 
long history of transformation of variables. Recently N'usser et al. (1996) and Eckert 
and Carroll (1995) considered variable transformations for measurement error models. 
If H { x )  in (4.20) is taken to be a uniform cumulative distribution function. F x  of 
(4.20) has the same form as semiparametric estimators in Chapter I and the basic spline 
estimator in Chapter 2. When H{x) is taken to be a uniform distribution function, 
it is somewhat like having no prior information regarding the truth. With no prior 
information, the resulting estimator may be very unreliable (Fan 1992). The ma.\imum 
likelihood spline estimator of (4.20) has the same flexibility as current semiparametric 
estimators, but it allows us to find an estimator consistent with the prior information 
t h a t  t h e  d i s t r i b u t i o n  i s  " c l o s e "  t o  H ( x ) .  
We borrow the roughness concept from nonparametric estimation to show the poten­
tial benefit of the new estimation scheme. There are many ways to define the roughness 
of a function. In our case. G'(x) is nondecreeising on [0. L] with G'(0) = 0 and 6'(l) = 1. 
so it is natural to define the roughness of G{.) through (^(j) — x. Formally we define 
the roughness of G{.) by 
(4.23) 
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Notice that 
R [ G )  = j  \ G ' [ H { x ) \ - \ \ H ' { x ) d x  
=  J  |G'[/f(x)]i/'(x) - H ' { x ) \ d x  
=  J \ f x { J c )  -  H ' ( x ) \ d x .  (4.24) 
Therefore when f x  and H ' i x )  are close in L i  norm, we would expect that the spline G  
is close to a straight line. Since G constructed in (2.6) has a linear term, the G function 
is powerful for estimating a function close to a strziight line. 
The idea under the estimation scheme (4.20) is to find an initial estimator first, then 
modify the initial estimator to come up with a final one. .A similar idea was used by 
Hjort and Glad (199-5) in nonparametric density estimation for data measured without 
error. Let be independent observations from fx without measurement error. 
Let h { i )  be an initial parametric density estimator of f x \ x )  that converges to some 
density function h(x). Write fx(x) = h{x)r(x). The idea is to estimate r(x) via kernel 
smoothing. kernel estimator of r(x) is 
I " 
r ( j - )  =  -y" k ' x i X ,  -  x ) [ h { X , ) \ ~ K  (4.25) 
:=I  
where I\\\ is a kernel function with bandwidth A. The suggested estimator of fx is 
f x ( x )  =  h ( x ) r ( x ) .  (4.26) 
L'sing a parametric initial estimator makes the error introduced from estimating h { x )  
negligible comparing to the error from estimating r(.r). The leading term in the mean 
integrated squared error fMISE) for fx is 
MISE |/v} = J [/i(x)r"(x)]'</.r + R.AnXrK (4.27) 
where Ri and R2 are given in (4.19). The first term on the right hand side of (4.27) 
measures the squared bias of fx and the second term meeisures the v-ariance. .As a 
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compaxison the traditional kernel estimator of fx is 
f x i x )  =  - y h \ { x . - z )  
n ' 
(4.28) 
and the leading term of the MISE for fx is 
MISE{/A-} = j  [ f x { x ) f d x  +  R 2 [ n \ ) - '  (4.29) 
When h ( x )  is already a good approximation to f x  one expects r to be nearly constant and 
r" to be small in absolute value. Therefore, asymptotically, while the transformed kernel 
estimator has the sajne variance «is the traditional kernel estimator, the transformed 
kernel estimator might have smaller bias than the traditional kernel estimator. By using 
Hermite expansions. Hjort and Glad (1995) showed that choosing h[x) to be a normal 
density works for a broad functional space. The parameters of h{x) can be estimated by 
the method-of-moments. .A.lthough the argument in Hjort and Glad (1995) is based on 
asymptotic results and even from the asymptotic point of view the suggested new kernel 
estimator is not necessarily better than the traditional kernel estimator, a simulation 
study showed that among 15 test density functions, the new kernel estimator was superior 
in 12 cases. The estimator in (4.26) may not be a \^Iid density function since the integral 
of fx may not be one. However asymptotically that is not a problem. Notice that under 
assumption (4.20). fx is a valid density function. To a considerable extent our procedure 
is similar to that in Hjort and Glad (1995). 
4.2.2 Second Estimation Scheme 
We obtain an alternative estimator by applying the idea of an initial estimator di­
rectly to the estimation of Fx- We assume that the cumulative distribution function of 
.V is 
F x { x )  = ^[6'(x)]. (4.30) 
64 
where G { . )  is a nondecreasing cubic grafted polynoniial defined in (2.5) with fixed join 
points cind $(.) is the standard normal cumulative distribution function. Notice that if 
$ is replaced by a uniform cumulative distribution function. Fx has the same form as 
the current semiparametric estimators introduced in Chapter I and the same form as 
the bcisic spline estimator introduced in Chapter 2. We might use the initial estimator 
HO in (4.13) in place of When replaced, if FX is close to HQ. G will be easier to 
estimate. However the standard normal transformation hais certain cisymptotic optimal-
ity indicated by Wand et al. (1991) and is more convenient in computation. Under 
assumption (4.30). the density function of V is 
fY{ y )  =  o [ G { . ) ] G ' { . ) * M y ) .  (4.31) 
We still write 6  as the parameter of G .  The maximum likelihood estimator of 9 .  9 M I E -
is obtained by solving the following nonlinear optimization problem 
n  
ma.K^ ln{o[G'(.)]G"(.) * subject to G"(.) > 0. (4.32) 
1=1 
.\gain the constraint G ' { . )  > 0 is imposed on a set of points between the minimum 
and maximum observations of Y. The OQ of the initial quantile regression spline G'o is 
used as an initial solution for 6mu- The procedure to obtain the maximum likelihood 
estimator of 9 from (4.32) is nonlinear. In each step of the computation. /v (Vi ) has to 
be re-evaluated by integration. From our empirical experience, when the same number 
of parameters are used, the computing time used for estimation of the spline coefficients 
under the estimation scheme <issociated with (4.30) is more than 30 times longer than 
used for the estimation scheme associated with (4.20). 
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4.3 Maximum Likelihood Estimators under Smoothness Con­
straints 
In order to approximate an unknown continuous distribution function very well b\' a 
spline function, we would expect to use many join points. When the data are measured 
with error and many join points are used, the \'ariance of the two maximum likelihood 
spline estimators is very large. -A.s a consequence, the two maximum likelihood estimators 
can have bigger MISE them the initial estimator. One way to reduce the \^riance is to 
impose the condition that the true density function is in some neighborhood of the initial 
estimator. This can be done by imposing some smoothness constraints on the splines 
used under the two estimation schemes. The effect of imposing the extra smoothness 
constraints which we are about to discuss is like assuming that we have some prior 
information. We discuss how to construct reasonable constraints in this section. It is an 
important topic in nonparametric estimation to construct smoothness constraints. One 
of the most well-known smoothness constraints is based on penalizing the roughness of 
the integrated squared curvature of a function. The selection of join points for the initial 
estimator and the two maximum likelihood spline estimators will be discussed in detail. 
We assume that fx is bounded by 
L( x ) h Q ( x )  <  /.v(x) < r { x ) h o ( . r ) .  (4.33) 
for L( x ]  >0 and i ( x )  >  0. where ho is the initial spline density estimator corresponding 
to HQ in (4.13). .-Vfter L{x) and L (x) are decided and ho{x) is used as an initial estimator, 
the two ma.\imum likelihood spline estimators discussed in Section 4.2.1 and Section 4.2.2 
can be modified as follows. Under the first estimation scheme, from (4.20) and (4.33). 
we have that when HQ is used as the initial estimator 
L{ x )ho( x )  <  6"[//o(x)]/io(-r) < i' ( x )ho{ x )  (4.34) 
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or 
L { x )  <  G ' [ H o { x ) ]  <  U i x ) .  (4.35) 
The maximum likelihood estimator of 9 .  the coefficient vector of the spline G .  is obtained 
by mcLximizing the In-likelihood function of the data subject to (4.35) where again the 
restriction is imposed on a set of points between the minimum and the maximum ob­
servations. The constraints of (4.35) are linear in 9. Once the constraints are obtained, 
the mcLximum likelihood estimator of 9 caji be obtained by the same two step procedure 
as in Section 4.2.1. .\s for the second estimation scheme, the new constraints are 
L ( x ) h o ( x )  <  o[G(x)]Cr'(x) < i ' { x ) h o { x ) .  (4.36) 
where o  is the standard normal density. The constraints in (4.36) are nonlinear in spline 
coefficients. If we assume that o[G'(x)] % o[6'o(x)]. where Go is the estimated spline 
transformation of the initial estimator, we have that 
L { x ) G ' o { x )  <  G ' ( x )  <  r{ x ) G ' o ( x ) .  (4.37) 
.Again, changing the constraints from G ' { x )  > 0 to (4.37) does not introduce much 
computational difficulty. The constraints in (4.36) are simplified to (4.37) which are 
linear in spline coefficients. The simplification is important in saving computing time. 
Notice that the G function used under the first estimation scheme is restricted on [0.1] 
while the G function used under the second estimation scheme is not. 
We discuss the construction of L { x )  and i ' ( x ) .  It is ideal to construct L ( . v )  and 
L'(x) by a data-driven procedure. But so far we have not found a successful data-driven 
procedure. Instead the procedure we are about to talk about is empirical. Let be 
the distribution function of 
/ " "\ 
-V = 
where is the population variance of }' and cr^ is the error variance. The variance ratio 
r = cr~'cr^ is an important indicator of how contaminated the data are. where al is the 
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variance of -V and cr^ is the error variance. The sample veuriaince ratio cein 
be obtained from data, where 5^ is the sample variance of Y ' .  to estimate r .  A simple 
construction of L[x) and t'{x) in terms of r is 
L { x )  = 1 — 0.4r and U { x )  = 1 t 0.44r (4.39) 
for X  on some region. For the two cases r = 0.25 and r  =  0.50. the smoothness constraints 
are 
0.9 < G ' [ H Q ( X ) ]  <  1.11. if r = 0.25 (4.40) 
O.S < G ' [ H Q { X ) \  <  1.22. if r = 0.50 (4.41) 
for the first estimation scheme and 
0.96o(x) < G ' { x )  <  l.llGo(x). if r = 0.25 (4.42) 
0.S6o(x) <  G ' { x )  <  1.22G;(x). if r = 0.50 (4.43) 
for the second estimation scheme. The above smoothness constraints in (4.40)-(4.43) 
make a maximum likelihood estimator be in a neighborhood of /y. For example, when 
the variance ratio is 0.25. the ma.ximum likelihood estimators under the two estimation 
schemes are approximately covered by (0.9/^. 1.11/^) and when the variance ratio is 
0.50 they are covered by (O-S/y. 1.22/y )• plotted fx and for the two variance 
ratios (Figure 4.1) where a normal mixture distribution and a chi-square distribution 
with eight degrees of freedom are used as fx. The bimodal distributions and skewed 
distributions are among the most important in practice. .N'otice that for the moderately 
skewed distribution function (chi-square with eight degrees of freedom) with variance 
ratio 0.25. the difference between fx and fx is very small. For the two density functions 
plotted in Figure 4.1. the boundaries given in (4.40)-(4.43) cover a reasonable region 
for fx- The general boundary given in (4.39) is essentially a simple linear extrapolation 
from those of r = 0.25 and r = 0.50. From the discussion in Section 4.1. we know 
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that, in general. H q  in (4.13) tends to be less bieised than H  in (4.4) which estimates 
the cumulative distribution function of A'. The empirical constraints associated with 
X enable us to find an estimator that is in a reasonable neighborhood of the initial 
estimator and still cem achieve the efficiency of maximum likelihood estimaton. If one 
has strong prior information regarding the truth, one may use different functions for 
L{x) and U(x) than (4.39) to construct smoothness constraints. Notice that in (4.39) 
t h e  c o e f f i c i e n t  o f  r  ( 0 . 4 4 )  o f  U ( i )  i s  b i g g e r  t h a n  t h e  a b s o l u t e  \ ' a l u e  ( 0 . 4 0 )  o f  t h a t  o f  L (  x ) .  
This is for recovering possible bumps of the true density function smoothed out by a 
normai density more efficiently. The choice of the coefficients of r is a little arbitrary, 
mainly based on Figure 4.1. It should be pointed out that for some fx that have large 
bumps the empirical constraints in (4.39) may not cover fx- However when fx has large 
bumps, the estimation of fx is very difficult. 
From Figure 4.1. we see that the true density functions fall into the region obtained 
from the smoothness constraints except at the tails. In practice the smoothness con­
straints associated with (4.39) (e.g.. 4.40-4.43) are imposed on 100 equally spaced sites 
between V([n/25]) and V(n-[n/25])- vvhere n is the number of observations, to avoid the cov­
erage problem at the tails. Outside of [i([n/25])-^(n-[n/25])]- the usual constraint G'(.) > 0 
is imposed on a set of points. 
We now discuss the selection of join points for the two ma.Kimum likelihood spline 
e s t i m a t o r s .  T h e  n u m b e r  o f  j o i n  p o i n t s  f o r  t h e  i n i t i a l  e s t i m a t o r  i s  s e l e c t e d  b y  t h e  A f C  
with the join points located by the mixture scheme discussed in Section 3.3. The density 
function used in evaluating AlC is obtained from (4.13). When the sample size is "ioO or 
500. the join points considered are from two to six. Notice that a two join point spline 
leads to a normal distribution function. 
The join points used by G in (4.20) for the first estimation scheme are also located by 
the mixture scheme, except in Hq transformed scale when Hq is used as H. The number 
of join points is determined from the number of join points used by Hq. Since G is used 
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when the variance ratio is 0.25 and (O.S/^-. 1.22/^) region when 
the variance ratio is 0.50. 
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to slightly modify H Q .  we do not use the A I C  or other criterion to select the number 
of the join points for G. In fact, the In-likelihood fimction only changes slightly when a 
different number of join points are used for G under the smoothness constraints. We do 
not know how to select the number automatically. The empirical choice of the number 
of join points was based on a pilot study when the sample size is 200-500. When the 
sample size is bigger, we might use more join points. The suggestion is as follows. If 
the number of join points used by HQ is less than or equal to three, three join points are 
also used by G. Otherwise, four join points are used. When the sample size is moderate 
(200-500). ho is a good estimator with small bicis. Further effort of spline modification 
using many join points to reduce the bias is offset by the adding variance. 
The join points used under the second estimation scheme are also located by the 
mixtuTt scheme. Restricted by computing power, in our study from two to five join 
points were considered. This range was decided from a pilot study. In order to solve for 
the spline coefficients that maximizes the highly nonlinear mcLximum likelihood function, 
the spline coefficients of the initial estimator with the same join points were used as the 
initial solution. The number of join points for the ma.\imu likelihood estimator was 
s e l e c t e d  b y  t h e  A I C .  
In a celebrated paper. Stone et al. (1997) suggests the use of min(4r?n/4. .V. 30). 
where .V is the number of distinct observations, as the ma.ximum number of join points 
for a deletion-addition join points selection process. In Stone s study a regression spline 
was used to approximate the logarithm of a density function without measurement 
error. Under the same set-up. Kooperberg and Stone (1991) suggested the use of four 
to nine join points for some unimodal and bimodal densities when the sample size is 
100-500. based on aji empirical study. The spline used was also restricted to be linear at 
ends. Under the measurement error model, we would expect to use fewer join points for 
the maximum likelihood spline estimators because of the variance increase associated 
with measurement error. Since the true density function is assumed to be in a close 
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neighborhood of the initial estimator, the maximum likelihood spline estimators use 
fewer join points than the bcisic spline estimator discussed in Chapter 2. 
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5 SIMULATION STUDY 
We conducted a simulation study to compare the performance of different estimators 
for the measurement error problem. The estimators compared are a kernel estimator, a 
mixture normal estimator and the spline estimators developed in Chapter 4. The spline 
estimators are explained in detail in section 4.4.3 and include the initial spline estimator 
and the two ma.\imum likelihood spline estimators. Strictly speaking the initial estimator 
does not aim to estimate the distribution function of .V directly. Because of its good 
performance when the sample size is small and its importance for the two maximum 
likelihood spline estimators, the initial spline estimator is also used in the comparison. 
Six different mixture normal density functions were used as the true density function 
of .V. They are plotted in Figure 5.1 and are: 
5.1 Set-up 
( 1 )  .V(O.l) 
(4) iA-(0.1) + i.V 
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The six density functions cover a raxige of some important features of a density function, 
e.g.. symmetry, skewness and bimodiility. The sample sizes were n = 250 and n = 500. 
and the variance ratios of the error to the underlying variable were r = 0.25 and r = 0.50. 
.\lthough the initial estimator in (4.13) cind the two maximum likelihood estimators 
in (4.20) and (4.30) are all of natural cumulative distribution function form, we use 
criteria associated with density functions to compcire the performance of various estima­
tors. In the literature, density estimation is more popular than distribution estimation. 
The mean integrated weighted Li distance (MIWLi) and mean integrated squared error 
(MISE) on [—3.3] were used, where MIWLi was used as the primary criterion and MISE 
was used cis a secondar\- criterion. The MIWLi gives the weighted difference between 
an estimator and the true density function. For each sample of data, after an estimator 
of fx- f. was obtained, the two quantities 
S A m U i f )  =  £ j f { x )  -  f x { x ) \ f x i x ) d x  
MI^(/) = - fx(x)rdx. (5.1) 
were calculated. The MIWLi for / was estimated as the mean of the 100 MlWLi(/). 
Each of the six density functions (Figure 5.1) almost vanishes outside of [—3.3]. 
The MIWLi is affected little if we instead integrate in (5.1) from —oc to oc. The 
MIWLi and MISE are estimated as the mean of MIW'Li and MISE over 100 samples, 
respectively. The same sample data were used for the different estimators. The two 
mathematical criteria were used for convenience. In density estimation it is possibly 
more important for an estimator to correctly identify some key aspects of the underlying 
density. For e.xample. is the density skewed? how many modes does it have? However 
these qualitative aspects of a density are hard to measure numerically in a simulation 
study. 
We also recorded the integrated weighted bias (MIWB) and integrated squared bias 
(.MISB) from the simulation study. For an estimator of fx - say /. the two bias measures 
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Figure 5.1 Density functions used for underlying variable in simulation 
study. 
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are 
MIWB(/) = H E l h x ) }  -  f x ( . x ) \ f x ( x ) d x  
MISB(/) = y [E{/(x)}-/x(x)]Vi. (5.-2) 
The two bias mecisures were estimated cifter E{/} was estimated by the mean of the 100 
/ from 100 samples. 
5.2 Simulation Results 
In this section, simulation results axe summarized for the different estimators con­
sidered and the performance of different estimators is compared. 
5.2.1 Kernel Estimator 
The basic form of a kernel estimator is given in (1.17). The focus of the kernel 
estimator is on the choice of o^-. Stefanski and Carroll (1990) and Diggle and Hall (1993) 
both considereded 0[^-(th) = /(|(/,|<i) with h suitably chosen. Diggle and Hall (1993) 
further suggested that o^lth) so chosen might give an estimator with high frequency 
oscillations. .A.s a result, a smoother kernel was introduced 
O K i t h )  =  <  
1 - i / | / ?  \t\ < l/h (o.3) 
0 1^1 > l / h .  
The optimal h  for the kernel of (5.3) is the solution of 
1 
oy =  n  2 .  (5.4) 
.V2h. 
where Oy- is the characteristic function of V. In practice h  is estimated from the empirical 
characteristic function of V. .A.fter h is obtained, the kernel estimator of fx is 
.v(-)  = -E f 
l / a  
f x i i — > / cos[(V'-T)5]e 2 ( l - s h ) d s .  (5.5) 
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Denote by r the inverse of h and call the theoretical optimcil r. r^pf. We did a pilot 
study and found that for the six density functions considered, the empirical optimal r. 
Tern, did not agree with Topt for most of the cases. Table 5.1 lists r^pt and for different 
sample sizes and variance ratios. For all sample size cind parameters considered -gm is 
larger than r. Table 5.2 and Table 5.3 axe estimated values of MIWLi and MISE under 
different r values. The entries in parentheses in the tables axe standard errors multiplied 
by 100. 
Table 5.1 The Topt and for different sample sizes 
and variance ratios 
n=250 n=500 
r=0.25 r=0.50 r=0.25 r=0.50 
fx "^opt ' em ' opt "^em "^opt ^em "^opt ' em 
~  o H  21? o o 4?s ± 9  ^ 
2 2.3 4.3 2.2 3.4 2.4 4.4 2.3 3.3 
3 3.9 5.0 3.8 4.2 4.3 5.5 4.1 4.2 
4 3.6 5.1 3.5 3.9 3.9 4.S 3.S 3.9 
5 2.2 4.3 2.2 3.2 2.8 4.3 2.2 3.5 
6 3.6 4.0 2.5 3.4 3.8 4.4 3.3 3.5 
When the difference between Topt and is big. say more than 0.5. the corresponding 
estimator for Tg-m works better than T.jpt. A typical \'alue of is around 4. When r 
changes from Tem to T^m —0.5 or T^rn +0.5. the corresponding h value changes by less than 
0.05. However the corresponding MIWLi or MISE can change by more than 100%. This 
shows that the kernel estimator is very sensitive to the choice of the kernel bandwidth 
h. The performance of the estimator when n = 250 and r = 0.25 is a little superior 
to the Ccise when n = 500 and r = 0.50. For these particular n and r levels, the 
benefit of doubling the sample size is offset by doubling the variance ratio. .Among the 
six density functions, the standard normal (density 1) and the two unimodal skewed 
densities (densities 3 and 4) are densities where the kernel estimator is most inferior. 
Table r),2 l-'slimaled values of MlVVLi and MISIO multiplied by 100 for the keruj'l estimator with dilfer(Mit 
r values (100 replicatious) 
MIVVL, MISK 
fx  T<il) l  r,,,. - 0.5 I I I  T,ii, + 0.5 "^u/ll Ttm - 0.5 I I I  T,i„ + 0.5 
11=250, r=0.25 
1 (i.20(0.(i()) 1.0-1(0.!)5) •1.50(1.0!)) 5.12(1.10) 1.04(0.30) 1.04(0.41) 1.13(0.51) 1.54(0.83) 
2 T). 10(0.51) :{.08(0.71) 3.80(0.8})) •1.01(1.30) 1.49(0.31) 0.84(0.34) 0.97(0.43) 1.54(0.82) 
3 7.ir)(1.13) 0.10(1.28) 0.15(1.11) 0.30(1.70) 1.98(0.61) 1.07(0.05) 1.00(0.70) 1.81(0.90) 
A 8.-12(0.i)7) 7.12(1.11) 7.10(1.78) 8.14(2.27) 3.23(0.58) 2.52(0.87) 2.50(1.19) 3.32(1.77) 
5 r).})r)(o.io) •1.05(0.77) •1.11(1.50) 4.90(1.03) 1.90(0.24) 1.00(0.42) 1.18(0.59) 1.75(1.03) 
() i.r)4(0.()0) •1.00(0.58) •1.35(0.70) 4.42(0.98) 1.24(0.33) 1.29(0.31) 1.17(0.39) 1.20(0.53) 
11=250, u=0.50 
1 ().8:}(l.07) 0.27(1.20) 5.72(I.;M) 0.28(1.58) 2.02(0.03) 1.70(0.05) 1.03(0.08) 2.27(1.03) 
2 r).() 1(0.0-1) •1.-18(0.8-1) •1.12(1.00) 0..54(2.31) 1.03(0.38) 1.15(0.43) 1.32(0.71) 3.15(1.89) 
: ]  7.57(1.02) 7.51(2.12) 7.51(1.00) 9.5I(3..33) 2.31(0.97) 2.59(1.50) 2.37(0.97) 4.81(3.45) 
A 8.87(1.00) 8.98(1.-18) 8.85(2.15) 9.70(4.47) 3.00(1.28) 3.00(1.17) 3.85(2.10) 7.55(5.87) 
f) 0.12(0.01) •1.5)7(0.50) •1.0!)(0.71) 5.92(2.09) 1.82(0.22) 1.52(0.31) 1.48(0.50) 2.72(1.09) 
() 0.00(0.80) 5.55(0.8:}) 5.37(1.01) 7.05(2.34) 2.00(0.48) 1.81(0.48) 1.85(0.09) 3.39(2.05) 
'I'hMc f)..'} I'lstiinalcd values of MlWLi aud MISI'! iiudtiplied by 100 for the kernel estimator with different 
r values (100 replications) 
MIVVL, MIS!-: 
h  T„n - 0.5 111 T,m + 0.5 Tvm - 0.5 ^riN T,m + 0.5 
n=500, r^ =0.25 
1 r).80(0.r)8) l.;W(0.7:{) •1.12(0.75) 1.1})(0.81) 1.1:}(0.:U}) 0.8!)(0.28) 0.85(0.2!)) 0.97(0.:l5) 
2 r).20(0.i0) ;{.li(0.r).')) ;j.;n(o.();}) :i.75(0.})0) l.;M(0.22) 0.08(0.21) 0.72(0.25) 0.99(0.4-1) 
().8i(o.});{) 0.05(1.10) 5.82(1.25) 5.})0(1.1!)) 1.77(0.18) 1.45(0.:{1) 1.43(0.59) 1.07(0.70) 
•1 7.82(0.7:}) 7.;}3(0.82) 0.1)5(1.o;}) 0.i)0(1.41) 2.85(0./|:{) 2.51(0.49) 2.20(0.0:5) 2.28(0.92) 
f) •i.7r)(0.;{8) :{.7i(0.-i})) :}.5;HO.71) ;}.80(i.00) i.:n(0.i7) 0.85(0.22) 0.8I(0.:}0) 1.02(0.48) 
(i l.'2(i(0.1()) i.18(0.18) :}.})8(0.()})) •1.2:{(l.07) 1.10(0.2-1) 1.07(0.20) i.oo(o.:}5) 1.18(0.50) 
n=500, r^ =0.50 
1 (>.20(0.71) 5.5:{(0.82) 5.08(0.1)8) 5.00( 1.58) 1.08(0.10) 1.:K)(0.4:{) 1.28(0.54) 1.98(1.17) 
2 r).r)i(o.i;{) •1.01(0.51) •1.M(0.50) 1.87(1.1})) 1.51(0.2-1) l.i:{(0.2:i) i.05(0.:}:{) 1.72(1.05) 
7.r)0(i.U)) 7.82(1.1-1) 7.51(1.00) 8.5.5(1.5:}) 2.:n(0.87) 2.:w(o.oo) 2.:{7(0.97) :{.51(1.90) 
•1 8.00(1.18) 8.!K)(0.!)1) 8.02(1.37) }).85(2.7})) :}.:J2(O.88) :j.55(0.02) :}.:J4(1.00) 4.70(2.03) 
T) ().0I(0.:{8) 1.81(0.15) •1.})1(1.I0) 0.!)(i(2.70) 2.01(0.22) i.'ii(0.:{0) 1.01(0.79) 3.57(2.40) 
() r).o})(o.oi) 5.:M(0.57) 5.01(0.81) 0.17(1.7:{) 1.5.5(0.-10) 1.0.5(0.:{2) 1.57(0.5:{) 2.52(1.28) 
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5.2.2 Normal Mixture Estimator 
The basic form of a mixture estimator is given in (1.20). We used the mixture 
estimator of normal densities with the variance suggested by Cordy and Thomas (1997). 
For a p-component mixture estimator, the interval between the smallest and the largest 
observations is divided into p nonoverlapping equally spaced sub-intervals. The means 
of the normal densities are the centers of the sub-interx'als. Let the length of each sub-
interval be d. A uniform distribution on a sub-interval has variance (Cordy and 
Thomas (1997) used the normal mixture with common variances (r2)~'cf^. 3~V- and 
to estimate a standard normal and an extreme value distribution. In their empirical 
study, the choice of to be the common variance gave the best estimator. W'e used 
as the common variance in our analysis. This is close to 0.36</^ which makes 
the normal density look like a standardized modified cubic grafted spline (see Figure 
2.1). Therefore the normal mixture estimator we used is comparable to the basic spline 
estimator with equally spaced join points under the constraint that the coefficients are 
nonnegative. The intrinsic restrictions on the shape of fx under the mixture normal 
model are associated with the properties of normal densities. For e.xample. the upper-
bound of fx is the mode of the normal component. However these restrictions are. in 
general, functions of the coefficients of normal components and cannot be written in 
the same form as given in (4.42) for the maximum likelihood spline estimators. The 
restrictions of the normal mixture estimator come from normal densities used: while the 
restrictions of the maximum likelihood spline estimators come from the initial estimator. 
In Cordy and Thomas (1997). no criterion was used to select a model. From their 
empirical study with sample size n = 100 and variance ratio r = 0.5. a mixture with seven 
normal components gave the best fit. We selected the number of normal components 
by three criteria where the number of normal components considered was from two to 
eleven. Let Ip be the estimated In-likelihood function with p normal components. 
so 
The first criterion considered is AIC which selects the model with smelliest — I p  + p .  
The second criterion is B/C which selects the model with the smelliest —/p + Q.5plnn. 
The third criterion selects the model with smallest —/p + 0.25plnn. We call the third 
criterion ABIC because it is a compromise between the AIC and the BIC when n=250 
or n=oOO. In practice the choice of a criterion depends on a practitioner s preference. 
When a regression spline was used to approximate the logarithm of a density function 
of a variable without measurement error. Kooperberg and Stone (1991) suggested the 
use of —Ip + 1.5p as the model selection criterion, based on their empirical study. From 
our empirical study, the AIC or the BIC model selection procedure usually picks a good 
estimator from the class of normal mixture estimators. 
It should be pointed out that even when the means of the normal components are 
located hierarchically to make the models nested within each other, the likelihood ratio 
testing procedure discussed in Section 3.3 to select a model is not in the class of the tests 
for which standard results apply. Chen (1994) and Titterington et al. (I9S5) showed 
that the usual asymptotic results for the likelihood ratio test are not valid for a mi.xture 
estimator. The reason is that the coefficient of a component in a p-component mixture is 
zero under the null hypothesis when the model is a (p— I) component mixture. Therefore 
the parameter space under the null hypothesis is on the boundary of the parameter 
space under alternative hypothesis. The asymptotic normality of the logarithm of the 
likelihood ratio does not hold on the boundary of the parameter space. 
For our spline estimators, the parameter space is larger than that of the mixture 
estimator. When the models are nested, the parameter space under the null hypothesis 
is not necessarily on the boundary of the parameter space under the alternative hypoth­
esis. Instead of imposing the condition that the coeflBcients of spline components are 
nonnegative. as is done in the mixture estimator, we only impose the restrictions that 
the cumulative distribution function be nondecreasing. In other words, the coefficients 
of the spline estimators we used could be negative for some spline components. Some of 
'lablc 5.1 Average iiiiinber of nornial coinponeiils and estimated values of MIWI^i and MISIO multiplied by 100 for the 
normal mixture estimator under dilferent criteria (100 replications) 
AIC A H I C  bic  
fx  
: ]  
4  
5 
MIVVL, MIVVL, MIWL, 
AIC 
MISK 
AHIC 
MISK 
mc 
MISE 
r ) . ; M ( 0 . 7 7 )  2 . 1 0 ( 1 . 1 2 )  1.si ( 0 . ( ) ! ) )  2 . 1 ( ) ( I . M )  
r ) . i r ) ( i . 2 2 )  . 1 0 0 ( 1 . : U ) )  ^ ^ ^ ( o . T i )  2 . ( ) S ( U . } ) . S )  
{ ) . M ( 1 . 1 8 )  I - I I H ! . } ) : { )  5 . 5 - 1 ( 1 . 1 0 )  - 1 . 5 7 ( 1 . 5 9 )  
7 . 5 : K 1 . - 1 9 )  7 . ; { 7 ( I . 9 CS )  5 . 8 5 ( 1 . 2 2 )  7 . - 1 2(l. < ) 2 )  
5 . 8 2 ( 1 . : } 1 )  4 . 0 : { (  1 . 2 - 1 )  / l . ( ) ( ) ( 0 . 9 : } )  3 . 9 ( ) ( 1 . 0 2 )  
5 . 9 - 1  ( 1 . 4 3 )  1 . 2 8 ( 1 . 2 0 )  ^ . ( ^ ( O . O G )  4 . 2 1 ( 0 . 9 - 1 )  
=250, r=0.25 
•1.():H0.75) 2.2()(1.01) 0.:{8(0.5-1) 0.29(0.40) 0.30(0.25) 
•1.19(0.85) 2.55(0.87) 0.()l(0.55) 0.48(0.34) 0.45(0.29) 
4.87(1.09) 5.12(1.09) 0.94(0.77) 0.95(0.55) l.l()(0.64) 
5.0(5(0.90) 7.85(1.94) 2.43(1.22) 2.44(1.05) 2.68(1.08) 
3.98(0.74) 4.00(0.73) 1.00(0.(51) 0.95(0.44) 0.96(0.36) 
4.27(0.81) 4.29(0.88) 1.09(0.60) 1.05(0.42) 1.09(0.39) 
00 
1 5.46(0.(59) 
2 5.53(0.77) 
2.76(1.58) 
3.49( 1.59) 
3 6.47(0.96) 4.(59(2.28) 
4 (5.93(1.23) 8.14(2.25) 
5 5.77(0.99) 4.88(1.39) 
6 5.90(1.17) 5.18(1.39) 
5.14(0.57) 2.46(1.13) 
4.90(0.63) 3.04(1.13) 
5.77(1.01) 5.13(1.94) 
5.79(1.21) 8.89(2.04) 
4.89(0.(58) 1.81(1.01) 
5.03(0.82) 5.16(1.25) 
n=250, r=0.50 
4.98(0.65) 2.55(1.10) 0.48(0.70) 0.36(0.31) 0.37(0.29) 
4.55(0.78) 3.00(1.01) 0.82(0.78) 0.61(0.44) 0.59(0.38) 
5.22(1.06) 5.(52(1.95) 1.11(1.05) 1.22(0.83) 1.43(0.86) 
5.10(1.13) 9.15(1.83) 2.85(1.43) 3.30(1.31) 3.51(1.20) 
4.47(0.77) 4.70(0.95) 1.14(0.76) 1.3(5(0.55) I ..32(0.51) 
4.4(5(0.76) 4.94(1.25) 1.5(5(0.75) I  ..5(5(0.(54) 1.48(0.(53) 
'raMc r).r) Average iniinljer ol noniial componeiils and esliinated values ol MlWLi and MISK multiplied l)y 1(H) for the 
normal mixtinc cslimator under diliereni criteria (100 replications) 
AlC AIMC UlC AIC AMIC nic: 
I s  l> MIWL, \> MIVVIm 1> MIWL, MISI' MISK MISH 
n=r)00,  r=0.2r) 
1 r). .s2(0.s:j)  2 .0I(  .20) r).;{( i(() . ()( i)  i .oi( i .or))  f). 12(0.-11) l .82(0.8:j)  0.27(0.;};})  0.2;}(0.28) 0.19(0.17) 
2 (i .r)()( i . i8)  2.7(i(  .20) r) .;M(0.( i7)  2.( i l (0.8;})  r) .()2(0. i7)  2.5-1(0.77) 0.51(0.12) 0.42(0.2;})  0.:}9(0.2I)  
7. l!)(0.9<))  :{ . . i :{(  .r)0)  (>.02(0.00) ;{ .7r)(i . i :{)  o.;{r)( i .oi)  ;{ .7I(1.K)) 0.50(0.51) o.( i5(o.- i:})  0.(>4(0.4:})  
•1 8 .( i  1(1.01) r).()})( . ( i :j)  7 .() i( i . ;{7)  (i .r) .^)(i . ( i i )  0 .18(1.  If))  7 .07(1.54) 1.17(0.78) 1.87(0.79) 2.10(0.80) 
T) 7.1!)(0.})cS) 2.})1(  .28) (>.11(1.17) ;M:j(i . ;n) r) .:M(i .oi)  :{ .82(l . l (>) 0.i8(0.M) 0.70(0.47) 0.89(0.4(>) 
() ?.:{!)(1.17) :}.r)})( .22) 0.10(1.17) ;{ .o;{(i . ():{)  r ).2-1(1.08) •1.2:{(0.04) 0.78(0.50) 0.90(0.42) 1.04(0.4;})  
n=r)(H), r=0.r)0 
1 1(0.80) 2.25( .28) T}. 18(0.72) 2.18(1.20) r) .27(0. '10) 2.0})(0.})0)  0. .T2(0. ' l ;})  0.;}0(().41) 0.25(0.21) 
2 (i .20(1.01) 2.77( .00) r ).i0(0..')0) 2.02(0.70) 5.15(0.11) 2.y:{(0.70) 0.10(0.;}0) 0.51(0.25) 0.51(0.2;})  
7.0S(0.!)2)  ;{ .r ,7(  .r)r)) 0.00(0.70) 1.08(1.71) 0.:n(().70) 1.5.5(1.80) 0.()2(0. .5;{)  0 .79(0.02) 0.95(0.00) 
1 7.77(1.01) (i .8r)(  .01) 7.10(0.01) 7.11(1.81) 0.50(1.07) 8.12(1.8:{)  2.01(1.02) 2.:}:}( l . ():})  2 .75(1.11) 
5 (i . !)8(l . ir))  :{ .7:$( .r.:{) r) .( i7(0.87) i . ;J2(i . i ; i )  5.25(0.(>0) 1.08(0.80) 0.90(0.71) 1.11(0.50) 1.20(0.42) 
() ( i .8(i(1.12) • l . l ( i (  .18) r).88(0.87) 1.00(1.21) 5.50(0.78) 5.2:{(1.I2) 1.10(0.70) l . ;}7(0.( i4)  1.54(0.59) 
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the boundary problems in likelihood ratio testing for a mixture model may be avoided 
for the spline estimators. 
The simulation results for the normaJ mixture model cire summarized in Table 5.4 
and Table 5.5. As Cein be expected. AIC tends to select more normal components than 
the ABIC which tends to select more than the BIC. -A.s the sample size gets bigger or 
the variance ratio gets smaller, more normal components tend to be selected. The two 
skewed density functions (density 3 and density 4) used more normal components than 
used by other densities. This suggests that the two density functions are difficult for a 
normcd mixture to approximate. For these two density functions. AIC performs better 
than BIC. The performance between different criteria also depends on n. When n gets 
bigger from 250 to 500. the AIC tends to perform better than BIC. Overall, there is 
no evidence that one criterion tends to be better than the other. 
5.2.3 Spline Estimators 
•Join point selection and the construction of the smoothness constraints for the spline 
estimators were discussed in Section 4.3. We call the initial density estimator ho. The 
maximum likelihood spline estimator under the first estimation scheme is called /i and 
the maximum likelihood spline estimator under the second estimation scheme is called 
/>. The number of join points used is denoted by p. H{x) given in (4.4) is stable. We 
c a l l  t h e  n a i v e  i n i t i a l  s p l i n e  d e n s i t y  e s t i m a t o r  c o r r e s p o n d i n g  t o  H ( x ) .  h ( i - ) .  
The comparison of the performance between h and H Q  is summarized in Table 5.6. 
The diffp is the average difference of the number of join points used between h and 
ho and tp is di f fp divided by the estimated standcird deviation of dif fp. The dif is 
the average difference of the estimated MIWLi multiplied by 100 between h and ho and 
tu.- is diffu; divided by the estimated standard deviation of diff^,. The diff^b is the 
difference of the estimated MIWB between h and ha. By the large sample asymptotics. 
the tp and t^,. have approximately standard normaJ distribution in the comparison of 
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d i f f p  and d i f f u , .  respectively. When fx is the normal density (density I), h tends to 
have smcdler bias {diff^b) than ho and the performance (diffu ) of k is significantly 
better than ho- Because of the errors involved in the weighting procedure. HQ is nor 
as efficient as h for the normal density. For the second density function which is the 
closest to the normal density among other densities, ho has smaller bijis than h. The 
performance of the two estimators does not differ significantly. For densities from three 
to six. the weighting errors are smaller relative to the bias reduction of ho. ho performs 
significantly better than h. The fact that ho tends to have bigger variance than h is aslo 
reflected in the number of join points used. The ho tends to use more join points than 
h for most of the cases. The results in Table 5.6 gives us some justification to use ho as 
an initial estimator in practice. Indeed ho is not only a good initial estimator for the 
two maximum likelihood estimators, but a competitive estimator to the kernel estimator 
and the normal mixture estimator. 
Table 5.6 .Average difference of estimated MIVV Z^i and difference of .MIVVB multiplied 
by 100 and average difference of number of join points between h and ho (100 
replications) 
n= :250. r= =0.25 n= =250. r= :0.50 
f x  d i f f p  
'F d i f f .  tu- dl f fwh d i f f p  d i f f . .  t u  d i f f u : h  
1 -0.09 -1.58 -0.19 -3.62 -0.47 -0.05 -1.09 -0.11 -2.15 -0.09 
2 -0.06 -0.95 0.01 0.09 0.71 -0.12 -1.83 0.03 0.59 0.97 
3 0.00 0.00 0.33 5.43 1.24 -O.Ol -0.22 0.37 5.52 1.64 
4 -0.02 -0.36 0.47 6.38 1.28 -0.11 -2.16 0.53 7.85 1.36 
o -0.2S -3.07 0.17 1.80 1.27 -0.11 -2.08 0.15 3.51 1.04 
6 -0.09 -1.63 0.12 1.87 1.09 -0.07 -1.26 0.09 1.39 1.13 
n= :500. r= :0.25 n= :500. r= :0.50 
1 -0.05 -0.67 -O.IO -2.47 -0.32 -0.10 -2.17 -0.09 -1.99 -0.01 
2 -O.IS -2.02 -0.02 -0.30 0.68 -0.13 -1.88 0.02 0.74 0.73 
3 -O.OS -0.76 0.42 6.42 1.35 0.07 1.35 0.47 11.50 0.94 
4 -0.16 -2.31 0.76 16.96 1.15 -0.17 -2.30 0.66 11.95 1.39 
•5 -0.09 -0.S9 0.22 3.03 0.99 -0.04 -0.63 0.19 3.42 0.70 
6 0.06 0.77 0.13 2.00 0.69 -0.06 -0.97 0.15 2.37 0.90 
In order to make a conclusion that one estimator is better than the other, a proper 
'Ial)l('r).7 Average iiumlx'r ol join poiiils and eslimaied valiieH of MlVVi .i and MISIO nniltiplied l)y 100 lor the sijjine 
estiinalors (100 replicali(jns) 
/ ' ( )  J \  J i  Ih i  , / i  f i  
f.s l> MIVVL, 1> MIVVL, 1> MIWL, MISK M1S1-: MISE 
n=250, r=0.25 
1 2 .17(0.78) 1.{)1 ( l .Ki) {.10(0.:{0) 2.51( 1 27) 2.10(0.()7) 1.87(1.21) 0.21(0.:{0) 0.55(0.42) 0.24(0.33) 
2 2.72(1.Of)) 2.r)0 (0.82) } .;{i(o. i( i )  2.!)()(  1 05) 2.77(1.01) 2.75(0.75) 0.40(0.28) 0.58(0.38) 0.47(0.23) 
:}.:KS(0.72) :{ .o:{  ( i . ;}r))  } .:{0(0.1())  :{.71(1 5:J) :{.:«)(0.(i0) :{.2(i(l .:{8) 0.4(){0.:{7) 0.07(0.49) 0.52(0.45) 
•1 :{ .!)0(0.(ji)  r).8.')  (1.88) {.71(0.11) 0.21(1 7(i)  :{.8:j(0.()5) 5.10(2.05) 1.57(0.84) 1.74(0.84) ! .()  1(0.89) 
f) ;{ .:{8(l . l i)  :M0 (1.17) {.()0(0.1f))  ;{.;{1(1 15) .•{.•13(1.07) ;{.:{7( 1.5^1) 0.78(0.54) 0.72(0.48) 0.70(0.55) 
() :j . l()(0.!)S) i ir)})  ( i . , ' ) i )  {.()  1(0.1!))  ;}.;M(1 20) ;{.50(0.8())  ;{.;{;{(1.51) 0.8:{(0.5!))  0.70(0.40) 0.73(0.55) 
m=250, r=0.50 
1 2.2()(0.r)(i)  ! .});{(1.10) }.0()(0.21) 2.78(1 2(i)  2.57(0.!H) 2.07(2.1!))  0.24(0.28) 0.5!)(0.42) 0.55(0.8!))  
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way is to show that the estimated criteria, say MIWLi. of the two estimators differ 
significantly, as in the comparison between h and HQ. However in many articles (e.g.. 
Eggermont and LaRiccia 1997). people usually do not carry out comparison of perfor­
mance between different estimators so rigorously. .A. conclusion is usually made based on 
whether the estimated criteria differ for estimators compared. For simplicity, we follow 
that tradition. 
Table 5.7 and Table 5.S summarize the simulation results on the performance of ho. 
fi and /j. In general, the sample size n gets bigger or the •.•ariance ratio r gets smaller, 
the average value of p gets larger and the estimated MIW Li and MISE get smaller. The 
initial estimator is the best and fi is the worst when the true density function is normal 
(density I) or close to normal (density 2). For the rest of the density functions, /j tends 
to be the best e.xcept when the density functions are bimodal (density o and density 6) 
for the case that n = 250 and r = 0.50. The fi is the best for this bimodal case. When 
the data are bimodal. it may suggest that they are from two different groups. For the 
bimodal densities and the skewed densities (density 4). /i tends to be a better eatimator 
than ho as r gets bigger. The good performance of especially for skewed densities is 
of particular interest. In practice, the data are usually skewed. 
5.3 Comparison with Alternative Procedures 
Denote by /.4 the normal mi.xture estimator with the number of the normal compo­
nents selected by the AIC. Let f^pt be the kernel estimator with theoretical optimal 
bandwidth. The relative performance comparison using MIWLt generally agrees with 
M I S E .  T h e r e f o r e  w e  u s e  M I W L i  a s  a  c r i t e r i o n  t o  c o m p a r e  t h e  p e r f o r m a n c e  o f  f  \ .  f ^ p t .  h o  
and the maximum likelihood spline estimators fi and fi- The estimated MIWLi values 
for /4. fopt- ho. fi and fo are from Tables 5.2 to o.S. 
We used the ratio of MlWLi(/op() to that of the normal mixture estimator and spline 
estimators eis am indicator of relative efficiency. The bigger the ratio, the better. Let 
r.^ = M I W L d U t ) [ M I W L i { f A ) ] - '  
r o  = M I W L d f o p t ) [ M I W L i { h o ) ] - '  
ri = M I W L i { U t ) [ M I W L r { f i ) ] - '  
r.2 = M I W L d f o p t ) [ M I W L y ( f 2 ) ] - ' .  
Table 5.9 lists the values of r^. tq. T j  and for different n .  r  and density functions. 
The three spline estimators tend to perform better than the normal mixture estimator. 
When n changes from 250 to 500. the normal mixture estimator and spline estimators 
become relatively more efficient than fopt- The relative efficiencies are smaller when 
the true density functions used are skewed or bimodal than for other densities. When 
the variance ratio increases from 0.25 to 0.50. the normal mixture estimator and spline 
estimators tend to lose some efficiency relative to the kernel estimator. This shows 
that when the true densities are difficult to estimate (densities 4.5 and 6) or highly 
contaminated (r = 0.5), the relative efficiencies of the semiparametric estimators get 
small. 
For most of the cases, the spline estimators are more efficient than the normal mix­
ture estimator. However the normal mixture estimator is not always inferior to the 
spline estimators. For example, when n = 500 and r = 0.50. the normal mi.xture estima­
tor actually performs a little better than ho and /i for the moderately skewed density 
(density 3). In general, for semiparametric and nonparametric density estimation, a 
fair comparison between competitive estimators usually leads to the conclusion that one 
estimator is better for most of the cases but not all the cases. 
In conclusion, the proposed spline estimators perform best in our simulation study. 
The mixture normal estimator is better than the kernel estimator. The performance 
comparison in this simulation study discourages the use of the kernel estimator even 
when the optimal kernel bandwidth is used. The computational cost of the mixture 
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Table 5.9 Relative efficiency of normal mixture estima­
tor and spline estimators to the optimal kernel 
estimator 
r=G. 
.25 r= 0.50 
f x  r.A ro ri ^ 2  r.A To rt r o  
n  =250 
I 2.5S 3.25 2.44 3.32 2.47 3.54 2.46 2.56 
2 1.82 2.18 1.84 1.99 1.61 2.14 1.83 1.S3 
3 1.61 2.36 1.93 2.19 1.61 1.84 LSI l.SS 
4 1.14 1.44 1.35 1.54 1.09 1.16 1.23 1.49 
5 1.48 1.75 1.80 1.77 1.25 1.46 1.51 1.33 
6 1.06 1.26 1.36 1.36 1.17 1.28 1.40 1.27 
n: =500 
1 2.84 4.46 3.24 3.82 2.78 4.04 3.04 3.52 
2 1.88 2.43 2.30 2.24 1.99 2.32 2.27 2.12 
3 1.99 2.41 2.23 2.46 2.10 2.02 1.96 2.49 
4 1.37 1.58 1.32 1.82 1.26 1.20 1.31 1.60 
5 1.63 1.75 1.93 2.00 1.62 1.72 1.90 1.91 
6 1.19 1.37 1.46 1.72 1.14 1.23 1.36 1.41 
normal estimator is smaller than that of the first ma.ximum likelihood estimator which 
is smaller than that of the second maximum likelihood estimator. 
Table 5.10 lists the values of the estimated MIWB multiplied by 100 and the esti­
mated MIWB as a percentage of the estimated MIWLi. Table 5.11 lists the \-alues of 
the estimated MISB multiplied by 100 and the estimated .\IISB as a percentage of the 
estimated MISE. 
The bias of f^pt is substantially larger than that for other estimators. The bias of a 
kernel estimator is determined by the kernel bandwidth. Large bias is usually associated 
with large kernel bandwidth. The large bias of fopt makes it inferior to other estimators. 
The highly skewed density (density 4) is the most difficult to approximate. The 
percentage bias tends to get bigger when r gets larger and the bias gets smaller when n 
gets bigger. From Tables 5.4. 5.5. 5.7 and 5.S. we see that the number of join points used 
by the two ma.ximum likelihood spline estimators tends to be fewer than the number 
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Table 5.10 Integrated weighted bias multiplied by 100 and MIWB as 
a percentage of integrated weighted error 
/a-
fopt  I A H O  f i  F2 
w- %- W % W % W 7c w 7c 
n=250.r: =0.25 
1 6.13 99 0.26 11 0.62 32 0.52 20 0.30 16 
2 5.41 99 1.11 37 0.90 36 0.76 26 1.16 42 
3 6.SS 96 1.42 32 1.48 49 1.67 45 1.72 53 
4 7.99 95 5.02 68 4.53 78 5.04 81 4.37 80 
5 5.93 97 1.77 44 1.79 53 1.45 44 1.S8 56 
6 4.32 95 2.26 53 1.96 55 1.75 52 2.06 62 
n=250.r: =0.50 
1 6.65 97 0.51 18 0.44 23 0.43 15 0.45 17 
2 5.46 97 1.77 51 1.29 49 1.17 38 2.23 73 
3 6.95 92 1.64 35 2.34 57 2.16 52 2.41 60 
4 S.31 94 6.6S 82 6.48 85 6.24 86 4.SI SI 
5 5.77 94 3.07 63 3.05 73 2.77 68 3.82 83 
6 6.01 99 3.27 63 3.13 66 2.91 67 3.38 71 
n=500.r: =0.25 
1 5.75 99 O.IS 9 0.39 30 0.23 13 0.36 24 
2 5.14 99 0.75 27 0.87 41 0.68 30 0.23 10 
3 6.57 96 0.32 9 1.36 48 1.49 38 1.02 37 
4 7.57 97 3.91 69 4.32 87 5.28 89 3.54 S3 
5 4.71 99 0.57 20 1.62 60 1.12 45 1.33 56 
6 4.13 97 1.73 48 2.14 69 1.90 65 1.46 59 
n=500.r: =0.50 
I 6.20 99 0.31 14 0.22 14 0.18 9 0.19 10 
2 5.39 9S 1.38 50 1.46 62 1.37 56 0.50 19 
3 6.79 91 1.91 54 2.98 80 2.89 76 1.26 42 
4 7.S9 92 5.93 87 6.24 87 6.11 93 4.54 84 
5 5.92 9S 1.39 37 2.80 80 2.33 73 1.75 56 
6 4.S4 95 2.2S 52 3.05 74 2.72 73 2.28 63 
Note: VV" is the estimated MIWB and %' is the estimated MIWB 
as a percentage of the estimated integrated weighted error. 
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Table 5.11 Integrated squaxed bieis multiplied by 100 and .\IISB as a 
percentage of integrated squaxed error 
f x  
fopt  IA ho /i A 
s- 9?- S 7c S 7c S ••7c S 7C 
n=250.r: =0.25 
1 1.57 96 0.01 1 0.02 S 0.02 3 0.01 2 
2 1.44 97 0.07 11 0.04 11 0.03 fi 0.07 16 
3 1.75 SS O.OS 9 0.09 20 0.11 17 0.11 21 
4 3.07 95 1.09 45 0.95 60 1.10 63 0.S3 51 
5 1.92 98 0.17 17 0.17 22 0.11 16 0.20 27 
6 1.06 S5 0.31 2S 0.24 2S 0.20 2S 0.26 36 
n=250.r: =0.50 
1 1.S4 91 0.01 2 0.01 4 0.01 2 0.01 2 
o 1.5S 97 0.17 21 0.09 20 0.07 11 0.26 44 
3 1.S5 SO 0.11 10 0.21 25 O.IS 20 0.22 27 
4 3.2S 91 1.7S 62 1.7S 73 1.6S 72 1.04 60 
5 1.63 90 0.51 35 0.50 46 0.41 39 O.SO 63 
6 1.94 94 0.63 40 0.57 44 0.51 46 0.66 45 
n=500.r: =0.25 
1 1.3S 97 0.01 1 0.01 6 0.01 1 0.01 4 
2 1.30 97 0.03 6 0.04 14 0.03 < O.Ol 13 
3 1.63 92 0.01 2 0.07 19 0.09 21 0.04 10 
4 2.75 96 0.64 44 O.SS 7S 1.19 79 0.60 70 
0 1.26 96 0.02 3 0.14 2S 0.07 17 0.10 23 
6 0.9S S9 0.17 22 0.2S 46 0.23 44 0.13 34 
n=500.r= =0.50 
1 1.60 95 0.01 1 0.01 3 0.01 I 0.01 4 
2 1.47 97 0.10 20 0-11 32 0.10 26 O.OS 23 
3 1.S4 SO 0.14 23 0.34 57 0.32 49 0.14 34 
4 2.93 SS 1.14 56 1.6S ( 1 1.62 S4 1.05 79 
0 1.97 9S 0.10 11 0.42 53 0.29 43 O.IS 27 
6 1.30 S4 0.45 3S 0.56 55 0.47 56 0.41 4S 
.Vote: S" is the estimated .\iISB and Vc' is the estimated MISB 
as a percentage of the estimated integrated sciuared error. 
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of aormai components used by the normal mixtiu-e estimator. However the three spline 
estimators, especially /2. have comparable bias with /A for most of the cases. One thing 
to notice is that for the skewed densities with r = 0.25. fi has Icirger bias than HQ. This 
is possibly because /i uses few join points and the nonlinear procedure to obtain /i has 
not responded effectively to the extra parameters added to ho. 
Figures 5.2 and 5.3 contain plots of estimated bizis and standard deviations for dif­
ferent estimators of fx where fx is bimodal (density 5). Figures 5.4 and 5.5 contain 
the same plots where fx is highly skewed (density 4). It is seen that bias and stan-
dar deviation are larger in those regions where fx is largest and all estimators tend to 
underestimate fx in the same region. The standard deviation of /.^ is larger than the 
spline estimators which are larger than fopt- Since we only a few join points for /i. the 
standard deviation of fi is not much bigger than that of HQ. 
For the bimodal density with n = 250 and r = 0.25. /i has the smallest bias. The f .\. 
ho and fj have comparable bieis. Figure 5.6 contains plots of fx and average estimates 
of /.4. ho and fi. The three estimators plotted all try to capture the bimodality. The 
fi modifies ho at the center and pulls down HQ towards fx- One might expect that the 
standard error and bias of an estimator for the bimodal density to be symmetric about 
zero. From Figures 5.2 and 5.3. we see that the standard error and bias are not exactly 
symmetric. It is possibly because the number of samples used was not big enough. 
For the highly skewed density with n = 250 and r = 0.50. fy has the smallest 
bias. The ho and fx have comparable bias. Figure 5.7 contains plots of fx and average 
estimates of f^. ho and fo- The /> shifts the mode of ho to the right direction. 
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Figure 5.2 Estimated bias for different estimators when rj = 250. r = 0.25 
and the true density is bimodal (density 5). The estimators are 
fopt (1). IA (2). ho (3). /, (4) and /. (5). 
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Figure 5.3 Estimated standard errors for different estimators when n = 250. 
r  =  0.25 and the true density is bimodal (density 5). The esti­
mators are f^p, (1). (2). ho (3). /, (4) and /2 (5). 
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Figure -5.4 Estimated bia^ for different estimators when n = 250. r = 0.50 
and the true density is highly skewed (density 4). The estimators 
are U, (I), f., (2)" ho (3). /i (4) and /, (5). 
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Figure 5.-5 Estimated standard errors for different estimators when n = 250. 
r = 0.50 and the true density is highly skewed (density 4). The 
estimators are fopt (1). /a (2). ho (3). fi (4) and /o (5). 
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Figure -5.6 Average estimates for selected estimators when n = 250. 
r = 0.25. The solid line (1) is the true density is bimodal (den­
sity 5). The estimators (2). ho (3). and fi (4). 
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Figure 5.7 Average estimates for selected estimators when n = 250, 
r = 0.50. The solid line (I) is the true density is highly skewed 
(density 4). The estimators are Ja (2). ho (3). and /o (4). 
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6 DATA EXAMPLES 
In this chapter, we first apply the different estimators compared in Chapter o to a 
data set from a food consumption investigation. One objective is to show the visual 
quality of the estimators. In the second data example, a spline estimator is used for 
finding a distribution of mean pH \'alues in soil plots. The estimates of the mean pH 
values are obtained based on the estimated distribution of mean pH values. The use of 
the estimates in farming management is discussed. 
6.1 Food Consumption 
The U.S. Department of .Agriculture (USD.-\) has been conducting periodic surveys 
to investigate food consumption patterns of households and individuals in the United 
States since 1936. .An important objective of these surveys is to estimate the distribu­
tion function of usual intake, defined as the long-run average of daily intakes of a dietary 
component by an individual. Recently. .N'usser et al. (1996) used a semiparanietric trans­
formation approach to estimate distribution functions of usual intake. The major idea 
of their approach is as follows. After nuisance effects such as day-of-week and interview-
sequence were removed from the original data, the data were transformed to normal 
by a combination of power and grafted polynomial transformations. It was assumed 
that the transformed variable is a sum of two normal components, one is the individual 
component and the other is the measurement error component. .After the distributions 
of the two components are estimated, the distribution function of the usual intake in the 
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original scale is obtained using an inverse transformation. It is a ver>- strong cissump-
tion that the transformed data are a sum of two normaJ components. We investigate 
the square root of the original data by only zissuming that the measurement error part 
at the traiisformed scale has a normal distribution. The distribution function of usual 
intake in the transformed scaJe is estimated using techniques described in Chapter o. 
The data used in our study are a subset of the data from the 1994 Continuing 
Survey of Food Intakes by Individuals (CSFII) on total fat consumption. This is a two 
day data set which contains two obser\-ations for each individual. The subset contains 
500 individuals. For individual i on day j. the observed total fat intake is denoted by V j 
{ i  = 1 500: j  = 1.2). We investigate the square root transformed data which are 
roughly homogeneous across individuals. It is known that the first day data are usually 
more accurate than the second day data. We modify the transformed second day data 
by multiplying the observations by a constant so that the modified data have the same 
variance as the first day data. We also modify the data so that both days have the same 
sample mean by subtracting daily sample means from the data. Call the final modified 
data \ ,j. Let .V, be the usual consumption at the transformed scale for individual / and 
let t,j be the individual daily error with mean zero. The model is 
where t,j and .V, are assumed to be mutually independent, each independent and iden­
tically distributed. Our task is to estimate the distribution function of A'. .Notice that 
From the normal probability plot in Figure 6.1. we find that it is reasonable to assume 
that c,i — e,2 has a normal distribution. 
From (6.1). we have that 
\ \ j  = .v, -t- e , j .  ( i  =  1 500: j  =  1.2). (6 .1)  
t i l  — £ r2  — ^ i l  ~  ^ i2 - (6 .2)  
, Cil + £(2 ,, , 1 -nn V, =: T =: A, + t  = 1.2 oOO. (6.3) 
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The variajice of c,- is the same as the variance of — lj2) and is estimated to be 
1.94. The variance of A', is estimated to be 2.76 by subtracting 1.94 from the estimated 
variance of Vi. Our fin«d data ju-e The errors £,• are assumed to have a normal 
distribution with mean zero and estimated variance 1.94. Figure 6.2 indicates that the 
V may not have a normal distribution. Let 
X ,  =  [ — ^ j  ~ 
be the shrinkage estimates of A', as in (4.1). where Y'  is the sample mean. is the 
sample variance ajid <T^ is the variance of the measurement error. 
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Figure 6.1 Normal probability plot of 
We consider the kernel estimator first. In practice the characteristic function Oy is 
unknown. The empirical characteristic function Oy is used to find an optimal bandwidth. 
In Diggle and Hall (1993). a method to estimate r. the inverse of bandwidth fi. was 
suggested. .Assume that |ov-(^)| s: ar~'^ for some positive constants o and J and large 
T. then 
In In Q — J In (6.5) 
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Figure 6.2 Normal probability plot of Y,. 
It was suggested by Diggle and Hall (1993) that a and J be estimated by the linear 
regression of In |ov (^)| on In r over the range where the relationship is approximately 
linear. A plot of ln|ov (^)| against In r is given in Figure 6.3. The superimposed line 
is the least squares fit within the region of an approximately Unear relationship. 
I n jov (^ )  = 0.3:3:5 - 12.792 In- (6.61 
The optimal r = L.31 is solved from 
^0.333.-12.792 ^ (6.7) 
analogous to (o.4). From the plot in Figure 6.3. we see that the selection of the region 
where the linear relationship approximately holds is very subjective. Different selection 
leads to different r. Figure 6.4 is a plot of the kernel estimator with optimal r. 
For the normal mi.xture model, the number of normal components selected by the 
.4/C is seven. The initial quantile regression estimator selects three join points. The 
ma.Kimum likelihood spline estimator under the second estimation scheme also selects 
100 
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Figure 6.3 Least squares fit in the region of an approximately linear rela­
tionship. 
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Figure 6.4 Kernel estimator with r = 1.31. 
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three join points. Because of the large variance ratio (0.70). we used five join points 
for the maximum likelihood spline estimator under the first estimation scheme. The 
true density of A' is eissumed to be covered by (Q.TIHq. I.ZIH'q). where the coefficients 
were derived from Section 4.3 and Hq is the initial spline estimator of the cumulative 
distribution function of Y. Figure 6.5 is a plot of the initial estimator, the kernel density 
estimator of Y using S-PLUS software with default bandwidth and the spline estimator 
under the first estimation scheme. The kernel density estimator of Y is much rougher 
than the initial estimator. practitioner may prefer the smoother one. It is interesting 
to see that the spline estimator under the first estimation scheme has a bump in the 
region (0.2). The kernel density estimator of Y aJso suggests the possibility of a bump 
in that region. The spline estimator under the first estimation scheme is more skewed 
thaji the initial estimator. 
Figure 6.6 is a plot of the normal mixture estimator and the two maxima likelihood 
spline estimators. The normal mixture estimator and the two maximu likelihood spline 
estimators are all visually appealing. The normal mi.xture estimator and the spline 
estimator under the second estimation scheme are similar. For this data set. we do not 
know which estimator is the best. Comparing Figure 6.4 with Figure 6.o and Figure 
6.6. we might conclude that the kernel estimator oversmooths. The mode of the kernel 
estimator is less than 0.20. which appears to be an underestimate. The r values in Table 
•5.1 are much bigger than Diggle and Hall's value of 1.31. We also tried bigger values 
for T and found that the corresponding estimators of the density function of X tend to 
show high frequency oscillations and take negative values as r gets larger. 
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Figure 6.5 The wiggly solid line is usual kernel density estimator of V using 
the default bandwidth in S-Plus. The short dashed line is the 
initial density estimator of A'. The long dashed line is the spline 
density estimator of A' under the first estimation scheme. 
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Figure 6.6 The solid line is the normal mixture density estimator of .V. 
The long dashed line is the spline density estimator of A' under 
the first estimation scheme. The short dashed line is the spline 
density estimator of A' under the second estimation scheme. 
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6.2 Soil pH 
6.2.1 Introduction 
It is common faxming practice in the U.S. to apply fertilizers, lime and herbicides 
uniformly across fields. However, soil nutrients are not distributed uniformly in the field, 
but differ from site to site. In the last decade traditional farming has been changing 
to precision faT~ming (Robert et al. 1993). Assisted by the Global Positioning System 
(GPS), a satellite navigation network, fcirmers can determine their location in the field 
to within several meters. This navigation capability together with advanced engineering 
technology hcis made site-specific crop management feasible. In order to apply site-
specific crop management, it is important to know how the soil nutrients are distributed. 
The data we use are 1996 spring and 1997 spring soil pH aind buffered pH x^alues. 
evaluated in a laboratory at the .Agronomy Department of Iowa State University . from 
soil samples collected from a field known as McGaxvey field in central Iowa. Soil-water 
pH is used as a measure of acid saturation of the soil and buffered pH is a measure of 
soil acids. Once the soil pH and buffered pH veilue are known, a liming rate can be 
calculated to reach the desired soil pH (Borgelt et al. 1994). 
The McGarvey field is a 100 acre rectangle. It is divided into 100 management cells. 
Each cell has roughly the same shape and same size. .A. site is randomly chosen in each 
cell for collecting soil nutrient information. The data from 1996 and 1997 in each cell 
were intended to be collected from the same site. But due to the locating error, the 
actual sites in the same cell could be more than 20 feet apart. 
Spatial statistical methods have been developed to estimate soil pH values at un-
sampled sites (e.g. Robert et al. 1993. Chen and Breidt 1997). The success of these 
methods relies heavily on model assumptions and the precision of the GPS readings. It 
was shown by Beberly et al. (1994) that, because of the inaccuracy of the GPS readings, 
we need to be careful with the soil maps produced by spatial statistical methods, e.g.. 
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kriging (Borgelt et al. 1994). 
In practice, it is sensible to apply different rates of lime in different meinagement 
cells. We illustrate how to estimate the mecin soil pH vaiue in each cell. We do this by 
first estimating the density function of the true pH in a cell. 
6.2.2 Density Estimation 
Denote by cind Yi2 the 1996 ajid 1997 soil pH values scimpled from cell i. Let A', 
be the corresponding unobservable mean pH value in cell i. The soil pH values at the 
same site axe not supposed to var\' much from 1996 to 1997 since the farmer did not 
apply lime to chcinge the soil acid levels between the times the two sets of soil samples 
were collected. However Figure 6.7 shows that the scimpled pH values from 1996 and 
1997 at some sites differ a lot. The sampled pH values can be partitioned into four 
regions. In terms of the 1996 pH values and the 1997 pH values, these four regions can 
be characterized as low-low. low-high, high-low and high-high: Va < 7.2 and Yi^ < 7.0. 
V.i < 7.0 and Via > 7.0. V'a > 7.2 and Via < 7.0. and Vii > 7.0 and Via > 7.0. The 
number of cells in these four regions are estimated to be 61. 7. S and 24 respectively. 
Notice that in Figure 6.7. one dot could represent more than one site. For example, the 
low-high region has only six dots in the figure, but it actually has seven sites. 
The data in a cell collected from different years are not exactly from the same site. 
For example, suppose that the 1996 pH value from a site in a cell is below the mean pH 
\'aJue in this cell, in 1997. the site selected in the same cell could be the same site or a 
site that has greater pH value. We incorporate the sampling error and assume that the 
pH values are from the following models: 
Vii 
>i2 
= -V,+(l 
= -V.+(l 
— Bii)Zi -j- e,i 
— Bi2)Zi + Bi2^\i -f- e,2 
(6.S) 
(6.9) 
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Figure 6.7 The sampled soil pH v'alues in 1996 and 1997 at McGarvey field. 
where 
t i l -  f | 2  
2 Zt ~ Ni-fiz-o-z)-
.V(O.a^) 
H-', ~ ) 
with > 0, fi\v > 0. cr| = cTjj.. and 
(Bii. B12) — < 
(0.0) with probability Poo 
(0. 1) with probability poi 
(1. 0) with probability pio 
(1.1) with probability pn 
(6.10) 
(6.11) 
(6 .12)  
with poi = pio- We aissume that e,i- ^12^ -^ir Zi. W, and (fi,1.^,2) are mutually inde­
pendent. each independently and identically distributed. The e variable is measurement 
error. The B variable is zissociated with sampling error. When B = 0. the soil sample 
collected in cell i tends to have pH value less than the mean cell pH value: when B = I. 
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it tends to be above mean cell pH value. It is further assumed that the sampling error 
has mean zero, which gives 
{poo +Poi)lJ^z = (6.13) 
In the above models (6.S-6.13). the distribution functions of the measurement error 
and the sampling error are fully specified. In order to estimate the distribution function 
of the true pH, we estimate the parameters of the sampling error and measurement error 
first. Let A'oo, A'oi, ^\o and Nn be the number of (5,i.B,2) that take value (0.0). (0.1). 
(1.0) and (1.1) respectively. We use the estimated number of cells in the four regions 
as the estimates of the A'-values. i.e.. 
(.Voo. A'oi. Nio-Nn) = (61.7.8.24). (6.14) 
Then the likelihood function for the observed A'-values is proportional to 
pss°par*''^''°pf" (613) 
and the maximum likelihood estimators of poo- Pii and poi are 
Poo — -T. ^ (6.16) 
.Nqo + -^11 + -^01 + -» io  
-Vii Pn = ^^ (6.17) 
.\oO + .^11 + -^01 + -Vo 
Poi = -(1 — Poo — Pii )• (6.18) 
The sum of f i z  and is estimated by the average of the absolute values of the 
difference between 1996 pH and 1997 pH values in the low-high and high-low regions. 
Then from (6.13) and the estimated values of poo, poi and pu in (6.16)-(6.1S). we obtain 
the estimates of fxz and nw- Az and fiiv-
We now estimate all the \'ariance components of the normal components in (6.8) and 
(6.9) by meiximum likelihood estimation. Notice that from (6.S)-(6.12). we have that 
Vii — V,2 = (B,i — B,2)Z, -1- {Bi2 — Bii)\\t -|- e,i — e,2 
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~ (Poo + Pii)^(0,2a-^) + poi^(/iz + /iw-,o'| + cr^. +2cr^) + 
PioiV(-^z-/zvv,o-| + <7^+ 2of). (6.19) 
By using the estimates of fizi tt-w and p-vaiues and that Vii — Y'i2 are independent, we 
obtain the maximum likelihood estimates of <7| {(Jxy) and from (6.19). Maximum 
likelihood gives most efficient estimators of {cr\v) and that do not use the X 
information. 
Table 6.1 is a summary of the estimates of the parameters associated with the sam­
pling error and the mezisurement error. 
Table 6.1 Parameter estimates for the sampling error and the 
measurement error 
parameters Poo Poi(Pio) Pii y-z Hw cTzicrly) a; 
estimates 0.61 0.075 0.24 0.481 1.046 0.021 0.074 
Figure 6.8 is a plot of a kernel density estimator and the maximum likelihood density 
estimator of Ya — l',2. where the kernel estimator is obtained from Splus using function 
density() with default bandwidth. Figure 6.S shows that the maximum likelihood esti­
mator matches the kernel estimator. 
."Vfter the parameters of the sampling error and the measurement error are estimated, 
we estimate the density function of A', treating the estimated density for the error as 
known. .-Vs in (6.3). we write the model as 
where 
V; =: t = A', + rji. (6.20) 
Bil + BI2 RY , BixBi2\ea + £t2 .TI \ 
m 5 Z, + 11 ) H, -t- —-—. (6.21) 
The T] variable in (6.21) has a three component mixture normal distribution with mean 
zero and variance 0.474. The Y] has sample mean 6.55 and sample variance 0.65. We used 
the maximum likelihood spline estimator of the second estimation scheme to estimate 
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Figure 6.8 Density estimators of Yn — Yi2. The solid line is a kernel estima­
tor and the dashed line is the majcimum likelihood estimator. 
the density function of A'. Since the ratio of the variance of rj to that of X is very big 
(2.7). the constraint on the density estimator is that the estimator be non-negative. The 
estimator the .-MC selected uses two parameters, which corresponds to a normal density 
with mean 6.55 and variance 0.174. The variance derived from the density estimator 
of A' is slightly smaller than the difference between the sample variance of and the 
estimated variance of r/,. 
Figure 6.9 is a plot of a kernel estimator and the maximum likelihood estimator 
of V. The kernel estimator is obtained from Splus by setting the kernel bandwidth 
a little bigger than the default so as to make the kernel estimator more comparable 
to the maximum likelihood estimator. If the default bandwidth is used, the plot of the 
corresponding kernel estimator would look very wiggly. The maximum likelihood density 
estimator of Y is the maximum likelihood density estimator of -V convolved with the 
density of T]. Using the kernel estimator as a benchmark nonparametric estimator, we 
see from Figure 6.9 that the maximum likelihood estimator is a reasonable estimator. 
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Figure 6.9 Density estimators of Yii+Yi2. The solid line is a kernel estimator 
and the dashed line is the maximum likelihood estimator. 
Overedl, from Figure 6.8 and Figtire 6.9, we see that the model fits the data reasonably, 
which gives us confidence in model cissumptions. 
Notice that the derived variance of A' is about 27% of the sample variance of Y .  
Hence the measurment error accounts for about 73% of the variance of Y. If one is to 
use the cells as management units to apply different rate of lime to different cells it is 
necessciry to predict the true pH value for each cell. 
6.2.3 Prediction of True Soil pH 
One use of the density estimator of X is to predict the mean pH values in cells. 
When A' and 77 both have a normal distribution, the estimated optimal predictor of A'j 
is 
/ 2 2 \ 
A'. = - V') + y\ f = 1 , 2,. . . ,  1 0 0 .  ( 6 . 2 2 )  
For the said example, = 0.65, V = 6.55, and is the estimated variance of 77. We 
refer to Xi as observed values. In general when A' has a density function fx, a better 
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estimator of X, would be the conditional expectation of X given Y. The conditional 
density of X given Y is 
fx\Y{ x \ y )  =  f Y \ x i y \ x ) f x { x )  fY\x{ y \ x ) f x { x ) d x  
- 1  
(6.23) 
where FY\X{y\x) is the estimated three component mixture normal density of TJ  with x 
added to the mean of each component. Therefore the predicted vaiue of .V, is 
A'. = J x f x \Y{ x \Yi)dx. I = 1.2 100. (6.24) 
where fx\Y is aji estimator of fx\Y iii (6.26) by replacing the terms on the right hand 
side of (6.23) with the corresponding estimates obtained from section (6.2.2). Figure 
6.10 is a plot of A, versus A',. 
6.6 
Observed value 
Figure 6.10 The prediction function for soil pH. 
Under our model, observations far from the mean of A' are more likely to have a large 
error. .-Xs a result, the predicted values. A',, tend to be less spread out than the observed 
values A',. The conditional expectation of A' given V in (6.24) is a highly nonlinear 
function of Y. From Figure 6.10 we see that the predicted values are not a monotone 
increasing function of the observed values. 
I l l  
6.2.4 Final Comments 
The pH data example shows one way to deal with the measurement error model (1.1) 
when the mezisurement error does not appear to have a normal distribution. Notice that 
we treated the underlying mean pH veJues zis independent to obtain the maximum 
likelihood spline estimator of the density function of A'. This treatment is for simplicity. 
.A. more realistic model may treat them as dependent because pH values in neighboring 
cells might be correlated. The investigation of this problem requires the specification of 
the correlation structure. In order to estimate the cell-wise liming rate to reach desired 
pH values for farming practice, the buffered pH values may also need to be predicted 
(Borgelt et al. 1994). 
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7 CONCLUSIONS 
In this thesis, three spline density estimators, a queintile regression spline estima­
tor and two maximum likelihood spline estimators, are proposed for \-ariables observed 
with measurement error. The quantile regression spline estimator serves as an initial 
estimator for the two mciximuin likelihood spline estimators. In this initial estimator 
a set of observations axe weighted according to their relative importance to the esti­
mation of the density function of the underlying variable. .\ quajitile regression spline 
estimator is obtained by transforming the quantiles of the obser\'ations to the standard 
normal quantiles cissociated with the weighted accumulated distribution function. The 
first maximum likelihood estimator is a spline modification of the initial estimator. The 
second maximum likelihood estimator is a spline transformation of the underlying vari­
able to standard normal. The three spline estimators are superior to a normal mixture 
estimator and a kernel estimator in a simulation study. The application of the new 
estimation schemes to real data sets shows that they give reasonable estimators. 
Unlike results available for the kernel estimator (Stefanski and Carroll 1990: Fan 
1991). a complete discussion of the theoretical properties of the spline estimators is 
not available. Some suggestive results are presented. Stable numerical procedures are 
derived for obtaining the ma.Kimum likelihood spline estimators using the quantile re­
gression spline estimator as a starting estimator. In empirical results, the proposed 
spline estimators gave visually appealing density estimators. 
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