The aim of the present paper is to apply a Markov Switching model to check the characteristics of the Brazilian demand for imports equation based on annual data from 1947 to 2002 and on quarterly data from 1978:I to 2002:II. The results show that this model satisfactorily describes the structural and conjunctural characteristics of Brazilian foreign trade in the last decades. The long-term analysis, based on annual data, allowed for the identification of cyclic periods of trade closure and openness that coincide with the historical events of Brazilian economy. The conjunctural analysis, based on quarterly data, indicates different elasticities for a regime with rise and fall in imports.
Introduction
The Brazilian economic history of foreign trade policies is packed with measures aimed at adjusting the external sector or stabilizing the economy. To accomplish that, several governments used exchange rate controls as a key issue. However, other normative instruments were also important, such as the restriction on the import of certain products, the imposition of quotas and the granting of permits, compulsory deposits, or non-tariff barriers.
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In the second half of the 1940s, Brazil was faced up with a dire global-scale postwar scenario that exerted a profound impact on its balance of payments. Due to the difficulty in boosting exports, which were centered around coffee, Brazil reached the late 1940s with a large trade balance deficit, compelling the government to curb imports. Notably, such control contributed towards import substitution, which gave rise to an industry of durable consumer goods by the end of President Dutra's government.
President Vargas' second government was also characterized by foreign trade policy difficulties, since the control over imports was maintained in order to balance external accounts. At the end of 1953, the control over imports was price-based, with the implementation of multiple exchange rates, as proposed by instruction no. 70 of the Superintendence of Money and Credit (Sumoc), which introduced remarkable changes to Brazil's exchange rate system (see Abreu (1990) ).
In the late 1950s and early 1960s, the government significantly adjusted exchange rates by unifying the various exchange rates in force for exports and imports at that time and also modernized the tariff system, replacing specific tariffs with ad valorem ones. Moreover, the government's plan (Plano de Metas) was ambitious in seeking import substitution. While this development plan was in force and during the following years, a great amount of foreign investments were directly made in Brazil.
From the mid-1960s onwards, several import liberalization measures were taken. After that, the foreign trade policy, whose focus was on import substitution, started to encourage exports either through the exchange rate or through fiscal subsidies or incentives (see Portugal (1994) ).
The first oil price shock in the early 1970s caused Brazil to remarkably adjust the external sector. The years 1973 and 1974 were characterized by a change in the behavior of foreign trade variables, when import restrictions were back again and the government adopted an inward-looking policy. The heavy investments made during President Geisel's government resulted in the increase of foreign debt which, to a greater extent, belonged to the public sector. At that time, a new import substitution process took place.
The second oil price crisis in the late 1970s deteriorated the Brazilian terms of trade and changed the economic scenario on a worldwide basis. The Brazilian foreign debt situation worsened with the increase of interest rates in industrialized countries and, consequently, Brazil had some difficulties in financing its current account deficit.
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The subsequent debt crisis forced the Brazilian government to seek financing for its external accounts in trade surpluses, mainly obtained through import restrictions. The maturation of investments within the Second Development Plan (II PND) helped Brazil to achieve this goal by boosting exports, especially of industrial raw material and of capital goods. Throughout the second half of the 1980s, Brazil experienced great macroeconomic instability, and the three economic plans implemented 3 could not hold back the high rates of inflation. In the early 1990s, the adjustment of the external sector through exchange rate controls was not working out any longer, and the Brazilian foreign trade policies went through deep changes (see Portugal (1994) and Azevedo and Portugal (1998) ). The international tendency towards the formation of trade blocs and the intention to increase Brazil's participation in the international trade compelled the government to implement a more consistent trade liberalization, with the aim of lifting the restriction on the import of some products, including non-tariff barriers and the reduction of import tariffs. This process was later consolidated with currency stabilization in the Real Plan. Nonetheless, this liberalization policy combined with exchange rate appreciation and the increase in aggregate demand were too aggressive for Brazil's foreign trade structure at that time. Due to international financial crises that thwarted the financing of external accounts, to the small increase in exports vis-à-vis quantum expansion, and to the value of imports, which caused successive trade deficits, the government was obliged to change its exchange rate policy. Once again, the exchange rate was used to adjust the external sector, and the switch to a floating exchange rate system at the beginning of 1999 wound up establishing a new pattern for Brazilian imports, which lasted until the end of 2002.
Notably, the external sector has always played a central role in the Brazilian economic policy, and has therefore encouraged several studies on the estimations of foreign trade equations in the last few years. In case of demand for imports equations, we have the studies conducted by Portugal (1992 Portugal ( , 1993c and Resende (1997a Resende ( ,b, 2001 , who use an Error Correction model for total imports, imports of capital goods, and of intermediate goods, by Azevedo and Portugal (1998) for total imports, Castro and Cavalcanti (1998) for total imports and the same main types of imported products and Carvalho and Parente (1999) for monthly imports according to category of use.
All of these studies utilize dummy variables to correct problems with structural breaks in the series under analysis; however, the nonlinearity of the data has not been properly dealt with. The study conducted by Silva et al. (2001) , who applies the nonlinear models of artificial neural networks in order to estimate elasticities of demand for total imports, intermediate goods and electrical material for the period between 1978:I and 1999:IV, is an exception.
Quite recently, nonlinear models have been used in academic research to characterize the existence of structural breaks or of various regimes that might arise and rule the behavior of macroeconomic data. The Brazilian time series have these characteristics on account of the several shocks that have shaken the economy in the last 20 years.
With regard to Brazil's foreign trade variables, it seems that there are different patterns or regimes, especially concerning imports, which at times show high growth rates and now and then have abrupt falls (see Portugal (1994) ). In the former case, this expansion is related to the increase in purchasing power that resulted from various heterodox economic plans, or to the trade liberalization process established in 1988. The decrease in imports may be due to the economic slowdown, to the restrictive policies on imports or to excessive currency depreciation. These changes to the behavior of foreign trade variables, as described in Goldstein and Khan (1985) , may be both gradual and abrupt.
5
Thus, several factors encourage the estimation of a demand for imports equation for Brazil that contemplates the regime switching characteristic. First of all, we have the hypothesis that the impact coefficients of demand for imports are not constant over time. This characteristic is associated with the change to Brazil's productive structure characterized by investment and maturation cycles, and with the implementation of different economic plans that modified family income and consumption patterns. The impact of abrupt changes in the real exchange rate and the intensification of trade liberalization on foreign trade variables, which depend on the economic behavior of other countries, is also of note.
Another factor is concerned with the great dependence of Brazilian economy on the external account balance, which also reveals the necessity to determine foreign trade elasticities that include different regimes.
6 Finally, with greater trade integration through the reduction of tariff or non-tariff barriers, it is important that short and long-run elasticities be determined in different behaviors of the domestic economic activity, of price and of the cyclic income flow. This allows measuring future profits and losses with greater economic openness.
As in other empirical studies, 7 we will assume an imperfect substitution model 5 To estimate the elasticity of demand for time-varying imports, see Portugal (1993c) . 6 As postulated in Resende (2001) , the restrictions on imports can be major or minor in certain periods, depending on the amount of foreign currency available in the economy.
7 See Portugal (1992), Azevedo and Portugal (1998), Carvalho and Parente (1999) and Carvalho and Negri (2000) .
where there is a slight difference between domestic and foreign prices and products. In addition, we consider the small country hypothesis with totally price-elastic import supply, absence of monetary illusion in which the real product and the real exchange rate, prices, tariffs and subsidies are grouped into one single variable and, finally, weak exogeneity for the explanatory variables of the equation of demand.
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The aim of the present paper is to check whether the different foreign trade policies implemented in Brazil in the last years, as well as various external shocks, produced changes in the Brazilian demand for imports. The Markov regime switching model is the appropriate econometric tool to identify this characteristic. The Markov Switching Model implementation requires the imposition of the hypothesis in which alterations in the demand for imports occur in a cyclic way over time. This characteristic of the demand for imports could be linked to the cyclical nature of international liquidity, conditioning Brazilian commercial policies. It is important to distinguish between cyclic changes of the demand for imports and permanent structural changes. In the latter, we would be in a context of an absorbent regime. The cyclical pattern of the import policies in Brazil is evidenced in Resende (2001) . Nevertheless, Barbosa-Filho (2002) and Resende (2001) also put forward pieces of evidence that attest the conditioning of demand for imports in Brazil to international liquidity cycles. In this way, we assume that the regimes of import policies in Brazil varied according to the international liquidity cyclic oscillations, conditioning different forms of imports control. It is in such context that the application of a Markov Switching Model can be justified.
Based on the analysis of annual data it is possible to identify the cyclic behavior of the demand for imports and associate the dates of each regime with the different foreign trade policies implemented at the time. These policies, in their turn, are associated with periods of moderate or consistent trade liberalization, and also with economic closure, such as the import substitution process.
9 We may therefore say that this section analyzes the behavior of imports in a structural fashion.
On the other hand, based on quarterly data, we perform a conjunctural analysis of the evolution of imports, seeking to associate the different regimes with periods of rise and fall in imported amounts that are compatible with these structural changes the Brazilian economy has gone through in the last years.
In addition to this introduction, the present article contains another three sections. Section 2 discusses the methodology of regime switching and its application to error correction models, more specifically, to the formulation of an equation of demand for imports. Section 3 and 4 present the statistical results for the annual and quarterly data, respectively. Section 5 concludes. Tables, tests and other estimated results not shown in the text are presented in the Appendix.
Methodology
When a time series is amenable to a structural break, which might occur in the variable coefficient, in the intercept and in the variance, the parameters of the static model vary over time. This way, the hypothesis of stationarity and normality is violated and nonlinearity results. In the last few years, the interest in the nonlinear modeling of economic time series, especially regime shift models, has gained momentum.
The regime shift in the time series may be characterized endogenously, by the own model, or exogenously, with an intervention from dummy variables, which implies a priori knowledge of the moment of regime shift. Among the several classifications presented in the literature, we will use Markov switching.
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A Markov process is a classic stochastic process in which random variable X t is particularly time-dependent. This process will be discrete or continuous depending on the states (s t ) in which the variable is. In the former case, we have s = (1, 2, 3, . . .) and in the latter, s = (−∞, ∞). If a Markov process has a finite or numerable number of states, then it is called a Markov chain.
The special characteristic of these models is the hypothesis that the realization of unobserved state s t ∈ {1, . . . , k} is determined by a Markov stochastic process in discrete state and discrete time, defined by transition probabilities.
The probability that X t+1 will be in state j, considering that X t was in state i -called one-step transition probability -is then represented by 1:
As we can observe, transition probability P
is not only a function of the state, but also a function of the transition time. However, if P t,t+1 ij is independent of time, the Markov process has a stationary transition probability, and P t,t+1 ij = P ij . Since k states might exist, the transition probabilities between these states may be represented by a matrix of transition probability P = [p ij ] ∈ M (kxk), exactly as in 2:
where k j=1 p ij = 1 for i = 1, 2, . . . , k and even if, p ij ≥ 0 for i, j = 1, 2, . . . . . . , k. The vector of Markov transition probability is given by P = (P 11 , . . . , P kk ) ′ , (k2x1). Finally, based on the values of transition probabilities obtained in 2, it is possible to calculate the length of each regime, that is, the persistency from
The length of each regime may differ, but with the hypothesis that the matrix of transition probability is fixed, the length of regimes will be constant in time, that is, the expected conditional length does not vary with the cycle. Filardo and Gordon (1998) extend the model proposed by Filardo (1994) by using a Bayesian methodology and consider that the evolution of the unobserved state depends on the available information in the time series y t .
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In the estimate of 2, we presume that the variable is known, but not the states. As illustration, consider vector y t = (y 1t , . . . , y nt ) ′ {y ∈ R n } of observations with t = 1, . . . , T and s t ∈ {1, . . . , k} the different unobserved states in which the variable might be. An occasional discrete shift is believed to occur in the level, variance, intercept, or in the autoregressive dynamics of y t .
By assuming a distribution function for variable y, then y t ∼ N (µ 1 , σ 2 1 ) if the process is in regime 1, y t ∼ N (µ 2 , σ 2 2 ) if the process is in regime 2, and so on and so forth, until regime k with y t ∼ N (µ k , σ ′ and the density function of y t is given by:
The unconditional density of y t , based on the sum of all k states that may possibly occur in t, is described by 4,
This equation represents the sum of distributions produced by a density that depends on P (s t = j; θ). As there are T observations, the log-likelihood of 4 is given by:
The objective is to maximize the likelihood function of the observed data (y T , y T −1 , . . . , y t ; pθ) where p = (p 11 . . . , p kk ) ′ and θ as defined above, based on the choice of population parameters (p, θ) , that is, transition probabilities, mean, and variance. This maximization is achieved by an iterative process, in which it is necessary to have the initial values of the parameter vector θ for the model so that it can be implemented. We should underscore that convergence takes place when the variation between θ in iteration m+1 and θ in iteration m is less than any specified value ε, or when the first-order condition for maximum likelihood is met within a tolerance interval. The estimate of maximum likelihood is then given byθ, and therefore, it is possible to make inferences about the regimes associated with each observation y t in time.
Although maximum likelihood estimation is a method that has optimal asymptotic properties, we do not have a theoretical solution to the likelihood equation in some applications. In this case, it is necessary to use some numerical optimization technique applied to the likelihood in order to obtain the parameters for the model. One of the alternatives proposed by Hamilton (1990) to the use of Newton-Raphson or David-Fletcher-Powell methods is the EM (Expectation-Maximization) algorithm, which was initially introduced by Dempster et al. (1977) .
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The EM algorithm is an iterative technique for the estimation of maximum likelihood designed for a general class of models where the observed time series depends on some stochastic variable that is not observed.
The application of the EM algorithm in econometrics occurs through the likelihood function. Each iteration of this algorithm consists of two steps, expectation (E) and maximization (M). Initially, the unknown parameters of the model, means, and variances for the different states, vector θ, Markov transition probabilities p = (p 11 . . . , p kk )
′ and the probability of initial state ρ 0 are chosen. After that, also considering the vector of observations y t , the smoothed probabilities are estimated.
The next step consists of maximization. Here, the parameter vector (mean and variance) is derived from the first-order condition of the maximum likelihood estimation. To find its value, the smoothed probabilities obtained in the previous step have to be replaced.
Thus, the mean of each state µ 1 k is obtained, and it may be used to obtain the covariance-variance matrix Ω 1 k , transition probabilities, and the probability of state ρ 1 . Later, ρ 1 is used to obtain µ and Ω k k are obtained. This way, each EM iteration involves one step of the filter and one of the smoothing, followed by an updating of the first-order condition and of the estimated parameters, which guarantees the increase in the value of the likelihood function. For further details about the EM algorithm and its use in the maximum likelihood estimation, see Hamilton (1990) and Ruud (1991) .
Therefore, if we know θ, then the probability that the process is in some regime s t based on the information available up to t, p(s t /y t , . . . , y t ; θ), is called filtered probability. On the other hand, if all the information is used to determine s t , 12 One of the problems that might arise in this maximization process is related to the fact that as in f (yt; θ) there is a distribution sum, local, instead of global, log likelihood maximums may be found in many applications. Thus, once the quality of initial estimates may strongly influence the final result, it is advisable that the maximization be carried out for different initial values for parameter vector θ.
p(s t /y 1 , . . . , y T ; θ), then we have a smoothed probability.
The univariate regime shift models can be extended to the multivariate case, where the aim is to check the existence of some similar behavior of unobservable components throughout time. In the models with MS-VAR regime, we assume that regime s t is generated by an ergodic Markov chain and with homogeneous discrete states defined by transition probabilities 2.
MS-VAR models are considered a generalization of finite order autoregression for the vector of time series y 1t , . . . , y kt )
′ of order k, with t = 1, ..., T , given by:
assuming that ε t ∼ N ID(0, ). The idea behind the class of models with multivariate regime shift is that the parameters of process 6 (intercept, coefficient and variance) depend on a regime variable that is not observed:
where
It is important to emphasize that 7 does not wholly describe the data generating process. However, we still lack the formulation of a regime generating process s t that may also be given by 2. In this case, the intercept is not a simple parameter, and it is actually generated by a stochastic process.
13 The mechanism of dynamic propagation of impulses in the MS-VAR model for the system consists of linear autoregression, which characterizes the transmission of shocks and the regime shift that represents common shocks.
The basic finite VAR model is given by a change in intercept, that is, MSIMarkov switching intercepts:
that is equivalent to y t = A 0 + A t y t−1 + . . . + A p y t−p + ε t in a structural VAR model without regime shift. By subtracting y t−1 on each side, we obtain the model in the form of vector error correction:
This model is called MSCI(k, r)−VAR(p), autoregressive vector of order p with regime shift with k states and cointegration rank r. Besides this formulation, another way to implement the regime shift is in the parameter of the mean µ(S t ) such that:
where β ′ y t−1 − δ determines the correction of the long-term equilibrium. The shift may occur only in the long-term equilibrium δ(s t ), in the long-term equilibrium and in the joint mean, in coefficients A i , or in the variance of residuals st .
Just as described in Krolzig (1997b) , the estimation process of an MSCI(k, r)− VAR(p) model consists of two stages. First, we have a maximum likelihood estimation, the Johansen Procedure, to determine the number of cointegration vectors r. After that, the EM algorithm is used to obtain the model parameters, also by means of maximum likelihood estimation.
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The function of demand for imports used herein follows the theoretical framework specified in Portugal (1992) , Ferreira (1994) , Resende (1997b) and Azevedo and Portugal (1998) , with the small country hypothesis, but with the following linear format:
where q t is the imported quantum, v is a constant, φ is the price elasticity of the demand for imports, e t is the real exchange rate given by e n p * p (1 + T ), where e n is the nominal exchange rate, p * represents the external prices, p is the domestic price index and T is the tariff, β is the secular income elasticity and Y t is the measure of the level of activity, δ is the cyclic income elasticity with U t equal to the use of installed capacity and ε is a white noise, where we expect that φ < 0, β > 0 and δ > 0.
The variable of state s t , which characterizes the regime switch, may be inserted in the intercept or in the elasticities and in the variance of ε. This way, the most general error correction model, with regime switch in all coefficients, follows equation 12.
where ε t ∼ N ID(0, (s t )) and α is the error correction vector coefficient. This model is known as MSIAH(k)-VEC(p), that is, an error correction vector model with p lags, and with regime switch in the intercept, in autoregressive components and in the variance of the residual, where k is the number of regimes. As with previous studies, we assume the hypothesis of price exogeneity and of cyclic secular income.
Statistical Results with Annual Data
In this section, the tests and linear and nonlinear models are made with annual data, starting in 1947 and ending in 2002, with a total of 56 observations. To determine the Error Correction Mechanism for the Brazilian demand for imports, we use the imported quantum as dependent variable and the GDP, real exchange rate and installed capacity utilization as independent variables.
The GDP is used to determine the level of domestic economic activity, from which an income elasticity with positive sign is expected. For the real exchange rate, we initially considered two formulations, one that does not include the incidence of an import tariff, and another one that contains this variable, 15 in which price elasticity is expected to have a negative sign. Finally, the installed capacity utilization is seen as a cyclic component of the income with positive-sign elasticity. As there have been no available data for this variable since 1947, it was calculated in three different ways according to Portugal (1993b) .
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Figures 1 through 4 show the behavior of each of these series. Only the graphical inspection indicates that the GDP and imported quantum should not be stationary. The results of the ADF test, performed in the level and in differences, are shown in table A.1 (see Appendix), where we note that the variables GDP , Qm, er and et are clearly nonstationary in the level but stationary in the first difference.
17 The three forms derived from the installed capacity utilization are stationary in the level.
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We should not forget that the Brazilian economy suffered several macroeconomic shocks in the 1980s and 1990s, and that the data in this section include a longer time period, of which the 1970s stand out as the probable moment of structural break, due to the first international oil price shock and to the industrialization process Brazil went through. Therefore, Perron's (1997) is the most appropriate test to filter these shocks. Tables A.2 According to the test results, the imported quantum series has two probable dates of structural break: 1950 and 1974. For the GDP, the date was 1974 and, for the exchange rate, both series (with or without tariffs), it was 1952. All of these series appear to be stationary in first difference even in the presence of these structural breaks. Cavalcanti (1998) used Perron's test (1997) and found out that the imported quantum, GDP and the real exchange rate were I(1) even in the presence of structural break, and included a dummy variable in 1974 and another one in 1995 in the error correction model. In the case of capacity utilization different results exist, where series u10a and u14a are stationary and have break dates of 1962 and 1972, respectively. The series u12a shows a structural break in 1972, but has signs of nonstationarity in the level. Another way to test these series is by comparing them with the quarterly data of the conjunctural analysis collected by Getulio Vargas Foundation (FGV) since 1970 for the industrial capacity utilization, hereinafter referred to as u13a. This is accomplished with the correlation matrix between this series and the other three formulations estimated herein, whose results are shown in table 1. Just as described by Portugal (1993b) , the series u12a was also highly correlated with the conjunctural analysis series, being used in the subsequent estimations.
17 Castro and Cavalcanti (1998) also report that Qm, GDP and the real exchange rate are I(1) in the level and stationary from a difference.
18 All the tests were performed on the three Icu transformed variables.
To select the number of lags of the VAR model we used Akaike and Schwarz criteria and chose the order p = 0. The causality test shows bi-causality for all variables, with exception of GDP and u10a.
Linear model
According to the ordinary least squares method, the results are very close when we consider both the exchange rate with or without tariff. We opted for the model with the tariff since it contains more economic information. As shown in table 2 below, the sign of the long-run estimated income and price elasticity is just as expected, and the values are close to those found by Portugal (1993c) , 19 where price elasticity is −0.648 and the income elasticity is 0.675. 
The short-run dynamics in the linear model is determined by the error correction mechanism. The results, outlined in table 3 below, show that both the constant and the elasticity of installed capacity utilization are not significant. One should emphasize that models with one and no lag were estimated considering both exchange rates, but the results were not satisfactory as far as the coefficients are concerned. The income elasticity estimated here is much lower than that observed by Portugal (1993c) and Castro and Cavalcanti (1998) ; price elasticity, however, shows a closer value, with the same sign, as shown in table 4. The error correction coefficient found here (−0.228) is significant, and its value is greater than that estimated by Castro and Cavalcanti (1998) but smaller than that found in Portugal (1993c) . This result shows that some of the short-run disequilibrium is corrected in each period.
An MS-VEC model
Nonlinear formulation includes the selection of a model that best adapts to the regime switch in the data. For this reason, general models are initially estimated, allowing for regime switches in the mean, intercept, and variance, and with two and three regimes, for the selection of the specific form and of the appropriate number of regimes, based on Akaike, Hanna-Quinn and Schwarz criteria.
According to the results in table A.15 (see Appendix), the H-Q and SC comparison criteria are used to select the model with two regimes and zero lag. Due to the inaccuracy of the general model estimations,
22 several restrictive formulations were tested, with three and two regimes and with one and zero lag. The results are shown in tables A. 16 and A.17 (see Appendix) .
The comparison between several functional forms with two regimes and one lag and the general model is impaired as it was not possible to estimate the MSIAH(2)-VEC(1) model. In the relationship between zero-lag formulations, the selected model is given by MSIH(2)-VEC(0). For the three-regime model, the comparison criteria select the MSIH(3)-VEC(1) model among all formulations with one lag, and the MSI(3)-VEC(0) model among zero-lag formulations.
In the two-regime model, the intercept coefficient of regime 2 and the elasticity of installed capacity utilization were insignificant, as shown in table A.18 (see Appendix), while in the three-regime model, only the coefficient related to the intercept in the third regime is insignificant. The mean square error was also calculated, and its value is close to that of the models with two and three regimes. Therefore, the most appropriate nonlinear formulation of the VEC model seems to be MSI(3)-VEC(0), described in equation 13, whose elasticities are shown in table 5.
with s t = 1, 2, 3 and ε t ∼ N ID(0, ).
The income elasticity has a high value compared to previously made linear estimations for annual data, but its sign is as expected; the value of price elasticity, however, is close to that observed in linear models. On the other hand, the negative sign of the coefficient of installed capacity utilization shows an unexpected association. The three values of the constants for each regime reveal the difference of level among imports in each one of them. Regime 1 describes the moments of adjustment of the external sector, with a more temporary characteristic than other regimes, herein called moderate liberalization. Regime 2 represents periods of economic closure in Brazil, and regime 3 stands for more consistent moments of trade liberalization. Table 6 shows the different dates for each of these regimes, while the figures (further below) show the filtered probabilities. 1948-1950 1955-1967 1951 1952-1953 1975-1989 1954 1968-1973 1974 1990-2002 It is important to note the narrow relationship between the determination of these regimes and the moments of closure and openness of Brazilian economy to international trade. Despite the control over imports and exchange rate in the second half of the 1940s, we may say that the Brazilian economy was under a moderate liberalization regime (regime 1). This situation lasted until 1953 when a system of multiple exchange rates was adopted, restricting imports heavily and encouraging exports.
The Plano de Metas, implemented in the late 1950s, aimed at stimulating import substitution, especially of capital goods. The indication, by the regime switching model, that the Brazilian economy was in regime 2 in 1955 to 1967 coincides with this period of economic history. In 1961, a process of conversion to a single and free exchange rate was implemented and a 100% devaluation of the Brazilian currency occurred. Between 1968 and 1973, the Markov model signals that the Brazilian economy was under a regime of moderate liberalization (regime 1). Again, this result coincides with the foreign trade policy in force at that time, when import substitution was replaced with export incentives, see Portugal (1994) . economy and the rapid deterioration of external accounts forced the government to promote a macroeconomic adjustment. Therefore, it is understandable that the years 1973 and 1974 represent a rupture in economic variables involved here and, as observed, the estimated model indicates the 1975-1989 period as a time of economic closure (regime 2).
In fact, in 1974, president Geisel's government, within the II PND, started an import substitution process with the aim of adjusting the external sector, restricting imports, increasing tariffs and implementing the obligatoriness of "downpayment" deposit, a policy that contributed to the increase of exports and reduction of imports. The late 1980s and early 1990s is marked by trade liberalization of the Brazilian economy with reduction of nominal tariffs and the end of non-tariff barriers. This process was consolidated with the Real Plan, and the regime switching model can clearly associate this period with a more consistent trade liberalization (regime three). However, the Markov model also relates the years 1951, 1954 and 1974 to this regime. The sudden shift from regime 1 to regime 3 in these years may be associated with the behavior of dependent variables in the error correction mechanism equation.
At the beginning of 1951, the foreign trade policy adopted by president Vargas' second government consisted of a fixed and overvalued exchange rate, with restrictions on imports. However, in that year, import permits were largely granted due to the fear that the Korean War could spread into other countries and result in a new supply tightness in the domestic market, as occurred during World War II.
23 Portugal (1993c) found that the imports-income elasticity was unstable. The author associated these movements with import substitution effects of the Plano de Metas (1955 Metas ( -1965 and II PND (1974 -1982 and with the trade liberalization period (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) . Ferreira (1994) and Resende (1997a) also found out that the demand for imports equation has structural breaks.
Therefore, the assumption that the Brazilian economy was under a consistent liberalization regime in 1951 is directly related to the increase in the imported quantum of that year, and should not be seen as a definitive trade liberalization. As a matter of fact, the deterioration of the balance of payments at the end of 1951 pressed the government on reestablishing strict control over the imported quantum.
During the year of 1954, the control over imports was price-based, with multiple exchange rates implemented through instruction no. 70 of the Superintendence of Money and Credit (Sumoc). This instruction also lifted the quantitative control over imports. To some extent, this policy explains the more consistent trade liberalization in 1954. Nevertheless, the economic and political developments in the subsequent years showed that Brazil was not ready yet for the consolidation of a broader trade liberalization. Portugal (1993c) found out that 1974 was the only year that represented a structural break for the elasticity of installed capacity utilization, and associated this movement to the excessive economic activity in that year. Given the fact that the oscillation interval of this variable is limited, there was no other possibility than its fall in the following moment. Thus, when economy is "at full throttle", this variable loses importance, turning the relationship between installed capacity utilization and the imported amount into a nonlinear one. Therefore, the fact that the Markov model associates that year with the regime of consistent liberalization and, in subsequent years, with the regime of economic closure, may be related to the behavior of installed capacity utilization in those years. 
Figure 7 Probability of regime 3 -consistent liberalization
The MSI(3)-VEC(0) formulation was also tried out, with a dummy variable with value 1 in 1951, 1954 and 1974 and zero in the other years. However, the results were not satisfactory due to nonconvergence. Furthermore, the Markov model without the use of dummy variables is more elegant and informative, representing different characteristics of the Brazilian foreign trade policy.
The estimated transition matrix between regimes shows greater persistence for regime 2 (economic closure), with average duration of 13 years. Actually, they are only two long periods of reduction in the level of economic liberalization. Also interesting is the nearly null probability of transition from a regime of moderate liberalization to one of closure, which is given by P 12 . In other words, once the process of trade liberalization is achieved, it is less likely that it will be reversed. Given the conjunctural necessity, it is a bit more likely to go from economic openness to a process of adjustment of the external sector, regime 1, a probability characterized by P 13 and whose value is 0.253. It should be underscored that the process of liberalization of Brazilian economy is still recent and that its length estimated by the model used herein is of approximately 5 years. In addition, this low value is associated with the short periods in which it was possible to characterize regime 3, as in 1951, 1954 and 1974 . However, as the results show, there has seemed to be a consolidation of Brazilian economic liberalization in the last 12 years.
Statistical Results with Quarterly Data
As in the previous section, we used the imported quantum index as dependent variable, and the installed capacity utilization, real exchange rate and GDP as independent variables to determine the level of domestic economic activity. The efficiency of Industrial Production as variable for the determination of economic activity was also tested, but its results were not satisfactory. The graphical inspection of data indicates that they do not seem to be stationary. Moreover, the fact that the Brazilian economy has gone through several shocks suggests a structural change in the coefficients of the equation of demand for total imports. This parameter instability was already investigated in Fachada (1990) , Portugal (1992) and Ferreira (1994) , who observed parameter instability in 1981:IV. Castro and Cavalcanti (1998) and Resende (1997a,b) found a structural break in this equation for 1981:I justified by the complementation of investment cycles made in the Brazilian economy, especially in the capital goods industry. Azevedo and Portugal (1998) 
Linear model
The first step is to determine the order of integration of variables; the results of the unit root tests are shown in table B.1 (see Appendix). As we may note, it is not possible to reject the hypothesis H 0 of existence of unit root when the variables are determined in the level; but in differences, they become stationary.
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Besides this test, the seasonal unit root test of Hylleberg et al. (1990) is also done; the results of this test are shown in table B.2 (see Appendix) and reveal that at frequency zero, for tests t : π 1 , the series are nonstationary, that is, y t ∼ I 0 (1), as 25 These authors used both the GDP and the industrial production to measure income elasticity, finding better results with the GDP.
26 To test the unit root in capacity utilization, the following transformation, log(icu/(100 − icu)) was necessary.
verified in the ADF test. However, for the biannual test, t : π 2 , we may conclude that all series are stationary, that is, y t ∼ I 1/2 (0); the same occurs for the annual frequency t : π 3 , where all series are believed to be stationary. On the other hand, the results indicate that all series, except for GDP , are y t ∼ I 1/4 (1), and when the auxiliary regression has deterministic seasonality, the results are ambiguous for π 4 = 0 and π 3 ∩ π 4 = 0. This way, it is possible to conclude for the nonexistence of seasonal unit root.
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It should be emphasized that the non-rejection of the unit root hypothesis at frequency zero in the series in question may be related to possible structural breaks caused mainly by stabilization plans and by the periods of strong exchange rate devaluation that assailed the Brazilian economy in the last years.
28 Thus, Perron's test (1997) seems to be highly recommended; its results are shown in table B.3 (see Appendix).
According to the estimations in levels the three methods used do not reject the unit root hypothesis at frequency zero, even in the presence of structural break. The identification of the moment of the break is also important, since it differs among the series, especially 1992:IV for the imported quantum and installed capacity utilization, 1989:III for GDP and industrial production and 1998:III for the real exchange rate.
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The selection of VAR lag is based on Akaike and Schwarz information criteria, both indicating order p = 1 for a VAR approximation to the system. When we assume that the true model is subject to regime switching, any order of finite VAR is only an approximation (Krolzig (1997:314) ). The causality test with one lag, whose results are in table B.6 (see Appendix), shows that the imported quantum, GDP and industrial production are not related and that there is bi-causality between the exchange rate and all the other variables.
Here we will use a single-equation model according to the hypotheses described in the introduction. The cointegration regression, obtained through ordinary least squares, produced results for coefficients of price, income and capacity utilization with signs and magnitude compatible with those reported in the literature, as shown in tables 7 and 8.
27 Portugal (1992) found seasonal unit root in the GDP and installed capacity utilization series.
28 Ferreira (1994) uses dummy variables to check the instability in the parameters of the equation of demand for imports. Resende (1997a) uses a dummy variable in 1986-IV to filter a possible speculative demand for imports of capital goods, Resende (2001 ) uses dummy variables in 1986 :IV, 1989 :I and 1994 :III to correct structural breaks in the parameters of the equation of demand and Azevedo and Portugal (1998) use them in 1990:I for the GDP and for the capacity utilization.
29 In the test proposed by Perron (1997) the data of the possible structural change is not fixed a priori, and is considered unknown. For the determination of the short-run dynamics, an error correction mechanism is estimated and these results are shown in table 9 below. Except for the constant, all coefficients were significant. The only result that differed from expected was that of lagged income elasticity, with negative sign. In case of price elasticity, we note that less than half of the adjustment occurs in the first two quarters.
32 On the other hand, there is a strong impact of the level of capacity utilization. Ferreira (1994) and Resende (1997b) refers to the secular component of income, the potential GDP.
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The results reject the cointegration test in equation Πy t−1 Bxt = α(βy t−1 + v), that is, they consider the presence of the intercept term.
31 That is, Qm = 36.11 − 5.833GDP + 3.514Icu − 4.150e. 32 In Portugal (1992) the price elasticity was −0.476 for the first quarter. The error correction coefficient is −0.124, less than that found in previous studies, as shown in table 10, but with the expected sign. This means that only a small part of the short-run disequilibrium is corrected in each period. Table 10 Error correction vector coefficient observed in other studies Portugal (1992) Azevedo and Portugal (1998) Resende (1997b) Resende ( Although linear estimations prevail in the empirical modeling of time series in the Brazilian literature, there is no reason to presume that the true dynamic data structure is linear. The hypothesis of linearity implies that the model's variables do not vary with size and that the sign of shocks and parameters do not vary over time.
Therefore, to test the nonlinearity of the series used here, we implemented Hansen's linearity test (1999), whose results are shown in table B.8 (see Appendix) . 33 We may note that when the test is performed between one-regime models, SETAR(1), and two-regime models, SETAR(2), the null hypothesis is rejected, that is, the hypothesis of nonlinearity is accepted for all series, which is similar to what occurs when we test one regime against another three. However, the test between 2 regimes and 3 regimes indicates that the null hypothesis is accepted. Thus, we may conclude that the data used here have a nonlinear structure and may be represented by two regimes.
An MS-VEC model
The cointegration results obtained in the previous section are now used to determine the error correction mechanism in a regime switching model. The procedure used to select the best nonlinear data formulation consisted in going from a general model to a specific one. This way, formulations with two and three regimes are estimated, considering simultaneous changes in the intercept, mean and variance. Akaike, Schwarz and Hanna-Quinn information criteria and the likelihood ratio test, as mentioned in the previous section, are used to select the number of regimes. Table B .9 (see Appendix) shows the information criteria for the general model with one or two lags and three regimes, where we note that they select the model with one lag, just as in the linear model. This way, the general model has one lag and two regimes where regime 1 is characterized by a decrease in imports, while regime 2 shows an increase in imports.
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The next step involves the selection of the functional form. Table B. 10 (see Appendix) shows the information criteria for four different formulations, where all select the general model. Thus, the final model selected is MSIAH(2)-VEC(1), given by equation 14:
with s t = 1, 2 and ε t ∼ N ID(0, (s t )), where the estimated parameters are shown in table 11 below. shown in table 4 .5, only some parameters are not significant, △qm t−1 and vec t−1 in regime 1, and the constant (as in the linear model), in addition to △GDP , △Icu t−1 and △e t−1 in regime 2.
The income elasticity is positive in both regimes, as expected, and greater after one quarter, which means that when the economic activity grows, imports also increase, regardless of the regime. The elasticity of the cyclic component has negative sign in regime 1, which is different from the expected result and which was also found in the previous section, when annual data were considered. Nevertheless, in regime two, this coefficient is positive, as expected, with magnitude closer to that observed in linear models.
Price elasticity has positive sign and a small value in regime 1 and in the first quarter; however, from the second quarter onwards, the sign becomes negative, revealing that an exchange rate devaluation will reduce imports with the lag of one quarter. Interestingly enough, this impact is more significant when under a regime with an increase in imports (regime two), where its value, in the first quarter, is close to that found in linear models. This means that as imports increase, there is greater need for external adjustment in this regime, and the change in the exchange rate produces more immediate effects. Finally, we have the error correction coefficient, which is not significant in regime 1. Despite the expected sign, the speed of error correction of regime 2 is much lower than the one observed in linear estimations, but close to the one estimated in the linear model of this section. The probabilities of each regime are specified in the figure that follows, and the dates of each regime are shown in table 12.
The transition matrix shows that both regimes P 11 and P 22 are persistent, with the period of decrease in imports estimated to last approximately 10 months, and that of increase in imports, a little bit longer than one year.
The estimated period of longer permanence in regime 1 occurred in the early 1980s soon after the second oil price shock, when international and national economic activity slowed down. 
Conclusion
In the present paper, we estimated linear and nonlinear Error Correction Mechanisms for the demand of Brazilian imports using annual and quarterly data. In case of annual data, the results show that the three-regime Markov model describes the different foreign trade policies implemented in the Brazilian economy since 1947. The regime characterized as economic closure pointed to the 1955-1967 and 1975-1989 periods, which coincide with the import substitution policies of the period.
The regime designated as consistent economic openness coincides with the trade liberalization policy implemented in 1990, with reduction of taxation rates, and elimination of tariff and non-tariff barriers. This period stretches up to the end of the sample period (year 2002). The last estimated regime may be related to an intermediate level of economic openness, where we note import liberalization, but not in a consistent manner. This regime is associated with the years 1968 to 1973.
The regime switching model represents the periods of import substitution and economic openness referred to in the economic literature. Thus, we conclude that its application with annual data can be seen as representative of a structural adjustment of the foreign trade in Brazil, producing satisfactory results.
Unlike annual data, the application of the model to quarterly data aims at describing a more conjunctural behavior of the demand for imports. In this regard, the Markov model selects a two-regime formulation, herein called increase and decrease in imports. The observed results adapt well both to periods with strict control over total imports (in which imports decreased) and periods in which imports were unrestrained.
The split made in terms of structural and conjunctural effects in the estimations with annual and quarterly data makes clear that we are modeling different characteristics of the data generating process. In principle the regimes' numbers and dates should be the same, independently of the data frequency. Such discrepancy observed among the annual and quarterly estimations does not invalidate the models, once all models are just an approximation of the data generating process.
Ideally we would like to find a more general model that was able to encompass both results presented in this paper.
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Both regimes revealed high persistence, but that of regime 2 (increase in imports) was higher, which indicates the difficulty there is when a country needs to make an external adjustment and then go quickly from regime 2 to regime 1 (decrease in imports). The estimated transition matrix shows a greater probability for us to go from a period of decreased to increased imports P 12 , than the other way round.
Therefore, our conclusion is that the application of the Markov regime switching model to the demand for imports with quarterly data also showed satisfactory results, being able to describe the movements of conjunctural adjustment in the Brazilian foreign trade in the last two decades.
Silva, A. B. M., Portugal, M. S., & Cechin, A. L. (2001 Hylleberg et al. (1990) . π 1 zero frequency, π 2 biannual and π 3 annual. 
HB is the test carried out with the homoskedastic bootstrap method . HBt is the heteroskedastic test and GHBt is the general heteroskedastic test, see Hansen (1999) . 
