Abstract-An approach for logic decomposition that produces circuits with reduced logic depth is presented. It combines two strategies: logic bi-decomposition of Boolean functions and tree-height reduction of Boolean expressions. It is a technology-independent approach that enables one to find tree-like expressions with smaller depths than the ones obtained by state-of-the-art techniques. The approach can also be combined with technology mapping techniques aiming at timing optimization. Experimental results show that new points in the area/delay space can be explored, with tangible delay improvements when compared to existing techniques.
I. INTRODUCTION

D
ELAY optimization can be tackled at different stages of circuit synthesis, from high-level to layout. This paper focuses on technology-independent logic synthesis techniques for combinational circuits [1] that typically precede technology mapping.
Given the complexity of the problem, delay optimization is usually performed after the size of the Boolean network representing the circuit has been reduced. Numerous multilevel logic synthesis techniques exist for that, either by using algebraic [2] , [3] or Boolean methods [4] . Most of the techniques on technology-independent delay optimization aims at reducing the depth of Boolean networks by restructuring [5] - [7] . Even the depth of a network is not an accurate estimation of the circuit delay; both have a high correlation. For this reason, the depth of the network is a parameter frequently used in technology-independent optimization techniques.
Reducing the size of a Boolean network often implies the extraction of common subexpressions that can be shared in several subnetworks. As a side effect, sharing may also lead to increasing the depth of the network. Thus, when delay is the parameter under optimization, sharing logic is not always a good approach for logic decomposition. Even if we disregard the delays produced by the fanout capacitances, increasing the degree of sharing may negatively affect the performance of a circuit. the number of nodes of the longest path in the DAG (inverters are ignored). A DAG can be unfolded in such a way that no multiple-fanout nodes exist, except for the inputs of the circuit, thus obtaining a tree with the same depth. The numbers annotated to each node indicate the number of paths crossing the node that corresponds to the number of leaves of the tree version of the DAG. A lower bound on the depth of a DAG is , being the number of paths of , and assuming that it can only be transformed by rules that cannot reduce the number of nodes [8] .
Even though C1 and C2 have the same number of nodes and C2 has more levels than C1, the lower bound on their depth is different due to their sharing degree. Given that the tree version of C1 has 17 leaves, a lower bound on the depth of C1 is five levels. Therefore, any restructuring of C1 that does not reduce the number of nodes, will never achieve a depth smaller than five. On the other hand, circuit C2 offers more chances for optimization, since it has only 13 paths and the lower bound on its depth is four levels. Circuit C3 depicts a possible restructuring of C2, by applying the associative law, that reduces its depth. This example shows that executing an aggressive area-oriented algorithm may prevent one from obtaining the desired number of logic levels during timing optimization.
In [9] , a technique that performs logic decomposition during technology mapping is proposed. With this approach, the inaccuracies introduced by splitting these two phases are reduced at the expense of a high computational cost. More details on this technique are discussed in Section VII-B.
This paper proposes a different approach that simultaneously combines functional decomposition [10] and delay optimization. In particular, it combines two strategies: tree-based bi-decomposition of Boolean functions and tree-height reduction of Boolean expressions.
The approach aims at finding the minimum-depth tree for a Boolean function. It builds the tree from root to leaves by using bi-decomposition techniques [11] , [12] , and reduces the depth by means of rewrite rules that apply the associative, commutative and distributive laws of the Boolean algebra.
The relevance of field programmable gate arrays (FPGAs) based on look-up tables (LUTs) in the last decade has fostered various efforts in finding effective methods to decomposed functions [13] - [15] . Since each LUT is able to realize any arbitrary function up to a certain number of inputs, these methods are mostly oriented to partition the support of the components. Our goal, however, is to find efficient decompositions for cell-based designs in which the functionality of each component is relevant.
The main contributions of the technique presented in this paper are the following.
• Bi-decomposition and depth reduction are interleaved during the global decomposition of a function (Section V). The existing approaches perform both functions as clearly separated steps.
• A heuristic search for the application of transformations for tree-height reduction is proposed (Section IV-C).
• A new strategy for bi-decomposition based on function approximations is proposed. This technique subsumes previous existing approaches based on decompositions of binary decision diagrams (BDDs). Moreover, algebraic factorization is also used as an alternative method for bi-decomposition (Section V-A). The paper is organized as follows. Section II gives an overview of the approach and is illustrated with an example. Section III introduces the representation of binary DAGs and the rewrite rules. Section IV proposes algorithms for an efficient exploration of the transformations for tree-height reduction. Section V presents the main algorithm for logic decomposition. Experimental results are reported in Section VI. Finally, Section VII discusses related work.
II. OVERVIEW
This section illustrates the main paradigm of the approach for logic decomposition. First, some background on tree-height reduction is presented. Next, a step in the recursive progress of the main algorithm is described with an example.
A. Tree-Height Reduction: An Example
Tree-height reduction [16] was originally proposed in the scope of optimizing compilers for the generation of code in multiprocessor systems. Fig. 2 . illustrates an example. The tree in Fig. 2(a) represents a factored form for the Boolean expression
If we assume zero arrival time for all inputs and unit area and unit delay for each node, the tree is characterized by the pair ( , ). The tree in Fig. 2(b) is the one obtained by SIS after executing the command [6] . This tree is characterized by the pair ( , ). A more efficient implementation can be found by applying simple transformations (associative and distributive laws) to the original tree. It is shown in Fig. 2 (c) with ( , ). Finally, by further applying transformations, the tree in Fig. 2 (d) can be obtained with ( , ). It would not be difficult to prove, for this particular example, that the solutions shown in Fig. 2 (a) and (d) are optimal in area and delay, respectively. The tree obtained by is suboptimal, since there are other equivalent trees with the same area and shorter delay [ Fig. 2(d) ] or the same delay and smaller area [ Fig. 2(c) ]. Fig. 3 shows a diagram representing the space of feasible designs for expression (1) . The points (7, 7) , (8, 5) , and (9,4) are optimal in the sense that there is no other design that can improve area and delay. However, the point (9, 5) obtained by the command is suboptimal.
B. Algorithm
Fig . 4 depicts an example of the approach presented in this work. The boxes represent sums of products in matrix form (each row is a term). The main algorithm uses recursion to decompose a Boolean function from root to leaves. Each call in the recursion tree consists of the following steps.
1) The Boolean function is decomposed into two subfunctions and a Boolean operator (bi-decomposition).
The methods for bi-decomposition are discussed in Section V-A.
2) The two subfunctions are decomposed into a binary tree by a fast algebraic factorization algorithm [17] .
3) The binary tree is heuristically balanced by using treeheight reduction transformations. In the figure, the shadowed nodes indicate the points where the distributive law is applied. The tree is further balanced by applying the associative law. The algorithms for tree-height reduction are presented in Section IV. 4) The left and right children of the tree are collapsed and the process is recursively repeated for each child.
Step 1 uses the full power of Boolean algebra for decomposition. Steps 2 and 3 are algebraic. For this reason, Step 4 collapses subtrees in such a way that Boolean decomposition is applied at each node of the tree.
III. BINARY DAGS AND TREES
Single-output circuits are represented by rooted DAGs. Each internal node has two children and is labeled with a Boolean operator (AND or OR). Leaf nodes are labeled with (possibly complemented) literals. Henceforth, we will assume that all DAGs are reduced, i.e., they do not have more than one instance of isomorphic sub-DAGs under the application of commutativity to the children. In case they are not reduced, isomorphic copies of sub-DAGs can be removed by keeping only one of them and changing the arcs accordingly. This transformation must be iteratively applied until no more isomorphic sub-DAGs appear. Henceforth, we will call binary DAGs (BDAGs) the DAGs representing circuits as described above.
A BDAG can be unfolded and uniquely represented by a binary tree (see Fig. 1 ). This tree is called the tree version of a BDAG (denoted by ). Similarly, a tree can be uniquely represented by a BDAG by sharing all isomorphic subtrees. Given that BDAGs are reduced, there is a one-to-one correspondence between BDAGs and binary trees.
Given a binary tree , we will refer to as the root node or the tree itself. The following nomenclature will be used for binary trees: left, right Left and right children CHILDREN ={ left, right} op Type of node: , , or literal Number of leaves of the tree Depth of the tree.
We can also represent trees as triples left right
Note that, for binary trees, is equivalent to the number of nodes of the tree plus one. The depth of a tree is defined as follows:
The definitions above can easily be extended to BDAGs. The number of leaves of a tree is analogous to the number of paths of a BDAG. The number of paths of a BDAG , denoted by is defined as follows: if left right otherwise
Theorem 1:
Proof: Obvious from the one-to-one correspondence between BDAGs and binary trees.
A. ACD Rewrite Rules
Trees and BDAGs can be transformed by using the commutative (C), associative (A), and distributive (D) laws of Boolean algebra (ACD-rules)
One of the main subproblems in this work is the exploration of different BDAG representations for Boolean expressions. This exploration is done under the assumption that a minimum-size BDAG is given (e.g., point a in Fig. 3 ). By iteratively applying transformations, different solutions are obtained. These solutions draw the curve determined by the optimal solutions with regard to the area/delay tradeoff.
In order to have a monotonic behavior of the exploration, the D rule is only applied from left to right, i.e., no transformations extracting common factors will be used. Although this strategy impedes a wider exploration of BDAGs, it guarantees termination and works reasonably for multilevel netlists whose size has been reduced by an iterative extraction of divisors.
A side effect of using the D-rule from left to right is that the number of paths of the transformed graph is never reduced. Hence, the following theorem holds.
Theorem 2 (Lower bound on depth):
Let be a BDAG obtained from by applying the ACD-rules. A lower bound for is (2) Proof: Given that the ACD-rules never reduce the number of paths, we have that
. By Theorem 1, we also know that . The theorem immediately follows from the fact that the depth of a binary tree with leaves cannot be smaller than .
B. Arrival Times
Arrival times at the primary inputs of a circuit can be taken into account by redefining the depth of a BDAG as follows:
where is the arrival time of the primary input associated to the leaf node .
The lower bound on the depth of a BDAG can now be recalculated taking into account arrival times at the primary inputs. For that, one can assume that an input with arrival time can be represented as a tree with leaves. This tree mimics the delay of the input.
Theorem 3 (Lower bound on depth): Let be a BDAG obtained from by applying the ACD-rules. A lower bound for is (3) where is the arrival time of the primary input associated to the leaf of path in .
Proof: The proof is similar to that of Theorem 2. We first prove the result for the particular case in which all arrival times are zero except for one, which is (see Fig. 5 ). We also assume that is a natural number. It is easy to see that a perfectly balanced tree with depth will have at most leaves, which comes from the sum (the term 1 corresponds to the leaf with late arrival, as shown in Fig. 5 ). The expression above can be rewritten as which indicates that a leaf with arrival time accounts for leaves with arrival time zero. This result can be extended to multiple leaves with nonzero arrival times, thus leading to the inequality (3) . The extension to real numbers for the arrival times is straightforward.
Note that the expression (3) reduces to expression (2) when , for any .
C. BDAG Representation
The algorithms presented in this paper have been implemented in a data structure to represent circuits with two-input gates. This representation is very similar to that of Boolean Expression Diagrams [18] . A common manager represents all BDAGs and a single instance of each sub-BDAG in the manager is guaranteed. Internal nodes only represent AND operators and edges can be complemented to represent negations. For the sake of simplicity, in this paper we will still distinguish between AND and OR nodes when depicting circuits. 1 The BDAG manager also has cache tables to speed up the recursive algorithms that traverse the circuits from top to bottom in such a way that operations on reconvergent paths are not repeated. The details of the cache management are not shown in the algorithms presented in this paper.
The circuits in the manager are also organized in equivalence classes. An equivalence class is a list of circuits that are known to be equivalent. For example, assume that , , and are circuits in the manager and that there also exists another circuit . This circuit belongs to the equivalence class . After applying the distributive law, the following circuit can be obtained . Assume that already existed in the manager with its own equivalence class . Since and are now known to be equivalent, both classes are merged in such a way that . In practice, equivalence classes are implemented as chained lists that occupy one pointer in each node. For efficiency reasons, the list is ordered by depth and size of the BDAGs. An auxiliary table keeps track of all equivalence classes in the manager in such a way that knowing whether two functions are in the same class takes constant time. Equivalent functions under complementation are also kept in the same class.
IV. ALGORITHMS FOR TIME OPTIMIZATION USING ACD RULES
This section presents algorithms for the exploration of BDAGs aiming at reducing their depth. First, algorithms for minimal depth by using only the AC-rules are presented. Next, an algorithm incorporating the D-rule is proposed.
A. Minimal-Delay Clusters (AC-Rules)
The topmost cluster of is the set of sub-BDAGs closer to the root that have an operation different from . Formally, the topmost cluster of a BDAG is obtained by the algorithm CLUSTER in Fig. 6 .
Given a cluster, a minimum-delay tree can be built by combining the elements of the cluster in an appropriate way, trying the tallest subtrees to be closer to the root. Baer and Boven [19] proposed an algorithm to build such a tree. It is an iterative algorithm that maintains all elements of the cluster in a priority queue ordered by the depth of the elements. At each iteration, the two shortest elements are extracted and a new tree is built and inserted in the queue. The algorithm terminates when only one element is left in the queue, which is the returned tree. This simple algorithm was proven to be optimal in [20] . It is also the algorithm used in SIS for minimum-delay decomposition of AND and OR gates [6] , though no proof of optimality was given.
The algorithm MIN DELAY CLUSTERS to obtain a minimumdelay BDAG by only using the associative and commutative laws is shown in Fig. 6 . The algorithm was proposed in [20] and was proven to minimize delay. It is a recursive algorithm that invokes the algorithm by Baer and Boven to build minimum delay clusters (the " " loop). Fig. 7 depicts an example on the solution derived by the algorithm. The shadowed areas correspond to the clusters visited when traversing the tree. Note that the algorithm produces another tree with the same size, since the associative and commutative laws do not change the size of the tree. This also implies that remains the same, although the size of may vary (increase or decrease) if the sharing of reconvergent paths is modified.
B. Distributive Law (D-rule)
The distributive law can only be applied to two nodes of a BDAG, and , for which the following condition holds:
CHILDREN
The transformation is shown in Fig. 8 . By itself, the distributive law cannot provide any performance improvement, since the depth of the resulting BDAG is not shorter than the depth of the original BDAG. It can even produce some performance degradation if However, the distributive law changes the structure of the clusters and enables the application of AC-rules that can potentially result in shorter depths. The combination of D-and AC-rules is illustrated in the example of Fig. 9 . After the application of a D-rule, a minimum-delay tree is obtained by running the MIN DELAY CLUSTERS algorithm (AC-rules).
C.
The solution in Fig. 9 (e) can only be obtained by applying the D-rule to certain nodes of the tree. One can immediately see that this solution cannot be obtained if the D-rule is applied to the root node of Fig. 9(a) . Therefore, the order in which rules are applied is relevant for searching optimal solutions. Fig. 10 presents an algorithm for speeding-up a BDAG by using ACD-rules. It assumes that is an initial BDAG with minimal number of nodes, e.g., obtained by area minimization transformations on a Boolean network. The required time, in terms of number of logic levels, is also another parameter. The algorithm implements a dynamic programming approach with memoization that alternatively applies the D-rule to one of the nodes and MIN DELAY CLUSTERS to the BDAG. The set collects all the solutions generated in the algorithm.
In order to control the explosion of solutions, a frontier with limited width is selected at each layer of the search. The width of the frontier is a factor that can be tuned according to the exhaustiveness of the search. The selection of "best" solutions is done by giving priority first to delay (depth of the BDAG) and second to area (size of the BDAG).
Lower Bound Depth calculates a lower bound on the depth of the circuit. It corresponds to expression (3). The algorithm stops when the depth of the best circuit is not larger than the maximum of the required time and the lower bound on depth. The calculation of this bound contributes to prune the exploration significantly. The algorithm also stops when no improvement has been observed during a few iterations. The "improvement" criterion is another tunning parameter of the algorithm.
V. LOGIC DECOMPOSITION
The decomposition of a Boolean function is performed recursively from root to leaves by finding an operation op and two functions, and , such that . This type of decomposition was originally called quasi-algebraic decomposition [21] and often referred to as bi-decomposition [11] , [12] , [22] . Each level of recursion defines a logic level of the function.
The main algorithm is shown in Fig. 11 . In order to improve the quality of the search, different bi-decomposition methods can be used in the same framework. The actual implementation uses two methods, hidden in the function . One of them is based on finding algebraic factored forms and the other is based on finding BDD approximations.
The recursive paradigm behind the ACD DECOMPOSE algorithm interleaves the generation of bi-decompositions with the speed optimization by means of ACD SPEED. The function works in two steps. 1) It finds a bi-decomposition op of the incompletely specified function defined by (ON,DC), where and are now completely specified functions. The bi-decomposition is performed by one of the methods explained in Section V-A.
2) It decomposes and into a factored form of twoinput operators by using fast methods for algebraic factorization. This step is an attempt to find a reasonable representation of the functions and estimate their delay. After these two steps, the two-input netlist is optimized for speed ACD Speed ReqTime . The parameter defines the desired required time for the function. is measured in logic levels and it is decreased each time a new recursion level is invoked.
The main algorithm, ACD DECOMPOSE, chooses the best BDAG obtained from all bi-decompositions. This selection is done by first giving priority to speed. If the required time is met by several BDAGs, the one with the smallest area (the number of nodes) is selected. At this point, the root node of determines the operator for a new level of logic. The rest of the netlist is collapsed and prepared for a new level of recursion. After the decomposition has been done for one of the children , the observability dc is calculated for the other. As an example, in case the topmost operation is an AND, the dc-set for is enlarged when is zero. Since the definition of the dc-set for each children depends on the order in which they are decomposed, the slowest one is always decomposed last. In this way, it has more chances to have a larger dc-set.
The satisfiability and observability dcs calculated at each node of the tree are propagated down during the recursive decomposition.
A. Bi-Decomposition Methods
Two bi-decomposition methods are used in the actual implementation of the decomposition algorithm.
The first is a factorization based on the search of kernels and algebraic division [17] . In the current implementation, this factorization is implemented by the function in SIS [23] . The second approach uses the power of Boolean algebra and is computationally more expensive. It is based on the calculation of function approximations. Fig. 12 depicts an example of the approach for the conjunctive decomposition 2 of a function . The cells with label denote the original ON-set of the function. The cells with label 1 represent over-approximations. The aim of the method is to calculate two functions and such that . A necessary condition is that
The method iteratively calculates over-approximations of and the associated conjuncts by Boolean minimization using the observability dc derived from . The more accurate the approximation is, the larger the dc is to minimize . The K-maps in Fig. 12 represent a sequence of approximations starting with an initial exact approximation .
The actual method presented in this paper uses BDDs to calculate function approximations; it is inspired on the approach presented in [24] . Fig. 13 presents an example for the same function depicted in Fig. 12 . The approach consists of remapping some nodes of in such a way that the BDD size is reduced but the number of minterms of the new BDD is not increased too 2 The approach for disjunctive decomposition is similar, but using under-approximations instead. much (a dense over-approximation). In the figure, the approximation is calculated by remapping the node into the constant 1. is reduced by two nodes and the number of minterms is increased by two. Once is known, can be calculated by BDD minimization:
. This process is iteratively executed to generate a sequence of approximations as in Fig. 12 . A cost function based on BDD sizes is used to select one of the approximations ( , ) in the sequence.
The actual BDD-based approach used in this paper is similar to the one in [24] , but considers many more nodes as candidates for replacement (same level, children, and grandchildren).
It is important to notice that the approximation approach subsumes the conjunctive and disjunctive bi-decompositions proposed by other authors [22] , [25] in which the BDD transformations can be reduced to remapping some nodes into constants or other nodes of the same BDD. Only the particular heuristics used in each approach may lead to different decomposition results in practice.
Iterative Calculation of Observability Don't Cares (ODC):
By observing the example in Fig. 12 , it is easy to realize that the ODC for can be recalculated after the minimization of . This process can be repeated until a satisfactory solution is found. The following loop could be executed to improve a conjunctive decomposition with a given satisfiability dc:
repeat ; miminize ; ; miminize ; until no improvement.
In practice, the experimental results have shown that the initial decomposition is rarely improved by this loop.
VI. EXPERIMENTAL RESULTS
The strategy presented in this paper has been implemented in SIS. The results have been compared with SIS and the method for bi-decomposition presented in [11] . The experiments have been run on a subset of small and medium size Microelectronics Center of North Carolina benchmarks. Table I describes the TABLE I  SCRIPTS USED FOR THE scripts used for the experiments. The suffix " 4" indicates that the script has been run four times. 3 All the benchmarks were multilevel netlists. Initially, the circuits were collapsed and converted into two-level forms. After that, the algebraic script was the one deriving the best results for SIS. The scripts -are the ones implementing the strategy of this paper.
derives a tree decomposition (no sharing between isomorphic subtrees). transforms the tree into a DAG by sharing all isomorphic subtrees. This is achieved by algebraic resubstitution.
Finally, also tries to share common subexpressions within the final clusters of the DAG. For example, if one cluster implements the expression and another implements , they will be re-expressed as and , sharing , even though the depth of the circuit can be increased by sharing the common subexpressions. This is achieved by collapsing all clusters in the DAG (command , see Fig. 14) and extracting common cube divisors. Table II reports the results. After logic decomposition, all the circuits have been mapped into the library , which includes a rich set of static CMOS gates up to four-input NAND/NOR and six-input AOI/OAI gates. The column reports the number of levels of the circuit before technology mapping, counted as the depth of the circuit represented with two-input gates (inverters are ignored).
obtains a 20% delay reduction at the expense of 35% area increase. If sharing is allowed ( and ) the delay reduction is more moderate (11% and 8%, respectively), but area is significantly better (only 8% and 4% increase, respectively). The delay increase of and with regard to is due to two factors, mainly: 1) the capacitive load of the shared nodes and 2) suboptimality of the tree-mapping algorithm when working on DAGs. In some circuits, (e.g., 9symml and frg1) area is drastically reduced due to the power of Boolean bi-decomposition.
It is important to emphasize that the ACD scripts could reduce, on average, almost one level of logic with regard to algebraic . 3 Experimentally, we found this number to be adequate to obtain good-quality results. Fig. 15 plots the normalized average results. It is interesting to see that and produce suboptimal results for the area/delay tradeoff. It is also important to observe that there is a potential space of configurations between the points and . This space can be explored by partially sharing the isomorphic subtrees produced by ACD-tree (e.g., by sharing subtrees in noncritical paths only). We believe that results with delay similar to and area similar to could be obtained by using DAG covering [26] and gate duplication techniques [27] during technology mapping.
The overall CPU time of the algorithms is about a factor of two the CPU time of the script, and comparable to that of the script. In , and , most of the CPU time is spent on the command, whereas the scripts evenly distribute the effort between finding decompositions and balancing them.
The results were all obtained by collapsing the whole network. This brute-force approach cannot be applied for large networks. In the future, we foresee combining partial collapsing and decomposition to manage much larger examples. The two largest examples that we decomposed were (135 inputs, 99 outputs, and 803 gates) and vda (17 inputs, 39 outputs, and 1237 gates).
Results were also obtained with the script without collapsing the netlist, i.e., transforming the original netlist described by the benchmark. The results were, in general, worse than those obtained by collapsing.
A. Impact of Different Bi-decomposition Methods
The current approach for bi-decomposition combines two methods, algebraic and BDD-based approximations, but which is the impact of each method on the quality of the bi-decompositions? To study this impact, the script was run with different bi-decomposition methods. The results are summarized in Table III. The first two rows report the results obtained by using the algebraic bi-decomposition without and with the BDD-based bi-decomposition, respectively. The contribution of the BDD-based bi-decomposition is manifested in the reduction of number of levels and delay after technology mapping.
It is important to mention that the BDD-based decomposition is only chosen in a small percentage of times (typically between 5% and 10%, depending on the example). In many cases, the BDD-based decomposition derives the same solution as the algebraic decomposition. But the most interesting aspect is that the contribution of the BDD-based decomposition is more important at the topmost nodes of the tree, when the function is still complex and offers many different possibilities for nonalgebraic decompositions. It is at the topmost levels when the decisions have a more tangible impact on the final solution. The decompositions close to the leaves of the tree are almost always algebraic, especially when the functions become unate.
Another experiment was also performed to check the contribution of the method proposed in this paper with regard to the approximation method presented in [24] , subsumed by the former. The results reported in the third row of Table III show that, although small, there is still a contribution of the new method in number of levels and delay. PI: primary inputs; PO: primary outputs; L: depth (levels of two-input gates); D,A: delay and area (normalized with respect to algebraic). The area in algebraic has been divided by the area of a NAND2 gate. The average values for delay and area in algebraic have also been normalized to 1.00. The number of levels for the three ACD methods is the same. Table I.   TABLE III  IMPACT OF BI-DECOMPOSITION METHODS USING THE ACD-TREE SCRIPT VII. RELATED WORK AND DISCUSSION [6] uses a strategy of partial collapsing and resynthesis of critical paths. Resynthesis of each node is performed by extracting kernel-based divisors that reduce the arrival time at the output.
Restructuring by applying the ACD rules works at a finer level of granularity than kernel-based decomposition and may potentially lead to better results, as it was illustrated by the examples in Section II-A. Additionally, the ACD SPEED algorithm has been designed in such a way that it can explore more solutions even though no global improvement has been observed during few iterations. These two features result in a better exploration of the space of solutions, at the expense of more computational cost. However, the experimental results show that this cost is still affordable.
A. Sharing Before Reducing Depth
The experimental results also manifest the problems of speeding up networks that have been highly optimized for area. The results obtained by the script are inferior, on average, than those obtained by the script. As an example, we took from the benchmark suite and compared the networks before executing the command. Here are the results: algebraic nodes levels rugged nodes levels before speed up after speed up
The algebraic script initially derives a slightly larger netlist (718 nodes, each node is a two-input gate) with regard to the rugged script (711 nodes). However, the number of logic levels is much higher for the , due to the more aggressive sharing. This fact has a tangible impact when trying to speed up the netlist. The result obtained by the rugged script ends up having a larger number of nodes and logic levels. This example, in particular, and the average results in Table II illustrate the phenomenon mentioned in the introduction of this paper (Fig. 1) .
B. Logic Decomposition During Technology Mapping
In [9] , a combined approach for logic decomposition and technology mapping was proposed. The strategy consists of generating all possible decompositions of a circuit and representing them compactly encoded in a graph. The decompositions are generated by applying local transformations that correspond to the ACD rules described in this paper. 4 In principle, one might think that the exploration power of both techniques is the same, except for the inaccuracy introduced by heuristics. However, the approach in [9] only uses the D-rule in its factoring direction, i.e., This limitation is crucial for the reduction of the depth of a circuit. As an example, the circuit in Fig. 9 (a) would never be changed by the local transformations in [9] , i.e., the closure of the circuit would be itself. On the other hand, the application of the D-rule in its expanding form enables the exploration of more efficient solutions, as shown in Fig. 9(b)-(e) .
The incorporation of the expanding form of the D-rule, increases the exploration space exponentially. Given a known upper bound on the minimum depth of the circuit, 5 all trees up to nodes could potentially lead a solution with depth not larger than , as shown in Theorem 2. This is the main reason why an exhaustive exploration can be computationally expensive and the heuristic search of the ACD SPEED algorithm (Fig. 10) is proposed.
To emphasize the difference between both approaches, we run few small benchmarks with an implementation of the technology mapping algorithm in [9] . 6 As an example, the results 4 The inverter transformations in [9] are naturally covered by the complemented arcs in the BDAGs. 5 An upper bound can always be found by taking the depth of a trivial implementation, e.g., a sum-of-products implemented with two-input gates. 6 A prototype was designed by [28] . Only very small examples were executed due to the complexity of the algorithm and the naive implementation of some data structures in the first prototype of the algorithm.
for the and scripts for with this technology mapper are the following: algebraic with ACD-cluster with graph map [9] graph map [9] delay area delay area
This result confirms that: 1) the algorithm by Lehman and Watanabe can find better solutions than a conventional tree mapper (see the corresponding result in Table I ) and 2) the technique presented in this paper is not subsumed by Lehman and Watanabe's approach.
VIII. CONCLUSION
This paper has presented an approach for decomposing logic functions. It aims at reducing the number of logic levels of the network and succeeds in doing so for many examples, compared with previous existing techniques. However, there are still many questions on the air: how far are we from optimum solutions? Would it be possible to calculate tight lower/upper bounds on the depth of a circuit implementing a Boolean function? How much area must we pay to reduce one logic level? More research is needed in this direction.
This paper has shown that the area/delay tradeoff can be further explored and tangible improvements can still be obtained with regard to previous techniques.
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