Abstract-Current background subtraction methods require background modeling to handle dynamic backgrounds. The purpose of our study is to investigate a background template substraction method to detect foreground objects in the presence of background variations. The method uses a single reference image but the change detection process allows change in the background including illumination changes and dynamic scenes. Using indoor and outdoor scenes, we compare our method to the best state-of-the art algorithms using both quantitative and qualitative evaluation. The results show that our method is in general more accurate and more effective.
I. INTRODUCTION
Important applications such as surveillance, low-band telecommunications, animation and video event analysis require moving object detection. When the camera acquiring the images is static, background substraction is often used. There are numerous papers on the subject and also several reviews [1] , [2] . The simplest scheme to detect the foreground moving objects in an image sequence is to use a fixed background template which is substracted from the current image. The resulting difference image is then analyzed, thresholded, for instance, to isolate the foreground. Background template substraction can be effective with short video sequences in constraint environments, such as indoors, but it is not applicable with a changing background. Several methods have addressed background variations by representing the image at each pixel by Gaussian distribution or a mixture of Gaussians (MoG) learned over a time interval [3] , [4] , [5] , [6] , [7] . To improve the MoG model some methods have used color model space [8] , Markov Random Fields [9] , or non parametric Kernel distributions [10] , [11] . Other methods encode pixel changes in the spatiotemporal space [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , while other schemes account explicitly for conditions such as illumination changes [20] , non-stationary camera [21] , or non-stationary background textures [22] . All of these methods require sensing for a period of time to estimate the model parameters, which must then be continually updated. In general, the update rules are sensitive to sudden illumination changes and uncommon object activities. Such situations often occur in video surveillance applications. In our application, the objective is to monitor an Automated Teller Machine (ATM) environment to assist subsequently the detection of suspicious user activities and abnormal behaviour. The purpose of our study is to investigate a background template substraction method to detect the foreground of moving objects in the presence of background variations. The method uses a single image but the change detection process allows change in the background including illumination changes and dynamic scenes. This single template is any image acquired when there were no foreground objects. The scheme consists of two steps (1) an ICA decomposition of the current image augmented by the template to form a single signal, giving two images in ICA subspace, one corresponding to the foreground of the moving objects and the other to its complement and, (2) a geodesic curve evolution in the foreground ICA image to detect the moving objects. This leads to an efficient and effective algorithm because the ICA foreground image is devoid of irrelevant regions such as those due to noise and artifacts, allowing the geodesic to better adhere to the foreground boundary. As a result the geodesic curve will move to coincide with the sharp boundary of the foreground objects. Experiments have shown that this does not happen when successive image differencing techniques are used along with geodesic curve evolution. For instance, Figure 2 (rows 3 and 4) shows that the ICA foreground image preserves better the boundary of foreground objects than in the difference image (e.g., in the middle images the person's arm was assigned to the background by differencing images contrary to ICA image where the edges between the arm and background are more preserved). This paper is organized as follows. Section 2 introduces the ICA model. Section 3 presents the geodesic model applied in ICA space. In Section 4 we provide details about the method implementation. Section 5 discusses experimental results including comparisons with other state-of-the-art algorithms. Section 6 concludes the paper.
II. ICA MODEL Independent Component Analysis (ICA) is a well-known technique in signal processing for estimating unknown signals from their observed mixtures [23] . By definition it assumes that, the mixture components are statistically independent. In the case of the background substraction problem this assumption holds for static backgrounds but is not directly applicable to dynamic backgrounds. There has been some work with background substraction using ICA [24] . However the method is only applicable to dynamic image changes due to illumination variations. In the case of dynamic background, background changes can be due to scene illumination variations, a part of the foreground texture is similar to the background texture, moving parts appearing in the background (i.e., leaves, tree branches), highly dynamic background like water surface, etc. When dealing with 2D images, it is possible to assess the consistency of the extracted ICA signals using the underlying edge and boundary information of the moving objects. The ICA problem can be stated as the separation of independent sources from an array of sensors which is a classical problem in signal processing [25] . It was solved efficiently using FastICA algorithm [23] . Given n-dimensional random
T representing the mixing signals measured from n sensors, and
T is ndimensional random vector representing the independent components signals which are unknown, the problem can be stated as follows:
where the n × n mixing matrix A should be estimated from only the mixing signals. The independent components can then be derived from the inverse of A called demixing
The FastICA algorithm is based on a fixed-point iteration scheme for finding directions, i.e., unit vectors w k such that the projection w T k x maximizes nongaussianity all by insuring decorelations between them. For the background substraction problem, let us denote by I 1 and I 2 the images of the background scene and the current video frame to be processed respectively. Let us define two new images I f and I b in ICA subspace and representing respectively the foreground defined by the moving objects in the scene, and the background scene defined by the non moving objects. Assuming independence between I f and I b , these images can be expressed in term of I 1 and I 2 as follows:
where the coefficients w ij are the elements of the 2 × 2 matrix W. In the case of a static background the matrix W takes a simple form; in the ideal case it can be expressed by:
hence allowing to extract the foreground by simply substracting images I 1 and I 2 . For the case of a dynamic background, the components I f and I b are no longer independent which makes it impossible to separate the correlated components of the signal using only equation 3. It will be shown in the experiments that a naive thresholding on I f or even using more elaborated model on image space will fail to segment the moving objects from the background scene.
III. SEGMENTATION IN ICA SUBSPACE
A robust and accurate segmentation technique is then required to segment the image I f and that allow capturing in ICA subspace the edges of the moving objects. The image I f is characterized by high transitions at the location of moving objects and can be efficiently segmented using boundarybased segmentation schemes. Evolving interfaces (curves) according to some flow is becoming a popular technique to address boundary-based segmentation. Here we use the general model of the geodesic active contours (GAC) that offers mainly three advantages [26] : a) The model can be represented by the level sets formalism, thereby topological changes are naturally handled [27] ; b) also it does not require a prior knowledge of the number of moving objects therefore it can detect the boundaries of an arbitrary number of moving objects; c) the model does not require many parameters to weight the contributions of different terms unlike most of the proposed edge-based segmentation methods. Applying the general model of GAC in ICA space will minimize the following intrinsic edge-based functional:
Where γ(s) is a planar closed curve, Ω γ is the interior region of the curve γ, and g is a positive monotonically decreasing edge indicator function. A common choice of g is g(u) = 1 1+u 2 . The first term in (4) is an image dependent force guided by the stopping function g with the main goal to stop the evolving curve when it arrives to the objects boundaries. The weight γ(s) allow the first term to be invariant to parametrization of the curve γ. The second term in (4), weighed by the the real number λ, mainly allows the detection of non-convex objects and is also of importance to increase the speed of convergence [26] . Finding the minimum of (4) by steepest-descent method is equivalent to solve the associated Euler-Lagrange equations which lead to the following curve evolution equation:
where t denotes the time as the curve evolves, κ is the curvature of γ, and n is the inward Euclidean normal vector to the curve γ(s, t). Using the level sets representation, the curve γ can be represented by the zero level set of two dimensional function φ(u, t). Assuming that the embedding level sets function takes negative values inside the zero level contour and positive values outside, the inward normal vector and the curvature can be expressed as
and the embedding function, φ, should deforms according to the following evolution equation:
In the experiments, the results from the GAC-ICA model in (4) will be compared to the geodesic active contour model applied to the difference frames in image space by replacing I f with I = |I 1 − I 2 |. This will show by evidence that edges in ICA space are more tractable than in image space.
IV. IMPLEMENTATION
A direct implementation of the evolution equation (7) is computationally expensive as it relies on computing the evolution of all the level sets, not simply the zero level set corresponding to the curve itself. In order to evolve efficiently the level sets, two different implementations have been proposed, the Narrow Band and the Fast Marching algorithms [27] . The Fast Marching algorithm considers only the special case of moving the interface with a monotonically advancing speed. In the Narrow band implementation, the speed by which the front move can be of any sign and a set of narrow band pixels is defined around the latest front position and the level set function is updated only within this band. We use the narrow band implementation of ITK package by choosing the right parameters to accommodate the general geodesic active contour model. This implementation allows weighting three terms in the propagation speed according to the following level sets evolution equation:
where Z(u), A(u), and P (u) are three spatial functions weighted respectively by three scalars γ, α, and β. To accommodate the implementation in Caselles's paper, we set all the spatial functions to the edge indicator function i.e., A(u) = Z(u) = P (u) = g(u), and the parameters are set to γ = α = 1, and β = λ. In all our experiments, we initialize the curve near the image boundaries. The parameter λ weighting the balloon force is set to positive values within the interval [0.2 3.5] depending on edges strength in ICA images.
V. EXPERIMENTS
We conducted two sets of experiments. One is to compare our method to the methods reported in the survey of [1] . The other consists of two subsets of experiments. One is to compare our method to ViBe [12] and Zivkovic-GMM [6] which are state-of-the-art methods [2] . The other compares the proposed method to GAC acting on a simple difference image. This second set of experiment is to show the relevance of working in the ICA subspace rather than on the image space.
A. Qualitative analysis
We tested the proposed model on many indoor and outdoor natural sequences with dynamic backgrounds and/or illumination changes. The sequences were selected from different datasets benchmarks as well as from real ATM cameras to deal with varying aspects of the difficulties that can be encountered in many real scenarios. Initialization of the level sets is shown as the zero-level set on the top of ICA image, and also shown the final segmentation obtained by evolving the level set according to the PDE in equation (7). The binary masks obtained with our model GAC-ICA are compared with the ground-truth, ViBe and Zivkovic-GMM methods. The first sequence, called Street and selected from [18] , involves minimal motion of the camera with swaying trees in the background. Frames 1 and 389 are the two input images used for this sequence. The second sequence, called Bottle from [22] , captures a flowing river with floating bottle. The first frame of the waving river sequence together with the frame 36 of the floating bottle sequence are used. The segmentation results of both sequences are shown in Figure 1 . Those results show that the proposed model performs within the same level of methods relying on temporal information while ours using only two images. Three other sequences from our ATM dataset were selected to show the robustness of the proposed model. The first sequence that we call ATM1 c1, c2) ). Initialization of the zero level sets on the top of ICA image is shown in a3 (resp. c3), and final segmentation obtained by evolving the level set according to the PDE in equation (7) is displayed in a4 (resp. c4). The ground-truth binary mask is shown in b1 (resp. d1), the mask obtained with our model GAC-ICA is shown in b2 (resp. d2), and the masks from the method ViBe b3 (resp. d3) and from the method Zivkovic-GMM b4 (resp. d4) are shown for comparison.
capture a person casting a shadow in front an ATM and his clothing is highly camouflaged in the background scene. The second sequence called ATM2 captures a person doing a transaction in front an ATM. There is a significant change of illumination in the whole scene with sudden change on the screen of the ATM and the door. Also a shadow of a person appears on the glass while opening slightly the door. The third sequence Fridge capture a person in cluttered and dynamic environment. The camera has moved slightly and many objects have changed their positions. The results of those three sequences are displayed in the Figure 2 .
To show the advantage of segmentation in ICA space, we compare the results from our GAC-ICA model with the same model applied to the image difference. We compare also the results of our method with an Otsu thresholding on ICA images. The results show that ICA model is not appropriate to extract background for scenes with sudden illumination changes or dynamic background. Another comparison with the linear dependence detector LDD proposed in [28] shows that, even using statistics on image space that are invariant to illumination changes, our method shows better effectiveness.
B. Quantitative analysis
To assess the performance of the proposed method GAC-ICA, we use the Wallflower dataset [29] and we compare our model with other methods for which the results were reported in the survey [1] . There are nine methods denoted by MOG [4] , MOG-PSO [30] , MOG-IHLS [31] , MOG-FD [32] , MOG-MRF [9] , SL-PCA [33] , SL-ICA [24] , SL-INMF [34] , SL-IRT [35] . Note that all those methods use the temporal information to model the background, except for the method SL-ICA. The dataset consists of seven video sequences in which each sequence presenting one or more of the challenges that may be present in dynamic background and change illuminations scenes. A brief description of those sequences is also given in the survey [1] and we will refer to them with the same notations i. The pair of images used for the sequence ATM1 (resp. ATM2 and Fridge) are shown in (a1, b1) (resp. (a2, b2) and (a3, b3)). The difference of frames is shown in c1 (resp. c2 and c3), and the foreground ICA image is shown in d1 (resp. d2 and d3). The ground-truth binary mask is shown in e1 (resp. e2 and e3), segmentation with the model GAC-ICA is shown in f1 (resp. f2 and f3), segmentation with the model GAC-DDF is shown in g1 (resp. g2 and g3), Otsu thresholding ICA image is displayed in h1 (resp. h2 and h3), and substraction with LDD method is shown in i1 (resp. i2 and i3). (C), Bootstrapping (B), and Foreground Aperture (FA). For each sequence, we use a frame of the reference background (an empty scene) and the frame for which the ground truth mask was provided. The results using the GAC-ICA model are shown in figure 4 . The errors are measured as the total of misclassified pixels with respect to ground truth that is TE=FP+FN. Table (I) shows the obtained errors by applying our model to the seven sequences of Wallflower and in figure  3 we compare them to the errors obtained from the nine methods.
VI. CONCLUSION
We proposed a Background Subtraction method whose effectiveness was demonstrated to successfully cope with dynamic background and illumination changes in the scene. The model uses decomposition of images in ICA space followed by edge-based segmentation using geodesic active contour model. Experimental results showed that the geodesic curve adheres better to the boundary of the moving objects in ICA space than in image difference. We compared the proposed method with the best state-of-the arts techniques for background subtraction algorithms and showed that the method has a high precision and detection rate in comparison with other methods. An extension of this work using more than two images in ICA space combined with edge-based multiregion segmentation would be useful for tracking moving objects within a scene.
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