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Abstract
The paper deals with Lie´nard equations of the form ’x ¼ y; ’y ¼ PðxÞ þ yQðxÞ with P and Q
polynomials of degree, respectively, 3 and 2. Attention goes to perturbations of the
Hamiltonian vector ﬁelds with an elliptic Hamiltonian of degree four, exhibiting a global
centre. It is proven that the least upper bound of the number of zeros of the related elliptic
integral is four, and this is a sharp one.
This result permits to prove the existence of Lie´nard equations of type (3,2) with a
quadruple limit cycle, with both a triple and a simple limit cycle, with two semistable limit
cycles, with one semistable and two simple limit cycles or with four simple limit cycles.
r 2002 Elsevier Science (USA). All rights reserved.
0. Introduction
Like [DL1,DL2] this paper deals with elliptic integrals that are obtained by
integrating the 1-forms yðaþ bx þ x2Þ dx over the level curves of the Hamiltonians
Hðx; yÞ ¼ y
2
2
7x
4
4
þ ax3
3
þ bx2
2
:
In [DL1] we gave a general introduction to the subject describing some problems
where the setting naturally shows up. We also made a complete study of the saddle
loop and the two saddle cycle cases. In [DL2] we dealt with the cuspidal loop case.
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In this paper, we want to study the case of a global centre (case (C) as presented in
[DL1]). Up to a linear coordinate change there is a 1-parameter family Hlðx; yÞ ¼
y2
2 þ 14 x4  2l3 x3 þ 12x2 of Hamiltonians, with lA½0; 1Þ; representing a global centre.
For lB1; the family tends in a regular way to the cuspidal loop case,
treated in [DL2]. Recall that for the perturbation from a cuspidal loop the sharp
upper bound for the number of zeros of the related elliptic integrals is four. If
restricting to level curves ‘‘inside’’ or ‘‘outside’’ the cuspidal loop, then the sharp
upper bound is, respectively, 2 and 3. There is no possibility to exhibit quadruple
limit cycles. We will prove in this paper that for lo1; but close to 1, the
corresponding sharp upper bound is also four, and we give a formal proof that in
Lie´nard equations of type ð3; 2Þ one can encounter quadruple limit cycles, as was
conjectured in [KKR]. The quadruple limit cycles, whose existence we prove, occur
for vector ﬁelds ’x ¼ y; ’y ¼ xðx2  2lx þ 1Þ þ dðaþ bx þ x2Þy with some lAð0; 1Þ;
a > 0; bo0; and d > 0 as small as wanted. In theorem A of Section 1 we prove that,
for all lAð0; 1Þ; four is an absolute upper bound for the number of zeros of the
Abelian integrals and we also describe precisely the bifurcation diagram of the zeros
for lB0 and lB1:
1. Formulation of the problem and main results
We consider a general form of an elliptic Hamiltonian function of degree four
Hðx; yÞ ¼ y
2
2
þ a
4
x4 þ b
3
x3 þ c
2
x2 ð1Þ
with aa0: The corresponding Hamiltonian system is
’x ¼ y;
’y ¼ xðax2 þ bx þ cÞ:
(
ð2Þ
If (2) has a non-degenerate global centre at the origin, then c > 0 and b2  4aco0;
hence a > 0: By the transformation ðx; y; tÞ/ð ﬃﬃc
a
p
x; cﬃﬃ
a
p y; 1ﬃﬃ
c
p tÞ system (2) keeps the
same form with a ¼ c ¼ 1 and b2o4: If bX0; then by the change of coordinates
ðx; yÞ/ðx;yÞ system (2) still has the same form with bp0: Thus, without loss of
generality, we will take a ¼ c ¼ 1 and b ¼ 2l with lA½0; 1Þ: If (2) has a degenerate
global centre at the origin then c ¼ b ¼ 0; a can be changed to 1. The study for this
case is simple, see Remark 2.5.
Now we consider a perturbation from the global centre
’x ¼ y;
’y ¼ xðx2  2lx þ 1Þ þ dðaþ bx þ x2Þy;
(
ð3dÞ
with lA½0; 1Þ; d strictly positive but small, a and b are constants.
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The Hamiltonian system ð3Þ0 has as ﬁrst integral
Hðx; yÞ ¼ y
2
2
þ 1
4
x4  2l
3
x3 þ 1
2
x2: ð4Þ
All orbits of ð3Þ0 for lA½0; 1Þ are closed, surrounding the centre ð0; 0Þ; it is symmetric
for l ¼ 0: If l ¼ 1; ð3Þ0 has a cuspidal loop.
Related to ð3Þ0; we consider the Abelian integral
IðhÞ ¼
Z
Gh
ðaþ bx þ x2Þy dx ¼ aI0ðhÞ þ bI1ðhÞ þ I2ðhÞ; ð5Þ
where Gh is the level curve fðx; yÞ j Hðx; yÞ ¼ h; h > 0g; oriented clockwise; and
IkðhÞ ¼
R
Gh
xky dx; k ¼ 0; 1; 2:
The main result in this paper is the following
Theorem A. If we integrate the 1-forms ðx2 þ bx þ aÞy dx over the compact level
curves Gh;l ¼ H1l ðhÞ; with hAð0;NÞ and lAð0; 1Þ; of the Hamiltonians
Hðx; yÞ ¼ y
2
2
þ 1
4
x4  2l
3
x3 þ 1
2
x2
then:
(1) for all l; and for all constants a and b; the maximum number of zeros is four,
taking into account the multiplicity.
(2) there exists some lnAð0; 1Þ at which a quadruple zero shows up, occurring in a
complete swallowtail-bifurcation of zeros (depending on the parameters ða; b; lÞ).
(3) for lB0 (resp., lB1) the bifurcation diagram of the zeros is as represented in
Fig. 1a (resp., 1b), the digit indicating the number of zeros in the different open
regions. In these bifurcation diagrams H ¼ fa ¼ 0g stands for a line of zeros at
h ¼ 0; representing Hopf bifurcations, and the other curves represent double zeros.
The points H2 ¼ fð0; 12lÞg and T1; T2 represent, respectively, a double zero at
h ¼ 0 and triple zeros on ð0;NÞ:
Conjecture. There is only one value lnAð0; 1Þ at which a quadruple zero shows up; for
lAð0; lnÞ (resp., lAðln; 1Þ) the bifurcation diagram of the zeros is as represented in
Fig. 1a (resp., 1b).
Since I0ðhÞ > 0 for h > 0; instead of (5), we also considereIðhÞ ¼ aþ bPðhÞ þ QðhÞ; ð6Þ
where
PðhÞ ¼ I1ðhÞ
I0ðhÞ; QðhÞ ¼
I2ðhÞ
I0ðhÞ: ð7Þ
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It is easy to see that limh-0þ PðhÞ ¼ limh-0þ QðhÞ ¼ 0; so we deﬁne Pð0Þ ¼ Qð0Þ ¼
0: Let
Sl ¼ fðP;QÞðhÞ j hA½0;þNÞg: ð8Þ
Note that the function Hðx; yÞ; and hence also Gh; PðhÞ and QðhÞ depend on l; Sl is
a family of curves in ðP;QÞ-plane depending on the parameter l; for any ﬁxed
lA½0; 1; Sl is parametrized by hA½0;þNÞ:
It is clear that for ﬁxed a and b the number of zeros of the Abelian integral (5) for
h > 0 is equal to the number of intersection points of the straight line
La;b : aþ bP þ Q ¼ 0; ð9Þ
with the curve Sl in ðP;QÞ-plane.
It is not difﬁcult to see that Sl is CN in hA½0;þNÞ for lA½0; 1Þ; and S1 is C1 in
hA½0;þNÞ and CN in hA½0; 1
12
Þ,ð 1
12
;þNÞ; where h ¼ 1
12
corresponds to the cuspidal
loop. One way to check the CN property near h ¼ 0 is to consider Eq. (36).
Deﬁnition. A point on Sl is called triple (resp., quadruple, or higher than
quadruple), if at this point the curve Sl and its tangent line have a contact which
is exactly triple (resp., exactly quadruple, or more than quadruple).
Note that if l ¼ 0 then I1ðhÞ  0 (hence PðhÞ  0 and Sl becomes a semi-straight
line). We will prove that Q0ðhÞ > 0 for lA½0; 1 (Lemma 2.4), therefore (6) and the
Abelian integral (5) have at most one zero for l ¼ 0 and h > 0; taking into account
the multiplicity. Thus, we will only consider the case l > 0:
H2
α
0
2
1
(a) 0 < λ << 1 
H
H2
α
0
2
1
(b) 0 < 1-λ << 1
H
T2
T1
4
Fig. 1. Bifurcation diagram of zeros.
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Theorem A immediately follows from the next result.
Theorem B. The family of curves Sl; as defined in (8), has the following properties:
(B1) For any lAð0; 1Þ and any constants a and b; the curve Pl and the straight line
La;b have no more than 4 intersection points, taking into account the multiplicity.
Hence
P
l has no point which is higher than quadruple.
(B2) There exists a constant s1Að0; 1Þ; such that for lAð0; s1 the curve
P
l has no
triple nor higher than triple point.
(B3) There is a h1 > 0; such that for all lA½s1; 1Þ
P
l has no triple nor higher than
triple point for 0phph1:
(B4) There is a h2 > h1; such that for all lA½s1; 1Þ;
P
l has no triple nor higher than
triple point for hXh2:
(B5) There exists a s2Að0; 1Þ; such that for all lA½1 s2; 1Þ
P
l has exactly two triple
points, and has no quadruple nor higher than quadruple point.
As a consequence, from Theorem B, we have
Theorem C. There is a lnAð0; 1Þ such that Sln has a quadruple point, which is a
coalescence of two triple points of Sl as l-l
n with l > ln:
Note that ð3Þd is a cubic Lie´nard equation with (small) quadratic damping.
Theorems B and C imply the following result.
Theorem D. There exist constants a; b and lAð0; 1Þ such that system ð3Þd; with d
small, has a quadruple limit cycle, which, for suitable small changes of l; a and b; can
be splitted into either four simple limit cycles, two simple and one semi-stable limit
cycles, two semi-stable limit cycles, or one simple and one triple limit cycle.
We will prove the conclusions (B1)–(B5) of Theorem B in Sections 4–8. The proof
goes along the lines explained in [DL1] and also used in [DL2]. In Section 2 we
directly study some properties of PðhÞ and QðhÞ:
In Section 3 we study some properties of oðhÞ and nðhÞ; where oðhÞ ¼ I 001 ðhÞ
I 00
0
ðhÞ and
nðhÞ ¼ I 002 ðhÞ
I 00
0
ðhÞ: Finally, in the subsequent sections we combine both results in making a
detailed analysis of the shape of the curve ðPðhÞ;QðhÞÞ in ðP;QÞ-plane; this leads to a
proof of the respective conclusions (B1)–(B5) in the respective Sections 4–8.
2. Monotonicity of PðhÞ; QðhÞ and QðhÞPðhÞ
Since lA½0; 1; along Gh we have x ’y ¼ x2ðx2  2lx þ 1Þo0 for xa0 (keeping
also xa1 if l ¼ 1Þ: Hence for any xA½AðhÞ; 0 there exists a unique exA½0;BðhÞ; such
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that Hðx; yÞ ¼ Hðex; yÞ; where AðhÞ and BðhÞ are the abscissa of the intersection
points of Gh with the x-axis, see Fig. 2.
We deﬁne u ¼ uðxÞ and v ¼ vðxÞ as follows:
u ¼ x þ ex; v ¼ xex; ð10Þ
where ex ¼ exðxÞ is deﬁned as above. For l ¼ 0 we have ex ¼ x and BðhÞ ¼ AðhÞ;
while for lAð0; 1 we can prove the following:
Lemma 2.1. For lAð0; 1 and xo0 we have
(i) 0ouo4l
3
and du
dx
o0:
(ii) AðhÞ þ BðhÞ ¼ 4l
3
 2lð98l2Þ
27
1ﬃﬃ
h
p þ oð 1ﬃﬃ
h
p Þ as h-þN:
Proof. Let FðxÞ ¼ Hðx; 0Þ ¼ x4
4
 2l
3
x3 þ x2
2
; then from FðxÞ ¼ FðexÞ and (10) we
obtain
ð3u2  8lu þ 6Þu ¼ 2ð3u  4lÞv: ð11Þ
Since vo0 and juj{1 for 0ojxj{1; from (11) we have u > 0 for 0ojxj{1: We
claim that u > 0 for all xA½AðhÞ; 0Þ: In fact, if there is a xo0 such that u ¼ 0; then
from (11) we get v ¼ 0 which is impossible. We also note that 3u2  8lu þ 6 > 0 by
using 0plp1; hence from (11) we obtain
0ouo4
3
l; v ¼ ð3u
2  8lu þ 6Þu
2ð3u  4lÞ : ð12Þ
Next, by (10) we have for xo0
du
dx
¼ 1þ dex
dx
¼ 1þ F
0ðxÞ
F0ðexÞ ¼ 1F0ðexÞ ðF0ðxÞ þ F0ðexÞÞ: ð13Þ
x x0
x
B(h)A(h) ~
Γh
y
Fig. 2. Introducing exðxÞ:
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It is easy to see that
F0ðxÞ þ F0ðexÞ ¼ x3 þ ex3  2lðx2 þ ex2Þ þ ðx þ exÞ: ð14Þ
Using
x3 þ ex3 ¼ u3  3uv;
x2 þ ex2 ¼ u2  2v;
(
ð15Þ
as well as (12), we obtain from (14) that
F0ðxÞ þ F0ðexÞ ¼ u
2
ðu2  4lu þ 4Þo0:
On the other hand, F0ðexÞ ¼ exðex2  2lex þ 1Þ > 0 since ex > 0; hence du
dx
o0 by (13).
Conclusion (i) is proved.
For a particular case, we take x ¼ AðhÞ; then by conclusion (i) 0ou ¼ AðhÞ þ
BðhÞo4l
3
: On the other hand, it is easy to see that v ¼ AðhÞ  BðhÞ ¼ 2 ﬃﬃﬃhp þ Oð1Þ as
h-þN: Hence, from (11) we must have u ¼ 4l
3
þ oð1Þ as h-þN: Substituting
these asymptotic expressions into the adapted form of (11):
u ¼ 4
3
lþ ð3u
2  8lu þ 6Þu
6v
;
we obtain immediately conclusion (ii). &
Lemma 2.2. P0ðhÞ > 0 for 0ohoþN; 0olp1:
Proof. We use a technique which ﬁrst appeared in [L]. Let
sðhÞ ¼ AðhÞ þ BðhÞ
2
; rðhÞ ¼ BðhÞ  AðhÞ
2
; ð16Þ
where AðhÞo0oBðhÞ are as in Lemma 2.1 (see Fig. 2). Using deﬁnition (7) and the
fact that I0ðhÞ > 0 for h > 0; we know that the sign of P0ðhÞ for h > 0 is the same as
for the following expression:
I 01ðhÞI0ðhÞ  I 00ðhÞI1ðhÞ
¼
Z BðhÞ
AðhÞ
x
yðxÞ dx
Z BðhÞ
AðhÞ
yðxÞ dx 
Z BðhÞ
AðhÞ
1
yðxÞ dx
Z BðhÞ
AðhÞ
xyðxÞ dx
¼
Z BðhÞ
AðhÞ
x  sðhÞ
yðxÞ dx
Z BðhÞ
AðhÞ
yðxÞ dx 
Z BðhÞ
AðhÞ
ðx  sðhÞÞyðxÞ dx
Z BðhÞ
AðhÞ
1
yðxÞ dx; ð17Þ
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where yðxÞX0 is deﬁned by Hðx; yÞ ¼ h: By the change of variable x ¼ t þ sðhÞ; we
have
Z BðhÞ
AðhÞ
ðx  sðhÞÞy71ðxÞ dx ¼
Z rðhÞ
rðhÞ
ty71ðsðhÞ þ tÞ dt
¼
Z rðhÞ
0
t½y71ðsðhÞ þ tÞ  y71ðsðhÞ  tÞ dt; ð18Þ
where rðhÞ > 0 is given in (16). Hence, if for any h > 0
yðsðhÞ þ tÞ  yðsðhÞ  tÞp0 for tA½0; rðhÞ ð19Þ
is satisﬁed, and the equality is not identical, then by using (18) we conclude
immediately that (17) is positive and the proof of the lemma is ﬁnished.
Recall that y ¼ yðxÞX0 is deﬁned by Hðx; yÞ ¼ y2
2
þ FðxÞ ¼ h; hence
y2ðsðhÞ þ tÞ  y2ðsðhÞ  tÞ ¼ 2CðtÞ; ð20Þ
where CðtÞ ¼ FðsðhÞ  tÞ  FðsðhÞ þ tÞ: Note that FðxÞ is a polynomial of x of
degree 4, hence CðtÞ is a polynomial of t of degree 3. Obviously, t ¼ 0 is a root of
CðtÞ; and t ¼7rðhÞ are two more roots of CðtÞ since AðhÞ and BðhÞ are roots of
FðxÞ; and sðhÞ and rðhÞ are deﬁned by AðhÞ and BðhÞ in (16). Thus
CðtÞ ¼ ktðt  rðhÞÞðt þ rðhÞÞ; ð21Þ
where the coefﬁcient k is easy to ﬁnd:
k ¼ 4
3
l 2sðhÞ ¼ 4l
3
 ðAðhÞ þ BðhÞÞ: ð22Þ
By Lemma 2.1 k > 0 if l > 0; hence (19) holds by (20)–(22), see Fig. 3. &
Lemma 2.3. d
dh
ðQðhÞ
PðhÞÞ > 0 for h > 0 and 0olp1:
Proof. By (7) it is equivalent to prove that d
dh
ðI2ðhÞ
I1ðhÞÞ > 0 for h > 0 and lAð0; 1: Let
xðxÞ ¼ x
2F0ðexÞ  ex2F0ðxÞ
xF0ðexÞ  exF0ðxÞ ¼ xex  1x þ ex  2l;
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where ex ¼ exðxÞ is deﬁned as before. By Lemma 2.1, x þ exo4
3
l; hence the function
xðxÞ is well deﬁned for xo0: By using dex
dx
¼ F0ðxÞ
F0ðexÞ we obtain
x0ðxÞ ¼ ZðxÞðx þ ex  2lÞ2F0ðexÞ; ð23Þ
where ZðxÞ ¼ x5 þ ex5  4lðx4 þ ex4Þ þ ð4l2 þ 2Þðx3 þ ex3Þ  4lðx2 þ ex2Þ þ x þ ex:
Using (10), (15) and
x5 þ ex5 ¼ u5  5u3v þ 5uv2;
x4 þ ex4 ¼ u4  4u2v þ 2v2;
(
ð24Þ
and changing v to the function of u in (12), we get
ZðxÞ ¼  uðu
2  4lu þ 4Þ
36ð3u  4lÞ2
½ð3u  4lÞ2ð9u2  36lu þ 40l2Þ þ 16lð9 8l2Þð5l 3uÞ;
which is negative for 0olp1 and 0ouo4l
3
(see (12)). On the other hand, F0ðexÞ > 0
since ex > 0; hence x0ðxÞo0 by (23), and this implies d
dh
ðI2ðhÞ
I1ðhÞÞ > 0 by Corollary 2 of
[LZ]. &
Lemma 2.4. Q0ðhÞ > 0 for h > 0 and lA½0; 1:
Proof. We consider two cases separately.
Case 1: lAð0; 1: From Lemma 2.2 and Pð0Þ ¼ 0 we have PðhÞ > 0 for h > 0:
Obviously, QðhÞ > 0 for h > 0: Hence the conclusion follows immediately from
Lemmas 2.2 and 2.3.
Case 2: l ¼ 0: Gh is symmetric with respect to the y-axis. Hence for any xo0 we
have exðxÞ ¼ x > 0; and
%xðxÞ ¼ x
2F0ðexÞ  ex2F0ðxÞ
F0ðexÞ  F0ðxÞ ¼ x2:
The conclusion follows from %x0ðxÞ ¼ 2xo0 and Corollary 2 of [LZ]. &
0
t
Ψ(t)
r(h)-r(h)
Fig. 3. The graph of CðtÞ:
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Remark 2.5. As we mentioned at the beginning of Section 1, if system (2) has a
degenerate global centre at ð0; 0Þ; then b ¼ c ¼ 0; and a can be changed to 1. Gh is
symmetric, hence I1ðhÞ  0: In the same way as in Case 2 of Lemma 2.4, we can
prove Q0ðhÞ > 0 for h > 0: Thus, the corresponding Abelian integral has at most one
zero.
Lemma 2.6. For lA½0; 1 and h-þN we have
I0ðhÞ ¼ 2B 1
4
;
3
2
 	
h3=4 þ oðh3=4Þ;
I2ðhÞ ¼ 4B 3
4
;
3
2
 	
h5=4 þ oðh5=4Þ;
where Bða; bÞ is the Beta function.
Proof. Since AðhÞ and BðhÞ satisfy Hðx; 0Þ ¼ h (see (4) and Fig. 2), for h-þN we
have
BðhÞ ¼
ﬃﬃﬃ
2
p
h1=4 1 8l
3
1
BðhÞ þ
2
B2ðhÞ
 	1=4
¼
ﬃﬃﬃ
2
p
h1=4 1þ 2l
3
1
BðhÞ þ
20l2  9
18
1
B2ðhÞ

þ 20l
2  15
9
1
B3ðhÞ þ o
1
B3ðhÞ
 		
; ð25Þ
ﬃﬃﬃ
2
p
h1=4
BðhÞ ¼ 1
8l
3
1
BðhÞ þ
2
B2ðhÞ
 	1=4
¼ 1
ﬃﬃﬃ
2
p
l
3
1
h1=4
þ 9 4l
2
36
1
h1=2
þ o 1
h1=2
 	
; ð26Þ
ﬃﬃﬃ
2
p
h1=4
B2ðhÞ ¼
1ﬃﬃﬃ
2
p
h1=4
 2l
3
1
h1=2
þ o 1
h1=2
 	
ð27Þ
and ﬃﬃﬃ
2
p
h1=4
B3ðhÞ ¼
1
2h1=2
þ o 1
h1=2
 	
: ð28Þ
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Substituting (26)–(28) into (25) we obtain
BðhÞ ¼
ﬃﬃﬃ
2
p
h1=4 þ 2l
3
þ 4l
2  3
6
ﬃﬃﬃ
2
p 1
h1=4
 ð9 8l
2Þl
27
1
h1=2
þ o 1
h1=2
 	
; ð29Þ
Similarly, we have
AðhÞ ¼ 
ﬃﬃﬃ
2
p
h1=4 þ 2l
3
 4l
2  3
6
ﬃﬃﬃ
2
p 1
h1=4
 ð9 8l
2Þl
27
1
h1=2
þ o 1
h1=2
 	
: ð30Þ
From the proof of Lemma 1(ii) in [DL2] it is easy to see that the computations
of I0ðhÞ and I2ðhÞ only depend on the leading terms of AðhÞ and BðhÞ in h and the
leading term of Hðx; 0Þ in x; and they are independent of l: Hence the asymptotic
expressions of I0ðhÞ and I2ðhÞ in formula (13) of [DL2] are still true for la1: &
Remark 2.7. As an alternative proof, from (29) and (30) we get Lemma 2.1(ii).
Lemma 2.8. For lAð0; 1 we have
(i) 0oPðhÞo2l3 for h > 0:
(ii) PðhÞ  2l
3
¼ lð98l2Þ
27
ð1þ 16
15Bð1
4
;
3
2
Þ
Þ 1ﬃﬃ
h
p þ oð 1ﬃﬃ
h
p Þ as h-þN:
(iii)
QðhÞ ¼ 2Bð
3
4
;
3
2
Þ
Bð1
4
;
3
2
Þ
ﬃﬃﬃ
h
p þ oð ﬃﬃﬃhp Þ as h-þN:
Proof. By (7) and (16)
PðhÞ  sðhÞ ¼ I1ðhÞ  sðhÞI0ðhÞ
I0ðhÞ ¼
2
R BðhÞ
AðhÞ ðx  sðhÞÞyðxÞ dx
I0ðhÞ : ð31Þ
From (18), (19) and (31) we get PðhÞ  sðhÞo0 for h > 0:
Lemma 2.1(i) shows that sðhÞo2l
3
for l > 0: Hence conclusion (i) is proved. Using
(18) again we have
Z BðhÞ
AðhÞ
ðx  sðhÞÞyðxÞ dx ¼
Z rðhÞ
0
t½yðsðhÞ þ tÞ  yðsðhÞ  tÞ dt; ð32Þ
where y ¼ yðxÞX0 is deﬁned by Hðx; yÞ ¼ h: Hence
yðsðhÞ þ tÞ  yðsðhÞ  tÞ
¼ ½2ðh  FðsðhÞ þ tÞÞ1=2  ½2ðh  FðsðhÞ  tÞÞ1=2
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¼
ﬃﬃﬃﬃﬃ
2h
p
1 FðsðhÞ þ tÞ
h
 	1=2
 1 FðsðhÞ  tÞ
h
 	1=2" #
¼ 1ﬃﬃﬃﬃﬃ
2h
p CðtÞ 1þ O 1ﬃﬃﬃ
h
p
 	 	
for tA½0; rðhÞ and h-þN; ð33Þ
where CðtÞ ¼ FðsðhÞ  tÞ  FðsðhÞ þ tÞ: Substituting (33) into (32) and using (21) we
obtain Z BðhÞ
AðhÞ
ðx  sðhÞÞyðxÞ dx ¼ 8k
15
ðh3=4 þ oðh3=4ÞÞ as h-þN; ð34Þ
where k is given in (22).
Note that
PðhÞ  2l
3
¼ ðPðhÞ  sðhÞÞ þ sðhÞ  2l
3
 	
: ð35Þ
Using (31), (34), (22), (29), (30) and Lemma 2.6, from (35) we obtain
conclusion (ii) of the lemma. Conclusion (iii) is a direct consequence of
Lemma 2.6. &
From Lemmas 2.2–2.4 and 2.8 we have the following important property about
the number of intersection points of the curve Sl and the straight linesLa;b; deﬁned
by (8) and (9), respectively.
Lemma 2.9. For lAð0; 1 we have
(i) If ap0; then La;b can cut Sl\fð0; 0Þg at most once, and the intersection is
transverse.
(ii) If the total number of intersection points of Sl and La;b is k > 1; taking into
account the multiplicity, then k must be even, and the corresponding Abelian
integral IðhÞ has k þ 1 zeros for hX0; counting the multiplicity.
Proof. Conclusion (i) follows from Lemma 2.3 which means that the polar angle of
any point on Sl is strictly increasing as h increases.
By conclusion (i), if k > 1 then La;b must cut the Q-axis below the
origin. By Lemma 2.8, Sl has an asymptotic line fP ¼ 2l3 g as h-þN; hence
Sl must cut La;b upwards at the most right intersection point. Therefore, k
must be even (see Fig. 4). On the other hand, h ¼ 0 is always a zero of IðhÞ:
Hence IðhÞ has k þ 1 zeros, counting the multiplicity. Thus, conclusion (ii) is
proved. &
To conclude this section, we give the differential equation satisﬁed
by ðh;P;QÞ; which can be obtained by taking a ¼ 1; b ¼ 2l and c ¼ 1 in
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(11) of [DL1].
’h ¼ GðhÞ;
’P ¼ f ðh;P;QÞ;
’Q ¼ gðh;P;QÞ;
8><>: ð36Þ
where
GðhÞ ¼ 12h½144h2 þ 24ð8l4  12l2 þ 3Þh  8l2 þ 9;
f ðh;P;QÞ ¼  24ð12h þ 8l2  9Þh þ ½432h2 þ 12ð64l4  28l2  27Þh
þ 12ð8l2  9ÞP  1440lðl2  1ÞhQ  4l½12ð4l2 þ 3Þh
þ 7ð8l2  9ÞP2 þ ½180ð4l2  3Þh þ 15ð8l2  9ÞPQ;
gðh;P;QÞ ¼  12½12ð4l2  3Þh þ 8l2  9h  48lð12h  28l2 þ 27ÞhP
þ ½864h2 þ 24ð80l4 þ 92l2  9Þh þ 12ð8l2  9ÞQ
 4l½12ð4l2 þ 3Þh þ 7ð8l2  9ÞPQ þ ½180ð4l2  3Þh
þ 15ð8l2  9ÞQ2:
0
Pr(h)
Q
α,βΣλ
2λ
3
Fig. 4. The relative position of Sl and La;b:
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3. Study in the ðh;xÞ-plane
In order to study the number of triple points on Sl; we also consider the second
derivative of the Abelian integral (5)
I 00ðhÞ ¼ aI 000 ðhÞ þ bI 001 ðhÞ þ I 002 ðhÞ: ð37Þ
If I 000 ðhÞa0; we deﬁne
oðhÞ ¼ I
00
1 ðhÞ
I 000 ðhÞ
; nðhÞ ¼ I
00
2 ðhÞ
I 000 ðhÞ
: ð38Þ
By taking a ¼ c ¼ 1 and b ¼ 2l in (14) and (21) of [DL1], we get the equation of
ðh;oÞ:
’h ¼ GðhÞ;
’o ¼ jðh;oÞ;
(
ð39Þ
where GðhÞ is the same as in (36), and
jðh;oÞ
¼ 1944ð4l
2  3Þ
lð8l2  9Þ h
2  12ð16l
4  18l2  27Þ
l
h þ ð40l
2  9Þð8l2  9Þ
2l
" #
o2
þ 1728ð9 10l
2Þ
8l2  9 h
2 þ 96ð8l2  11Þl2h  12ð8l2  9Þ
 
o
þ 288lð28l
2  27Þ
8l2  9 h
2  24lð8l2  9Þh;
and the expressions of o and n as functions of P; Q and h:
oðhÞ ¼ 2l½108h þ ð9 8l
2Þð28lPðhÞ  15QðhÞ  12Þ
324h þ ð9 8l2Þð24lPðhÞ  40l2 þ 9Þ ;
nðhÞ ¼ 12h½60lPðhÞ  45QðhÞ þ 4ð10l
2  9Þ þ ð9 8l2Þð28lPðhÞ  15QðhÞ  12Þ
324h þ ð9 8l2Þð24lPðhÞ  40l2 þ 9Þ :
8>><>>:
ð40Þ
From Pð0Þ ¼ Qð0Þ ¼ 0; (40) and Lemma 2.8 we immediately obtain
Lemma 3.1.
(i) oð0Þ ¼ 24l
40l29; nð0Þ ¼ 1240l29:
(ii) oðhÞ-2l
3
and nðhÞ-N as h-þN:
(iii) oðhÞ is strictly increasing and less than 2l
3
for hc1: &
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Taking a ¼ c ¼ 1 and b ¼ 2l in (9) of [DL1] we have for lAð0; 1
I 002 ðhÞ ¼
12
8l2  9 hI
00
0 ðhÞ þ
1
2l
36
9 8l2h þ 1
 	
I 001 ðhÞ: ð41Þ
Hence, if I 000 ðhÞa0; then from (37), (38) and (41) we have
I 00ðhÞ ¼ aþ 12h
8l2  9
 	
I 000 ðhÞ þ bþ
1
2l
36h
9 8l2 þ 1
 	 	
I 001 ðhÞ: ð42Þ
Lemma 3.2. For any h > 0 and l > 0; if I 000 ðhÞ ¼ 0 then I 001 ðhÞa0:
Proof. From the ﬁrst equation of (7) in [DL1] we have
3I0ðhÞ ¼ 4hI 00ðhÞ 
2l
3
I 01ðhÞ þ
4l2  3
3
I 02ðhÞ:
Making a derivative with respect to h; we get
I 00ðhÞ ¼ 4hI 000 ðhÞ þ
2l
3
I 001 ðhÞ 
4l2  3
3
I 002 ðhÞ:
If for some h > 0 and l > 0 I 000 ðhÞ ¼ I 001 ðhÞ ¼ 0; then from (41) we have I 002 ðhÞ ¼ 0;
hence we obtain I 00ðhÞ ¼ 0 which is impossible, since I 00ðhÞ is the period of Gh: &
We note that if l ¼ 1 then system ð3Þ0 has a cuspidal loop corresponding to h ¼ 112:
Since I 00ðhÞ ¼
R
Gh
1
y
dx is the period function of Gh; we must have I 00ðhÞ-þN as
h- 1
12
70: In this case the period function has no critical point (see [CS,G]), hence,
I 000 ðhÞðh  112Þo0 for ha 112: If lAð0; 1Þ and jl 1j{1; then I0ðhÞACN½0;þNÞ: By
continuity I 00ðhÞ has a maximum at some value hnl near 112 which is a zero point of
I 000 ðhÞ: By [G], hnl is unique, and I 000 ðhÞðh  hnlÞo0 for hahnl :
It is easy to see that for la 3
2
ﬃﬃﬃﬃ
10
p system (39) has two singularities: a saddle point at
Að0; 24l
40l29Þ and a node at ð0; 0Þ: By Lemma 3.1 the orbit Co : o ¼ oðhÞ of system
(39), which we look for, comes from the saddle point A as its unstable manifold, and
goes to the asymptotic line fo ¼ 2l
3
g; monotonically increasing for hc1: More
precisely, we have the following.
Lemma 3.3.
(i) If 3
2
ﬃﬃﬃﬃ
10
p olo1; then there exists a unique hnl > 0; such that I 000 ðhnlÞ ¼ 0 and
I 000 ðhÞðh  hnlÞo0 for hahnl : In this case Co ¼ C1o,C2o; where C1o is the unstable
manifold of the saddle point A; tending to þN as h-hnl  0; C2o tends to N as
h-hnl þ 0; and tends to its asymptotic line fo ¼ 2l3 g; strictly increasing for hc1:
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(ii) If 0olo 3
2
ﬃﬃﬃﬃ
10
p ; then Co is globally defined for h > 0: It comes from the saddle point
A; and tends to the line fo ¼ 2l
3
g; strictly increasing for hc1:
(iii) If l ¼ 3
2
ﬃﬃﬃﬃ
10
p ; then the behaviour of Co is similar as in case (ii), the only difference is
that oðhÞ-N as h-0þ 0:
Proof. The conclusions follows from the following facts:
(1) By Lemma 3.1 Co should start from the saddle point A (if la 32
ﬃﬃﬃﬃ
10
p ), and tends to
the line fo ¼ 2l
3
g; strictly increasing for hc1:
(2) By Lemma 3.2, Co is globally deﬁned for h > 0 (respectively, Co is
discontinuous at some point) if and only if I 000 ðhÞ has no zero point (resp., has
a zero point). By Chow and Sanders [CS] and Gavrilov [G], the zero point is
unique if it exists.
(3) The study of the singular point at inﬁnity shows that the unstable manifold of
the saddle point A goes to the singular point at inﬁnity D1 in positive o-direction
and forms an elliptic sector if 3
2
ﬃﬃﬃﬃ
10
p olo1; shown in Fig. 5(a); it goes to the
singular point at inﬁnity D2 in positive h-direction if 0olo 32 ﬃﬃﬃﬃ10p ; shown in
Fig. 5(c). The case l ¼ 3
2
ﬃﬃﬃﬃ
10
p is the critical case between these two cases, shown in
Fig. 5(b). &
Note that GðhÞ is strictly positive for h > 0; and jðh;oÞ is a polynomial
of degree two both in h and o; hence system (39) has the following
property:
Property (P). For any constant c; the straight line fh ¼ cg or fo ¼ cg cuts the 0-
cline of system (39) at most twice.
Lemma 3.4. For different l; Co is as shown in Fig. 6, where A is the saddle point of
system (39). More precisely, if lAð0; 3
2
ﬃﬃﬃﬃ
10
p ; then Co is globally defined, it stays below
the line fo ¼ 2l
3
g and tends to this line as h-þN; if lAð 3
2
ﬃﬃﬃﬃ
10
p ; 1Þ then Co ¼ C1o,C2o;
where C1o is strictly increasing, C
2
o tends to the line fo ¼ 2l3 g as h-þN; strictly
monotonically increasing for hc1: Besides, when lAð 3
2
ﬃﬃﬃﬃ
10
p ;
ﬃﬃ
3
p
2
; C2o stays below the line
fo ¼ 2l
3
g; when lAð
ﬃﬃ
3
p
2
; 1Þ; C2o may cut this line transversally at exactly two points, or it
is tangent to this line at one point.
Proof. The basic behaviour of Co follows from Lemma 3.3. If lAð0; 32 ﬃﬃﬃﬃ10p ;
Co is globally deﬁned for h > 0: The proof of the fact that Co stays below the
line fo ¼ 2l
3
g is the same as below, where we will prove this property for C2o
when lp
ﬃﬃ
3
p
2
:
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If lAð 3
2
ﬃﬃﬃﬃ
10
p ; 1Þ; then a branch C0 of the 0-cline of system (39), passing through the
saddle point A; has an asymptotic line fh ¼ h1g; where
h1 ¼ 2ð9 8l
2Þð40l2  9Þ
648þ 432l2  384l4 þ 48l
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
64l6  144l4  1215l2 þ 1296
p > 0:
C0 must be strictly increasing. Otherwise, it contradicts property (P), see Fig. 7(b).
On the other hand, calculation shows that the slope of C1o at point A is positive, and
D1
~
Cω
D2D1
~
D1
~
C2ω
D2D1
~
C1ωA
D1D1
00
3
2   10
(a)             < λ < 1 3
2   10
(b)  λ =
D1
D1
~
A
Cω
D2D1
~ 0
3
2   10
(c)  0 < λ <
Fig. 5. Singular points at inﬁnity.
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it is equal to half of the slope of C0 at A: These two facts imply that C
1
o must stay
below C0; shown in Fig. 7(a), and it is strictly increasing. Otherwise, it contradicts
the property ðPÞ; see Fig. 7(c).
Cω
h
2λ
3
Cω
h
2λ
3
ω
0
A
ω
0
A
 (a)  λ    (0,           )32   10  (b)  λ =
3
2   10
∋
C2ω
h
C1ω
0
A
ω
h*λ
2λ
3
C2ω
2λ
3
h
C1ω
C2ω
2λ
3
h
C1ω
0
A
ω
h*λ
0
A
ω
h*λ
 (c)  λ    (           ,1)32   10∋
Fig. 6. The behaviour of Co:
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It is easy to see that there is a unique point M on the line fo ¼ 2l
3
g; corresponding
to h ¼ 98l2
12ð4l23Þ (if la
ﬃﬃ
3
p
2
), at which the vector ﬁeld (39) is tangent to the line fo ¼ 2l
3
g:
If lp
ﬃﬃ
3
p
2
; then the vector ﬁeld (39) is pointing upwards at any point of this line for
h > 0: If C2o cuts this line, then it can never come back below it, contradicting
Lemma 3.1(iii). If l >
ﬃﬃ
3
p
2
; then C2o may cut this line transversally at two points, or C
2
o
may be tangent to this line at the point M: &
Remark 3.5. It is possible to prove that Co (for lAð0; 32 ﬃﬃﬃﬃ10p ) and C2o (for lAð 32 ﬃﬃﬃﬃ10p ; ﬃﬃ3p2 )
are strictly increasing, while C2o (for lAð
ﬃﬃ
3
p
2
; 1Þ) is either strictly increasing, or has one
maximum and one minimum. We will not carry it out, since we do not need it in the
further study.
Co
h
C1ω
Co
h
Co
h
C1ω
ω
0
h*λ
A
ω
0
A
h1 h1
c
ω
0
A
h1
c
(a) (b)
(c)
Fig. 7. The monotonicity of C0 and C
1
o:
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Lemma 3.6. I 00ðhnlÞ ¼ 0 if and only if
b ¼  1
2l
36
9 8l2 h
n
l þ 1
 	
: ð43Þ
Proof. The conclusion follows from Lemma 3.3(i), Lemma 3.2 and (42). &
Taking a ¼ c ¼ 1 and b ¼ 2l in (13) of [DL1] we have
GðhÞ d
dh
I 000
I 001
 !
¼ b00 b01
b10 b11
 !
I 000
I 001
 !
; ð44Þ
where GðhÞ is the same as in (39), and
b00 ¼ 1728ð7l
2  9Þ
9 8l2 h
2  48ð56l4  83l2 þ 18Þh þ 12ð8l2  9Þ;
b01 ¼ 1944ð4l
2  3Þ
lð9 8l2Þ h
2 þ 12ð16l
4  18l2  27Þ
l
h  ð8l
2  9Þð40l2  9Þ
2l
;
b10 ¼ 288lð28l
2  27Þ
8l2  9 h
2  24lð8l2  9Þh;
b11 ¼  1728ð17l
2  18Þ
8l2  9 h
2  48ð8l2  9Þð5l2  2Þh:
Lemma 3.7. I 00ðhnlÞ ¼ I 000ðhnlÞ ¼ 0 if and only if (43) holds and
a ¼ 6ð2lhb01  3GðhÞÞ
lð9 8l2Þb01

h¼hnl
: ð45Þ
Proof. The conclusion follows from (42), (44), Lemmas 3.2 and 3.6. &
Remark 3.8. A straightforward calculation shows that if I 00ðhnlÞ ¼ I 000ðhnlÞ ¼
I ð4ÞðhnlÞ ¼ 0; then (43) and (45) hold, and
4lb201  3ððG0ðhÞ þ b11  b00Þb01  GðhÞb001ðhÞÞjh¼hnl ¼ 0: ð46Þ
We will prove in Lemma 4.7 that if (43) and (45) hold then (46) is impossible, hence
the tangency of Sl at the point ðPðhnlÞ;QðhnlÞÞ is at most quadruple.
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4. Proof of conclusion (B1)
We will prove conclusion (B1) of Theorem B by using different methods for
different ranges of l; a and b:
4.1. The case lAð 3
2
ﬃﬃﬃﬃ
10
p ; 1Þ and 18aþ 12lbþ 20l2  9X0
We suppose the contrary: there are constants a; b and lAð0; 1Þ; such that the
curve Sl and the straight line La;b have more than 4 intersection points, counting
the multiplicity. In Section 6, we will prove that limh-0þ
Q0ðhÞ
P0ðhÞ ¼ 12l: By using
this fact as well as Lemmas 2.2–2.4 and 2.9, we easily obtain that a and b must
satisfy
a > 0; bo 1
2l
; ð47Þ
and the total number of intersection points of Sl andLa;b is at least 6, see Fig. 8(a).
This is equivalent to say that in ðh;P;QÞ-space the trajectory of system (36)
eSl ¼ fðh;P;QÞ j P ¼ PðhÞ;Q ¼ QðhÞ; h > 0g
and the plane
fLa;b ¼ fðh;P;QÞ j ðP;QÞALa;b; h > 0g
have at least 6 intersection points, as shown in Fig. 8(b).
Hence there exist at least 5 points eMiA eCP ¼ fðh;P;QÞAfLa;b j P ¼ PðhÞg; at
which the vector ﬁeld (36) is tangent to fLa;b:
It is easy to see that f eMig satisfy
aþ bP þ Q ¼ 0;
b ’P þ ’Q ¼ 0:
(
ð48Þ
By using (36) and eliminating Q from (48), we obtain
ðx2h2 þ x1h þ x0Þ  ðZ2h2 þ Z1h þ Z0ÞP ¼ 0:
If the two polynomials of h have a double common root, then it is obvious that (48)
has at most 3 solutions in h since P0ðhÞ > 0: If they have a simple common root, then
the discussion is the same as below, and the situation is simpler. So we suppose that
the two polynomials have no common root, hence
P ¼ WðhÞ ¼ x2h
2 þ x1h þ x0
Z2h2 þ Z1h þ Z0
; ð49Þ
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where fxig and fZig depend on l; a and b; and
x2 ¼ 144ð6aþ 2lbþ 4l2  3Þ;
Z2 ¼ 144ð3bþ 4lÞ;
Z1 ¼ 48lð4l2 þ 3Þaþ 12ð224l4  212l2  9Þb
þ180ð4l2  3Þabþ 1440lðl2  1Þb2 þ 48lð28l2  27Þ;
Z0 ¼ ð8l2  9Þð15bþ 28lÞa:
8>>>><>>>>:
ð50Þ
Thus, eMiA eCP- eCW ; where eCW ¼ fðh;P;QÞAfLa;b j P ¼ WðhÞg:
In other words, at each eMi the vector ﬁeld (36) is tangent to eCP: In order to study
the number of f eMig; we will also consider some points eNiA eCW ; at which the vector
ﬁeld (36) is tangent to eCW ( eNi may coincide with eMi or eMiþ1). Such tangent points
are given by the zeros of the following function:
’P  W 0ðhÞ ’hjQ¼abP
P¼W ðhÞ
¼ GðhÞðz3h
3 þ z2h2 þ z1h þ z0Þ
ðZ2h2 þ Z1h þ Z0Þ2
; ð51Þ
where GðhÞ > 0 for h > 0 (see (36)), fzig depend on l; a and b; and
z3 ¼ 1728ð3bþ 4lÞð18aþ 12lbþ 20l2  9Þ;
z0 ¼ 5a2ð8l2  9Þ2ð72laþ 3ð40l2  9Þbþ 4lð56l2  27ÞÞ:
(
ð52Þ
0
P
Q
α,βΣλ
C1W C
2
W C
3
W
Σλ
CW
α,β
Σλ
M1
3
2λ
M2
M3
M4 M5
CP
M1 M2
M3 M4
M
5
~~
~
~
~
~ ~
~
CP
~
~
(a)  Σλ and α,β in (P,Q) - plane
~ ~(b)  Σλ and α,β in (h,P,Q) - space
Fig. 8. Situation where Sl and La;b have more than 4 intersection points.
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Making a projection of the curves eCP and eCW onto the ðh;PÞ-plane, we obtain,
respectively, the curves CP ¼ fðh;PÞ j P ¼ PðhÞg and CW ¼ fðh;PÞ j P ¼ WðhÞg:
MiACP-CW is just the projection of eMi ði ¼ 1;y; 5Þ; and the correspondence is
obviously one to one. For simplicity, we will say ‘‘the tangent point on CW ’’ (with
respect to the vector ﬁeld (36)), which makes sense on fLa;b as we explained above.
We will prove that CP and CW have at most 4 intersection points, counting the
multiplicity. This contradiction gives a proof of conclusion (B1) of Theorem B in the
case under consideration.
We know from Lemmas 2.2 and 2.8 that the curve CP is strictly increasing for
h > 0; and has an asymptotic line fP ¼ 2l
3
g as h-þN: From (49) we see that the
curve CW consists of at most 3 branches C
ðiÞ
W ; i ¼ 1; 2; 3:
If Z2a0; then WðhÞ-x2Z2 as h-7N; and
t ¼ x2
Z2
 2l
3
¼ 18aþ 12lbþ 20l
2  9
3ð3bþ 4lÞ : ð53Þ
The following Lemma is obviously true by (49), but it is very important for our
further study.
Lemma 4.1. For any constant c; the straight line fP ¼ cg in ðh;PÞ-plane cuts the curve
CW at most twice.
Lemma 4.2. If CW has 3 branches and the curve CP meets all of them, then to0 and all
C
ðiÞ
W ði ¼ 1; 2; 3Þ must be strictly decreasing. Hence CP and CW have exact 3
intersection points, counting the multiplicity.
Proof. Since CW has 3 branches, we have Z2a0; and the numerator and
denominator of WðhÞ have no common factor. By Lemma 4.1, each branch CðiÞW
either is strictly monotone, or has unique extreme point.
Let us ﬁrst look at the middle branch C
ð2Þ
W : If C
ð2Þ
W meets CP and has
an extreme point, then either C
ð1Þ
W or C
ð3Þ
W does not meet CP; see Fig. 9(a)
and (b). Here we also need to use the Lemma 4.1 and the monotonicity
of CP:
If C
ð2Þ
W is strictly increasing, then C
ð1Þ
W and C
ð3Þ
W must be also strictly
increasing (by Lemma 4.1) and either C
ð3Þ
W or C
ð1Þ
W does not meet CP; depend-
ing on x2Z2
pPðh1Þ or x2Z2 > Pðh1Þ; where h1 is the smaller positive root of Z2h
2 þ Z1h þ
Z0 ¼ 0; see Fig. 9(c) and (d). Hence, the only possibility of CP meeting all 3 branches
C
ðiÞ
W is that all C
ðiÞ
W ði ¼ 1; 2; 3Þ are strictly decreasing, and 0ox2Z2o
2l
3 ; see
Fig. 9(e). &
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We denote by #ðCP-CW Þ the number of intersection points of CP and CW ;
taking into account the multiplicity.
Lemma 4.3. If the numerator of (51) has at most two positive zeros, then
#ðCP-CW Þp4:
CP
C(1)W
C(2)W
(a)
P = ξ2/η2
P = 2λ3
C(3)W
CP
h = h1
C(2)W
C(3)W
(c)
C(1)W P = ξ2 /η2
P = 2λ3
CP
h = h1
C(2)W
C(3)W
P = ξ2/η2
(d)
C(1)W
P = 2λ3
CP C
(2)
W
C(3)W
(b)
C(1)W
P = ξ2/η2
P = 2λ3
CP
C(2)W C
(3)
W
P = ξ2 /η2
(e)
C(1)W
P = 2λ3
Fig. 9. Relative position of CP and CW in case CW has 3 branches.
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Proof. If CP meets CW only at one branch, and #ðCP-CW ÞX5; then along this
branch of CW there exist at least 4 ‘‘tangent points’’, contradicting the condition of
the Lemma.
Suppose that CP meets CW at exactly 2 branches, for example C
ð1Þ
W and C
ð2Þ
W ;
#ðCP-Cð1ÞW Þ ¼ n1; #ðCP-Cð2ÞW Þ ¼ n2; and n1 þ n2X5: If n1 or n2 is equal to 1,
then the other is at least 4; if both are X2; then one of the two is at least 3.
This implies that the ‘‘tangent points’’ on CW is at least 3, also leading to a
contradiction.
If CP meets CW at 3 branches, then the conclusion follows from Lemma 4.2. &
Lemma 4.4. If z3X0; then #ðCP-CW Þp4:
Proof. If z3 ¼ 0; then by (51) and Lemma 4.3 the conclusion is obviously true.
Suppose z3 > 0; then by (52) and (53) t ¼ x2Z2 
2l
3
> 0: If CP meets the most right
branch of CW ; and the most right intersection point corresponds to h ¼ hr; then
there is at least one h0A½hr;þNÞ; such that h ¼ h0 is a positive root of the numerator
of (51), since both z3 and t are positive (see Fig. 10(a)). In Fig. 10 and in the rest of
the proof we denote the most right branch of CW by C
ð3Þ
W even in case CW has less
than 3 branches.
Hence, by the same arguments as in the proof of Lemma 4.3, we get
#ðCP-CW Þp4: If CP-Cð3ÞW ¼ f; then by the ﬁrst part of the proof of Lemma
4.3, we only need to consider the case that CW has 3 branches and that both
CP-Cð1ÞW af and CP-C
ð2Þ
W af: By Lemma 4.1 and t > 0; this implies that both C
ð1Þ
W
and C
ð2Þ
W are strictly decreasing, hence #ðCP-CW Þ ¼ 2; see Fig. 10(b). &
Let z03 ¼ 18aþ 12lbþ 20l2  9; then by (50) and (52) we have
z3 ¼ 12Z2z03: ð54Þ
Lemma 4.5. If lAð
ﬃﬃ
3
p
2
ﬃﬃ
2
p ;
ﬃﬃ
3
p
2 Þ and ða; bÞ belongs to the region
D : Z2o0; z03 > 0 and z0 > 0; ð55Þ
then #ðCP-CW Þp4:
Proof. The region D is bounded by the three straight lines fZ2 ¼ 0g; fz03 ¼ 0g and
fz0 ¼ 0g; shown in Fig. 11.
By (50) if ða; bÞAD; then Z2o0 and Z0o0: Let us show that ða; bÞAD also
implies Z1o0; hence CP meets at most one branch of CW ; and the conclusion
follows from (51), which means there are at most 3 ‘‘tangent points’’ on
CW :
From (50) it is easy to see that Z1 ¼ 0 deﬁnes a hyperbola and any straight line
fb ¼ cg cuts only one branch of it. Eliminating b from Z1 ¼ 0 and z0 ¼ 0; we obtain
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a quadratic form of a; which has no root in aAð0;þNÞ for lAð
ﬃﬃ
3
p
2
ﬃﬃ
2
p ;
ﬃﬃ
3
p
2
Þ; this e.g.
follows from the Fourier–Budan rule. Denote by M and N the intersection points of
fz0 ¼ 0g and fZ1 ¼ 0g with fZ2 ¼ 0g; respectively, then aM ¼ 19ð9 8l2Þ and aN ¼
4
3
ð1 l2Þ: Since aN  aM ¼ 19ð3 4l2Þ > 0 for lo
ﬃﬃ
3
p
2
; fZ1 ¼ 0g is entirely located
right to fz0 ¼ 0g; see Fig. 11. It is easy to check now that for any ða; bÞAD; we must
have Z1o0: &
Proposition 4.6. If lAð 3
2
ﬃﬃﬃﬃ
10
p ; 1Þ and z03X0; then #ðCP-CW Þp4:
Proof. If Z2 ¼ 0; then by (50) and (52) z3 ¼ 0; and the conclusion follows
from Lemma 4.3. We suppose Z2a0: For different ranges of l; the relative
positions of the lines fZ2 ¼ 0g; fz03 ¼ 0g; fz0 ¼ 0g and fb ¼  12lg are shown in
Fig. 12(a)–(e).
If ða; bÞ belongs to the shaded region in Fig. 12, then z3z0X0 (the equality
corresponds to z03 ¼ 0 or z0 ¼ 0). Hence (51) has at most two positive roots, and the
proposition follows by Lemma 4.3.
If ða; bÞA region E; then z3 > 0 by (54), and the proposition follows by Lemma
4.4.
If ða; bÞA region D (it exists only in Fig. 12(c)), then the conclusion follows by
Lemma 4.5.
We remark here that we only need to consider ða; bÞ in domain (47); in case (b) the
intersection point of fz03 ¼ 0g and fz0 ¼ 0g is located on the line fZ2 ¼ 0g; and in
case (d) the two lines fz03 ¼ 0g and fz0 ¼ 0g are parallel. &
CP
h1 h2 h'hr
CP
h1 h2
(b)   CP ∩ C(1) ≠ φ  , CP ∩ C(2) ≠ φ(a)   CP ∩ C(3) ≠ φ
C(3)W
2λ
3
ξ2/η2
h
P
0
C(3)W
2λ
3
ξ2/η2
h
P
0
C(2)W
C(1)W
W W W
Fig. 10. Relative position of CP and CW in case z3 > 0:
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4.2. The case lA 0; 3
2
ﬃﬃﬃﬃ
10
p
 i
; or lA 3
2
ﬃﬃﬃﬃ
10
p ; 1
 
and 18aþ 12lbþ 20l2  9o0
We suppose that conclusion (B1) of Theorem B is not true, then there are
constants a; b and lAð0; 1Þ such that the straight line La;b and the curve Sl have
more than 4 intersection points, including multiplicity. Then ða; bÞ satisﬁes (47), and
by Lemma 2.9 IðhÞ has at least 7 zeros for hX0: Hence I 00ðhÞ has at least 5 zeros for
h > 0:
If hahnl; then I
00
0 ðhÞa0: By (37), (38) and (42)
I 00ðhÞ ¼ I 000 ðhÞ aþ
12h
8l2  9þ bþ
1
2l
36h
9 8l2 þ 1
 	 	
oðhÞ
 
: ð56Þ
Let
%hl ¼ 9 8l
2
36
ð2lbþ 1Þ: ð57Þ
If 3aþ 2lbþ 1 ¼ 0; then (56) becomes
I 00ðhÞ ¼ 18I
00
0 ðhÞ
lð9 8l2Þðh 
%hlÞ oðhÞ  2l
3
 	
; ð58Þ
and from (42) and Lemma 3.2 it is clear that hnl is not a zero of I
00ðhÞ unless hnl ¼ %hl;
in which case hnl is at most a double zero of I
00ðhÞ (see Lemma 4.7). By (58) and
η2 = 0
η1 = 0
N
M
D
ζ0 = 0
ζ'3 = 0
α
β
0
Fig. 11. The region D:
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η2 = 0
E
ζ0 = 0
ζ'3 = 0
β
0
α
η2 = 0
E
ζ0 = 0
ζ'3 = 0
β
0
α
β = - 1
2λ β = - 12λ
β
0
α
β = - 1
2λ
E
ζ0 = 0 ζ'3 = 0
η2 = 0
 (e)  λ    (          ,        )3
10
∋
2
3
2   2
 (b)  λ = 3
2
 (a)  λ    (       ,1)3
2
∋
η2 = 0
E
ζ0 = 0
ζ'3 = 0
β
0
α
D
β = - 1
2λ
E
ζ0 = 0ζ'3 = 0
β
0
α
η2 = 0 , β = - 12λ
 (c)  λ    (         ,       )3
2
∋
22
3
 (d)  λ = 3
2   2
Fig. 12. The relative positions of the lines Z2 ¼ 0; z03 ¼ 0; z0 ¼ 0 and b ¼  12l:
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Lemma 3.4, I 00ðhÞ has at most 3 zeros. Thus, we will suppose
3aþ 2lbþ 1a0; ð59Þ
and expression (42) implies that h ¼ %hl is not a zero point of I 00ðhÞ; unless %hl ¼ hnl :
We change (56) into the following form:
I 00ðhÞ ¼ 18
lð9 8l2Þ I
00
0 ðhÞðh  %hlÞðoðhÞ  UðhÞÞ; ð60Þ
where
UðhÞ ¼ 24lh  2ð9 8l
2Þla
36h þ 2ð9 8l2Þlbþ 9 8l2 ¼
12lh  ð9 8l2Þla
18ðh  %hlÞ
: ð61Þ
Note that
U 0ðhÞ ¼ lð9 8l
2Þð2lbþ 3aþ 1Þ
54ðh  %hlÞ2
; ð62Þ
and
lim
h-7N
UðhÞ ¼ 2l
3
: ð63Þ
Hence the curve CU ; deﬁned by o ¼ UðhÞ in the ðh;oÞ-plane, consists of two strictly
monotone branches C1U and C
2
U (see condition (59) and expression (62)), and one of
them stays above the line fo ¼ 2l
3
g; while the other is below the same line.
Note also that from system (39) we obtain
’o U 0ðhÞ ’hj
o¼UðhÞ ¼ 
lð9 8l2Þðn3h3 þ n2h2 þ n1h þ n0Þ
648ðh  %hlÞ2
; ð64Þ
where the fnig ði ¼ 0;y; 3Þ are polynomials in a; b and l; and
n3 ¼ 1728z03; ð65Þ
where z03 ¼ 18aþ 12lbþ 20l2  9 is the same as before.
As we mentioned above, under condition (59) h ¼ %hl is not a zero of I 00ðhÞ: By (60)
the number of zeros of I 00ðhÞ is given by the number of intersection points of the
curves Co and CU ; taking the multiplicity into account. We denote this number by
#ðCo-CUÞ:
By Lemma 3.4 for lAð0; 3
2
ﬃﬃﬃﬃ
10
p  the curve Co consists of a unique branch and stays
below the line fo ¼ 2l
3
g; hence it meets at most one branch of CU : If #ðCo-CUÞX5;
then the vector ﬁeld (39) is tangent to CU at least at 4 points, which contradicts (64).
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For lAð 3
2
ﬃﬃﬃﬃ
10
p ; 1Þ; the case z03X0 was solved in Section 4.1. So we only pay attention
to the case z03o0: If lA½
ﬃﬃ
3
p
2
; 1Þ; then we must have U 0ðhÞo0 (see Fig. 13(a) and (b)). If
lAð 3
2
ﬃﬃﬃﬃ
10
p ;
ﬃﬃ
3
p
2
Þ; then U 0ðhÞ may change its sign, see Fig. 13(c).
Lemma 4.7.
(i) I 00ðhnlÞ ¼ 0 if and only if hnl ¼ %hl:
ζ'3 = 0
β
0 α
β = - 12λ
3α + 2λβ +1 = 0
β
0 α
3α + 2λβ + 1 = 0
ζ'3 = 0
β = - 12λ
 (a)  λ    (       ,1)3
2∋
 (b)  λ = 3
2
β
0 α
ζ'3 = 0
β = - 12λ
3α + 2λβ + 1 = 0
 (c)  λ    (          ,      )∋
2 10
3 3
2
Fig. 13. The relative position of z03 ¼ 0 and U 0ðhÞ ¼ 0:
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(ii) If I ðkÞðhnlÞ ¼ 0; k ¼ 0; 1; 2; 3; then I ð4ÞðhnlÞa0: In other words, the tangency at the
point ðP;QÞðhnlÞ of the curve Sl is at most quadruple.
Proof. Conclusion (i) follows by (57), (43) and Lemma 3.6. If I ðkÞðhnlÞ ¼ 0; k ¼
0; 1; 2; 3; 4; then by Lemmas 3.6, 3.7 and Remark 3.8, a and b satisfy (45)
and (43), respectively, and ðl; hnlÞ satisﬁes (46). Besides, by the discussion in
Section 4.1, hnl is a triple root of (51), i.e. J
ðiÞðhnlÞ ¼ 0; i ¼ 0; 1; 2; where JðhÞ ¼
z3h3 þ z2h2 þ z1h þ z0: Substituting (43) and (45) into JðhnlÞ ¼ 0; we obtain
K1ðl; hnlÞ ¼ 0: Eliminating a from JðhnlÞ ¼ 0 and J 0ðhnlÞ ¼ 0; and substituting (43)
into the resulting equation, we obtain K2ðl; hnlÞ ¼ 0: Finally, eliminating hnl from (46)
and Kiðl; hnlÞ ¼ 0; i ¼ 1; 2; we get LiðlÞ ¼ 0; i ¼ 1; 2: Both of them are
polynomials of l: Calculation shows, for example by Maple, L1ðlÞ ¼ 0 and L2ðlÞ ¼
0 have no common root for lAð 3
2
ﬃﬃﬃﬃ
10
p ;
ﬃﬃ
3
p
2
Þ,ð
ﬃﬃ
3
p
2
; 1Þ: If l ¼
ﬃﬃ
3
p
2
; it is easy to ﬁnd that
(46) and K1ð
ﬃﬃ
3
p
2
; hnlÞ ¼ 0 have no common root. This ﬁnishes the proof of
conclusion (ii). &
Denote the two branches of the curve CU by C
1
U and C
2
U ; respectively, above and
below the line fo ¼ 2l3 g:
Lemma 4.8. For z03o0; #ðC2o-C1U Þp2:
Proof. By Lemma 3.4, it is obvious that only in the last case of Fig. 6(c) it is possible
to have C2o-C1Uaf; and #ðC2o-C1UÞ must be even, taking into account the
multiplicity. Besides, in this case we must have lAð
ﬃﬃ
3
p
2
; 1Þ (Lemma 3.4), implying
U 0ðhÞo0; see Fig. 13(a). If #ðC2o-C1UÞ > 2; then #ðC2o-C1UÞX4; and there exist at
least 3 tangent points on C1U with respect to the vector ﬁeld (39) until the most right
intersection point M: Near M and right to M; the direction of vector ﬁeld (39) is
pointing downwards to C1U (see Fig. 14).
On the other hand, since z03o0; by (64) and(65) for hc1 the vector ﬁeld (39) is
pointing upwards with respect to C1U ; hence there is at least one more tangent point,
contradicting (64). &
Proposition 4.9. If lAð 3
2
ﬃﬃﬃﬃ
10
p ; 1Þ and z03o0; then NðI 00Þp4; where NðI 00Þ is the number of
zeros of I 00ðhÞ for h > 0:
Proof. By Lemma 4.7(i), if %hlahnl; then NðI 00Þ ¼ #ðCo-CUÞ; if %hl ¼ hnl ; then
NðI 00Þ ¼ #ðCo-CUÞ þ MðhnlÞ; where MðhnlÞ is the multiplicity of hnl as a zero of
I 00ðhÞ: By Lemma 4.7(ii), MðhnlÞp2:
Under condition (59), we will consider the two cases of w ¼ 3aþ 2lbþ 1o0
and w > 0 separately. Note that when lA½
ﬃﬃ
3
p
2 ; 1Þ; z03o0 implies wo0; see
Fig. 13.
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From (47), (57) and (61) we have
%hl > 0; Uð0Þ ¼ lð9 8l
2Þa
18 %hl
> 0 and Uð0Þ  2l
3
¼ lð9 8l
2Þ
54 %hl
w: ð66Þ
We ﬁrst suppose wo0; i.e. U 0ðhÞo0:
If %hlohnl ; then by Lemma 3.4 #ðC1o-C1UÞ ¼ 1; by Lemma 4.8, #ðC2o-C1UÞp2;
and it is obvious that #ðCo-C2UÞ ¼ 0; see Fig. 15(a). If %hl ¼ hnl ; then #ðCo-CUÞ ¼
#ðC2o-C1UÞp2 (Lemma 4.8), and MðhnlÞp2 (Lemma 4.7), hence NðI 00Þp4; see
Fig. 15(b).
If %hl > h
n
l ; then #ðCo-CU Þp3: In fact, if C2o-C1U ¼ f and #ðC2o-C2UÞ is bigger
than 3, it would be at least 5 (it must be odd), resulting in at least 4 ‘‘tangent points’’
on C2U ; and contradicting (64). If C
2
o-C1Uaf; then #ðC2o-C1UÞ ¼ 2; resulting in
two ‘‘tangent points’’ on C1U (see Fig. 15(c) and the analysis in the proof of Lemma
4.8). This implies #ðC2o-C2UÞ ¼ 1: In any case C1o-CU ¼ f:
In Fig. 15 we only illustrate the case that C2o cuts the line fo ¼ 2l3 g: If C2o does not
cut this line (see Fig. 6(c)), the proof is basically the same, and the discussion is more
simple.
Next, we suppose w > 0; i.e. U 0ðhÞ > 0: Then we have lAð 3
2
ﬃﬃﬃﬃ
10
p ;
ﬃﬃ
3
p
2
Þ (see Fig. 13(c)),
and C2o does not meet the line fo ¼ 2l3 g (see Lemma 3.4). By (66), Uð0Þ  2l3 > 0: We
only consider the case Uð0Þ > oð0Þ: If Uð0Þpoð0Þ; then the discussion is similar.
The key point is to use the number of tangent points on CU with respect to the vector
ﬁeld (39) to control #ðCo-CUÞ:
C2ω
h
C1ω C
1
U
M
0
A
ω
h*λ
2λ
3
Fig. 14. C2o-C1Uaf:
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If %hlohnl; then by the saddle property at the point A; the number of ‘‘tangent
points’’ on C1U is equal to #ðC1o-C1UÞ: On the other hand, this number is even, by
(64) #ðC1o-C1U Þp2: By (37) and (38) we have I 00ðhÞ ¼ I 000 ðhÞðaþ boðhÞ þ nðhÞÞ: As
h-þN; I 000 ðhÞo0 (Lemma 3.3(i)), oðhÞ-2l3 and nðhÞ-N (Lemma 3.1(ii)). This
implies I 00ðhÞ > 0 for hc1: By (60), CU must be above Co for hc1: Hence
#ðC2o-C2UÞ is also even (see Fig. 16(a)). On the other hand, by the same argument as
h
C1ω C1U
C2ω
C2U
h
C1ω
C1U
C2ω
C2U
(b)  hλ  =  h*λ
0
A
ω
hλ
2λ
3
h*λ
0
A
ω
2λ
3
h*λ
(a)  hλ  <  h*λ
h
C1ω C1U
C2ωC2U
(c)  hλ  >  h*λ
0
A
ω
2λ
3
h*λ hλ
Fig. 15. The case U 0ðhÞo0:
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in the proof of Lemma 4.8, z03o0 implies one more ‘‘tangent point’’ on C2U right to
the most right intersection point of C2o and C
2
U : Hence #ðC2U-C2oÞp2: By (64)
again, #ðC1o-C1U Þ ¼ 2 and #ðC2o-C2UÞ ¼ 2 do not hold at the same time, therefore
#ðCo-CUÞp2:
If %hl > h
n
l ; then both #ðC1o-C1UÞ and #ðC2o-C2UÞ are odd, and at least 1. By the
same arguments, both of them must be 1. Hence #ðCo-CUÞ ¼ 2; see Fig. 16(c).
Finally, if %hl ¼ hnl and MðhnlÞ ¼ 1; then I 00ðhÞ changes its sign as h passes the value
hnl : By Lemma 3.3(i) and (60), for 0ojh  hnl j{1; if C1U is above (resp., below) C1o;
then C2U must be below (resp., above) C
2
o: Hence, by the same arguments as above
we conclude that if #ðC1o-C1UÞ þ#ðC2o-C2UÞX3 then ð#ðC1o-C1UÞ;#ðC2o-C2UÞÞ
can only take values ð0; 3Þ; ð1; 2Þ; ð2; 1Þ or ð3; 0Þ: Therefore NðI 00Þ ¼ #ðCo-CUÞ þ
MðhnlÞp4: If %hl ¼ hnl and MðhnlÞ ¼ 2; then I 00ðhÞ keeps its sign as h passes the value
hnl ; implying both C
1
U and C
2
U ; respectively, above (or below) C
1
o and C
2
o at the same
time for 0ojh  hnl j{1: Hence if #ðC1o-C1UÞ þ#ðC2o-C2UÞX2 then
ð#ðC1o-C1U Þ;#ðC2o-C2UÞÞ can only take values ð0; 2Þ; ð1; 1Þ or ð2; 0Þ: We also
obtain NðI 00Þp4: &
5. Proof of conclusion (B2)
We use the same method and notation as in Section 4.1. Taking l-0 in (49) and
(51), we obtain
f1ðhÞ ¼ Z2h2 þ Z1h þ Z0- 27bð4h þ 1Þð4h þ 5aÞ
and
f2ðhÞ ¼ z3h3 þ z2h2 þ z1h þ z0- 729bð4h þ 1Þ2½4ð2a 1Þh  15a2:
Note that ða; bÞ satisﬁes (47). Hence, for 0oap1
4
; there is a d1 > 0; such
that for lAð0; d1Þ and all bo 12l; f1ðhÞ has at most one positive zero and
f2ðhÞ has no positive zero; for a > 14; there is a d2 > 0; such that for lAð0; d2Þ
and all bo 1
2l; f1ðhÞ has no positive zero and f2ðhÞ has at most one positive
zero. Let s1 ¼ minðd1; d2Þ; then by the same discussion as in Section 4.1,
for lAð0; s1Þ;#ðCP-CW Þp2; and hence IðhÞ has at most 4 zeros for hX0:
Note Ið0Þ ¼ 0; and by Lemma 2.9 Sl has no triple nor higher than triple
point.
6. Proof of conclusion (B3)
Lemma 6.1. limh-0þ
Q0ðhÞ
P0ðhÞ ¼ 12l and limh-0þ Q
00ðhÞP0ðhÞP00ðhÞQ0ðhÞ
ðP0ðhÞÞ3 ¼ 53l2:
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Proof. At the singularity ðh;P;QÞ ¼ ð0; 0; 0Þ the linearization of system (36) has the
matrix
12ð9 8l2Þ
1 0 0
2l 1 0
1 0 1
0B@
1CA:
h
C1ω
C1U
C2ω
C2U
h
C1ω
C1U
C2ω
C2U
0
A
ω
hλ h*λ
(a)  hλ  <  h*λ
2λ
3
0
A
ω
h*λ
(b)  hλ  =  h*λ
2λ
3
h
C1ω
C1U
C2ω
C2U
0
A
ω
h*λ
(c)  hλ  >  h*λ
2λ
3
hλ
Fig. 16. The case U 0ðhÞ > 0:
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The orbit under study is the unstable manifold corresponding to the eigenvalue 1
having an eigenvector
1
l
1=2
0@ 1A: Hence P0ð0Þ ¼ l; Q0ð0Þ ¼ 1
2
: For 0oh{1; let
h ¼ h;
P ¼ lh þ a2
2
h2 þ?;
Q ¼ 1
2
h þ b2
2
h2 þ?:
8>>><>>:
Substituting it into (36) we obtain
P00ð0Þ ¼ a2 ¼ 136 lð440l2  183Þ;
Q00ð0Þ ¼ b2 ¼ 559 l2  78:
Lemma 6.1 follows immediately. &
By Lemma 6.1 for lA½s1; 1 limh-0þ Q
00ðhÞP0ðhÞP00ðhÞQ0ðhÞ
ðP0ðhÞÞ3 ¼ 53l2 is strictly positive and
decreasing as l increases from s1: Hence, by the smoothness of Sl for lA½s1; 1; the
fact that the unique non-smooth point of S1 is away from h ¼ 0; and by the
compactness of the interval ½s1; 1; we can ﬁnd a positive h1; independent of l; such
that
Q00ðhÞP0ðhÞ  P00ðhÞQ0ðhÞ
ðP0ðhÞÞ3 X
5
6
for all hA½0; h1 and lA½s1; 1: Property (B3) of Theorem B is proved.
7. Proof of conclusion (B4)
By using (36) we determine the sign of d
2Q
dP2
along Sl for hc1: Since P0ðhÞ > 0 for
h > 0 (Lemma 2.2), we need only to estimate Q00ðhÞP0ðhÞ  P00ðhÞQ0ðhÞ: Modulo a
positive constant it is given by
cðh; lÞ ¼ 2 PðhÞ  2l
3
 	
ð18QðhÞ  24lPðhÞ  4l2 þ 9Þh3
þ c2ðPðhÞ;QðhÞ; lÞh2 þ c1ðPðhÞ;QðhÞ; lÞh þ c0ðPðhÞ;QðhÞ; lÞ;
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where c1 and c0 are polynomials of P; Q and l; the degree with respect to Q being
three, and
c2
2l
3
;QðhÞ; l
 	
¼ 5lð9 8l2Þð3QðhÞ  1Þð18QðhÞ  20l2 þ 9Þ:
By Lemma 2.7, for hc1
cðh; lÞ ¼ 72lð9 8l2Þ
B
3
4
;
3
2
 	
B
1
4
;
3
2
 	 15B
3
4
;
3
2
 	
B
1
4
;
3
2
 	  1
27
1þ 16
B
1
4
;
3
2
 	
0BB@
1CCA
2664
3775h3
þ Oðh3=2Þ
X 72s1 1þ O 1
h1=2
 	 	
h3;
for all lA½s1; 1Þ:Hence, there is a h2 > h1 such that for hXh2 and all lA½s1; 1Þd2QdP2 > 0
along Sl; i.e. Sl has no triple nor higher than triple point for hXh2:
8. Proof of conclusion (B5)
Let l ¼ 1; then system ð3Þ0 becomes
’x ¼ y;
’y ¼ xðx  1Þ2:
(
ð67Þ
System (67) has a centre at ð0; 0Þ and a cuspidal loop related to the singularity at
ð1; 0Þ; corresponding to h ¼ 1
12
: By the appendix of [DL2], the curve S1 has exactly
two inﬂection points M1 and M2: M2 is a triple point and M1 corresponds to the
cuspidal value h ¼ 112; hjM2 > 112; see Fig. 17(a). The tangent line of S1 at Mi must cut
S1 at a second point NiAS1; i ¼ 1; 2 (Lemma 2.9), see Fig. 17(b) and (c).
Note that the right-hand sides of system (36) are polynomials in P; Q; h and l;
SlACNð0;þNÞ for lAð0; 1Þ and S1AC1ð0;þNÞ-CNðð0; 112Þ,ð 112;þNÞÞ: Let us
take sufﬁciently small neighbourhoods U ðiÞCS1 of the respective points Mi; i ¼ 1; 2:
Then there is a small s2 > 0; such that for lAð1 s2; 1Þ we have:
(i) Sl has no triple nor higher than triple points for hA½h1; h2 and outside
U
ðiÞ
l CSl; where the U
ðiÞ
l are continuous deformations of U
ðiÞ; i ¼ 1; 2;
(ii) at the end points of U
ðiÞ
l ði ¼ 1; 2Þ on Sl; d
2Q
dP2
has different signs;
and
(iii) at any point on U
ðiÞ
l ; the tangent line of Sl cuts Sl at a point near Nli; the
continuous deformation of Ni; i ¼ 1; 2 (cf. Fig. 17(b) and (c)).
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Let us ﬁrst show that in each U
ðiÞ
l there is no quadruple nor higher than quadruple
point. In fact, the tangent line at such a point, by property (iii) above, must cut at
least one more point on Sl: This contradicts conclusion (B1) of Theorem B.
L
0 P
Q
Σ1
0 P
Q
Σ1
3
2λ
M
2
M
1
(b)
N
1
3
2λ
M
2
M
1
(a)
L
0 P
Q
Σ1
3
2λ
M
2
M
1
(c)
N
2
Fig. 17. The behaviour of S1:
Σλ
Σλ
Fig. 18. Hypothetical shape of Sl:
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By property (ii), in each U
ðiÞ
l there exists at least one triple point, i ¼ 1; 2: Let us
show that the triple point is unique. In fact, if this was not the case, then there would
at least be three triple points in a U
ðiÞ
l ; inducing the existence of a straight line,
tangent to Sl at two points on U
ðiÞ
l at the same time (see Fig. 18). By property (iii),
this also contradicts conclusion (B1) of Theorem B. &
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