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1 緒言
昨今，予測技術は多くの場面で利用されている．あらゆる事象の時
系列変化を，あらかじめ予測することで，事前に必要な対応を行うこ
とができ，多くの場合，それから受ける悪影響を減らすことができる．
このような事象の時系列変化の予測は，学問の本来の目的の一つとい
えよう．
もしも，その事象の時系列変化の要因となる力学構造が既知のもの
であれば，数理モデルを作成し，シミュレーションをすることで，高
精度な長期予測が可能である (あくまでモデルに含まれない外的要因
が発生しないという前提であるが)．
一方，要因となる力学構造が不明，もしくは確率的な要因が含まれ
る事象の時系列変化に関しては，その予測結果は誤差を含んだものと
なる．予測技術を考える以上，その予測アルゴリズムは，誤差をでき
るだけ小さくし，かつ計算が簡潔で，短時間で予測結果が求められる
ものであることが求められるが，それらの条件を実用可能な範囲で満
たした上でこのような対象を予測する方法として，現在，二つの方法
が考えられている．
一つは線形統計モデルを用いた方法である [1]．この方法は，未来の
データを過去のデータの線形結合で表すことができるという考えの下
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でモデルを作成し，シミュレーションすることで予測する方法である．
この方法は，一定の手続きに従って機械的に利用でき，使用方法が比
較的簡単であることから，この考えに基づいている線形自己回帰モデ
ル (以下，ＡＲモデル)といった手法は，現在，多くの場面で予測手法
として用いられている．
もう一つの方法が，状態空間再構成の概念を利用した方法である [3]．
この方法は，時系列データから，状態空間上の軌道 (以下，再構成軌
道)を再構成し，その再構成軌道に局所線形手法を用いることで予測
する方法である．同手法は，局所的に近接する再構成軌道がほぼ平行
である対象に対しては高い予測精度を実現する [18]．だが同手法は，
予測のためのパラメーター (後述する埋め込み次元と遅延時間)を決定
する理論が構築されておらず，それらを決定するには利用者の経験を
必要とするため，一般的な場面で利用されることは少ないが，特に高
い予測精度が求められる場面において利用されている．尚，小型船の
不規則波中船体横揺れ角の時系列データの予測は上野ら [17]によって
試みられている．
以上のように，要因となる力学構造が不明，もしくは確率的な要因が
含まれる事象の時系列変化を予測する方法として，二つの方法が考え
られるが，いずれの予測方法も，予測値として適用する上で十分な精
度の予測を安定的に実現するには，十分な数の過去データ数を必要と
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するという，問題点を有している．過去データ数が少ない場合であっ
ても，十分な精度で安定的に，要因となる力学構造が不明，もしくは
確率的な要因が含まれる事象の時系列変化を予測する手法の実現を，
本研究の主要な目的とする．
Rappら (1993) [11]はフィルターを通したノイズがあたかも低次元カ
オスの如く振る舞うことをGrassberger-Procaccia法 (GP法)(1983) [5]
で求めた相関次元を検証することによって示している．一般にノイズ
に対して相関次元は埋め込み次元mの増加とともに増加し, 有限値に
収まることはないが，フィルターを通したノイズの相関次元は有限な
埋め込み次元mに対して有限値に収まる．この結果は共振系狭帯域応
答である不規則波中船体横揺れ角の時系列データと低次元カオスの類
似性を論じるうえで重要となる. 尚，不規則波中船体横揺れ角の時系
列データのGP法による解析に関しては，川島による先駆的研究があ
る [7]．
動揺システムは少なくとも一つの共振周波数を有し，その周波数で
は小さい入力で大きい振幅が発生する．一方，その他の周波数では伝
達は減少する．そして，出力スペクトルが共振周波数付近の狭い帯域
に限られているので，出力は狭帯域応答であり，その典型的な時系列
は振幅と位相が変化する正弦波に類似している（Fig.1.1参照）．す
なわち，システムの共振周波数の存在はある種のフィルタとして作用
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する．
このフィルタリング効果により低次元カオスと不規則波中船体横揺
れのような共振系狭帯域応答の間には次のような類似点が生じると考
えられる [18, 19].
(1)相関次元が有限値に収まる.
(2)局所的に近接する再構成軌道がほぼ平行である．
(3)短期予測可能で予測誤差が予測ステップ数に依存する.
これらの性質は共振系狭帯域応答の時系列データの予測に利用でき
る．
本研究では，構成成分が初期位相に依存しない対象に関しては，そ
のフェーズ・ランダマイズド・サロゲートデータ [15]から構成した再
構成軌道の幾何学的な特性が変化しないという性質 [6]を利用するこ
とで，参考とする過去のデータ数が少ない場合であっても，再構成軌
道を利用した予測を高精度で実現する手法を提案する．
Fig.1.1 共振系狭帯域応答
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2 不規則波中船体横揺れ角の時系列データ
本研究で用いた船の横揺れ角の時系列データは，1997年から2010年
までに本学実習艇「ひよどり」において東京湾で計測されたものの中
から，片振幅が 10[deg]を超える横揺れが観測された二つのデータを
抽出し,それぞれData1,Data2とし主な解析対象とした (Fig.2.1を参
照)．また実験装置動揺慣性測定装置 (株式会社トキメック TMOS-
1500型)である. 1回の計測時間は 819.2[sec]で，サンプリング周期は
0.1[sec]である．不規則波中の船体横揺れ角の変動は，共振系狭帯域
応答であり，船の共振周波数付近の狭い帯域の周波数成分から構成さ
れている．計測環境に起因するノイズ成分を除去するために，バンド
パスフィルタを用いて，0.05[Hz]以上，0.5[Hz]以下の成分を取り出し，
解析に用いた (Fig.2.2,Fig.2.3参照)．
Fig.2.1 計測海域 [6]
7
Fig.2.2 Data1の時系列データの一部
Fig.2.3 Data2の時系列データの一部
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3 スペクトル密度関数による船体横揺れの時系
列解析
3.1 スペクトル解析結果
ピリオドグラム法を用いてData1及びData2それぞれのスペクト
ル解析した結果をFig.3.1，Fig.3.2に示す．なお，データ長は解析を
する上で十分な長さと思われる 800.0[sec]を用いた．
Fig.3.1，Fig.3.2の結果から明らかなように，不規則波中船体横揺
れは共振系狭帯域応答の一種である．この性質が，後の議論で重要な
意味を有することになる．
Fig.3.1 Data1のパワースペクトル密度関数 (PGM)
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Fig.3.2 Data2のパワースペクトル密度関数 (PGM)
3.2 フェーズ・ランダマイズド・サロゲートデータ
共振系狭帯域応答である不規則波中の船体横揺れの時系列データ
は、後述する再構成軌道の特徴が初期位相に依存しないことを4.3.3節
にて示しているが，本研究では，このことを示すために，フェーズ・
ランダマイズド・サロゲートデータ [15] (以下，サロゲートデータ)を
用いた.その作成方法は以下のとおりである.
計測された時系列データを y(t)とする.さらに
y(t) ; 1
2
a0 +
NX
n=1
fan cos (n!t) + bn sin (n!t)g (3.1)
と近似し，
10
an =
2
T
Z T
2
¡T2
f(t) cos(2¼nf0t)dt
bn =
2
T
Z T
2
¡T2
f(t) sin(2¼nf0t)dt
から an,bnを求める.サロゲートデータはこの an,bnを用いて再合成す
る際に任意の位相を変化させることによって作成する.すなわち,作成
されたサロゲートデータを ys(t)とおくと,
ys(t) =
NX
n=1
p
a2n + b
2
n cos (n!t+ "(n)) (3.2)
となる.なお,"(n)は 0から 2¼の間に分布する乱数である.この ys(t)の
平均¹および自己相関関数C(¿)について考察してみると
¹ =
1
T
Z T
2
¡T2
ys(t)dt = 0 (3.3)
C(¿) = lim
T!1
1
T
Z T
2
¡T2
ys(t)ys(t+ ¿ )dt
=
NX
n=1
1
2
(a2n + b
2
n) cos(n!¿) (3.4)
となる.
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4 再構成軌道を用いた時系列解析
4.1 再構成軌道
本節では,時間遅れ座標系を用いた再構成軌道について説明する. こ
の方法は，Packardら [10]によって提案され，Takensによって理論的
な裏付けがなされた [14]．通常自然界においては多変数の現象を同時
計測することは困難であるため, 計測された１変数のデータ x(t)から
背景となる力学系を再構成する必要がある. もし,x(t)が微分方程式に
より記述されるものであればµ
x(t);
dx(t)
dt
;
d2x(t)
dt2
; ¢ ¢ ¢ ; d
m¡1x(t)
dtm¡1
¶
(4.1)
という微分座標系を用いることが考えられる [10].しかしこの方法で
は高周波ノイズを増幅する危険性がある.
これに対して用いられるのが時間遅れ座標系を用いる方法で,Takens
の埋め込み定理に基づく方法である. 具体的には,時間遅れを ¿として
m次元の再構成軌道空間内において
X(t) = (x(t); x(t¡ ¿); x(t¡ 2¿); ¢ ¢ ¢ ; x(t¡ (m¡ 1)¿) (4.2)
となるm次元埋め込みベクトルを構成する.このときのmを埋め込み
次元と呼ぶ. また，このときの時間遅れ ¿を遅延時間と呼ぶ．このベ
クトルの軌跡が再構成軌道である. 埋め込み次元は後述する相関次
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元よりも大きい値をとる必要がある．Takensの埋め込み定理は Stark
ら [13]により強制系及び確率系に対して拡張され，本研究の基礎と
なっている. Data1とData2の埋め込み次元 3のときの再構成軌道を
Fig.4.1,Fig4.2に示す．
Fig.4.1 Data1の再構成軌道 (遅延時間 0.7sec)
Fig.4.2 Data2の再構成軌道 (遅延時間 0.7sec)
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4.2 再構成軌道の相関次元
再構成軌道を用いた予測が可能であるための必要条件を検証するた
めに，相関次元の推定を行った．再構成軌道の相関次元Dcとはフラ
クタル次元の一種である．本研究では，以下に紹介するGrassberger-
Procaccia法 (GP法) [5]を用いて相関次元Dcを求める．まず,
C(") =
1
N2
NX
i;j=1
H("¡ jxi ¡ xjj) (4.3)
を求める.ここでNはデータ数,"は超球半径,H(・)はヘビサイド (Hevi-
side)関数で,
H(x) =
8><>>:
1 (x ¸ 0)
0 (x < 0)
(4.4)
である.jxi¡xjjはベクトルxi,xjの距離である.ここではユークリッド
距離を用いた.
実際には< log ":V S: log(C(")) >プロットを作成し, この直線近似
できる区間の傾きから相関次元を求めることが出来る.また, 計算にお
いては時間短縮のためすべての点を用いるのではなくランダムに抽出
した 4000点に関して行った. Data1及びData2の相関次元解析の結果
をFig.4.3,Fig.4.4に示す.
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Fig.4.3 Data1の相関次元
Fig.4.4 Data2の相関次元
Data1とData2は有限な埋め込み次元mに対して相関次元が約 1.9に
収束している. x(t)が過去の値の関数とみなせることを意味している．
すなわち，
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x(t) = f(x(t); x(t¡ ¿); ¢ ¢ ¢ ; x(t¡ (m¡ 1)¿))
と表せるための必要条件が得られたということである．
4.3 再構成軌道の平行度解析
4.3.1 近接する再構成軌道の平行度の評価
近接する再構成軌道がどの程度平行であるかを指標として観測され
た時系列データの決定論的特性を判断する方法の代表的なものとして
は，Waylandら [21]の方法と藤本ら [4]の方法がある。本研究ではよ
り容易な計算で判断できる上野ら [19]が提案した方法を利用する．以
下にその方法を紹介する．
m次元再構成軌道空間における再構成軌道から無作為にN1個の基
準点となる埋め込みベクトル
xi;1(ti;1) = (x(ti;1); x(ti;1 ¡ ¿); ¢ ¢ ¢ ; x(ti;1 ¡ (m¡ 1)¿))
(i = 1; ¢ ¢ ¢ ; N1) (4.5)
を選ぶ.このxi;1にユークリッド距離において近いN2個の近傍ベクト
ルを
xi;j(ti;j) (j = 2; ¢ ¢ ¢ ; N2 + 1) (4.6)
とし,さらにはそれぞれ ¿後のベクトルとの間に,
yi;j(ti;j) = xi;j(ti;j + ¿)¡ xi;j(ti;j) (4.7)
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を求める.(Fig.4.5を参照)．
Fig.4.5 近傍変位ベクトルの平行度 [19,20]
この時,yi;jそれぞれの単位ベクトルの内積の平均値を ®とし,以下の
式で求める.
®i =
1
N2(N2 + 1)
N2+1X
j=1
k=1
j 6=k
yi;j(ti;j) ¢ yi;k(ti;k)
kyi;j(ti;j)kkyi;k(ti; k)k (4.8)
® =
1
N1
N1X
i=1
®i (4.9)
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この®を用い,指標 ¯を求める.
¯ = 1¡ ® (4.10)
再構成軌道が平行に近いほど，すなわち，決定論的であるほど，指
標 ¯は 0に近づく. この指標 ¯を用いて，船体横揺れの時系列データ,
ホワイトノイズ, Compaq Digital Visual Fortran Professional Edition
6.0.AのRAN()コマンドで作った疑似乱数，そして次に示すローレン
ツモデル [8]の x成分をそれぞれ評価対象とした. なお，N1，N2は藤
本ら [4]の論文を参照して決定し，N1 = 400，N2 = 4とした．
4.3.2 ローレンツモデル
ローレンツモデル (Lorenz,1963) [8]とは以下の式を数値的に解くこ
とにより求めることが出来る決定論的カオスである [16]. 本研究にお
いてはこの内の x成分を用いた.なお初期値は x(0) = ¡1:81,y(0) =
0:01,z(0) = 0:01とした.また時間の刻み幅は ±t = 0:01とした.
8>>>>>><>>>>>:
dx=dt = ¡16(x¡ y)
dy=dt = ¡xz + 40x¡ y
dz=dt = xy ¡ 4z
(4.11)
Fig.4.6にx成分の時系列データを示す. Fig.4.7にアトラクター,Fig.4.8
に x成分の再構成軌道を示す.Fig.4.9に x成分のパワースペクトル密
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度関数を示す.
Fig.4.6 x軸成分の時系列データ [8, 18]
Fig.4.7 ローレンツモデルのアトラクタ [8, 18]
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Fig.4.8 ローレンツモデルの再構成軌道 [8, 18]
Fig.4.9 x成分のパワースペクトル密度関数 (PGM) [8,18]
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4.3.3 平行度評価の結果
Fig.4.10 平行度の計算結果 [19,20]（○:船体横揺れの時系
列データの平行度，□:ローレンツモデルの x成分の平行度，
▲:ホワイトノイズの平行度，△:Compaq Digital Visual For-
tran Professional Edition 6.0.AのRAN()コマンドで作った
疑似乱数の平行度）
Fig.4.10の解析結果から，共振系狭帯域応答である船体横揺れの時
系列データの平行度は，確率論的な時系列データであるホワイトノイ
ズ，及び，疑似乱数の平行度よりも，決定論的な時系列データである
ローレンツモデルの平行度に近い特性を持っていることが分かる [19]．
これは船体横揺れは運動方程式に支配され，共振周波数が存在するた
めである．
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ここで，決定論的な性質を持つと考えられるローレンツモデルと，
船体横揺れの時系列データのサロゲートデータを作成し，それぞれの
サロゲートデータの平行度 ¯ を計算した．Fig.4.11にその結果を示す．
Fig.4.11 サロゲートデータの平行度の計算結果 [19, 20]
（○:船体横揺れの時系列データの平行度，○:船体横揺れ時系
列データから作成したサロゲートデータの平行度□:ローレ
ンツモデルのx成分の平行度，□:ローレンツモデルから作成
したサロゲートデータの平行度▲:ホワイトノイズの平行度）
Fig.4.13に示される結果から，ローレンツモデルのサロゲートデー
タの平行度が減少した．すなわち ¯ 値が増加した．これは，ローレ
ンツモデルが初期値に鋭敏に反応する決定論的カオスであるためであ
り，Waylandら [21]の結果とも一致する．尚，ローレンツモデルの存
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在に関しては，近年，Tuckerによって示されている [16]．船体横揺れ
の時系列データから作成したサロゲートデータの平行度は，オリジナ
ルデータの平行度と非常に近い特性を持っていることが分かる．この
ことから，ローレンツモデルのx成分の時系列データの複雑さの特性
は初期位相に依存するが，船体横揺れの時系列データの複雑さは，初
期位相に依存しないことが分かる [6]．
4.4 再構成軌道を用いた短期予測
時系列データの再構成軌道における平行の度合いが高い場合，再構
成軌道を利用した予測をすることができる [3]．まずm次元の再構成
軌道上に，最新の観測ベクトル
x(t0) = (x(t0); x(t0 ¡ ±t); ¢ ¢ ¢ ; x(t0 ¡ (m¡ 1)±t)) (4.12)
を中心とする半径"の超球をとる．この超球内に入る他の点即ち過去の
観測ベクトルである近傍点をyt0(ti)(i = 1; 2; ¢ ¢ ¢ ; n)とする．yt0(ti)(i =
1; 2; ¢ ¢ ¢ ; n)の中で最新の観測ベクトル x(t0)と最も近いものを yt0(tj)
とする．更にそれに対する微小変位ベクトルを ±yt0(ti) = yt0(ti) ¡
yt0(tj)として，それらの集合行列Y，
¶Yを
Y = [±yt0(t1); ±yt0(t2); ¢ ¢ ¢ ; ±yt0(ti); ¢ ¢ ¢ ; ±yt0(tn)]
¶Y = [±yt0(t1 + s); ±yt0(t2 + s); ¢ ¢ ¢ ; ±yt0(ti + s); ¢ ¢ ¢ ; ±yt0(tn + s)]
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として定義すると，ある写像F を用いて
¶Y = FY (4.13)
と表せる．ここでのFは
F = ¶YYT (YYT )¡1 (4.14)
で求められるm×m行列である．
このFを用いて，以下のような予測式が得られる．
~x(t0 + s) = F(x(t0)¡ yt0(tj)) + yt0(tj + s) (4.15)
ここで ~x(t0 + s)は再構成軌道上における予測点である．この ~x(t0 + s)
の座標情報から，時系列データの予測値を求めることができる．
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5 サロゲートデータを利用した短期予測
5.1 サロゲートデータを利用した予測手法の提案
再構成軌道を利用した予測手法は，十分な数の近傍点数を得るため
に，長時間の過去データを必要とする．このため，再構成軌道を利用
した予測手法は，計測を開始してからすぐに予測を開始することがで
きないという欠点を有していた．この欠点の改善のために，サロゲー
トデータを利用することを考えた．
近接した再構成軌道の平行度を解析した結果，船体横揺れ角の時系
列データのサロゲートデータの平行度はオリジナルデータの平行度と
ほぼ同じ特性を持つことがわかった．これは横揺れ角の時系列データ
の複雑さは初期位相には依存していないことを意味する．従って，サ
ロゲートデータを用いて過去のデータ数の不足分を補うことができる
と考えられる．
すなわち，船体横揺れ角のように，複雑さが初期位相に依存しない時
系列データに関しては，予測の対象となる時系列データの過去のデー
タ数が少ない場合であっても，時系列データのスペクトルからサロゲー
トデータを構成し，サロゲートデータの再構成軌道上の近傍点を予測
のための参考の対象とすることで，十分な数の近傍点数を得ることが
できるため，短期予測が可能になると考えられる．提案する予測手法
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のイメージ図をFig.5.1に示す．
Fig.5.1 提案手法のイメージ図
 
5.2 提案手法による予測結果の比較検証
本研究では，以上の仮定が正しいかを検証するために，PM型のス
ペクトルを有する強制モーメントm(t)を運動方程式
ÄÁ+ 0:1 _Á+ 0:1j _Áj _Á+ Á+ 0:5Á3 = m(t) (5.1)
に代入して求めたシミュレーションデータ，ならびに，実際の船体横
揺れ角の時系列データData1，Data2を対象に，プログラムを作成し，
提案手法を用いて 30ステップ先の予測計算を実施した．尚，(5.1)式
のパラメーターの設定は，Robertsの論文を参考にした [12]．シミュ
レーションデータの一部と，再構成軌道をFig5.2,Fig5.3に示す．
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Fig.5.2 シミュレーションデータの一部
Fig.5.3 シミュレーションデータの再構成軌道 (遅延時間 0.7sec)
予測対象時間は計測開始から 33秒時点から 63秒時点 (i)と計測開
始から 13秒時点から 43秒時点 (ii)の二通りを検証した．(i)，(ii)いず
27
れの場合も，予測を開始するまでの計測時間が短いため，十分な数の
近傍点を集めることが難しく，再構成軌道を用いた予測手法を適用す
ることが従来困難であったが，本研究ではサロゲートデータを利用す
ることで十分な数の近傍点を得ることができ，予測することが可能と
なった．
本研究では提案手法の予測精度の比較のためにARモデルによる予
測を平行して実施し，結果を比較した．尚，ARモデルの次数設定は
AICに基づいて決定した [2]．尚，再構成軌道を利用した予測を実施す
る際の遅延時間と埋め込み次元は，本検証においてはそれぞれ，遅延
時間を 0.4秒，埋め込み次元を 12として使用した．これらのパラメー
ターは，船体横揺れ角の予測を行う上で，問題ない精度で予測を実施
できるパラメーター設定であることを事前に確認した上で決定した．
また，サロゲートデータは，予測開始時点 ((i)計測開始時点から 10秒
時点，(ii)計測開始から 30秒時点) までに計測されたデータからそれ
ぞれ 20個作成し，予測に利用した．
5.2.1 予測値と実測値の比較
各手法を用いて 30ステップ先を予測した予測値と実測値の比較結
果を以下に示す．Fig.5.4はシミュレーションデータ (予測対象，計
測開始から 33秒時点から 63秒時点)の提案手法による予測結果を示
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す．Fig.5.5はシミュレーションデータ (予測対象，計測開始から33秒
時点から 63秒時点)のARモデルによる予測結果を示す．Fig.5.6は
Data1(予測対象，計測開始から 33秒時点から 63秒時点)の提案手法
による予測結果を示す．Fig.5.7はData1(予測対象，計測開始から 33
秒時点から63秒時点)のARモデルによる予測結果を示す．Fig.5.8は
Data2(予測対象，計測開始から33秒時点から63秒時点)の提案手法に
よる予測結果を示す．Fig.5.9はData2(予測対象，計測開始から 33秒
時点から 63秒時点)のARモデルによる予測結果を示す．Fig.5.10は
シミュレーションデータ (予測対象，計測開始から13秒時点から 43秒
時点)の提案手法による予測結果を示す．Fig.5.11はシミュレーショ
ンデータ (予測対象，計測開始から13秒時点から43秒時点)のARモデ
ルによる予測結果を示す．Fig.5.12はData1(予測対象，計測開始から
13秒時点から 43秒時点)の提案手法による予測結果を示す．Fig.5.13
はData1(予測対象，計測開始から13秒時点から43秒時点)のARモデ
ルによる予測結果を示す．Fig.5.14はData2(予測対象，計測開始から
13秒時点から 43秒時点)の提案手法による予測結果を示す．Fig.5.15
はData2(予測対象，計測開始から 13秒時点から 43秒時点)のARモ
デルによる予測結果を示す．
検証の結果，ARモデルを用いた予測結果は，急激な振幅の変動に
追従できていない箇所が多く見られた．それに対し，提案手法を用い
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た予測結果は，予測対象の変動を追従できていると考えられる．
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i)予測対象，計測開始から 33秒時点から 63秒時点．
Fig.5.4 シミュレーションデータの予測値と実測値の比較 (提案手法)
Fig.5.5 シミュレーションデータの予測値と実測値の比較 (ARモデル)
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Fig.5.6 Data1の予測値と実測値の比較 (提案手法)
Fig.5.7 Data1の予測値と実測値の比較 (ARモデル)
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Fig.5.8 Data2の予測値と実測値の比較 (提案手法)
Fig.5.9 Data2の予測値と実測値の比較 (ARモデル)
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ii)予測対象，計測開始から 13秒時点から 43秒時点．
Fig.5.10 シミュレーションデータの予測値と実測値の比較 (提案手法)
Fig.5.11 シミュレーションデータの予測値と実測値の比較(ARモデル)
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Fig.5.12 Data1の予測値と実測値の比較 (提案手法)
Fig.5.13 Data1の予測値と実測値の比較 (ARモデル)
35
Fig.5.14 Data2の予測値と実測値の比較 (提案手法)
Fig.5.15 Data2の予測値と実測値の比較 (ARモデル)
5.2.2 予測値と実測値の散布図
各手法を用いて30ステップ先を予測した予測値と実測値の散布図を
用いた比較結果を以下に示す．それぞれの予測結果を相関係数，R.R.M.S.E
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から評価した．予測ステップ数を ¿，データ数をN，tにおける予測値
を y(t)，tにおける実測値をx(t)，標準偏差を¾とすると，¿ステップ
先のR.R.M.S.E(¿)は以下の式で定義される．
R:R:M:S:E(¿) =
f 1
N ¡ ¿
N¡¿X
t=1
[y(t+ ¿ )¡ x(t+ ¿)]2g12
¾
(5.2)
R.R.M.S.Eが0ならば予測は完璧である．一方，R.R.M.S.Eが1ならば，
予測値はその時刻における値が元のデータの平均値と等しいと予測す
ることと同程度の意義しか持たない．一般的に，R.R.M.S.Eが 0:5を
超える場合は，予測としての信頼性を失うとされている [9]．Fig.5.16
はシミュレーションデータ (予測対象，計測開始から 33秒時点から 63
秒時点)の提案手法による予測値と実測値の散布図を示す．Fig.5.17
はシミュレーションデータ (予測対象，計測開始から 33秒時点から 63
秒時点)のARモデルによる予測値と実測値の散布図を示す．Fig.5.18
はData1(予測対象，計測開始から33秒時点から63秒時点)の提案手法
による予測値と実測値の散布図を示す．Fig.5.19はData1(予測対象，
計測開始から33秒時点から 63秒時点)のARモデルによる予測値と実
測値の散布図を示す．Fig.5.20はData2(予測対象，計測開始から 33
秒時点から 63秒時点)の提案手法による予測値と実測値の散布図を示
す．Fig.5.21はData2(予測対象，計測開始から 33秒時点から 63秒時
点)のARモデルによる予測値と実測値の散布図を示す．Fig.5.22は
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シミュレーションデータ (予測対象，計測開始から13秒時点から 43秒
時点)の提案手法による予測値と実測値の散布図を示す．Fig.5.23は
シミュレーションデータ (予測対象，計測開始から13秒時点から 43秒
時点)のARモデルによる予測値と実測値の散布図を示す．Fig.5.24
はData1(予測対象，計測開始から13秒時点から43秒時点)の提案手法
による予測値と実測値の散布図を示す．Fig.5.25はData1(予測対象，
計測開始から13秒時点から 43秒時点)のARモデルによる予測値と実
測値の散布図を示す．Fig.5.26はData2(予測対象，計測開始から 13
秒時点から 43秒時点)の提案手法による予測値と実測値の散布図を示
す．Fig.5.27はData2(予測対象，計測開始から 13秒時点から 43秒時
点)のARモデルによる予測値と実測値の散布図を示す．
提案手法による予測結果の散布図と，ARモデルによる予測結果の
散布図を比較した結果，全体的に提案手法の予測精度がARモデルの
予測精度を上回っていた．ARモデルを用いた予測結果は，ある程度，
高い相関係数を示しているが，R.R.M.S.Eが高い値を示しており，予
測としての信頼性を失っていると考えられる．また，散布図を用いて
検証することで，ARモデルを用いた予測結果は位相差が生じている
ことが顕著に確認できた．それに対して，提案手法は十分な精度で予
測できており，サロゲートデータを用いることで，データの不足を補
うことができたと考えられる．
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i)予測対象，計測開始から 33秒時点から 63秒時点．
Fig.5.16 シミュレーションデータの予測値と実測値の散布図 (提案手法)
Fig.5.17 シミュレーションデータの予測値と実測値の散布図 (ARモデル)
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Fig.5.18 Data1の予測値と実測値の散布図 (提案手法)
Fig.5.19 Data1の予測値と実測値の散布図 (ARモデル)
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Fig.5.20 Data2の予測値と実測値の散布図 (提案手法)
Fig.5.21 Data2の予測値と実測値の散布図 (ARモデル)
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ii)予測対象，計測開始から 13秒時点から 43秒時点．
Fig.5.22 シミュレーションデータの予測値と実測値の散布図 (提案手法)
Fig.5.23 シミュレーションデータの予測値と実測値の散布図 (ARモデル)
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Fig.5.24 Data1の予測値と実測値の散布図 (提案手法)
Fig.5.25 Data1の予測値と実測値の散布図 (ARモデル)
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Fig.5.26 Data2の予測値と実測値の散布図 (提案手法)
Fig.5.27 Data2の予測値と実測値の散布図 (ARモデル)
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5.2.3 予測ステップ数の変化による誤差の変動
予測ステップ数の変化による誤差の変動を，相関係数，ならびに，
R.R.M.S.Eから評価した．
以下に予測ステップ数の変化による相関係数，ならびに，R.R.M.S.E
の変動結果を以下に示す．Fig.5.28はシミュレーションデータ (予測対
象，計測開始から33秒時点から63秒時点)の予測ステップ数の変化に
よる相関係数の変動を示す．Fig.5.29はシミュレーションデータ (予測
対象，計測開始から33秒時点から 63秒時点)の予測ステップ数の変化
によるR.R.M.S.Eの変動を示す．Fig.5.30はData1(予測対象，計測開
始から33秒時点から63秒時点)の予測ステップ数の変化による相関係
数の変動を示す．Fig.5.31はData1(予測対象，計測開始から33秒時点
から 63秒時点)の予測ステップ数の変化によるR.R.M.S.Eの変動を示
す．Fig.5.32はData2(予測対象，計測開始から 33秒時点から 63秒時
点)の予測ステップ数の変化による相関係数の変動を示す．Fig.5.33は
Data2(予測対象，計測開始から33秒時点から63秒時点)の予測ステッ
プ数の変化による R.R.M.S.Eの変動を示す．Fig.5.34はシミュレー
ションデータ (予測対象，計測開始から 13秒時点から 43秒時点)の予
測ステップ数の変化による相関係数の変動を示す．Fig.5.35はシミュ
レーションデータ (予測対象，計測開始から 13秒時点から 43秒時点)
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の予測ステップ数の変化によるR.R.M.S.Eの変動を示す．Fig.5.36は
Data1(予測対象，計測開始から13秒時点から43秒時点)の予測ステッ
プ数の変化による相関係数の変動を示す．Fig.5.37はData1(予測対
象，計測開始から13秒時点から43秒時点)の予測ステップ数の変化に
よるR.R.M.S.Eの変動を示す．Fig.5.38はData2(予測対象，計測開
始から13秒時点から43秒時点)の予測ステップ数の変化による相関係
数の変動を示す．Fig.5.39はData2(予測対象，計測開始から 13秒時
点から 43秒時点)の予測ステップ数の変化によるR.R.M.S.Eの変動を
示す．
両手法とも，5ステップ前後まではそれほど相関係数，R.R.M.S.Eと
もにそれほど差は見られなかった．だが，ARモデルを用いた予測結
果は，20ステップを超えたあたりからR.R.M.S.Eが 0.5を超えるケー
スが多く見られた．それに対し，提案手法に関しては，ステップが増
加しても，相関係数，R.R.M.S.Eともにそれほど変動しなかった．今
回検証したすべてのケースにおいて，5ステップを超えた予測に関し
ては，提案手法の予測精度が，ARモデルを用いた予測精度を上回っ
ていたことが，相関係数及びR.R.M.S.Eの検証から分かった．
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i)予測対象，計測開始から 33秒時点から 63秒時点．
Fig.5.28 シミュレーションデータの予測ステップ数の変化による相関
係数の変動
Fig.5.29 シミュレーションデータの予測ステップ数の変化による
R.R.M.S.Eの変動
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Fig.5.30 Data1の予測ステップ数の変化による相関係数の変動
Fig.5.31 Data1の予測ステップ数の変化によるR.R.M.S.Eの変動
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Fig.5.32 Data2の予測ステップ数の変化による相関係数の変動
Fig.5.33 Data2の予測ステップ数の変化によるR.R.M.S.Eの変動
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ii)予測対象，計測開始から 13秒時点から 43秒時点．
Fig.5.34 シミュレーションデータの予測ステップ数の変化による相関
係数の変動
Fig.5.35 シミュレーションデータの予測ステップ数の変化による
R.R.M.S.Eの変動
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Fig.5.36 Data1の予測ステップ数の変化による相関係数の変動
Fig.5.37 Data1の予測ステップ数の変化によるR.R.M.S.Eの変動
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Fig.5.38 Data2の予測ステップ数の変化による相関係数の変動
Fig.5.39 Data2の予測ステップ数の変化によるR.R.M.S.Eの変動
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5.2.4 提案手法による予測結果の検証
以上の検証から，参考とするデータ数が少ない時にARモデルを用
いて予測した結果は，変動の周期性はとらえているが，大域的な近似
を用いているため，急激な振幅の変化には対応できていない．このた
め相関係数は比較的高い値を示すが，R.R.M.S.Eが高い値を示し予測
精度は良好とはいえない．今日，多くの事例に対してARモデルが用
いられているが，この問題に関しては，再考を要すると考えられる．
それに対し，提案手法は，サロゲートデータを用いることで参考と
するデータの不足を補うことができたと考えられる．今回，予測を実施
したすべての対象に対し，30ステップ先の予測値と実測値の相関係数
が0.96を上回っており，急激な振幅の変化も追従することができた．
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6 結言
本研究では，従来，データ数が不十分なため，再構成軌道を用いた
予測手法を適用できなかった時系列データに対し，同手法を適用させ
る手法を提案した．そのため，予測の対象となる時系列データのサロ
ゲートデータを作成し，サロゲートデータの変位ベクトルも，予測の
ための参考の対象とすることで，データ数が不十分な時系列データに
対しても，再構成軌道を用いた予測手法を適用することができると仮
定した．
上記の仮定を，プログラムを作成し，シミュレーションデータ及び船
体横揺れの時系列データを対象として，実際に計算することで検証し
た．検証の結果，今回予測を実施した全ての対象において，30ステッ
プ先の予測値と実測値の相関係数が0.96を超える精度で予測をするこ
とができた．提案手法は計測開始から予測を開始するまでの時間が非
常に短いにもかかわらず，サロゲートデータを用いることで参考とす
るデータの不足を補うことができ，十分な精度で予測をすることがで
きたと考えられる．
再構成軌道を用いた予測を行う上での今後の課題として，最適な遅
延時間と埋め込み次元を選択するための理論の構築が望まれる．
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