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Abstract
For several years (from 2011) Switzerland has started a project to reduce consumption
of the country’s electrical energy. This ”Energy Strategy 2050” project aims to raise
awareness of population to their use of energy and the need to evolve infrastructures
in order to reduce energy consumption of 35% by 2035. The project aims to limit the
ecological impact of electricity suppliers in Switzerland while guaranteeing a successful
access to each individual. The main objectives are to enable the electrical grid supply
electricity to the entire population, but also to limit its ecological impact.
Today, two types of solutions exist: those for the user (strategy of awareness) and
those aimed at the operators of the electrical grid (modeling of consumption on the
network). This thesis aims to merge these two solutions by creating a platform allowing
to bring together both the user and the operators of the electrical grid. In this way,
the distances are reduced between these two entities, allowing a much quicker and more
eﬃcient communication. Thus, the comfort of the user can be directly taken into account
by the electrical supplier. The purpose of this platform is therefore to enable changing
those habits concerning energy consumption.
This thesis presents an outlook to human building interaction. Those interactions
happening inside living spaces usually invoke energy consumption. That’s why they are
important. People are dealing with buildings in order to meet their comfort requirement.
The work explores methods giving awareness about energy-related behaviors to people
and at the same time an advanced learning system connected to sensors and actuators
is designed to learn occupants behaviors inside the buildings. It addresses a bottom-up
approach for energy management. Future smart cities will need smart citizens, thus
developing an interface connecting humans to their energy usage becomes a necessity.
The goal is to give a touch of energy to occupants’ daily behaviors and activities. Then,
making them aware of their decisions’ consequences in terms of energy consumption, its
cost and carbon footprint.
Moreover, to allow people directly interacting and controlling their living spaces,
that means individual contributions to their feeling of comfort. All the work is concen-
trated on a main concept key: to motivate population modify and optimize their habits
concerning energy consumption. It is achieved by a a software package in which user
is connected to energy concept and can see his consumption in the living space that
he occupies. Such a web-based platform will oﬀer its users the possibility of acting on
their living spaces, reacting about their energy-related behaviors and ﬁnally interacting
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with other occupants in order to create a community caring about the energy and its
impact on the environment. Therefore, a human building interaction system with energy
awareness aspect is designed to keep track of all personal energy related events and its
possible features are explained.
Data arriving from building’s infrastructure has human behaviors and decisions hid-
den inside. Deriving the useful knowledge in the format of buildings’ experience is an-
other target of this thesis. The core is an approach to automatically create a knowledge
base for smart buildings and let it dynamically evolve based on the behaviors of oc-
cupants. Such a knowledge base compromises all life-style experiences and intelligence
of a building. Accordingly, management decisions and control can be performed. To
achieve the goal, a learning approach is followed to catch knowledge and generate rules
from the sensed environmental data and actuators states. Rules are fed to the system as
fuzziﬁed events. Applying such a system to maintain the knowledge base, abstracts the
complicated coordination between human, infrastructure components and static struc-
tures such as building ﬂoor plan and architecture. Personalization is a further step to
make the ambiance intelligent. Using a prototype what is already possible has been
veriﬁed. It means such a knowledge base not only can be used as the brain for building
to oﬀer person-wise services but an energy related habits proﬁle for the occupant which
can accompany him in his movements from a living space to another through smart city.
The performance of learning approach has been veriﬁed by deploying it on Iris
database to make it comparable with other existing methods and its performance anal-
ysis with bench marking. The online learning algorithm and decision making has been
applied on a demonstration wall as an emulation for a real world single oﬃce. Finally
only the learning algorithm in oﬄine mode has been applied on data coming from a real
oﬃce building with diﬀerent zones.
Keywords: Human Building Interaction (HBI), Smart Buildings, Energy Aware-
ness, Learning, Knowledge Base, Rule Engine, Ambient Intelligence.
Re´sume´
Depuis plusieurs anne´es (de`s 2011) la Suisse a de´bute´ un projet visant a` re´duire la
consommation d’e´nergie e´lectrique du pays. Ce projet strate´gie e´nerge´tique 2050 vise a`
sensibiliser la population a` son utilisation de l’e´nergie ainsi qu’a` faire e´voluer les infra-
structures aﬁn de diminuer la consommation e´lectrique de 35 % d’ici a` 2035. Les objectifs
principaux sont de permettre au re´seau e´lectrique Suisse de fournir de l’e´lectricite´ a` toute
la population mais aussi d’en limiter l’impact e´cologique.
Aujourd’hui, deux types de solutions existent : celles destine´es a` l’utilisateur – strate´gie
de sensibilisation – et celles destine´es aux ope´rateurs des re´seaux e´lectriques -mode´lisation
des consommations sur le re´seau.
Ce projet prend le parti de fusionner ces deux solutions en re´alisant une plateforme per-
mettant de re´unir a` la fois l’utilisateur ainsi que les ope´rateurs des re´seaux e´lectriques.
De cette manie`re, les distances sont re´duites entre ces entite´s, permettant une communi-
cation plus rapide et eﬃcace. Ainsi, le confort de l’utilisateur peut tre directement pris en
compte par le fournisseur e´lectrique. Cette plateforme a donc pour but de permettre le
changement, de´ja` en marche, des habitudes concernant nos consommations e´lectriques.
La consommation n’est souvent pas une pre´occupation majeure de l’utilisateur. C’est
pourquoi il est ne´cessaire de le motiver avec d’autres pre´occupations telles que sa fac-
ture e´nerge´tique, des de´ﬁs ou son confort. En eﬀet, l’essentiel est de trouver les cle´s qui
rendront agre´able et proﬁtable l’utilisation de ce projet.
Cette the`se pre´sente les diﬀe´rents aspects techniques et sociaux pris en compte lors de la
re´alisation du projet. Il met en lumie`re les proble`mes rencontre´s ainsi que les solutions
trouve´es. Le projet ThinkEE tente de re´unir sur sa plateforme web les consommateurs
et les fournisseurs d’e´lectricite´. L’objectif est de mettre en lumie`re la consommation
e´nergetique de chaque utilisateur aﬁn de pousser chacun a` re´duire sa consommation.
Tout le travail se concentre sur un point cle´ : motiver la population a` changer ses habi-
tudes en matie`re de consommation d’e´nergie e´lectrique. c’est une ide´e qui a e´te´ construite
depuis sa base. Plusieurs e´tapes se sont succe´de´es aﬁn de mener a` bien la conception du
programme. Il a fallu, dans un premier temps, re´ﬂe´chir aux diﬀe´rents concepts pre´sents
dans l’application, ensuite apprendre depuis le de´but comment re´aliser ces ide´es, puis
les imple´menter sur ordinateur. Une fois toutes ces e´tapes re´alise´es, l’application web
e´tait correctement viable. Les phases de tests ont alors pu commencer et ont ramene´
les premiers re´sultats et les premie`res critiques inte´ressantes. Ces dernie`res ont permis
d’ ame´liorer la conception du site et de prendre du recul quant a` l’imple´mentation de
vii
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certaines parties. Ainsi, il a e´te´ possible de se pencher vers des ame´liorations de concepts
ge´ne´raux en termes d’imple´mentation du code informatique.
C’est par une interface web sur laquelle l’utilisateur se connecte, que ce dernier peut voir
sa consommation d’e´nergie e´lectrique dans les endroits qu’il cotoie. Par la suite, Thin-
kEE lui oﬀre e´galement la possibilite´ de re´agir et d’interagir avec les autres utilisateurs
aﬁn de cre´er une communaute´ susceptible d’avoire un certain impact environnemental.
Cette the`se pre´sente aussi une approche de gestion de baˆtiments intelligents base´e sur
un principe de re`gles de production. Le parti pris est ici de centrer ces re`gles sur l’eˆtre
humain plutt que sur un environnement, telle qu’une pie`ce du btiment par exemple. En
eﬀet, chaque utilisateur posse`de son propre jeu de re`gles de production permettant au
syste`me pre´sente´ d’agir sur son environnement en prenant principalement en compte
le confort de ce dernier. Pour plus de souplesse, le syste`me utilise la logique ﬂoue. La
cre´ation des re`gles se fait a` l’aide d’un algorithme d’apprentissage.
Les re`gles sont ainsi directement apprises des habitudes de l’utilisateur sans que celui-ci
ne s’en rende compte. Les informations concernant l’environnement de l’utilisateur utili-
sant le syste`me sont de´duites des valeurs des diﬀe´rents capteurs. La me´thode de de´cision
permettant au syste`me de choisir le prochain e´tat de l’environnement en agissant sur des
e´le´ments de controˆle existants de l’utilisateur est e´galement pre´sente´e. Il doit, en outre,
prendre en compte les possibles conﬂits entre les utilisateurs d’un meˆme environnement.
Finalement, la structure mise en place pour la gestion des actionneurs ainsi que des cap-
teurs est aborde´e. Un certain nombre de re´sultats et d’ame´liorations possibles a` apporter
sont pre´sente´s.
Mots-cle´s : Interactions entre l’homme et le baˆtiment, Baˆtiment intelligent, Sensibi-
lisation a` l’e´nergie, Apprentissage, Base de connaissance, Moteur de re`gles, Intelligence
ambiante.
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Chapter 1
Introduction
1.1 Motivation
Energy consumption and consequently CO2 emissions have been grown by 49% and
43% respectively. It is predicted that each year energy consumption is increasing by the
rate of 2% and this value is 1.8% for CO2 emission [1]. Therefore global eﬀorts have been
initialized [2] to reduce consumption of energy and emission of CO2 [3]. Buildings are
the main energy consumers inside grids[4]. Thus, achieving eﬃcient optimization [5] in
their energy management [6] can save a considerable amount of energy [7] especially in
public buildings [8]. There are various proposals and researches in literature to manage a
building in diﬀerent aspects. Most of them are top-down approaches [9],[10],[11] that ad-
dress the optimization of HVAC system [12], [13], thermal modeling [14] and control [15],
[16] also by using data mining approaches [17], [18]. Despite a large number of papers
proposing new and more eﬃcient methods [19], [20] for building energy management,
the penetration of these technologies in the market and real life is very limited.
Recently, researchers have become interested in developing sustainable strategies and
technologies under the vision of intelligent buildings [21]. Such a building responds to
occupants requirements in energy conservative manner mainly using advanced control
engineering [22] or model predictive control [23], [24], [25], [26],[27]. In this framework,
buildings are designed to perform according to standard set points which are supposed to
satisfy majority of occupants’ comfort [28]. Studies have shown that inhabitants are not
always satisﬁed with living in such buildings and their predeﬁned set points do not guar-
antee occupants’ comfort and satisfaction together with energy eﬃciency. That is mainly
due to the diﬃculty of deﬁning comfort for diﬀerent people [29], thus occupants’ behav-
iors and preferences have major inﬂuence on buildings’ energy consumption and carbon
footprint [30]. The term human-building interactions (HBI) has been only recently used
for a few studies in the domain of building performance and civil engineering referring
to the control of occupants on his living space conditions. This work is positioned in
HBI framework.
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1.2 Problem Deﬁnition
Nowadays, to make people sensible about their consumption as well as to evaluate
the building infrastructure to decrease energy consumption are of great importance[31].
Currently, there are two approaches, one is user-oriented [32] (strategy of human aware-
ness) and the other is grid-oriented (to model the consumption of grid) [33],[34]. The
ultimate goal in our project is to bring these two approaches into convergence using a
platform which permits the uniﬁcation of user and the operator of electrical grid. Thus,
the distance between these two entities will be decreased and faster communication will
be possible. Also, user comfort can be taken into consideration by electricity providers.
Occupancy are directly related to energy consumption in buildings [35]. On the other
side, occupancy behavioral models are very important for buildings management sys-
tems [36] and there are diﬀerent approaches presented in [37], [38], [39] to address this
parameter.
Consumption of energy is directly related to occupancy behavior[40] but is not a
major concern for the occupants especially in public buildings like oﬃces [41], [42], [43]
or schools [44], that’s why it is necessary to model occupant behavior[45] and more
important to motivate people not only with electricity bills but also with a modern in-
terface [46]to give necessary awareness concerning energy in the framework of human
building interaction concept[47] Until now, there are many researches[48] and products
that address this issue: WeAct [49] is a Swiss start-up that proposes to organize various
challenges in the heart of companies. The goal is to approach a beforehand imposed
objective to gain the points in a team. Objectives could be environmental, transporta-
tion, health and energy-related: LifeDomous [50] is diﬀerent in the sense that, it is a
solid home automation system spinning out of Europe with a rich user interface that
shows the installed technology in any given room. Grid Pocket [51] is a French company
proposing a platform for Internet of Things (IoT), development of energy value added
services and big data analyses. The solutions of GridPocket include applications for
energy management, demand response control software, behavioral experts systems for
electricity, water and gas utilities. Activeco Habitat [52] is another web application. The
interesting point of this one is the fact that it should be directly created by an energy
provider. Wee Akt [53] is a German participatory website that proposes to each user
based on their place of living actions to be achieved for the planet.
1.3 Methodology
Our considered solution proposes to put the user in center of decision. This is called
bottom-up approach[54]. This is for two main reasons. Firstly, when human changes
his habits, he by his actions is the most eﬃcient vector to reduce general consumption
in a building. Second, a ﬁnding highlights that current solutions are often designed for
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a predeﬁned scenario to be predicted in the energy framework [55]. They are not often
attractive for the user. Therefore, the primitive objective is a simpliﬁed utilization,
attractive and evolutionary nature for such an interface. Moreover, it should not only
concern energy reduction but also the comfort of users. The second objective is to be
capable of integrating automation aspects such as sensors and actuators for a real time
evolution proposing much greater comfort of utilization for the user. Indeed, presence
of occupants inside building is a main factor for its energy demand [56]. In residential
buildings occupants are responsible for building control and its costs [57], therefore the
motivation to keep the balance between their comfort preferences and energy related
behaviors with its consumption are generally high [58]. In contrary, the commercial
buildings, occupants are not aware of their energy related behaviors consequences and
they are not involved in building control, though the gap in communication among
occupants and buildings is felt. In some cases it may happen that occupant’s preference
is not aligned with energy goals of building, then adjusting occupants behavior in a way
that he does it with self-motivation is a crucial fact in order to increase building energy
eﬃciency.
Dynamic occupant’s behaviors and preferences are the factors that have been forgot-
ten in the operation of current Building Management Systems (BMS). In other words,
due to complexity and diversity of inhabitants’ behavioral patterns, usually a typical
occupant’s activities is taken into consideration for control of environment [59].
Converting a building’s static nature to be a dynamic one reacting to what’s happen-
ing inside based on its occupant’s comfort requirements and maintaining a comfortable
living space (visual, heat, air quality, ..) is an ambitious goal in buildings technology
solutions[60]. New technologies for home automation have realized this challenge in the
terms of sensing and acting 1.4. However, most of these technologies are not successful
to provide human with its own personalized comfort and at the same time they cannot
fulﬁll the building with an intelligent system which can learn and store the experiences.
In current methodologies [61], an expert in heating, ventilation, air quality and building
architecture decide about the ranges of comfort for the occupants based on global avail-
able standards like ASHRAE [62]. These set points for control and decisions are not
customized to the correspondent occupant who will inhabit in the building. Normally,
there is an interface for occupants in such a system that let them choose personally their
comfort preferences which will be taken into consideration by the system using sensors
and actuators[63]. The problem with such systems is that the occupants choose blindly
their comfort requirement and they are not aware of the energy consequences of their
comfort-based decisions [64].
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1.4 Related Works
Diﬀerent research projects recovering, presenting or applying the theory notation that
has been applied and re-adapted for this project [65]. The online learning algorithm and
reinforcement learning have been already studied in various research studies, Andrea
Bonarini in Anytime learning and adaptation of structured fuzzy behaviors[66]. This
paper gives important tracks like the hierarchy between diﬀerent rules in a rule set and
the application of fuzzy logic in a learning algorithm originates from their work. Learning
maximal structure rules in fuzzy logic for knowledge acquisition in expert systems[67]
proposes a resolution method for a classiﬁcation problem using an expert system i.e.
one based on already generated rule sets. As in [68] this method also uses the fuzzy
logic to gain the best quality results. There are many works in the literature presenting
diﬀerent methods to set up various systems based on rules that are applying fuzzy
logic. Furthermore, some of these works are also using learning algorithms. Especially
[69] addresses a detailed review of existing opportunities. In the algorithm part of the
mentioned thesis ”ad hoc data covering” is totally aligned with the framework of this
project.
There are some researches who remove such an interface for occupants to demand directly
their comfort wishes but instead they provide occupants a smart living space that can
learn from their behaviors and habits [70]. The goal in latter case is to learn their daily
life style without intruding to the occupants or demanding him for required settings
and communication with the building control system using typical machine learning
algorithms[71]. Also, they do not need to conﬁgure and set up the system beforehand
[6]. However, in such a way of thinking still the learning and constructing the rules are
lined with the special living spaces and they are not centralized on human and the main
contribution of this thesis can be found here.
Concerning intelligent living spaces, The Neural Network House: An Environment
that Adapts to its Inhabitants [72] suggests a primitive experiment of a building that
learns his occupants by using a diﬀerent system than the one presented in this thesis.
The project related to Eﬃcient Rule Engine for Smart Building Systems [73] proposes an
application of a mathematical method for minimizing the calculated cost in an expert
system related to the building management based on sensors and actuators. Finally,
Control and learning of ambiance by an intelligent building [74] sets up the bases for a
rule learning system in the framework of a building according to the wishes of occupant.
An incrementally learning algorithm besides to the structure of a control system for
management of a room based on sensors and actuators are also presented in this work.
Therefore, the system is based on rooms in a building and is not in a function of occupant.
Indeed, In this project human is in the center of his living spaces. The rules to control
an environment by the system are lined to an occupant and not on a precise physical
entity such as a building or a part of it like the case for many of research work cited in
the literature[75].
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1.5 Thesis Contributions
The most part of this thesis is dedicated to algorithms for learning occupant’s correct
behavior to create a rule set for each in an intelligent ambiance [98]. This enables the
system to create an exclusive environment in the sense of his own comfort. Here, it is
necessary to deﬁne our position regarding to the other existing systems which are under
research and construction. The block diagram in ﬁgure 1.1 is the contribution of our
proposed system to perform HBI tasks in the whole schematic of diﬀerent systems that
are currently under development in our laboratory.
??????
????????????????
????????????????????????????????
????????? 
?????????
????????????????????????????
??????
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? ??????????
Figure 1.1: Complete schematic of the system regarding to other existing systems.
This ﬁgure contains certain number of blocks that is explained in the following:
— EMS: Energy Management System is a system’s module to manage, control or op-
timization in the energy framework. It receives the generated values from diﬀerent
sources of energy and communicate with BMS to oﬀer a consumption prediction for
energy management of the system. EMS block is under research and construction
in the lab and still is not present in this project.
— BMS: Building Management System, is a central entity of an intelligent building
bringing overall vision on all electrical devices inside it, providing tools to glob-
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ally manage the system. It receives sensors and actuators together with future
Intelligent Load (6) and provides monitoring tools. Its communication with
actuators are bidirectional one, receiving their status and sending commands. In
the framework of this project it is called openBMS [92].
— HBI: Human-Building Interaction Interface, is the monitoring support to make a
line between human and the system. It is a software that oﬀers occupants visual
indicators for the state of system and provides him with energy awareness aspects.
It communicates with openBMS. As it has already mentioned the designed interface
in this project is called ThinkEE [76].
— Intelligence: This is the main part of this thesis which is addressing intelligence
development. This part is learning and decision making altogether which also
communicates with OpenBMS through user interface framework.
These are the diﬀerent physical components and software entities that build up
the next generation infrastructure.
The solution that has been presented in this thesis is a bit of change in the current
existing paradigm of research. Here we are not concentrated on living spaces but on the
occupant himself. Even the same living space is diﬀerent in functioning based on the
occupant inside. In this thesis, we are addressing two parts. The ﬁrst one is a social
network project for energy awareness [76] which is totally human-centered. This vision
directly interferes the human in mechanism according to his interactions. The second
part presents the methodology, design and the implementation of an intelligence block
that provides a building to learn from the behavior of its occupants and based on their
life style to act on their living spaces for their comfort requirements. This methodology
consists of developing an evolutionary knowledge base for living spaces. The structure
of thesis is as following:
Also this work presents the applied methods to implement the learning and decision
making algorithms. All the work that has been done is integrated in a platform called
ThinkEE. Therefore, it presents the performance results and also already predicted fea-
tures for further improvement and development. Finally, the global presentation of the
project application is settled down by a proposed case study.
1.6 Thesis Outline
In chapter 2, system implementation as human building interaction interface for en-
ergy awareness purposes is presented. Diﬀerent features in structure of the software
package and their functionalities are explained. It ends with highlighting the necessity
for an intelligence unit in such a system.
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Then, in chapter 3 design and operation of intelligence unit is described in detail. It
presents the diﬀerent established principals to lead a better learning of rules for eﬃcient
decision making which provides control values for the selection of states for the output of
actuators. Further, it explains diﬀerent algorithms to set up two main modules (learning
and decision) of intelligence unit which builds up the solid theory and background for
our tests and experiments.
The methods for algorithms implementation in intelligent unit of HBI platform is
presented in chapter 4. Building knowledge base from the production rules as the out-
come of learning mechanism is explained as well.
Furthermore, the thesis is continued in chapter 5 by a certain number of experiments
on learning and their results. Diﬀerent methods are compared and the analyses are
presented. Intelligent unit is test in an oﬃce room. The part 5.4 is a general case study
highlighting the characteristics of project with help of a predeﬁned scenario. At the end
the proposed intelligent unit is tested on measurements acquired from MEC building at
EPFL.
In chapter 6 diﬀerent strategies to have a better inference are outlined. Inference
helps in learning mechanism’s acceleration. The requirement analysis for a proposed
intelligent load and its possible contributions to performance improvement of two previ-
ously described modules in intelligent unit are discussed.
Finally, we conclude in chapter 7 with a summary and discussion of the future work.
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Chapter 2
Human Building Interaction System
- Energy Awareness Aspect
2.1 Background
Currently, there are intelligent buildings that somehow beneﬁt from automation using
diﬀerent sensors and actuators. Various control and learning approaches have been ap-
plied in their performances [77][78]. The problem is, such methods are too sophisticated
or they do not fulﬁll comfort requirements by occupants [79]. In many cases they predict
about occupant’s presence or preferences which is not always aligned with reality [80].
On the other hand, putting mechanical devices to control building components such as
windows and facades are costly. Regarding drawbacks and sophistication of such man-
agement systems, the question comes to mind why not to use occupant for intelligent
management of his own environment. In this chapter the importance of occupant’s en-
ergy awareness[81], and CO2 emission consequences of diﬀerent behaviors is addressed.
We propose web based framework for keeping occupants informed about energy issues
and motivated [82] to care about their consumption. There are some software solutions
[83] and products [84] to present building’s monitoring and its energy consumption[85] in
order to increase energy awareness [86] but to our knowledge except the ones which took
average from whole energy consumption of building divided to number of occupants,
there is no personalized software that shows each person’s real time energy consump-
tion. Informing occupants about total consumption of the living space or building is not
of great advantage [87]. Studies have shown that usually occupants do not care about it,
especially if the living space is their oﬃce building [88], since they share the living space
with others and their individual contribution to the total energy consumption of the
living space is not exactly deﬁned. Therefore, the ﬁrst goal is to develop a personalized
software solution that can label people in terms of their energy consumption. Like the
three suggested labels below:
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— Green energy-labeled for the ones who care about their daily energy consumption
and green gas emissions to be kept below the predeﬁned standard quota.
— Yellow energy-labeled for the ones who are around the quota limits positively.
— Red energy-labeled for the ones who are consuming more than quota limits.
Therefore, it can be seen who are the waster and economizer of energy in building scale
view or further in city scale view. Limits are deﬁned based on cultural elements and
governmental energy policies. They can be set adaptive throughout the year based on
diﬀerent energy needs or cultural events. In this chapter a normalized human-building
interaction software product is deﬁned and its provisioned features are described.
B???????
?????? 1???????2
???????3?????? 4
 B1  B2
 B3 B4
BMS
???????????
?????????????
Figure 2.1: A building division.
2.1.1 Infrastructure
Nowadays, typical infrastructure for an intelligent building is a network of sensors
together with actuators which monitors environmental parameters [89] and act on some
selected loads. Indeed, we beneﬁt from such a framework with some diﬀerences. We
deﬁne diﬀerent living spaces inside building as cells. Each cell depended on its shape
is equipped with wireless sensor nodes. They are capable of measuring temperature,
humidity, luminosity and presence. On the other hand, all the electrical devices are
equipped with special plugs which are able to measure power consumption of devices
being attached to them and send the measurements through communication layers for
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networking purpose to a central server. In another words, all sensors and actuators are
linked to a Building Management System(BMS) server and redistributed virtually in each
cell to which they belong. Additional to these abilities, one can turn the device on and
oﬀ remotely. When the load can be dimmed i.e. lights, the plugs are able to perform
dimming up or down. Such a living space is depicted in ﬁgure 2.1. The mentioned
infrastructure enables load monitoring and assessing its consumption throughout the
day. History of measurements is saved as time series data base. A typical web application
deals with presenting each sensor or plug measurements and status. A real time server
guarantees receiving and representing the most recent measurements and changes. Such
an infrastructure is designed to be an open environment and it can be applied for any
type of building. We call the buildings equipped with such a platform as ”smart” one
to be listed in our software solution.
Figure 2.2: Conceptual diagram
2.2 Energy Awareness Concept
The current awareness in residential building is very classic and not eﬃciently in-
formative. Besides that, in many public buildings people are not in charge of paying
energy costs. They are unaware about their personal contribution to energy consump-
tion of those buildings. The general goal is interfacing human with comfort, power and
energy regardless of the type of building. This concept is depicted in ﬁgure2.2. Every
thing is centralized based on human. While time relates power to energy consumption
and these two are deterministic and can be formulated, the third which is based on
human feelings is totally stochastic. Human comfort is directly related to energy con-
sumption and itself has multiple dimensions. Thermal, visual, acoustic, air quality are
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some of these comforts. Target is to come up with a transfer function which relates
human comfort to energy consumption and coming ﬁnally to eﬃciency that satisﬁes the
comfort constraints in a given period. There should be always a trade-oﬀ between human
comfort, peak of power, energy and carbon footprint.
2.3 Bottom- up Approach for HBI
Energy management that starts from occupant and ﬁnally leads to grid is called bot-
tom up approach. There, optimization starts from very tiny entities to bigger ones. We
address the part covering from human to buildings, although this bottom-up approach
can be up-scaled towards the grid by managing the demand side of building for smart
cities’ energy and power control. Refer to ﬁgure 2.3. There are social networks like
Facebook and Twitter that we can check updates from our friends or persons whom
we are interested in. Why not to check an energy-themed social network? In order to
increase the dynamic of interaction using this concept inside daily life, the idea is to
have similar web-based framework to check the connected appliances we use/own and
monitor personal status as an energy consumer among co-inhabitants. This development
is organized as software engineering project. It is important to develop such a software
solution as appealing and user-friendly as possible. It must be presented as means of
comfort manipulation and its maximization. National energy goals and governmental
energy policies are also to be taken into the account. It features comparison among
diﬀerent occupants as a means of competence to achieve eﬃciency goals. Thanks to
building’s equipment with wireless sensor and actuator networks, we are able to monitor
in real time any power/energy concerning event happening in the building. Added to
energy-based events we are able to track indoor environmental changes which have direct
consequences in appliances usage. The main challenge is to personalize this event-based
infrastructure. Therefore each permanent or temporary inhabitants can make personal
proﬁles which introduce them as occupants of the host buildings in order to handle their
comfort in parallel with their energy consumption. Applying this software product,
user can interact with his own comfort parameters (temperature, luminosity, scheduling,
budget, etc.), energy consumption and carbon footprint [90]. Nowadays, such a software
solution is undeﬁned and unrealized for many reasons [91]. Indeed, this software prod-
uct should be independent from the buildings’ types of control and infrastructures. Its
back-end is capable to create a transparent dialog between any building and occupants.
Therefore, a dynamic generation of software products for building environments that
actively adapts to user and data environment is in need.
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Figure 2.3: Bottom-up approach
2.4 HBI Software Solution
ThinkEE which stands for think energy eﬃciency is a software solution helping in
energy management but in totally personalized sense contrary to what is explained
in [92] that feedbacks energy consumption based on living spaces. Our solution has
two aspects: One is providing user with awareness about the energy and second is to
learn the optimized way of consuming of energy from user. In this chapter we just
address the energy awareness aspect. In ﬁgure 2.4, there is a schematic of this software
package solution. It can be applied as a free web application to be used by everyone. Its
widespread usage as a new type of social network and its performance as an enterprise
or cooperation is a potential to be planned from business-models point of view.
It oﬀers the possibility to keep track of users’ energy consumption together with shar-
ing experiences within their own community[93]. These features are discussed in coming
sections. Concerning spontaneous services, the users as well as the registered buildings
in the application can have a rapid awareness of detailed and by person consumption for
further potential energy savings plans. They can also gain points of experience as the
gamiﬁcation aspect of the application. In fact, on collecting statistical data about the
consumption habits of clients, the user proﬁles can be extrapolated. Also, the energy
producers can take into account a new parameter in the channel of energy. The proﬁles
of users permit to optimize personally energy management, its production and distri-
bution. Moreover, this concept has been reinforced by the knowledge base management
14 Human Building Interaction System - Energy Awareness Aspect
???
???????????????? ???????????????
????????? 
?????????
?????????
???? ??????????
?????????????
?????? ??????
??? ??????
Figure 2.4: The schematic overview of system
that will be explained in next chapters. Each user has also the possibility to expose his
actions and suggestions to take part in a superior entity that manages his environment.
Finally, evident long term services concern global reduction of the ecological impact,
being a green citizen and cost savings can be improvised.
The ﬁrst objective of ThinkEE is to touch as bigger number of persons as possible.
Currently, only a minority of society feels deeply and is concerned about their electricity
consumption. Added to returning it, an emotive return is realized. Also, to enlarge this
community as much as possible it has been thought to have the software solution to be
based on three main criteria:
— easy to use.
— to be attractive and entertaining.
— to be evolutionary.
While two ﬁrst criteria are evident the third one means the project is not going to
be frozen in the limits imposed by designers which is the main reason to become an
abandoned and unpopular application. In opposite, it should be evolved with help of
each user.
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There are two levels for contributions: Personal and global. First, is the common
part for the most of already existing products in the market. The contributor can know
his daily consumption as well as its type and place. Daily and monthly consumption are
returned in a graphical format. Therefore, evolution of consumption can be followed.
Studies have shown that consumers decrease their energy consumption by around 8%
[32], if they are exposed with a dashboard relative to their energy utilization. In the
personal contribution, user can also create his appropriate panel of loads. It brings a list
of loads that he is used to apply regularly. These are the loads that he can evaluate their
consumption systematically. Finally, user is compared to the right category of users that
he belongs to. Also, he can see rapidly where he is situated in terms of consumption
among other users who have the similar consuming proﬁle.
In the level of global contribution, user can share his suggestions with other occupants
in the same living space. There is a voting system which rates the suggestions and
experience points to the contributor of suggestion. On the other hand user can share
the actions he has taken in order to regulate his own power consumption. Thanks
to the notiﬁcations and suggestions, the idea is to create a knowledge base sorted by
living spaces and type of notiﬁcations that can be accessed by each user at all times.
Also, the best of notiﬁcations are classiﬁed and accessible to inspire everyone to adapt
their appropriate consumption. In next chapter we will see how this process has been
automatized using learning and decision making algorithms in software back-end.
2.5 HBI Interface’s Main Handlers
Now, it is essential to deﬁne the targeted software solution’s main lines of function-
ality. As an overview it should integrate user’s living spaces and the devices in his use
for each of places. As shown in ﬁgure 2.5 by means of virtual clustering, occupants
are connected to their devices of use in their diﬀerent living spaces and city which is
mainly transportation and is not in the scope of this thesis but the proposed software
can also cover it. This section presents technical implementation of principal function-
alities which have been deﬁned so far and are also presented in our paper [93]. It should
be noted that the handlers in our software solution have the job of virtual clustering
which will be of great advantage for the core part of this thesis which is the learning and
knowledge management.
2.5.1 Living space handler
During the day, we spend our lives in diﬀerent places. In a residential building as
our home, or an oﬃce building as our working place and ﬁnally in public places like
commercial centers, gyms, cinemas, etc. as locations for our leisure/outgoings time
passing. Even inside diﬀerent type of buildings we have shared or personal living spaces.
In any residential/oﬃce building, the spaces can be categorized as personal or shared.
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Figure 2.5: Integration of human with buildings
For example in a typical family apartment, bedrooms and private bathrooms if any are
personal while living rooms, kitchen and bathroom is shared. While in a public place,
occupant is more passive, in a private place he is more active in the sense that he can
share it with others and activate learning and control services which we will explain in
the next chapter.
For the buildings being equipped with monitoring sensors/actuators and beneﬁting
from a building interface which is already registered in ThinkEE, users simply choose
their daily living buildings throughout the list whether they are residential, oﬃce/com-
mercial or public one and add them to their living spaces panel. Then for each of
these buildings they can proceed to choose their own corresponding living spaces again
throughout the list of cells being listed to them.
Thanks to current database architecture in our platform, user also can label the
selected living spaces whether it is personal or shared inside each building. At the end,
occupant have created a panel of his living spaces. This panel will be used further to
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Figure 2.6: Panel of living spaces
add a consumption and notiﬁcation which permits to communicate with the actuators
for remote control and also to have a real time power measurements of loads.
For the buildings that do not beneﬁt from the infrastructure for monitoring and are
not listed in website yet, the software package provides special spaces for users to deﬁne,
describe and categorize the buildings virtually. It means they are able to add non-listed
buildings and conﬁgure them manually as living spaces that have not been smart yet.
Such tasks and performance will be the job of living space handler module. This part
also pops up all the living spaces for the user either public or private.
Figure 2.6 is an example of living space panel in which living spaces are categorized
to public and private. It should be noted here that as ThinkEE’s ﬁrst application is
at EPFL, all the students can use internal service in order to import their agenda to
their proﬁle directly. This feature automatically indicates user’s living spaces throughout
university. The consumption of classes are known due to a set of measurements. This
information is an approximation which can be improved in precision by further devel-
opments in smart building area. Finally, thanks to the living space recognition and the
number of students corresponding, energy consumption can be allocated to appropriate
people.
2.5.2 Ownership handler
The user can associate loads to his living spaces in his proﬁle whether they are
connected or disconnected to a monitoring or management system. In ﬁgure 2.7 the
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Figure 2.7: Panel of adding loads
smart building icon is dedicated to connected loads in the website, while smart building
icon deals with connected devices the others should be manipulated manually. If the
load is connected its usage time and consumption will be declared dynamically.
There are some loads that has not been speciﬁed in the system or equipped with
measurement technology. For this disconnected loads, the website oﬀers users a wide
variety and categories of loads. Diﬀerent loads can be categorized as IT, beauty, kitchen
and so on. Based on their type and model, the nominal power consumption is automat-
ically searched and proposed to user or he can enter it manually. Further categorization
is presented in ﬁgure 2.8 to make the nominal power consumption search easier. These
disconnected loads are to be handled properly and be distinguished with those who
beneﬁt from real time power measurements.
If user’s desired load could not be found through the list, website is capable to accept
extensions and it will be added to its load suggestion list. To make the database eﬃcient
and make the comparison eﬀective, user can not push whatever loads he wants to it. After
veriﬁcation by admins, it can be either accepted or discarded. This strategy prevents
any load repetition in database and set up an standard for load models of the users,
therefore further data comparisons/analysis and its usage for management algorithms
will be simpliﬁed. To sum up, user will choose his load, its category, type and model
through a list and this will be added to his proﬁle in the loads panel. Therefore, he will
have a panel which shows his related devices in each living space.
The procedure continues from electrical devices selection to deﬁne whether they are
owned by one or multiple persons. To do so, after user login into website and selection
of buildings then living spaces inside them, the registered connected and disconnected
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Figure 2.8: Categorization of loads
electrical devices in each selected living spaces will be presented to user. The occupant
can label his ownership of devices. If the appliance is selected by one person it would
be categorized as personal and its power measurements is summed in its owner’s proﬁle,
however if a device is used by multiple persons its power consumption is shared between
the people who has registered themselves as its operators. Adaptive parameters have
been thought up to be assigned to each user’s corresponding consumption.
On the other hand, thanks to the proposed system [92], the power sensors can be
attached to plugs and they measure/transmits the real time power consumption. In this
case the user just introduce the smart load and all the corresponding information will be
dynamically ﬁlled by the system. Nowadays, there are few smart buildings with such an
infrastructure, but we believe this will be a necessity for next generation of smart cities
and the software will be easier to use in future. Finally, each occupant has his own list
of appliances based on the corresponding living spaces and he can control the connected
ones remotely using the infrastructure. All the tasks mentioned above are handled by
Ownership Handler module. The loads panel is shown in ﬁgure 2.9.
2.5.3 Visualization handler
When information regarding living spaces and corresponding loads are registered, the
energy-related behaviors visualization is possible. This cannot be displayed in the way
it is. Having listed all connected loads in diﬀerent locations in the smart city, users are
able to monitor and maintain their daily energy consumption and consequently carbon
footprint. The calculations is based on either power consumption measured by plugs
attached to the devices or estimation of their power consumption using their nominal
power or other means of estimations. Energy calculation can be done on hourly, daily or
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Figure 2.9: An example of a load Panel
even quarterly and yearly basis. ThinkEE oﬀers various way of consumption visualiza-
tion. The ﬁrst one is user’s personal daily consumption which is presented in a chart pie
based on categories of his consumption (transportation, IT devices, kitchen appliances,
etc.). Clicking on each piece leads to further chart pie based on load’s type (IT devices:
computers, tablets, mobiles, etc.). This process stops here as it is rarely possible to use
two diﬀerent models of a type in a day (i.e. mobiles: iPhone or galaxy). The history
of consumption is improvised as well. As it is shown in ﬁgure 2.10, not only the daily
consumption is depicted but also the detailed category of consumption is visualize. This
is load category based visualization. The two mentioned above diagrams are dealing
with personal aspects of energy consumption. They can also be presented in terms of
cost (currency of the country) and carbon footprint (again country based) to cover eco-
nomic and environmental eﬀect as well. Therefore, people can be categorized as green,
yellow or red energy labeled. From building point of view, using the aforementioned
labels, there is an overview of occupants’ behavior that we will study in next chapter.
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Figure 2.10: Daily Vs. History of personal consumption
We assign calculation handler to do all calculations and analyses regarding the energy.
Consumption reports to the occupant is in his own national currency in order to attract
more attention from his part. Governmental pricing for energy and their ﬁne policies for
extra usage are taken into consideration for reported values.
Finding comparisons factors that make sense to the users are very important since
the initial goal is to make user sensitive of his consumption. This is where sociology and
anthropology studies can help a lot. According to [94],[95], it has been proved that the
best approach to motivate people caring about their consumption is comparison between
them and creating some kind of competition.
There should be comparison among co-inhabitants in order to bring competence and
motivation for the people. Here comes the concept of clustering users. Based on their
consumption and type of loads the system clusters users with the similar proﬁle and
the comparison is visualized among them. On the other hand there is the possibility
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Figure 2.11: Place based comparison among co-inhabitants
of adding friends and ask the system to create diagrams based on that. This type of
comparison is updated every two hour and there is a leader board for ranking in daily,
monthly or yearly manner. Other type of Diagram is the comparison based on the
cohabitation. This can be applied just for private places like oﬃces and houses. The
advantage is that it clariﬁes in back-end for the building management system who are
the greens or reds in terms of power consumption inside the building and in front-end
again pie chart diagram to see his contributions in energy consumption of a living space.
For the history of such a comparison it exists the same strategy that was used before
for the personal history diagrams, the diﬀerence is : instead of diﬀerent load categories
there are various cohabitants. The last information which is given in a panel to the user
is its recent consumption listed with the name of load and amount of its consumption,
usage time and place. See ﬁgure 2.11.
2.6 Social Feed-backs
As it is already mentioned, the motivation of user is the main critic for the project.
In fact, without external motivation about his reduction of energy consumption, there
is a risk of abandoning it. Therefore, ThinkEE searches to introduce an additional
motivation to make each one’s experience as good as possible. This is the main idea
of oﬀering points for experiences (XP). This function permits to create a competition
among users in the energy theme. To avoid cheating, the consumption of user will be
only a point of punctual comparison and not the manner of gaining XP. It should be
noted here, when a user has signed up for the website, he will own these parameters that
he can inﬂuence but it is not accessible directly to him. Refer to ﬁgure2.12.
— Experience (XP).
— Last day of connection.
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Figure 2.12: Parameters associated to each user that he can not change
— Consecutive days of connection.
— Status.
In the following we will explain Experience and Status.
2.6.1 Notiﬁcations for energy awareness
The possibility for user to express himself in terms of energy behavior is one of the
essential points of ThinkEE. Adding an expression, an idea or a realized action by surfer
creates dynamic for the application. That is the main reason for having such a possibility
for ThinkEE which gives the application ability to evolve automatically and autonomous.
The user can post a message on the site. First, he can choose to add a notiﬁcation and
then he deﬁnes the corresponding location. The notiﬁcations can be either action or
suggestion. While the latter is an idea the former is a realized achievement. It is noted
that the suggestions cannot be realized elsewhere but in the public locations. Moreover
it makes no sense to have a suggestion in a private place while it is expected that he
will have more possibilities to act. The application wants to give the user an important
role which is being the manager of his own environment. The notiﬁcations are added to
global page and it is sorted out by date. Its sorting is also by cluster which basically
centralize the ideas according to the frequent places and type of realized activities. The
clusters are selected to regroup the persons with similar proﬁles or belonging to the same
location, which permits not to mix the users. When a notiﬁcation has been created, the
users have possibility to vote. Voting for notiﬁcations are in the form of good or bad
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idea and for suggestions is just by like and dislike button. These interactions provides
a counter which is used to sort out suggestions and notiﬁcations. The rarely refereed
ones are discarded automatically. The ranking provides users to be inspired by the good
behavior for consumption reduction.
The objective of notiﬁcations is also to create the knowledge base which is developing
by contribution of the users in static manner. In fact, the notiﬁcations are classiﬁed by
date and type. Also, the best of them are regrouped based on location and type in the
knowledge base. Each user have the possibility to have access to this knowledge base and
choose the place where he wants to see the best contributions of the other users. The
main objective here is to create a set of rules proposed by the users and being applied
by the other users. These rules are then visible by everybody. Each one can decide to
be inspired by or not. Also, if an eager contributor with high consumption in his oﬃce
searches for the applicable consults for reduction, it is enough to access the global page
and open the rules concerning the private places of oﬃce category. In this case, a set of
possibility for decreasing his consumption is appearing for the view of the users who is
free to be inspired by or not by them. This knowledge base part represents an aspect of
the evolutionary parts of the application as each user participate there. For suggestions
and the achievements, it is necessary that users have a minimum of interaction among
them. In fact, those are the votes that a notiﬁcation receives. The suggestions that
build a type of particular notiﬁcations are internal in small groups. For example, a
group of users in the same location. Also, each of these small groups should be active
for completing ThinkEE and succeeding in it.
In next chapter we will address the automation of generating rules without occupants
intrusion which is the core of this thesis. Brieﬂy system learns from occupant and gathers
the rules automatically.
2.6.2 Experience points
The experience is basis of people ranking in ThinkEE. It permits to reward user
as a function of his website utilization and his contribution estimation. The more user
contributes to the website which is rewarded by other users, the more he gains XP. The
experience can also be gained through global contribution regards to notiﬁcations. To
motivate users keeping on treating their behavior regarding energy consumption[95], two
features have been added to the software solution, one is experience points (XP) and
the second is status of the user to create a challenge among them in order to make the
application attractive and friendly. Therefore, the user is upper in ranking. here are
many ways to gain XP through using the application:
— On creating notiﬁcations
— On voting for a notiﬁcation.
— On having consecutive days of connection
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Figure 2.13: Evolution of user’s status
At 00h00, the server looks to the background database and attributes experience points
based on the number of conﬁrmations and rejections. If the notiﬁcation has more than
5 conﬁrmation, then its creator receives 2500 points. If the ratio of conﬁrmation to
rejection is more than two, he will receive 100 points, if it is more than ﬁve, 150 points
are scored. This is the same standard for the user who interacts with notiﬁcations,
although he will not receive the 2500 points which is attributed only to the creator. The
number of consecutive connection days can bring additional XP to the users. Rewarding
consecutive days puts the user in a cycle that stopping it reduces the amount that he
has already accumulated to zero. The number of consecutive days during which the user
is connected to website is registered in the model. The points are calculated as follow
for each user
— Ndays ≤ 2 : XP = 0.
— Ndays > 2 : XP = XPo +Ndays · 5.
— Ndays > 8 : XP = XPo +Ndays · 10.
There are more ideas of additional motivations like the system of contests and personal
vs. group objectives which can be added in future.
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2.6.3 User status
To reinforce the experience points, the users have also a relative status to their
experience in the site. Five status are deﬁned.
— Early ThinkEEr
— Junior ThinkEEr
— Recognized ThinkEEr
— Senior ThinkEEr
— Top ThinkEEr
The logo of each represent a plant which develops from the original logo of ThinkEE.
Figure 2.13 shows the evolution. The more the user gains points of experience the more
the tree develops till it ﬁnally reaches as Top ThinkEEr to a full grown tree. The idea
comes from visualization of his proper impact on the environment by appropriately using
the site. The evolution fact of the logo constitutes equally a source of motivation for the
user. There are many cases that ranking among all users are not enough, for instance,
it is not possible to compare the users experiments with the newly arrived users. In
fact, the latter will always have less points and could never reach to the ﬁrst places in
ranking. Also, there are not only one ranking but it exists multiple rankings for each
status. Therefore, there are opportunities for the users who want to be in top rankings
places to do so in the framework of status. Thus, the objective is more accessible and
does not appear disproportionate for a new user.
2.7 Summary
In this chapter we presented a human building interaction interface with improvised
features in the framework of energy awareness. In section 2.6.1 we addressed the static
rules generation and gathering. We are looking to design and integrate intelligence
as the back-end in this software solution. The main task is to learn from occupant’s
way of interaction with his living spaces, convert it to personal rule bases and then
move forward to building an evolutionary knowledge base for buildings. Our proposed
intelligence consists of two main modules. First learning and second decision making
which are main topics of the next chapter that are going to be discussed further.
Chapter 3
System’s Intelligence - Design and
Algorithms
3.1 Background
This chapter is dedicated on theory basements for the design of intelligent unit in
proposed HBI platform. Two main modules are improvised for this unit. One is learning
and the second is decision making.
Issues related to the learning module are to be linked with the speciﬁcations corre-
sponding to an intelligent building. First, the living space is constantly changing and
evolving. In the term living space all the parameters involved in the ambiance of a room
are gathered such as its luminosity, temperature, humidity, also presence on the day,
time, etc. Thus, this instability of circumstances and the fact that they are not priory
expected, make design of an algorithm that can evolve over time based on user require-
ments a necessity. That’s why the machine learning algorithm known as incremental
was chosen.
The user is in the center of system as mentioned in 2.2 has to be passive regarding
to learning process. This means that the algorithm should not demand user for speciﬁc
behavior. Unlike most existing systems requiring the intervention of an administrator
deﬁning the standards of user’s comfort, this project is self-suﬃcient. It learns everything
automatically. The system must take into account user’s comfort and learn from his
or her habits without the user becoming aware of it as suggested in the work of Ueli
Rutishauser et al.[74]. In this case the solution is to use each natural intervention of the
user on an actuator as being a useful event for the creation of rules and/or veriﬁcation
of existing rules for this user. Initially, the user will intervene more often until the rules
take the majority and converge.
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3.1.1 Fuzzy logic
The ﬁrst step in learning mechanism is to ”fuzzify” the read input values to create the
event in its correct format. In other words, it is necessary to determine each numerical
value is related to what linguistic value (to which ”category”) and with what member-
ship degree. Membership functions are predeﬁned, they do not evolve over time and are
therefore not learned by the system. However, each sensor has its own characteristics,
in particular the range of permissible values, emphasizing the need to create customized
membership functions for each sensor. This problem has been solved by predeﬁnition of
”model” membership functions for each type of sensor (external illumination, internal
illumination, temperature, humidity, ...). When adding a new sensor, it is required to
indicate the ”range” of sensor. Therefore this allows the automatic creation of the cus-
tomized membership function (Cf. 4.5.1). This principle is illustrated in ﬁgure 3.1.
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Figure 3.1: Membership function of illumination for two sensors with diﬀerent ranges.
In (a) between 0 and 1000 then (b) between 500 and 2200. The proportions remain the
same.
Indeed, a value of a sensor is an absolute value. Thus for instance in a temperature
sensor, if the range is deﬁned between -30◦C and 0◦C according to its linguistic value,
the temperature is very cold. Another thermometer having a range of values beginning
at 50◦, will see the value ”very cold” applied between 50 and 80 ◦C keeping the basic
model of the membership function. It may seem surprising to say that it is very cold
between 30 and 80 ◦C. However, this method of proportionality was retained for the
following reason: ◦C is used in a context other than a sensor ranging from -30 to 50 ◦C.
Thus in this context, the value ”very cold” could very well be applied at temperatures
between 50 and 80 ◦C.
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The basic models for each type of membership function are inspired by those de-
scribed and studied in [74]. These are all deﬁned in a function to write them once.
There is one model per type of sensor (and therefore linguistic variable) that has the
following linguistic values:
— For the type External Illumination, the linguistic values are: completely dark,
slightly bright, bright, sunny, very sunny.
— For the type Internal illumination, the linguistic values are: dark, medium, normal,
Dazzling.
— For the type Temperature, the linguistic values are: very cold, cold, warm, hot,
very hot.
— For the type Time of day, the linguistic values are dawn, morning, noon, afternoon,
evening, night.
— For the type Humidity, the linguistic values are: dry, normal, humid, very humid.
Figure 3.2 shows each of these functions for standard range (those of the available
sensors during the project). For the presence sensor, the membership function is Boolean.
In the step of numerical values fuzziﬁcation into linguistic values, in the case that a
numerical value belongs to several categories at the same time, the retained linguistic
value corresponds to that having the highest membership degree. This method is not
the one retained in the decision algorithm as it will be highlighted in section 3.3.2.
3.1.2 Events arrival
At each action of an occupant on his living space, the values of sensors and the taken
action is recorded. This is called an occurrence of an event.
Deﬁnition 3.1
An event is corresponding to an action taken by an occupant on an actuator that
he can control. An event constitutes the values of sensors and actuator at the time
of action.
The event is being used to feed the learning module in order to make it capable of
generating rules which can be evolved over time based on arriving events. Secondly, the
decision module uses the value of sensors to act on the actuators and thus on the occu-
pant’s living space based on existing/veriﬁed rules. During an event, the value of sensors
and triggered actuator are stored to create a rule. An event consists of a linguistic value
for each linguistic variable (each sensor) input and a linguistic value for the actuator
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Figure 3.2: Models of used membership functions
actuated. This step is illustrated in ﬁgure 3.3.
3.1.3 Deﬁnitions
Important terms need to be deﬁned here regarding rules:
Deﬁnition 3.2
The antecedents of a rule are all the linguistic values it entails as input, while the
consequence is the output linguistic value of a rule.
Thus the rule: ”If the temperature is hot or cold and the luminosity is important then
the blinds are moved up.” translated by (—H@*TE,C@*TE——I@*LE—;U@=BD)
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Figure 3.3: Diagram of an event produced by a user and its storage in the training set
comprises 3 antecedents (H@*TE, C@*TE et I@*LE) and a consequence (U@=BD).
In 4.4.2 more explanations on this kind of translation can be found.
The preceding point emphasizes the importance of an incremental learning algorithm
implementation in the sense that all the events arrive one after the other in a spaced
way. Moreover, few data (they are very scattered) are available to create a functional set
of rules. Thus, the importance of generalization must be taken into account which is the
ability to generate a rule covering much larger number of cases from very few examples
while trying to predict the user’s desires before he needs to express them. Mathemati-
cally, a rule is more general if it covers more space than another rule. Space is deﬁned by
the dimensions formed by each linguistic variable. This concept is illustrated in ﬁgure
3.4: Consider three rules in a space composed of three linguistic variables (temperature,
luminosity and humidity). The output is not considered. In this case, R1 is more general
than R2 and R3. R3 is even included in R1. Therefore, a rule having a greater number
of antecedents than another is more general than the other:
Deﬁnition 3.3
Rule R1 is called more general than rule R2 if it has more antecedents than R2.
Deﬁnition 3.4
Rule R1 is called of the same generality as rule R2 if it has the same number of
antecedents as R2.
If X is a linguistic variable and X1, X2, ..., XN the linguistic values it can take, the
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terminology is thus noted X : {X1, X2, ..., XN}. The cardinal set of a rule antecedents
is noted #A. Thus a rule Ri is more general than Rj if:
#Ai > #Aj
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y
Figure 3.4: R1 is more general than R2 and R3
The last issue to be considered is the popularity of a rule. Indeed, how to ensure a
long established and proven rule is not suppressed by the arrival of a single contradictory
event. It is entirely possible that the considered event is a user error or an exceptional fact
that have not been repeated over the long term. To counter this problem, a protection
system has been settled down. Thus, an existing rule that would be conﬁrmed by an
action of the user is automatically protected and so will be more diﬃcult to modify.
Another possible solution would be to protect the seniority of a rule. Indeed, a rule
is very likely to disappear or be modiﬁed over time and the less a rule is modiﬁed, the
more its legitimacy within the ﬁnal set of rules becomes strong. It must therefore possess
additional protection. An alternative method of protection is presented in 6.9.
3.2 The Learning Algorithm
The algorithm presented here is inspired by the one imagined by Castro et al. [67]
but contains numerous new features added to meet project requirements and to increase
its performance. To introduce the algorithm, a pseudo-code is presented. It resumes
each step in a simpliﬁed way to give a ﬁrst overview of the problem. The steps will be
further detailed and illustrated with examples. Here comes the applied notation, the
event in form of a new rule will be abbreviated ”N.R.”, The history of a rule will be
abbreviated as A(Rule), the consequence of a rule will be abbreviated to C(Rule) and
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the term ”number of” will be abbreviated to”#”.
Algorithm 3.1 Pseudo code for learning
1: procedure General Procedure
2: Fuzzify each value of each sensor as well as the actuator to create the event
3: Transforme The obtained values in rules syntaxe
4: For R in set of deﬁnitive rules of the same type as N.R. (Same actuator):
5: if A(N.R.) ⊂ A(R) AND C(R) == C(N.R.) then:
6: It is a reward (1)
7: Set protection(R) to 1
8: Go to next R
9: else if A(N.R.) ⊂ A(R) AND C(R)! = C(N.R.) then:
10: There is a contradiction
11: if protection(R) == 0 then
12: if #A(R) > #A(N.R.) then:
13: R is reusable
14: It is a precision (2)
15: It is necessary to specify R by removing the common antecedents (It gives Rp
16: for R.E. in Set of training rules do:
17: if A(R.E.) ⊂ A(R) AND #(A(R.E.) ⊂ A(Rp)) < 2 then:
18: Remove R.E.
19: else:
20: It is a supression (3)
21: R should be supressed
22: In the training set, the events leading to R are supressed
23: else:
24: Set protection(R) to 0
25: Go to next R
26: else:
27: N.R. is not related to R → Go to next R
28: Record N.R. in the set of training rules
29: Generalize N.R. To create (4) a new rule of the ﬁnal set
It appears here that four concepts are fundamental for this algorithm:
1. Positive validation - Reward (1).
2. Negative validation - Precision (2).
3. Negative validation - Suppression (3).
4. Creation (4).
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3.2.1 The reward
The algorithm must be able to deﬁne from a single event whether it rewards an ex-
isting rule, if it contradicts one or if it is in either of these two cases. The reward occurs
when the event is included in a ﬁnal rule-set and has the same result.
Deﬁnition 3.5
A rule R1 is included in R2 if R2 has all the antecedents contained in R1.
If E is the event, Ai(E) is antecedents of the event and C(E) is the consequence of
this event. If Rj is a rule from deﬁnitive rule set, Aj(Rj) is its antecedents and C(Rj)
its consequence. E is included in Rj if:
Ai(E) ⊂ Aj(Rj)
E and Rj have the same result if:
C(E) = C(Rj)
In this case, having an event a new rule is not created but is kept in the training
set and the protection of ﬁnal considered rule is enhanced. Indeed, this rule is now
conﬁrmed and should not be possible to be deleted too easily, for example accidentally.
To illustrate this principle, here is an example:
— Let the input linguistic variables be as: X,Y, Z.
— Let the output linguistic variable be as: S.
— Let the linguistic values be as: X : {X1, X2, X3}, Y : {Y1, Y2}, Z : {Z1, Z2, Z3, Z4},
S : {S1, S2, S3}.
— Let the set of deﬁnitive rules be as RD : {R1 = (|X1, X2||Y1||Z2, Z3, Z4|;S1),
R2 = (|X2, X3||Y2||Z1, Z2|;S3)}. As a reminder ”||” means ”AND”, ”,” means
”OR” and ”;” means ”THEN”.
— The event is: E1 = (|X2||Y1||Z3|;S1).
— The training set is: {}.
The event is included in the rule R1 and has the same result (S1). Thus, the protec-
tion of the rule R1 increases to 1. E1 is inserted into the training set and becomes RE1.
The training set becomes RE : {RE1 = (|X2||Y1||Z3|;S1)}.
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3.2.2 The precision
The principle of precision makes it possible not to delete a contradicted rule, but to
specify if it is too general. Indeed, a contradicted rule is not necessarily a rule to be
discarded. It may simply have been generalized before new events come to contradict
it. This is the risk of generalization with very few examples and it is necessary to treat
it. A rule is being speciﬁed if it is not protected. Otherwise, it is simply weakened (its
protection is diminished). A rule is contradicted if:
Ai(E) ⊂ Aj(Rj) and C(E) = C(Rj)
The simplest method for specifying a rule is to remove all common antecedents be-
tween the ﬁnal rule and the event to the ﬁnal rule only. In this way, it is certain that the
rule is updated and will no longer take into account the considered event . Therefore,
the space it covers is reduced.
To illustrate this principle, here is another example:
— Let the input linguistic variables be: X,Y, Z.
— Let the output linguistic variable be: S.
— Let the linguistic values be: X : {X1, X2, X3}, Y : {Y1, Y2}, Z : {Z1, Z2, Z3, Z4}, S :
{S1, S2, S3}.
— Let the set of deﬁnitive rules be: RD : {R1 = (|X1, X2||Y1, Y2||Z2, Z3, Z4|;S1),
R2 = (|X2, X3||Y2||Z1, Z2|;S3)}.
— Let the event be: E1 = (|X2||Y2||Z3|;S2).
— Let the training set be: RE : {RE1 = (|X2||Y1||Z3|;S1), RE2 = (|X3||Y2||Z1|;S3), RE3 =
(|X1||Y1||Z3|;S1)}.
In this example, the event contradicts ﬁnal rule R1 which is nonetheless more
general. Thus, the common antecedents are removed from this rule (X2, Y2, Z3) and
R1 becomes R1 = (|X1||Y1||Z2, Z4|;S1). If R1 had only X2 as the value of the ﬁrst
variable (X), It would have been necessary to remove this value and at the same time
remove R1 (since this variable would no longer be represented). In this step, it is also
important to verify that these changes do not challenge a rule (an old event) kept in the
training set. The goal is not to permanently retain obsolete data which may inﬂuence
the direction of learning taken by the algorithm. Thus, a training rule is rewarding
the ﬁnal rule before modiﬁcation but only partially included (less than two antecedents
in common) in the new ﬁnal rule and then is removed from the training set. Indeed,
this event is no longer as part of the modiﬁed environment. This is the case of RE1
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which is included in R1 before modiﬁcation that carries the same (S1) but is only par-
tially included in the new R1 by having only one antecedent in common (Y1). RE1
is therefore removed from the training set and discarded. The training set becomes
RE : {RE2 = (|X3||Y2||Z1|;S3), RE3 = (|X1||Y1||Z3|;S1)}. It should be noted that the
number of 2 common minimum antecedents has been chosen. Further tests will reveal
that this value allows a good compromise between inertia not too great for a change
of User’s habit while ensuring a useful and suﬃcient memorization of the past when
creating new rules. At the end of precision, a new rule is created from E1 and E1 is
stored in the training set by RE1.
A second implemented method suggests to use this time all the rules of training set,
which means all the past events to precise a controversial rule. The aim is to derive in-
spiration from the past to better direction of future rules and converge more quickly to a
deﬁnitive set of rules which is appropriate to the needs of user. Thus, all the antecedents
in common are no longer systematically suppressed. Only the common antecedents to
be deleted are:
1. Not being found in any past events with the same consequence except the rule (the
one which is already precised). These antecedents are likely to be unrelated to this
rule (with this consequence).
2. Being represented in a minority in the past events of the considered rule in case
where the ﬁrst condition can not be satisﬁed.
Thus an event which contradicts a deﬁnitive rule will modify this rule by removing only
the common antecedents of the considered rule, which does not appear to be really
part of this rule because it is not found or very few times found in events of the same
consequence of this rule. In this manner, the past is taken into account and the algorithm
tends to move faster in space by following a logical direction. This notation is illustrated
by the ﬁgures 3.5 and 3.6.
Figure 3.5 presents the direction of learning in space. Assume a two-dimensional
space (var1 and var2). The third dimension represents the time and diﬀerent stages of
the learning are represented (initial, step 1 and ﬁnal). The initial state corresponds to
a ﬁnal rule set after generalization. Step 1 represents the rule after precision following
a contradictory event. The ﬁnal represents the habits of user. This diagram illustrates
the ﬁrst method of precision where all antecedents are removed. Notice the antecedents
which have been wrongly removed and those which have been removed correctly. Some
parts will have to be reassigned to the rule using future events. Convergence to the ﬁnal
state may take some time.
This time ﬁgure 3.6 presents the second method where the precision is made by tak-
ing the past into consideration. In this case, only the antecedents that are not part of
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the speciﬁed rule are deleted. There could always be mistakes. In this example, only
green parts remain, the algorithm converges more quickly because it goes to parts of the
space in a logical way.
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Figure 3.5: Direction of learning
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Figure 3.6: Direction of learning with memory
Using the previous example:
— Let the input linguistic variables be: X,Y, Z.
— Let the output linguistic variable be: S.
— Let the linguistic values be: X : {X1, X2, X3}, Y : {Y1, Y2}, Z : {Z1, Z2, Z3, Z4},
S : {S1, S2, S3}.
— Let the set of deﬁnitive rules be RD : {R1 = (|X1, X2||Y1, Y2||Z2, Z3, Z4|;S1),
R2 = (|X2, X3||Y2||Z1, Z2|;S3)}.
— Let the event be: E1 = (|X2||Y2||Z3|;S2).
— Let the training set be: {RE1 = (|X2||Y1||Z3|;S1), RE2 = (|X3||Y2||Z1|;S3),
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RE3 = (|X1||Y1||Z3|;S1)}.
In that case, E1 always contradicts R1 which remains more general. However, all of
the E1 are not removed from R1. Indeed, in this case, RE1 and RE3 have the same conse-
quence as R1 and must therefore be taken into consideration. The antecedents of E1 are
X2, Y2, Z3 and RE1 contains X2 while RE3 possesses Z3. Thus, only Y2 is not in any past
event with the same result as R1 and is deleted from R1. It is therefore assumed that only
Y2 has no connection with this rule and R1 becomes R1 = (|X1, X2||Y1||Z2, Z3, Z4|;S1).
In the case where RE3 would have been equal to RE3 = (|X1||Y2||Z3|;S1), all the an-
tecedents of E1 would be represented in past events of the same. However, Z3 would be
found both in the RE1 and in RE3 and should therefore not be removed R1. X2 and
Y2 each would be represented only once and would therefore be minority and R1 will be
removed. R1 after precision will be R1 = (|X1||Y1||Z2, Z3, Z4|;S1).
This method as it will be shown in the results (Cf. 5.2) allows obtaining satisfactory
rules according to the wishes of user more quickly and with fewer events .
3.2.3 The suppression
The suppression occurs during the precision step if:
1. A linguistic value to be deleted is the last representative of the linguistic variable
to which it belongs in the to be precised rule .
2. An event contradicts an existing deﬁnitive rule that is not more general (and there-
fore has the same number of antecedents, one per variable).
For this case, no example is considered because the method is very similar to the
precision presented previously. It is again imperative when deleting a rule to also delete
the events of the training set that had become redundant.
3.2.4 The creation
The creation is a decisive step since it allows the setting of new rules. The goal of
creating is to always get the most general rule possible while taking into account the
previous events memorized in the set of training rules.
Deﬁnition 3.6
A rule has a maximal generalization if it contains all the possible input linguistic
values.
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Deﬁnition 3.7
A linguistic variable is generalized to maximum if it contains all its possible
linguistic values.
Thus, during the creation of a rule, the proposed method consists respecting of the
following steps:
1. Consider each linguistic variable of the event separately (which is generalized to
become a deﬁnitive rule) one by one.
2. Consider each possible linguistic value of the considered variable separately.
3. Add the value if it is not already in the rule in creation.
4. If adding the value does not contradict a rule in the training set, leave it. If not,
remove it and continue with the next value.
5. When all values have been tested for a variable, go to the next variable.
6. When all the variables have been tested to the maximum (all the values have been
tested for each variable), the process is ﬁnished and the rule is stored in the set of
ﬁnal rules.
7. The event at origin of the new rule creation is stored in the training set.
The following example provides a better understanding and explanation of the con-
cept:
— Let the input linguistic variables be: X,Y, Z.
— Let the linguistic output variable be: S.
— Let the linguistic values be: X : {X1, X2, X3}, Y : {Y1, Y2}, Z : {Z1, Z2, Z3, Z4},
S : {S1, S2, S3}.
— Let the set of deﬁnitive rules be RD : {R1 = (|X1, X2||Y1, Y2||Z2, Z3, Z4|;S1),
R2 = (|X2, X3||Y2||Z1, Z2|;S3)}.
— Let the event be: E1 = (|X2||Y2||Z3|;S2).
— Let the set of training rules be: {RE1 = (|X2||Y1||Z3|;S1), RE2 = (|X3||Y2||Z1|;S3),
RE3 = (|X1||Y1||Z3|;S1)}.
As explained above, the values of each variable must be tested separately. This is
why the creation of R3 (which is a generalization of E1) will be done in the following
order:
1. X1 is added → R3 = (|X1, X2||Y2||Z3|;S2) → which does not pose a problem.
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2. X3 is added → R3 = (|X1, X2, X3||Y2||Z3|;S2) → which does not cause a problem.
→ The ﬁrst variable was completely tested and generalized to the maximum.
3. Y1 is added → R3 = (|X1, X2, X3||Y1, Y2||Z3|;S2) → there is a problem with RE1
and RE3 which contradicts this rule if it remains in that state → Y1 is removed →
the second variable was completely tested.
4. Z1 is added → R3 = (|X1, X2, X3||Y2||Z1, Z3|;S2) → there is a problem with RE2
→ which contradicts this rule if it remains in that state → Z1 is removed.
5. Z2 is added → R3 = (|X1, X2, X3||Y2||Z2, Z3|;S2) → no problem occurs.
6. Z4 is added → R3 = (|X1, X2, X3||Y2||Z2, Z3, Z4|;S2) → no problem occurs → the
last variable was completely tested.
7. End of process → R3 = (|X1, X2, X3||Y2||Z2, Z3, Z4|;S2). This is the new rule of
the ﬁnal rule set.
8. RD : {R1 = (|X1, X2||Y1, Y2||Z2, Z3, Z4|;S1), R2 = (|X2, X3||Y2||Z1, Z2|;S3),
R3 = (|X1, X2, X3||Y2||Z2, Z3, Z4|;S2)}.
The particular case where an event is ﬁrst in its class (for a precise actuator, a spe-
ciﬁc place, a speciﬁc user) will create a rule composed of all the possible values in each
variable (because it will never be contradicted by past events). This rule has a maximum
generalization. This is the most general rule.
The main weak point of this method is the order of variables. Indeed, this order does
not vary. Thus, a rule is always generalized in the same order, which in some cases can
give very good results and in others very bad ones. Indeed, the more a variable appears
towards the end of event in the process of generalization, the more it may not be able to
generalize completely. This is due to the fact that a generalized variable towards the end
will be more likely to contradict a rule of the training set and never be generalized to
the maximum. However, the penalized variable is not necessarily the one that ”should”
be penalized according to the user’s not explicitly stated wishes. Thus, according to the
actions of user and according to the order of variables in an event, the algorithm can
either directly ”follow the right direction” and converge rapidly or ”follow the wrong
direction” and converge slowly. To illustrate this point, a concrete example is presented:
Consider the following starting situation:
— Let the input linguistic variables be: Illumination, Presence.
— Let the linguistic output variable be: Light.
— Let the linguistic values be: Illumination : {Low,Medium,High},
Presence : {Present, Non-present},Light : {On,Off}.
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— Let the set of deﬁnitive rules be: RD : {R1 = (|Low,Medium,High||Present, Non-present|;On)}.
— Let the event be: order 1: E1 = (|Non-present||Low|;Off),
order 2: E1 = (|Low||Non-present|;Off).
— Let the training set be: {RE1 = (|Present||Medium|;On)}.
— Let the rules be desired by the user be:
1. If no one is present then the light is oﬀ (1).
2. If someone is present and the luminosity is low or medium then the light is
On (2).
3. If someone is present and the luminosity is strong then the light is oﬀ (3).
Therefore, there are two orders of variables appearance in this example, the order 1
of event and order 2.
For order 1, when the event occurs, R1 is speciﬁed and then a new rule is created
from this event. The generalization is done ﬁrst on the variable ”Presence” and all
the values can be included in the rule without contradicting the training set. This
variable is generalized to the maximum. For the second variable, the value ”Aver-
age” can not be kept because it contradicts RE1 and R2 is memorized in the end
as R2 = (|Present, Non-present||Low,High|;Off) which translates to ”If someone is
present or nobody is present and the luminosity is low or high then the light is oﬀ.” This
new rule does not correspond to any of the rules desired by the user and even contradicts
(2).
With order 2, when the event occurs, R1 is speciﬁed and then a new rule is cre-
ated from this event. The generalization is this time ﬁrst on the variable ”Illumina-
tion” and all the values can be included in the rule without contradicting the training
set. This variable is generalized to the maximum. For the second variable, the value
”Present” can not be added because it would contradict RE1. Thus, the rule created
is R2 = (|Low,Medium,High||Non-present||;Off) which can translate to ”If no one is
present then the light is Oﬀ” which corresponds to the ﬁrst rule desired by the user and
does not contradict any other rule.
One of the possibilities studied to overcome this problem is to introduce a random
part into the algorithm. Indeed, the order of variables can change randomly with each
new rule creation. This allows you to explore a larger space and have a better chance
of looking directly in the right direction. Once the algorithm is ”started” correctly, it
has little risk of being ”lost”. A second improvement that has been tested consists of
no longer generalizing a whole variable, then the second variable and so on, but adding
a ﬁrst value to the ﬁrst variable and then passing to the second variable to add a ﬁrst
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value to the second variable and so on to the last variable. Then, repeat the cycle (add
a second value to the ﬁrst variable, ...) until all the values have been tested for all
the variables. The algorithm thus continues in an incremental manner. This concept is
illustrated by the same example used for the ﬁrst generalization concept:
— Let the input linguistic variables be: X,Y, Z.
— Let the linguistic output variable be: S.
— Let the linguistic values be: X : {X1, X2, X3}, Y : {Y1, Y2}, Z : {Z1, Z2, Z3, Z4}, S :
{S1, S2, S3}.
— Let the set of deﬁnitive rules be RD : {R1 = (|X1, X2||Y1, Y2||Z2, Z3, Z4|;S1), R2 =
(|X2, X3||Y2||Z1, Z2|;S3)}.
— Let the event be E1 = (|X2||Y2||Z3|;S2).
— Let the set of training rules be: {RE1 = (|X2||Y1||Z3|;S1), RE2 = (|X3||Y2||Z1|;S3), RE3 =
(|X1||Y1||Z3|;S1)}.
As before, the steps are detailed:
1. X1 is added → R3 = (|X1, X2||Y2||Z3|;S2) → Does not pose a problem → Proceed
to the next variable.
2. Y1 is added → R3 = (|X1, X2||Y1, Y2||Z3|;S2) → Pose a problem with RE1 and
RE3 which contradict the rule if it remains in that state → Y1 is removed. →
Proceed to the next variable.
3. Z1 is added → R3 = (|X1, X2||Y2||Z1, Z3|;S2) → Does not pose a problem →
Return to the ﬁrst variable.
4. X3 is added → R3 = (|X1, X2||Y2||Z1, Z3|;S2) → Pose a problem with RE2 Which
contradicts the rule if it remains in this state → X3 is removed. → Proceed to the
next variable.
5. All values were tested for this variable (Y) → Proceed to the next variable.
6. Z2 is added → R3 = (|X1, X2||Y2||Z1, Z2, Z3|;S2) → Does not pose a problem →
Proceed to the next variable.
7. All values were tested for this variable (X) → Proceed to the next variable.
8. All values were tested for this variable (Y) → Proceed to the next variable.
9. Z4 is added → R3 = (|X1, X2||Y2||Z1, Z2, Z3, Z4|;S2) → Does not pose a problem
→ This variable is generalized to the maximum, all values of all variables have
been tested.
10. End of Process → R3 = (|X1, X2||Y2||Z1, Z2, Z3, Z4|;S2).
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11. RD : {R1 = (|X1, X2||Y1, Y2||Z2, Z3, Z4|;S1), R2 = (|X2, X3||Y2||Z1, Z2|;S3),
R3 = (|X1, X2||Y2||Z1, Z2, Z3, Z4|;S2)}.
This method has the advantage of giving importance to the order not only of the
variables but also of the values. It is thus possible to introduce a random order of the
values allowing to explore a larger space but in a less sparse manner than with the ran-
dom variables. Thus, the repeat ability is better as shown by the results (Cf. 5.2).
Finally, a ﬁnal technical improvement consists in choosing the order of variables
for each new rule creation according to the rules of training set, in other words, accord-
ing to past events. Thus, the variables of the event before creation are ordered as follows:
— The variables are ordered according to the number of times their associated lin-
guistic value appears in each rule of the training set having a diﬀerent consequence
than the rule in the creation process.
— They are ranked in descending order.
— The order of variables is random if the number of diﬀerent repetitions of each value
in the training set is less than half of the number of variables. If two values appear
twice and two others appear 3 times, there are two diﬀerent repetitions (2 times
and 3 times) and 4 variables.
The goal is ﬁrst to use a random part only when it is not possible to use information
from the past to act logically. Second, whenever possible the algorithm is based on
the fact that the value intervenes least in past events of consequence diﬀerent is more
likely to belong and to play an important role in the rule in creation process. Thus,
this value must be classiﬁed in such a way that it can potentially play a decisive role
in the creation process (as much as possible towards the end). In the previous case,
E1 = (|X2||Y2||Z3|;S2) would have been ordered on the basis of its background as well
as those of the training rules which S2. X2 appears once in RE1, Y2 appears once in RE2
and Z3 appears twice, in RE1 and RE3. The number of diﬀerent occurrence frequency
is 2 (2 appear once and 1 appears twice). There are 3 variables, so 2 are more than half
of the number of variables. Thus, variables are ranked in descending order according to
the number of occurrences of their associated variables. Z3 is in the ﬁrst place while the
order between X2 and Y2 is random. E1 will be classiﬁed as E1 = (|Z3||Y2||X2|;S2), or
as E1 = (|Z3||X2||Y2|;S2).
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3.3 The Decision Algorithm
The objective of this module is to determine the output state of each actuator ac-
cording to the input read values on the sensors as well as the available production rules
in the rule set of user. The stakes of such a module mainly concern the accuracy of
choices made. This module is, in a way a supplement to the learning module since it
acts as a ﬁlter on the rules of production. This principle is depicted in ﬁgure 3.7. The
ﬁltering eﬀect payed by it, is visible.
??????????????
(|C@*TE,F@*TE||I@*LE|;L@=SE)
(|N@*TE,G@*TE||I@*LE|;B@=SE)
(|C@*TE||F@*LE,I@*LE|;F@=SE)
(|C@*TE,B@*TE||M@*LE|;A@=SE)
(|C@*TE||B@*LE,I@*LE|;L@=SE)
(|C@*TE,F@*TE||T@*LE|;I@=SE)
???????????????????
?????????
????????? (|C@*TE||B@*LE,I@*LE|;L@=SE)
Figure 3.7: Representation of the decision module diagram
Indeed, because of the constant search for generalization when creating new rules,
several rules may be ”activated” simultaneously by the same set of input values. In this
case, two situations are distinguished:
— All rules activated are composed of the same consequence.
— One or more diﬀerent consequences are potentially activated.
While the ﬁrst case does not pose any problem, because all the outputs are the same,
the second case requires the realization of a choice. Exactly in this situation the decision
module takes on its full meaning. The criteria chosen for deciding the rule to be used
are based on the following considerations:
— If there is only one possible rule (activated), the result (the consequence) of this
rule is chosen. This is the most advantageous situation.
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— If there are several possible rules and each of them has the same result, this result
is chosen.
— If there are several rules with several possible results, the result of the most general
rule is preferred. Indeed, the most general rule is more likely to have to be precised
(it is better to precise as soon as possible what needs precision).
— If there are several rules with several possible results and each one has the same
generality (they have the same number of antecedents), the result is chosen ran-
domly among the rules in competition.
Deﬁnition 3.8
A ﬁnal rule is activated if it includes (has all the antecedents of) the input combi-
nation .
A second issue concerns the inclusion of fuzzy logic in the decision module. So far,
when reading the input values, a fuzziﬁcation step was carried out in such a way that the
value chosen was that at the highest membership degree. However, the use of fuzzy logic
in the case of a decision mechanism involves considering all possible linguistic values
with their corresponding membership degree, rather than a single value. Thus, there
is no longer single sequence of input linguistic values capable of activating one or more
rules of the production set, but a multitude combinations of possible sequences. The
latter depend on the number of linguistic variables (hence diﬀerent sensors) and on the
number of linguistic values involved as a function of the numerical values associated with
each of the linguistic variables (that had been read on each of the diﬀerent sensors) and
the corresponding member functions.
Deﬁnition 3.9
A suite or a combination of input is a rule that does not have a consequence but
is formed only of antecedents (from linguistic values of the sensors). We also call it
an aggregated rule.
Deﬁnition 3.10
Two input combinations are diﬀerent if they have at least a diﬀerent linguistic value.
This situation is illustrated by the following example (ﬁgure 3.8):
— Let 5 linguistic variables have 4 possible linguistic values.
— Four of these variables return numerical values potentially belonging to two lin-
guistic values (with expropriate membership degrees).
— Each combination of linguistic values gives a sequence of antecedents that can
activate one or more rules. There are several input combinations.
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— Linguistic values are noted 1 and 2 if there are two possible or only 1 if not.
— There are 4 undeﬁned variables (4 variables with 2 possible linguistic values) and
therefore 24 = 16 possible input combinations: {11111, 11112, 11121, ...}.
Figure 3.8: Highlighting the problem related to fuzzy logic
Taking into account the fact that each input combination is capable of activating
one or more rules, the problem quickly becomes a multi-variable problem constituting
a real challenge. Once it has been solved, defuzziﬁcation is applied to obtain no more
a linguistic output value (a single result), but a numerical value allowing a compromise
when two or more rules with diﬀerent consequences are in competition.
3.3.1 Decision algorithm - basic module
The basic module is the part that does not take into account fuzzy logic. As will be
presented below, the module that take into account the fuzzy logic is added to the basic
module. In this ﬁrst part, only a pseudo-code (3.2) is presented as it does not require
additional explanations. It is based mainly on logical cases. During fuzziﬁcation, for
the basic module, the possibility of obtaining several input combinations is not applied.
Thus, the retained linguistic values are those with the highest membership degree when
shaping an event in the learning mechanism.
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Algorithm 3.2 Pseudo-code of the decision algorithm - basic
1: procedure General Procedure
2: Fuzzify each digital value of each sensor (the output value
on the actuator is to be determined)
3: Form a list of fuzzy input values (called NRL -New Rule List).
This is the creation of the input combination.
4: Setting the counter to zero (C = 0) of activated rules
5: for All actuators do:
6: for All the ﬁnal rules associated with the same actuator
in the form of a list (called ARL-All Rule List) do:
7: if NRL ⊂ ARL then:
8: C+ = 1
9: Storing the output status (OS) in a list
10: else:
11: Go to next ARL
12: if C > 1 then:
13: Several cases are possible (as described in text)
14: The number of diﬀerent OS counts (NB-number)
15: if NB == 1 then:
16: All OS are the same
17: The considered actuator takes the state OS
18: Switch to the next actuator
19: else:
20: There is a conﬂict between diﬀerent OS
21: The number of occurrences of each OS is counted
22: if One OS appears more often than others then:
23: The OS is chosen as the state of the actuator
24: It is the democratic principle
25: Switch to the next actuator
26: else:
27: There is a conﬂict between 2 or more OS
appearing the same number of times.
28: The number of antecedents for each rule is counted
29: if A rule is more general than the others then :
30: The output state of the considered rule is chosen for the actuator
31: Switch to the next actuator
32: else:
33: There is no rule more general than another
34: The output state of the actuator is chosen randomly from the rules
35: Switch to the next actuator
36: else if C == 1 then:
37: There is only one possible solution, the considered actuator takes this state
38: Switch to the next actuator
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3.3.2 Decision algorithm - fuzzy logic
The module with addition of fuzzy logic uses the basic module. As explained pre-
viously, in the case of fuzzy logic, several diﬀerent sequences of input data are to be
considered (several diﬀerent input combinations). These depend on the numerical val-
ues read on each sensor as well as the number of diﬀerent linguistic values (generally
two maximum) to which they are able to belong with diﬀerent membership degrees.
Thus, the basic module is called for each of these sequences. However, in the case of
fuzzy logic, not only the output state of each actuator is given for each input sequence,
but also the membership degree associated with. Thus, when several output states are
possible with diﬀerent membership degrees, defuzziﬁcation is used to return not a strict
state (Boolean) but a numerical value (this value being in physical unit corresponding to
the type of actuator, ◦C for a heater, LUX for a lamp, ...). A pseudo-code is presented
in (3.3).
Algorithm 3.3 Pseudo-code of the decision algorithm - fuzzy logic
1: procedure General Procedure
2: Fuzzify each value of each sensor by storing the degrees
of membership (The output value on the actuator is to be determined)(1)
3: Create a list of all possible input combinations (LC)
with their own degrees of membership (2)
4: for All sensors do:
5: for Combination (C in LC) do:
6: Call the basic module which returns a state for each sensors
Of output (OS) + a degree of membership to this state (DA)
7: Store in a list (LES) of all possible OS as well as DA
8: The number of diﬀerent ESs in LES is counted (NB)
9: if NB == 1 then:
10: There is only one exit possible
11: DA is considered to be equal to 1
12: The numerical value associated with the output state is equal to
that deﬁned in the membership function when DA is 1 for this state
13: Switch to the next actuator
14: else:
15: There are 2 or more diﬀerent OSs
16: For each equal OS, DAs are averaged (3)
17: Defuzziﬁcation and association of an OS with the sensor and a numerical value(4)
18: Switch to the next actuator
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3.3.3 Fuzziﬁcation
The fuzziﬁcation step (1) is carried out diﬀerently in this case. Indeed, in the basic
algorithm or in the learning algorithm, the fuzziﬁcation step makes it possible to deter-
mine the category to which a numerical value belongs the most. In other words, the
chosen linguistic value corresponds to the value for which the numerical value has the
greatest degree of membership (d◦). Here, the process is diﬀerent: all possible linguistic
values are considered as well as their associated degrees of membership. The objective
is to obtain all the sequences of linguistic values (all input combinations) corresponding
with their proper weight (deﬁned by the degrees of membership) from the numerical
input values, rather than just one after. Taking into account all the possibilities (and
not only the most probable one) makes it possible to be more precise. For a better
understanding of the method, an example is proposed:
— Luminosity = {Dark, Medium, Normal, Dazzling}, Temperature = {Cold, Chilly,
Warm, Hot, Very hot}, Humidity = {Dry, Normal, Wet, Very wet}.
— Let the numerical values of read input on the sensors be: Luminosity = 55 LUX,
Temperature = 19.9 ◦C, Humidity = 40 %.
— Let the membership functions be the ones presented in the ﬁgure 3.9.
By taking the numerical input values one after the other, it is possible to use the
membership functions by matching them to linguistic values. Thus, the luminosity with
55 Lux, belongs to both ”Dazzling” with d◦ = 0.23 and ”Normal” with d◦ = 0.39. The
temperature with 19.9◦C belongs to ”Warm” with d◦ = 1.0. The humidity with 40 %
belongs to ”Normal” with a membership degree of 0.2 and to humidity with d◦ = 0.51.
Thus, the returned list during the fuzziﬁcation step has the following form in this case:
[[[Dazzling, 0.23],[Normal, 0.39]],[[Warm, 1.0]],[[Normal, 0.2],[Humid, 0.51]]], having
the limitation of each linguistic variable in bold. Thus, there are two variables repre-
sented by two linguistic values and one variable represented by a single linguistic value.
Therefore, the number of possible input combinations is 22 = 4.
3.3.4 Possible inputs combinations
From the diﬀerent possible linguistic values, several series of input values can be cre-
ated (Cf. ﬁgure 3.8). These are possible combinations by ordering each value diﬀerently
(2). It is important to perform all combinations because each of them is capable of acti-
vating another rule of the set of deﬁnitive rules. It is therefore essential to test them all.
All the activated rules and the degree to which they are activated subsequently serve to
difuzzify to recover a numerical output value. Therefore each combination entry must
also be linked to a degree of membership depending on the membership degrees of each
linguistic value that makes it up. In this project, the ET (minimum) method is applied
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Figure 3.9: Membership functions used for fuzziﬁcation example
[96]. This method consists of choosing the lowest membership degree of all the forming
antecedents of the combination as membership degree of the input rule (the combina-
tion). This method also strongly penalizes the rules having at least one antecedent to a
very weak membership degree.
Using the example mentioned previously, there are two variables that accept two dif-
ferent linguistic values. It can thus be deduced that there will be four diﬀerent possible
combinations:
1. [[Dazzling, Warm, Normal], 0.2], The degree of membership is 0.2 because it is the
smallest of antecedents (Normal).
2. [[Dazzling, Warm, humid], 0.23].
3. [[Normal, Warm, Normal], 0.2].
4. [[Normal, Warm, Humid], 0.39].
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The most likely aggregate rule of entry (the one that best corresponds to the nu-
merical read values on the sensors) is thus the one with the highest membership degree
(here 4). With the old method, only this rule would have been adopted as input. Here
they are all taken into account with more or less degrees of conﬁdence. The aim is to
take into account a larger number of potential rules.
3.3.5 Membership degrees averaging
This is step (3) according to decision algorithm number 2 (3.3.2). It occurs when at
least one rule has been activated.
If several rules have been activated, there are several outputs (one output, or con-
sequence per rule). Each of these outputs is linked to a membership degree equal to
membership degree of the aggregate input rule that has activated it. When all input
combinations have activated a consequence, two cases are considered:
1. The consequences are same for all input combinations.
2. The consequences are diﬀerent.
In the ﬁrst case, the solution is immediate and the actuator takes the value of the
considered consequence. In the second case, the defuzziﬁcation step must be used. How-
ever, before that, one must match a membership degree to each consequence. In the
case where a consequence only appears once, its membership degree remains the same
(corresponding to that of the combination that activated it). In the case where a conse-
quence appears several times, the associated degrees of membership are averaged until a
single consequence is obtained with only one degree of membership by consequence types.
Continuing with the same example and assuming that the set of production rules
includes the following rules:
1. If the luminosity is dark or medium Then the light is High.
2. If the luminosity is normal then the light is medium.
3. If the luminosity is dazzling then the light is low.
The temperature and humidity do not appear because their value is assumed not to
be important in these rules (when a variable does not appear in a rule, it means that all
the linguistic values of that variable are included in the rule). In the case of a lamp with
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variable intensity, three consequences are possible (strong, medium, low). According
to the four obtained input combinations, two diﬀerent consequences appear twice each:
Medium and low. Indeed, combinations 1 and 2 activate the ﬁnal rule number 3 and
combinations 3 and 4 activate the ﬁnal rule number 2. The two activation of ”Medium”
are linked to the membership degrees 0.2 and 0.39 (Cf. Input combinations). Both
”Low” activation are related to membership degrees 0.2 and 0.23. Thus, before passing
to the defuzziﬁcation stage, it is necessary to average these membership degrees in order
to obtain a single membership degree by diﬀerent consequences. The d◦ Of ”Medium”
becomes 0.295 (0.2+0.392 ) and that of ”Weak” becomes 0.215 (
0.2+0.23
2 ). Thus, there are
now two possible consequences that are deﬁned as follows:
1. [Medium, 0.295].
2. [Weak, 0.215].
3.3.6 Defuzziﬁcation
The defuzziﬁcation step (4) makes it possible to ﬁnd an in-between in the form of a
numerical value making it possible to satisfy each of the potential consequences in pro-
portion to their membership functions. Thus, any value in the range of the considered
actuator can be given as output.
To ﬁnish the given example, it is important to give the membership function of the
considered actuator (a dimmer lamp). This membership function is presented in the
ﬁgure 3.10, it deﬁnes the three possible consequences (Low, Medium, High). The values
to be taken into account are in percentage and therefore are only between 0 and 100.
The two consequences of the example are: Medium at 0.295 and Low at 0.215. The
defuzziﬁcation method used is the method of bisection which divides the total area into
two equal parts [97] in such a way that:
∫ x=b
0
d◦(x)dx =
∫ ∞
x=b
d◦(x)dx
X=b corresponds to the component on the abscissa of bisection.
Thus, during defuzziﬁcation the area coinciding with the membership degree of each
activated consequence and the limits of this consequence (the borders of membership
function) is computed. Then the bisecting corresponding to the numerical output value
is searched. This method has been chosen because it allows a good compromise between
several competitor consequences. This process is illustrated in ﬁgure 3.11. The green
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Figure 3.10: Membership function used for a lamp variable in luminous intensity
part represents the area used for defuzzication.
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Figure 3.11: Defuzziﬁcation
In this example, the result therefore gives an output command of 43 % which corre-
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sponds to a compromise between the two competitors consequence. In fact, at d◦ = 1
”Medium” means 50% and ”low” is 0%.
3.4 Summary
In this chapter we founded the mathematical background to be implemented as
algorithms in our software solution. Algorithms of learning and decision making are
described and clariﬁed using various simple examples. We proceed by its implementation
into our software platform, the challenges ahead and their tackles in the next chapter.
Chapter 4
System’s Intelligence - Architecture
and Integration
4.1 Background
This chapter focuses mainly on the intelligence that is described by the diagram in
ﬁgure 4.1. The key point for such a system is the real time interactions of the occupants
as it is the necessary element to close the loop. Indeed by acting on the actuators or
to the future intelligent loads, the loop will be closed. The indications taken by these
actions, go back through the BMS and HBI interface to the intelligence unit. After
learning mechanism activation, the decision making module is used to act in response
to the user comfort and the loop is complete. The human is thus, completely integrated
into the system and is the master of his own comfort decision. This direct loop is the
essential key to avoid pre-conﬁguration of the system by an extra person (whether the
user or a moderator). User is monitored without being intruded by the actions he takes.
In addition, a rule is not linked to a room or a speciﬁc charge, but a user. Each one
has his own set of production rules corresponding to comfort (Cf. ﬁgure 4.4). In this
chapter we will show the integration and implementation of the algorithms discussed in
previous chapter into our HBI system.
This diagram contains the following elements:
— The sensors: They are used to take all the available information about the en-
vironment at time t. They are triggered either by a user action (in the case of
learning) or by any time interval decided by control system (in the case of decision
mechanism) Cf. 4.5.1.
— The actuator: Each rule aﬀects only a single actuator at a time. The actuator
can maintain the desired environment by the occupant at the moment t by being
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Figure 4.1: Theoretical structure of the intelligence unit for each actuator
triggered as an action of an occupant or at each regular time interval by control
system Cf. 4.5.2.
— The learning unit: Handles the generation of new rules together with the man-
agement of already existing rules by close communication with Knowledge base
which contains all the existing rules independently from the user Cf. 3.
— The decision module: Handles making action decisions to be triggered depend-
ing on the recorded values from sensors. It also communicates closely with the rule
base containing all the existing rules for a user. Sometimes in this thesis we refer
to it as controller Cf. 5.
— The rule base: At each line of it a rule corresponding to the user and also diﬀerent
information concerning the line is recorded Cf. 4.4.3. A rule is always related to
a type of the living space, an occupant and an actuator.
— A user: The system is centered on human, each rule is lined with one or multiple
users.
— The fact base: The facts are hard-coded and helps in correlation extraction
between the linguistic variable and fuzzy logic values. A fact can not be modiﬁed
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ever except by a moderator and is a sort of identity card for linguistic variables
Cf. 4.4.1.
— Goal evaluator: Slightly discussed in proposed paradigm, this module is not
implemented thoroughly in this study. However, it could be completed later and
would consist of predeﬁned rules with speciﬁc goals such as reduction of electricity
consumption, safety and security of the user, reduction of carbon footprint etc.
4.1.1 The sensors
Arriving data from sensors are to be considered as the system inputs. All sensors
are used regardless of action type in order to obtain a system which can be easily
generalized. In fact, the system has no ”prejudice” on directing actuators. For example
the temperature will be a considered value on controlling a lamp as the light will present a
setting for the direction of a heating system. This guarantees all the possible correlations
among the acquired data. The applied sensors are of type: temperature, presence,
humidity, luminosity.
The reading of sensors is called at each regular time intervals allowing for a continuous
monitoring of the living space in which each event (Cf. deﬁnition 3.1) is received by
the system, as explained in [74]. An event may be perceived by the system as either a
reward if it conﬁrms an existing rule or as a punishment if it contradicts one.
4.1.2 The actuators
The actuators are for acting on the environment. Each rule is for output of a single
actuator. The actuators can act on light, heating, blind, valve for air quality or more
devices in future.
During an event, the action performed by the user is stored and put in relation with
the state of sensors at the same time to feed the learning module. In this case, the
actuator status is part of the input data as a separate sensor. However, when it is in
control mode (or decision module), the actuator is lined to the output data provided by
the associated decision module (this output data is a control value to declare the new
state of the actuator).
4.1.3 Data format requirements
For eﬃcient performance, the system must communicate with sensors and actuators.
The requirements for sensors are:
— To detect changes on the sensors (event-based management).
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— To deﬁne the threshold at which a change of a sensor is to be considered as signif-
icant.
— To read at any time (for example every signiﬁcant change) the value of the selected
sensors.
A signiﬁcant change is dependent on a threshold. When the diﬀerence in absolute
value of a sensor at the time t+dt from the same sensor at the time t is greater than the
threshold for this sensor, a signal is triggered. This allows to know when the environment
changes its state in real time and requires the intervention of the decision module. How-
ever, as will be explained, the thesis is not addressing the management of these signals
and thresholds but application of sensors measurement in each predeﬁned time t interval.
The requirements for the actuators are:
— To be able of reading the current control value of an actuator at any time.
— To be able of acting on an actuator with a control value at any time.
— To be able of detecting when the value of an actuator changes by using events.
In the framework of this project, the third point works only if the event is realized
through the ThinkEE platform. To fulﬁll the above requirements, the project is based
here on the BMS server (Building Management System) OpenBMS [92]. The structure
of communication between the various modules, sensors, actuators and OpenBMS is
shown in ﬁgure 4.2. The learning (a) reads the values of sensors and actuators from
the BMS (via a HBI interface such as ThinkEE). Decision (b) reads the sensor values
from the BMS and then returns a command value to the BMS which redirects it to the
actuator.
To supply the data requirements, ﬁgure 4.3 shows the architecture of an ”intelligent”
room adapted to the smooth functioning of the system as a whole. Sensors and actuators
are linked to a BMS and other types of them could be added. All values are also linked
to a necessary time factor. The user goes through a HBI interface (ThinkEE) to use the
system.
4.2 Learning Module
The learning module is the most important part of the thesis. The purpose of this
module is to learn user’s habits without intrusion to him. In other words, the user
should not be prompted to conﬁgure the system in any way. Additionally, each person is
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Figure 4.2: The structure between openBMS and various modules
diﬀerent and has various requirements, it is impossible to train the algorithm in advance
with a standard data set. Thus, the algorithm needs to react on every event initiated by
the user and learn incrementally by creating, checking and removing the existing rules.
The learning module is the same regardless of the actuator type which depends on the
event of the user who initiates the type and location where it is triggered (oﬃce, living
room, kitchen, ...). Thus, it can be scaled. Several methods have been implemented to
obtain a system with the best performance. These methods are shown in the section 3.2.
4.3 Decision Module
This module allows to link the various rules relating to a room, an actuator, a user
and output control. It is the decision making unit with the responsibility to choose
the next state of each actuator based on reading the sensors at each time interval (t).
Several steps have also been taken to improve the performance of this module to be a
successful controller manager with the fuzzy logic principle. This module is extensively
discussed in section 5.
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Figure 4.3: Example of intelligent unit with diﬀerent sensors (in green) and various
actuators (in orange)
4.4 Knowledge Management
4.4.1 The fact base
In the framework of the project, a fact is like an identity card presetting and it is
hard-coded in the database. No one, except a system administrator can change the fact
base. The identity card expression is selected since a fact is an essential element con-
taining the key points for creating a rule at each time that a linguistic value associates
to a linguistic variable for fuzzy logic. The description of a human readable language for
the transcription of the rule is also particularly coded. Applying a parser to decipher
a rule more quickly and methodically speciﬁc syntax makes the programming possible.
The fact-base contains all the necessary knowledge for each element that constitutes a
rule. The applied syntax is composed of the initial letter of the linguistic value that is
considered in uppercase following by the symbol ”@*” if it is a fact related to a sensor,
or ”@=” if it is a fact related to an actuator, followed by the ﬁrst and last capitalized
letter of corresponding linguistic variable. Thus for the linguistic variable ”Tempera-
ture” and linguistic value ”Cold” of the sensor type, the code will be ”C@*TE” while
the value for ”Hot” will be ”H@*TE” and for the variable ”Blind” of the actuator type
and the value ”Down” will be ”D@=BD”. Existing expert models are not applied as
it requires the use of an administrator to ensure the maintenance of updated rules to
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avoid possible contradictions between them. A fact is thus completely deﬁned as follows:
— Id name: It corresponds to the code presented above. Example: C@*TE ou
D@=BD.
— A linguistic variable: It enables rapid sorting of data. Example: Temperature,
Luminosity, Blind, ...
— A linguistic value: It allows sorting data and the relationship between value and
Id name. Example: Hot, Cold, Warm, ...
— A description: The readable transcription of a linguistic value used for restitution
in correct language rules to be human readable. Example: A linguistic value such
as ”VeryHot” that is written connected for Python requirements reasons and rapid
screening would be transcribed by ”Very hot” which is syntactically correct.
— A type: It helps when searching or sorting information to quickly determine
whether a fact is of type 0, meaning that it is linked to a sensor, or type 1, for an
actuator.
A fact allows linking between a rule and the various elements that compose it like the
value of a sensor, type, code and transcription at any time .
4.4.2 Knowledge base
The knowledge base is the location in database that contains all the rules in coded
form used by each user. This knowledge base never contains the same rule twice. If
multiple users have the same rule in their own set of rules, they are simply all related
to the same rule in the knowledge base. The knowledge base is not predeﬁned by an
administrator. All the rules are being added progressively. No rule can be removed from
the knowledge base. Thus, it only extends until all possible combinations of rules are
being stored (which depends on a combination of linguistic values it contains). The rules
stored in the knowledge base are either events or generated rules.
A rule in this project is a logical rule type (production rule): ”If the conditions 1 or
2 and the condition 3 then result 1”. A coded rule has a special syntax. It consists of
the identiﬁcation codes presented in section 4.4.1 as well as elements to translate logical
coordinators ”Or”, ”And” and ”Then” signs. Thus the sign ”——” is used to ”and”,
the comma is used to ”Or” and the semicolon for ”Then” while the whole rule is deﬁned
between parentheses. Thus, a rule transcribed into spoken language by ”If the temper-
ature is hot or cold and the luminosity is important then the blind is lifted up” would
be encoded by the following syntax: (—H@*TE,C@*TE——I@*LE—;U@=BD). This
is the form that is stored in the knowledge base note that each rule includes all sensors
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and thus a rule will always have more linguistic variables than in this example. Since
the syntax is only a simple string of condensed characters has the advantage of needing
low memory storage. A rule of the knowledge base is also deﬁned by:
— A code: It corresponds to the encoded rule in the syntax presented above. Ex-
ample: (—H@*TE,C@*TE——I@*LE—;U@=BD).
— A transcript: It corresponds to storing the readable form of the rule. Example:
”If the temperature is hot or cold and the luminosity is important then the blind
is lifted up.”.
4.4.3 Rule-base Production
The rule base is the set of proper rules for each user. Thus, there is a rule base per
user. Indeed, when a new rule is introduced for a user, a link is created between the user
and corresponding existing rule in the knowledge base (if this rule does not yet exist, it
is ﬁrst created). It is this link that is strictly speaking a ”production rule” as a rule of
the knowledge base becomes a production rule only when linked to a user and therefore
useful to one or more users. This project focuses on the user and not on a particular
living space, which means that each one has his own set of rules that will remain the
same from a living space to another. Therefore, a set of rules for the user’s oﬃce is being
made over time and if he wants to change his oﬃce, the rule base will automatically reset
to the same in his new oﬃce. Thus for example, that same user would not see his kitchen
behaves as his oﬃce. Therefore, a production rule is the link not only between a user
and a rule of the knowledge base, but also with a living space type (oﬃce, bedroom,
living room, kitchen, ...). In addition, only private spaces as deﬁned in ThinkEE may be
linked to rules[76]. To clarify these explanations, the situation is illustrated in ﬁgure 4.4.
There are two categories of production rules. The deﬁnitive rule base and training
rules. The ﬁrst are the rules used to determine the state of an actuator, they are the gen-
eralization of events induced by the user. The ﬁnal deﬁnitive rules may at any time be
either protected because of their repetitions, be challenged by new contradicting events
then weakened or eliminated. The training production rules are storing all signiﬁcant
events which lead to the creation of a deﬁnitive rule. They are used to keep track of
the past when creating new ﬁnal rules. Thus to be fully deﬁned, a production rule must
contain the following parameters:
— A rule: This is a rule of the knowledge base, the rule to which diﬀerent links are
made.
— A protection state: If the state is 1, the rule is protected for the corresponding
user because it has been proven. A protected rule is more diﬃcult to change.
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Figure 4.4: building knowledge base Vs. users’ rule sets
— A private place category: To link the rule to a type of place. Example: living
room, kitchen, oﬃce, bathroom.
— A user: It is the user to whom the rules are related. Each user can be linked to
multiple rules and each rule to multiple users.
— A status: Status 1 means that the rule is part of the ﬁnal rule set and status 0
belongs to training rules set.
— An actuator type: The type of actuator referred to by the rule. This parameter
is mainly used for sorting. Example: lighting, heating, blinds, ...
The theory on this subject is already discussed in section 3.
4.5 Intelligence Implementation in HBI Platform
The implementation of the algorithm was carried out as an overlay of the ThinkEE
project [76], but could be integrated into any type of dedicated interface. This part
presents the main points of such an interface in management, in particular sensors and
actuators. In ﬁgure 4.5, it has been shown that how the modules will be plugged between
other entities.
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Figure 4.5: Event-based learning and control integration in building management sys-
tem
4.5.1 Sensors Management
Sensors are essential in the proper functioning of the system. It is because of them
that the state of the environment at a moment t can be ”quantiﬁed” and compared. In
order to obtain a system that is as reusable as possible (and thus be able to integrate
any type of sensors), the manner in which the sensors are managed has been designed to
be as independent as possible of the server from which the values are read (BMS). This
section presents the various important sensor concepts. The rest of the explanations
require knowledge of the ThinkEE project and more precisely of the control unit notion.
Clustering of Sensors
The sensors are clustered according to their category, type of use, type and model. A
category deﬁnes whether a sensor is intelligent (category of smart building) or whether
it is virtual (the values are entered manually by the user). They are also referred to
as automatic sensors and manual sensors. Only automatic sensors are of this project’s
interest and concern the rest of description in this chapter. The type of use is either
”consumption” for loads or ”measurement” for environmental sensors which measure a
physical value (luminosity, temperature, humidity, ...). The type deﬁnes a set of the
same ”label” sensors, for example luminosity sensors. The model is about the sensor
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itself. For instance luminosity is a ”measurement” type sensor), the available models
are ”internal luminosity” and ”external luminosity”. The grouping tree for the sensors
is shown in ﬁgure 4.6.
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Figure 4.6: The representation of the sorting tree for the sensors.
Such a clustering makes it possible to know the exact nature of each new sensor
added by a user. The system remains as wide as possible, thus allowing a link to all
sensors.
Addition of a sensor
When adding a new sensor, certain elements should be deﬁned in its proﬁle. Its
proﬁle contains the following ﬁelds:
— Name: It allows to give a name on added sensor. For example: presence detector
in a living space.
— Identiﬁcation number (”id”): It selects the correct sensor in the BMS server.
The identiﬁcation number is speciﬁc to each sensor. This is the ”id” as deﬁned in
the BMS.
— Model: The sensor model as deﬁned in ﬁgure 4.6. For example: Internal lumi-
nosity.
66 System’s Intelligence - Architecture and Integration
— Control unit: The control unit to which the sensor is added.
— Users: All the users of the control unit are also linked to the sensor in question.
— Type: The type of used sensor, 3 states are distinguished : Consumption, Mea-
surement or Actuator (because the actuator is also linked to an object of this
type).
— Minimum value: The minimum value that can be taken by the sensor. Exemple:
0 Lux.
— Maximum value: The maximum value that can be taken by the sensor. Exem-
ple: 1000 Lux.
The minimum value and the maximum value that form the range of sensor values
are used to create customized membership functions as described in section 3.1.1. The
addition of a sensor is in the form of a formula. It is possible to observe directly the
shape of membership function linked to the sensor by varying the range of values. The
addition of a sensor as it appears on the ThinkEE software is shown in ﬁgure 4.7.
When adding a sensor, a number of possible situations are tested. The goal here is
to prevent the user from making mistakes or trying to deceive the system. Thus, the
following actions are monitored:
— All ﬁelds on the form must be completed.
— The minimum and maximum values must be integers.
— The maximum value must be strictly greater than the minimum value (maximum >
minimum).
— There can not be two sensors of the same use with the same name in the same
control unit.
When an error is detected, the sensor can not be added and a message informs the
user (Cf. ﬁgure 4.8).
Modiﬁcation of a sensor
The moderator can add new sensors, but it can also have access to all the control
units that it moderates to modify diﬀerent parameters. It can thus modify the values
of a sensor, the existing connections between a sensor and users of the control unit and
remove a sensor. Figures 4.9 and 4.10 show the parameters page of the control unit
as well as the dialog box for modifying a sensor. The user pattern next to each device
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Figure 4.7: ThinkEE interface when adding a sensor
allows you to change users related to the device in question. The gear can be used to
modify the parameters of device. The cross is used to delete it. It is also possible to
activate or not the automatic actuator management mode.
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Figure 4.8: Example of error checking when adding a sensor
Application of sensors
The sensors are used in the following two modules:
1. The learning module (Section 3).
2. The decision module (Section 5).
In the ﬁrst case, they are used to know the state of environment during an action of
the user (during an event). Only ”Measurement” sensors are considered in this step. In
the second case, they are called periodically to know the evolution of environment stats
over time and act accordingly (in relation to the rules) on the actuators. This second use
of the sensors is eﬀective only if the automatic management of the actuators is activated
(a possible activation by control unit).
When using a sensor, the following steps are always followed:
1. Veriﬁcation of the link between the user and the sensor.
2. Veriﬁcation of the Internet connection (to read the value of the sensor on the
server).
3. Veriﬁcation of sensor ”id” existence as well as its validity.
4. Reading the value in the format JSON and its utilization depending on the appli-
cation.
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Figure 4.9: Management of control units
When only one of these steps is false, an error message informs the user (Cf. 4.11).
4.5.2 Actuators Management
Actuators make the system truly functional and alive. They make it possible to
create the determining link between the user and his environment. This section brieﬂy
describes the various steps required for the use of an actuator and its possibilities
Actuator deﬁnition
The actuator has the same basic characteristics as a sensor (necessity of a proper
identiﬁcation and a range of values in the case where the realized action is not binary
but continuous, etc.). However, it contains two additional parameters:
— User Key: This is a secret key known to the administrator of the control unit
receiving the actuator. This key ensures that the actuator is handled by the right
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Figure 4.10: The modiﬁable parameters of a ”Measure” type sensor
Figure 4.11: Error when using sensors
person (who knows the key) or who is related to the actuator for valid reasons.
This is a security key that prevents everyone from using the actuator for dishonest
purposes or without a reason.
— A physical value of conversion: This value, which is speciﬁc to each actuator,
makes it possible to convert an output value of the decision module (a control value
often as a percentage) into a control value of the actuator’s concerned physical unit
(◦C, ...).
An actuator can be linked at most to only one load. A load can be linked to at most
one actuator.
The actuators are sorted by type (light, blind, heating, ...) and by models (ceiling
light, oﬃce light, ...).
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Addition of an actuator
On adding an actuator, the user must ﬁll the following ﬁelds in the additional form
in ﬁgure:
— Name: It makes it possible to give a proper name to the actuator. For example:
Ceiling lamp ELB 240.
— Control unit: The control unit to which the actuator will be linked. For example:
Control unit of ELB 240.
— Identiﬁcation number (”id”): The ”id” speciﬁc to the actuator making it
possible to make the link with the good actuator through the server.
— Secret key: The identiﬁcation key used for security reasons.
— Physical conversion value: It allows the conversion between value of decision
module and the control value of the actuator.
— Type of actuator: It is a Boolean allowing to choose whether the actuator is of
binary type (for example a lamp that can be switched oﬀ or on) or of continuous
type (for example a lamp having an intensity dimmer ).
— Minimum value: It allows to know the minimum possible value of control in the
case of a continuous actuator. This value is set to 0 if the actuator is binary.
— Maximum value: It allows to know the maximum possible value of control in
the case of a continuous actuator. This value is set to 1 if the actuator is binary.
During this step, all possible errors are also checked as when adding a sensor (Cf.4.5.1).
The moderator of control unit still has to deﬁne for which people related to that, the
actuator must be added. A ceiling lamp for example, will be easily tied to several users
while a desk lamp, will most likely be related to only one person.
Modiﬁcation of an actuator
The moderator also has the possibility to modify all the parameters of an actuator,
to change the users linked to it or to delete it. When a parameter is changed, all elements
are tested again. An actuator can also be changed from binary to continuous and vice
versa. Figure 4.13 shows the modiﬁcation window for an actuator.
Application of actuators
The actuator is both used in the learning module and the decision module. However,
in each of these modules, it has a very diﬀerent function. Indeed, in the learning module,
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Figure 4.12: The window for adding an actuator
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Figure 4.13: The modiﬁcation window of an actuator
the actuator is to be seen as an input of the system. It is certainly a consequence and
thus a supposed output, but it is considered as an input because it allows the training of
algorithm. Thus, at each action of the user on an actuator, the state of sensors is checked
(if the user is linked to valid sensors of the ”measurement” type) as well as the state of
output actuator. All these data shapes the input training rule (the event). The learning
algorithm is then automatically called and the set of rules are modiﬁed according to the
performed action.
To act on his environment from the interface, user can use the button provided in
the software for this purpose (the button ”Act on your environment”). Automatically,
the places in which it has actuators are proposed. The user can then choose the place in
which he wishes to modify the state of an actuator. There follows a list of the actuators
to which he is linked in this place. By choosing the actuator on which it wishes to act,
a control bar delimited by the range of accessible values of the actuator or a two-state
switch will be present depending on whether the selected actuator is continuous or bi-
nary. The user can thus act by modifying the value of considered actuator. These two
possibilities are presented in the ﬁgure 4.14.
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Figure 4.14: (a) binary actuator and (b) the continuous actuator
At each action of user, a possible error concerning the identiﬁcation of actuator, the
secret key or even the Internet connection is sought. If it is necessary, the action is not
validated and the user is informed. The training module is only called up in the case
where one or more sensors of the ”measurement” type are linked in this room to the user
and no error is relating to them during the detection of reading. Otherwise, a message
about the error and the fact that learning have not taken place informs the user (ﬁgure
4.15). However, the action is still carried out. Indeed, when performed directly by the
user, it is decoupled from the decision module.
Figure 4.15: Information that an error has occurred.
For the decision module, the actuators are outputs of the system. Indeed, at any
moment of t, the values of sensors are stored and allows the creation of diﬀerent neces-
sary combinations of input for the operation of decision module. The decision module
is subsequently called and then depending on the input data and the set of rules, it
chooses the output value of the actuator. The actuator is then automatically actuated
using the calculated control value. This principle makes it possible to act eﬃciently and
automatically on the living space of each user.
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4.6 Conﬂict Management
An algorithm set-up also allows the conﬂict management in the case where a part is
linked to several users who are having diﬀerent rules. Indeed, in this case one must make
a choice to satisfy all users. This algorithm allows the decision module to manage each
living space whose control unit has actuators/sensors and activated automatic manage-
ment. It also provides a solution to the problem of contradictions that can exist within
a room governed by several users. Each user has a diﬀerent set of rules. The algorithm
is based on the following situations:
1. All users have the same output status with the same defuzziﬁed numeric value.
2. All users have the same output status with diﬀerent defuzziﬁed numeric values.
3. Users have diﬀerent output states.
The ﬁrst case is the simplest because everyone is in an agreement and the selected
output state matches that of chosen by all users. Second case poses a problem of con-
ciliation. Indeed, in this case the applied method is to average the numerical values of
each user to create an output state ﬁnding a compromise advantageous for everyone. In
the third case, there is a real contradiction. Thus, the ﬁrst thing comes to mind is to
have democracy. The possible state that is mostly represented by the users is chosen.
In the case where no user has the same output state, all values are averaged. This last
point could be improved by deﬁning that in this case the defuzziﬁcation is reapplied
with the input values of each user to obtain a single result with a single defuzziﬁed
output digital value. In this case, it is necessary to ﬁnd an average value that is more
representative of the situation.
As it will be mentioned in section 7.1, the detection of presence is a challenge of the
system. Indeed the used sensors are able to detect the presence of someone in a room
but they are not able to know the identity of that person. Thus in current setting of
system, when someone is detected in the room, all users are taken into account as if
they were all present and therefore all rules are taken into account. However, in the
case where only one person is actually present, only his or her rules should be taken into
account. Thus, one solution would be to replace the presence sensor with a smartphone
card recognition terminal. When a user enters the room, he identiﬁes himself, and so
when he comes out. The other solution is to ask user to act only through his proﬁle in
ThinkEE. Thus, the algorithm could be modiﬁed by the following steps:
1. First check if anyone is in the room. Otherwise all users are taken into account.
2. If there is someone in the room, only the present users are taken into account.
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An experiment was carried out on the demonstration wall (Cf. 5.15) to illustrate the
operation of algorithm.
Algorithm 4.1 Conﬂict management algorithm
1: procedure General Procedure
2: The procedure is repeated at all times t.
3: for All control units (CU) do:
4: if CU is self-managing (Cf. 4.5.1) then:
5: if CU has actuators then:
6: for All actuators (A) do:
7: if A is lined to a user/s then:
8: A list of actions (LA) is created.
9: for All related users (U) do:
10: if U is linked to measurement sensors (MS) in CU then:
11: The values of the MSs are read.
12: If there is no error, the input combinations are created.
13: The decision module is called.
14: LA is ﬁlled with the output values chosen by the rules of U.
15: if LA is not empty then:
16: if len(LA) ¿ 1 then:
17: There are several possible actions.
18: The diﬀerent linguistic variables (LV) are counted (LVD).
19: if len(VLD)¿1 then:
20: There are several diﬀerent (LV).
21: The most represented LV is chosen.
22: The numerical values (NV) are averaged. Act on A.
23: else:
24: There is only one possible LV.
25: VNs are averaged.
26: Act on A.
27: else: The only action is chosen. Act on A.
28: else:
29: There are no usable rules, the process ends.
30: else:
31: Skip.
32: else:
33: Skip.
34: else:
35: Skip.
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This experiment records the actions carried out over about 3 days for two diﬀerent
users using the wall. User 1 is bound by the following rules:
— If the internal luminosity is low and someone is detected then the lamp is at high
intensity.
— If the internal luminosity is average and someone is detected then the lamp is at
medium intensity.
— If the internal luminosity is high or normal then the lamp is switched oﬀ.
— If no one is detected then the lamp is switched oﬀ.
User 2 is bound by the following rules:
— If the internal luminosity is low or medium and someone is detected then the lamp
is at high intensity.
— If the internal luminosity is normal and someone is detected then the lamp is at
medium intensity.
— If the internal luminosity is high then the lamp is switched oﬀ.
— If no one is detected then the lamp is switched oﬀ.
Thus, the ﬁnal chosen control value by the system is a compromise between the two
users as shown in ﬁgure 4.16.
4.7 Rules Rendering
This section is about rendering rules for the user. When a user is bound to one
or more deﬁnitive rules, he has the possibility of knowing the nature of rules. One of
the advantages of a system based on logical rules is indeed its great transparency. As
explained previously, a rule is linked to a user but also to:
— A category of private places (an oﬃce, a kitchen, ...).
— One type of actuator (one lamp, one heater, ...).
Thus, in order to visualize his rules, ﬁrst the user has possibility of choosing the
category of living places for which he wishes to know the rules (only the categories of
living spaces to which he is bound and for which of them deﬁnitive rules exist, are dis-
played). Then, the user chooses type of actuators that he likes to consult its existing
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Figure 4.16: Command value for each user and ﬁnal choice
rules for selected category of living spaces (only the actuator types to which he is linked
and for which deﬁnitive rules exist are displayed). When the user has chosen these ﬁrst
two steps, his corresponding ﬁnal rules are displayed. They are sorted consequently (by
output linguistic value). A rule is displayed in bold if protected. As mentioned, the
user must not be a player of his rules, so he does not have the possibility to create
them himself. However, he may at any time delete a rule that he considers to be false
or obsolete. This is done using a red cross next to each rule. When all the ﬁnal rules
of the same actuator for the same living place are deleted, the driving rules related to
this living space category and to this actuator are also eliminated. Thus, learning will
start from scratch for the next usage of actuator. Training rules (or events) are never
available to the user. Concerning syntax, the rules are presented in Latin alphabet that
is quite readable for the user. When a linguistic variable does not appear in a rule,
it means that the rule has all its associated linguistic values (the idea is not to display
extended rules consisting of multiple logical operators (AND, OR, ...)). Thus, a rule pos-
sessing all possible linguistic values will be of the form: In any case, apply the consequent.
An example of the rules display is shown in the ﬁgure 4.17. The second rule in bold
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is more protected than the ﬁrst.
The user also has the possibility to know a certain number of facts concerning each of
Figure 4.17: The display of rules for the user
Figure 4.18: Display information about a rule.
his rules. By clicking on a rule, a dialog box appears. It contains the following informa-
tion:
— The protection status of the rule (True if it is protected, otherwise false).
— The number of antecedents of the rule.
— The number of users with the same rule.
— The number of times that this rule is lined to a user.
— The number of times that this rule is lined to a user as his request.
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The purpose of this information panel is to display the user diﬀerent characteristics
of his rules. It could also be considered to give some statics, for example, the most
common antecedents for each consequence. This can be used to improve the rules and
to know the links between sensors and actuators. An example of a dialog box is shown
in ﬁgure 4.18.
4.8 Summary
In this chapter, ﬁrst the requirements for input events to the intelligence unit are
explained. It is followed by building learning and decision making modules based on
the corresponding algorithm already explained in chapter 3. Then, management of rules
into a knowledge base is discussed and ﬁnally the methods to implement this blocks as
a learning and decision making aspects are presented. Integration of the intelligence
unit into HBI interface discussed in chapter 2 makes our system complete and adds the
features of dynamic evolutionary rule generation based on occupant behavior learning
and controlling his living space to the energy awareness aspect of the software package.
We proceed to test intelligence unit of the HBI system in the next chapter.
Chapter 5
Performance Analysis and Validation
5.1 Background
To study the performance of algorithms, they are applied not ”incrementally” but
”semi-incrementally. In this case, a data set is used and separated into two smaller sets:
a training set and a test set. However, the data of training set are assumed to be known
in advance by the algorithm. When using ”semi-incremental”, the data of training set
(not to be confused with the set of training rules) are injected one after another into the
algorithm which acts as if it does not know what to do next. Once all this data is used
and the rules are created, the testing data set is used to validate the ﬁnal rules. Thus, it
is a classical classiﬁcation problem where each data of the testing set is classiﬁed by the
algorithm and then validated or not by the known consequence of the data according to
whether it was correctly classiﬁed or not.
5.2 Experiments Using Iris Database
The used data set [67] is ”Iris data set.” This is a commonly used data set in the
learning systems and is introduced by Ronald Fisher in the 1930s. This data set is
composed of four variables (the length and width of the sepal as well as the length and
width of the petal) forming the antecedents and a variable (the species of Iris) forming
the consequent. There are three possible Iris species: Setosa, Virginica and Versicolor
[99]. Since the antecedents were simply numerical values, these values had to be tran-
scribed each time by fuzzy logic according to seven possible linguistic values: tiny, very
small, small, medium, large, very large, huge. An example of the data set entry is given
in the table 5.1 and an illustration of one of the member functions used is shown in
ﬁgure. The data set consists of 50 examples of each species, giving a total of 150 data.
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Table 5.1: Example of a data sample in iris dataset
Length of the
sepal (cm)
Width of the
sepal (cm)
Length of
petal (cm)
Width of
petal (cm) Species
4.9 3.5 1.4 0.2 Setosa
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Figure 5.1: Example of a membership function used for the iris dataset.
The measurements were mainly made for a learning and testing ratio 20%/80% which
means that 30 data are used to drive the algorithm (create rules) and the remaining 120
data are used to test these rules. At each trial, these data are taken at random while
taking care to have the same number of data for each species (equitable distribution).
For each experiment, 10 tests are carried out in such a way as to verify the reproducibil-
ity of an experiment and to obtain results closer to reality. The measurements carried
out aim to compare the diﬀerent methods and improvements made to the algorithm as
presented throughout this section. A result is good and an entry is well classiﬁed if the
species of Iris assigned corresponds to the reality. The results show the percentage of
good decisions which corresponds for each test to the percentage of examples well classi-
ﬁed by the algorithm. The higher this ﬁgure is the better the results are. The following
nine methods are compared:
1. The algorithm without random interventions with the precision of rules taking
place without taking account of the past events (all the antecedents in common
are systematically suppressed).
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2. The algorithm with the order of the random linguistic values and with the precision
of rules taking place without taking account of the past events (all the common
antecedents are systematically suppressed).
3. The algorithm with the order of the linguistic variables random and with the
precision of rules taking place without taking account of the past events (all the
common antecedents are systematically suppressed).
4. The algorithm with the order of random variables and linguistic values and with
the precision of rules taking place without taking into account past events (all
common antecedents are systematically deleted).
5. The algorithm without random interventions and with the precision of rules taking
place taking into account past events (only the least represented antecedents are
deleted).
6. The algorithm with the order of the linguistic values random and with the precision
of rules taking place taking into account past events (only the least represented
antecedents are deleted).
7. The algorithm with the order of the linguistic variables random and with the preci-
sion of rules taking place taking into account past events (only the least represented
antecedents are deleted).
8. The algorithm with the order of the variables and the linguistic values random
and with the precision of rules taking into account past events (only the least
represented antecedents are deleted).
9. The algorithm with the order of the random linguistic values and the order of the
variables deﬁned by past events and with the precision of rules taking into account
past events (only the least represented antecedents are deleted).
Concerning the ﬁrst method, the ﬁgure 5.2 shows obtained results. This method does
not present a random sort of the data and does not take into account the events passed
during the precision step. Thus, we note on the results that the performance can be good
(86.67 % of good decisions) or very bad (59.17 %). This method does not ensure good
reproducibility of the results. Indeed, without randomness, depending on the training
data, the algorithm can either look directly in the right direction or be wrong from the
start and, if necessary, converge slowly. Therefore, the average is also relatively low
(75.09 %).
The second method is shown in ﬁgure. 5.3. In this case, the linguistic values are
ordered randomly. This intervention of a part of chance in the system makes it possible
to cover a space of research more important. Thus, it is noted that the reproducibility
is better (the diﬀerence between the maximum value and the minimum value is 14.17
% against 27.5 % previously). In addition, the average is better (86.42 %) because the
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Figure 5.2: Results for the ﬁrst method
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Figure 5.4: Results for the third method
algorithm searches more easily in the right direction.
The third method is shown in ﬁgure. 5.4. In this case, the randomness concerns the
order of the variables which can greatly inﬂuence the algorithm. This is reﬂected by the
low reproducibility (diﬀerence of 30 %). However, some results can be very good because
in some cases, by chance, the algorithm can directly ”point” into the right search space.
The fourth method is shown in ﬁgure. 5.5. In this case, randomness is used both to
order linguistic values and linguistic variables. Thus, by the combination of the two, it
can be seen that very good results can be obtained (95 % of good decisions). However,
since the random part is very important, the reproducibility is not very good.
The ﬁfth method is presented in ﬁgure. 5.6. . In this case, there is no random com-
ponent. However, this time the precision of a rule is only made on certain antecedents
taking into account past events. First, there is an improvement in reproducibility. In-
deed, taking into account the past, the algorithm is less dependent on the order of arrival
of events to produce good performances. In addition, the average improved signiﬁcantly
(85.5 %) with respect to the same algorithm without taking into account past events
(75.09 %).
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Figure 5.5: Results for the fourth method
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Figure 5.7: Results for the sixth method
The sixth method is presented by ﬁgure 5.7. This time, the linguistic values are
random and the past is taken into account. In this case, the average is again higher
(88.92 %) than previously and it is noted that the reproducibility is improved.
The ﬁgure 5.8 presents results of the seventh method. Here, the variables are ordered
randomly. Reproducibility is improved and the average is increased. One notices well
the interest of taking the past into account. It the interest of taking the past into account
cane be easily noticed. Thus, even with random variables that can have a signiﬁcant
eﬀect on the algorithm and induce poor reproducibility of performance (Cf. ﬁgure 5.4),
The results are good. Indeed, the fact of taking the events passed during the precision of
a rule compensates the random part, which risks to diverge the system by its important
eﬀect.
The eighth method is shown in ﬁgure.5.9. Variables and linguistic values are ran-
domly ordered. Again, despite the importance of the random part, the results are good.
This once again highlights the importance of taking into consideration past events.
Finally, the last method (9) is presented in ﬁgure. 5.10. This method only keeps the
random order for linguistic values and orders the linguistic variables in a logical manner
by considering past training rules. The idea is to limit the random part in such a way
as to obtain better results concerning the reproducibility of the system. The objective
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Figure 5.8: Results for the seventh method
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Figure 5.10: Results for the ninth method
is thus to rely on a solid algorithm on which a slight dose of chance is grafted so as to
increase its performance. In fact, the reproducibility is very good since the diﬀerence
between the maximum and minimum values is only (8.34 %). In addition, the perfor-
mance of good decisions are very satisfactory, the average is thus at 92.67 %.
These results are recorded in a table (Cf. Table 5.2) In summary form. The lowest
average is 75%, Which is a satisfactory result, considering the unfavorable ratio used
(20% Of data for learning and 80% of data for the test). We also note very well the
contribution of the consideration of past events. Indeed, all comparable binomials (1-5,
2-6, 3-7 and 4-8) have a better mean with this method than without and better repro-
ducibility (the diﬀerence between the maximum value and the minimum value tends to
decrease). These results are deduced from 10 successive measurements which still quite
well represent the behavior of each method. Finally, the ninth algorithm gives the best
results with an average of 92.67% and a deviation of 8.34%.
A second experiment was carried out. Its objective is to report the evolution of
performances according to the number of events. Thus, the experiment consists in mea-
suring the results obtained for each training/test ratio pair. For each of these pairs, the
test was reproduced ﬁve times and an average was calculated. The test was carried out
for two algorithms: algorithm 9 and algorithm 4 in order to highlight the importance of
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Table 5.2: Summary table of performance measurements.
Methode N◦ Max Value Min Value Average Δ
1 86.67% 59.17% 75.09% 27.5%
2 92.5% 78.33% 86.42% 14.17%
3 90.0% 60.83% 80.08% 29.17%
4 95.0% 73.33% 86.83% 21.67%
5 91.67% 76.67% 85.5% 15.0%
6 94.17% 82.5% 88.92% 11.67%
7 96.67% 83.33% 89.47% 13.34%
8 93.33% 82.5% 88.09% 10.83%
9 96.67% 88.33% 92.67% 8.34%
taking into account past events. The result is shown in ﬁgure. 5.11.
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Figure 5.11: Good decisions percentage based on data set division into a training set
and test set
We note ﬁrst that the more data for the training phase of the algorithm, the better
the results and the diﬀerence between the two methods is not very important. This
is entirely in line with expectations. However, as the data begins to decline, the past
accounting method remains very good, staying above 90% of good decisions for a long
time. This is explained by the ability of the algorithm in this case to always seek solutions
by following a logical direction based on real facts. Thus, even at a ratio of 10%/90%
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(15 data for the training of the algorithm and 135 data to be classiﬁed) the results are
always above 80% of good decisions while they fall sharply for the ﬁrst method. These
results also show that with the introduction of initial values in the rule creation it would
be possible to move the starting point to an area where the ﬁrst results would already
be around 80%. This possibility is presented in section 6.4.
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Figure 5.12: Percentage of good decisions for diﬀerent algorithms
To compare the results with state of the art and the proposed algorithm performance
analysis, they were compared with those obtained by Castro et al.[67]. Indeed, in this
work, the search is also carried out on an incremental algorithm tested on the Iris Data
set. However, during the tests, all the values are assumed to be known in advance and
the algorithm is thus not actually used incrementally (or semi-incrementally). Thus,
four algorithms are compared on the following experiment: a training set of 80% (120
samples) and a testing set of 20% (30 samples). The experiment is carried out 10 times
in a row, the partition of the data into two sub-sets is performed randomly:
1. Castro et al.: The algorithm realized in this work which is inspired in part by the
one presented in this report.
2. Castro et al. CART : The results obtained by the CART algorithm presented in
[67]. This algorithm is often used for classiﬁcation and is a decision tree algorithm.
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3. ThinkEE by knowing the data: The two preceding algorithms operate in incre-
mental manner while knowing all the data of the training set upstream. In this
case the results are those of the algorithm presented in this project, knowing also
the data upstream (which is not the case in an intelligent building where events
happen without being known beforehand).
4. ThinkEE without knowing the data: The same algorithm but by not knowing the
events beforehand. This is the algorithm as it is used in an intelligent building.
The comparison of these diﬀerent results is shown in ﬁgure. 5.12. These results show
that on equal conditions (the data are known in advance), the algorithm presented in
this project is as good as or better than the others. When the data is not known in
advance, the algorithm always shows very good performances in accordance with the
other algorithms although it is disadvantaged by not having awareness.
5.3 Simulations Setup
To test this algorithm, the requirements related to the environment of a smart room
are:
— The use of sensors.
— The use of actuators.
— The time required for environmental changes (luminosity, temperature, ...).
In the case of this project, sensors and actuators are not all accessible. Thus, it soon
became apparent that a test method is needed to simulate them and to do so over a short
period of time. Figure 5.13 shows an illustration of the simulator. Output is singular
because only one output is possible at a time.
The actuators are also available in the form of multiple-choice forms (right-hand side
of the window) where the choice corresponds to the action to be performed (for example,
on/oﬀ for a lamp). Each sensor or actuator is then taken into account by the system as
if it were real elements. Thus, switching to actual sensors/actuators is simpliﬁed.
Subsequently, a method was implemented to use real sensors. In this case, when the
user activates an actuator, the sensors as well as the state of actuator are read and are
directly taken into account for the creation of rules. However, this technique does not
allow to really test the algorithm over a long time. This part of the work was mainly
aimed at setting up a system allowing the management of the sensors in the most general
way possible. The method is described in detail in section 4.5.1.
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Figure 5.13: Simulator used for the learning module
An important part of the learning module consists of being able to display the rules
created for each actuator to the user in a language that he understands. Thus, each
rule encoded by the syntax presented above has a transcript of its own in the human-
readable Latin alphabet. To do this, the transcription is carried out using an algorithm
as well as the object ”description” of the fact base as presented in the section 4.4.1. It
should be noted that the transcription is created once and for all of new knowledge base
rule and stored in the ”transcription” object as presented in section 4.4.2 . This way
of proceeding allows a saving of time in computational cost at the expense of a loss in
memory cost although the allocated memory space remains low since it is the storage of
a simple string of characters. The implementation of this simulation system also made
it possible to test this functionality.
For reasons of accessibility, it was decided to work initially in simulation. This space
makes it possible, by testing the decision module, to check the eﬀectiveness of the rules
created and maintained by the learning module. The simulation space realized is shown
in the ﬁgure 5.14.
The left part is a simple form allowing to enter values to simulate the sensors. With
the exception of illumination corresponding to the external illumination, all values to be
entered are numerical values which are fuzziﬁed thereafter. The right-hand part repre-
sents the output of the system and therefore the state of the actuators. Two actuators
are simulated: a lamp and a blind. The values below the images are the digital output
values after defuzziﬁcation. The lamp, for example, is more or less bright yellow accord-
ing to this number and is black when it is 0. The awning states are binary, thus it is
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Figure 5.14: Simulation window of the decision module
not inﬂuenced by the defuzziﬁcation and is either open or closed. This simulation space
makes it possible to test the algorithm quickly. To do this, a benchmark representing
two weeks of use of the system was created. It allows, once the rules are created, to
test the algorithm. However, the feedback on the state of the sensors is symbolic and
does not really allow to appreciate the stake of such a system in a real space. Thus, the
second step was to communicate directly with real actuators. A demonstration wall was
used (shown in ﬁgure. 5.15). This wall contains the following elements:
— A presence sensor.
— A temperature sensor.
— A humidity sensor.
— A luminosity sensor.
— Two lamps with variable brightness.
Thus, a space has been set up on the application. This space allows the user to
choose the part equipped with sensors and actuators to which he is bound and on which
he wants to apply the algorithm. When choosing the part, the algorithm switches on. It
starts by reading the values of the sensors present, then creating the input combinations
and ﬁnally activating the rules according to the process explained in this section. Finally,
it acts directly on the actuators concerned and gives an encrypted return to the user of
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the actions carried out. This not only makes it possible to have a real feedback on the
application of the rules but also to set up the bases of a system that can be applied later
to a real part and tested over a long period.
Figure 5.15: Demonstration wall used for testing
5.4 Performance Evaluation - Case Study for an Oﬃce Room
This part of the report presents a case study. The objective is to put forward a con-
crete application of the project using diﬀerent concepts presented. The scenario is based
on real power consumption data and the diﬀerent sensors used from an oﬃce building.
Some of the situations were conducted in simulation. The building for experiments is an
oﬃce building located on the EPFL campus. This building, in which there are a number
of oﬃces and laboratories, is equipped with sensors and actuators that their record can
be accessed through reordered data sets. Each room is equipped with one or several
blind controllers, light switches, blind switches and presence detectors. In addition to
this, there are outside sensors for weather data (brightness, radiation, humidity and
temperature).
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To measure the performance of algorithm, the used benchmark simulates the use of
a room for two weeks by simply concentrating on a light. It is dependent on the learn-
ing module because the result observed on the decision algorithm will depend on the
correctness of rules created by the learning module. However, it nevertheless makes it
possible to appreciate the operation of decision step. The benchmark contains following:
— 6 input variables corresponding to the 6 simulated sensors (temperature, internal
illumination, external illumination, time of day, day, presence).
— Input linguistic values corresponding to the linguistic values of each variable (5
for temperature, 4 for internal illumination, 5 for external illumination, 6 for the
period of the day, 7 for the day, 2 for the presence ).
— An output variable corresponding to the actuator (lamp).
— 3 output language values corresponding to the lamp values (low, medium, high).
— The benchmark contains 40 events carried out over two weeks (in simulation).
— The test is done on a simulation of one week (20 actions).
The way to test the decision module is based mainly on the diﬀerences of results
observed between a module taking into account the fuzzy logic and a module limited to
the simple basic module. The objective is to analyze whether the fuzzy logic allows a
signiﬁcant increase in the number of good decisions taken by the module. A measure-
ment takes the following steps:
1. Creation of a new set of deﬁnitive rules using the benchmark presented above.
2. Simulation of a test week where the decisions taken by the two modes (with and
without fuzzy logic and defuzziﬁcation) are stored.
3. Confrontation of the choice consequences choices with the values actually expected.
The measurement was repeated ﬁve times in such a way as to check its reproducibil-
ity. The results are shown in ﬁgure. 5.16.
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Figure 5.16: Results of performance measurements for the decision module. In blue
all decisions are made by the algorithm, whether right or wrong. In green, the good
decisions are made by the algorithm with fuzzy logic. In red, the good decisions taken
by the algorithm without fuzzy logic.
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Figure 5.17: Transferring control from human to ambient intelligence.
These results highlight the increase in performance using fuzzy logic. There are two
reasons for this:
— With the fuzzy logic, all linguistic values are taken into account. Thus, when there
is no existing rule for a given situation for the base module, this situation may be
taken into account by fuzzy logic, which considers all possible input combinations.
The controlled space is wider.
— Some situations with the base module, can give rise to an output state that is
too ”rigid” because in this case the logic is Boolean. With fuzzy logic, the output
state is a value between 0 and 100, which in some cases better expresses the desired
output state.
However, it is diﬃcult to measure the real performance of the fuzzy logic by observ-
ing only a numerical value in simulation. Indeed, only a test in real situation makes it
possible to appreciate the true impact of the module on the environment. This is why
these results give only a comparison between the diﬀerent methods, nonetheless putting
forward the potential interest of fuzzy logic use.
A second test was carried out using the demonstration wall shown in ﬁgure 5.15. The
wall is thus used as a real intelligent room. All the actions carried out on a real desktop
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Figure 5.18: Histogram of actions performed as a function of time
were reproduced in real time on the wall which represents a substitute for the oﬃce.
Only the actions carried out on lamps are reproduced. The test starts with nothing (no
predeﬁned rule) and was conducted for two weeks. The objective of this experiment is
a real-life scenario to observe how the system behaves. In order to appreciate its func-
tioning, the ﬁgure 5.17 shows the diﬀerence between the number of actions performed
automatically by the system and those performed by the user. Each action of the user
betrays an unrealized wish. So the bigger the diﬀerence, the better works the system.
The dotted line represents the maximum value (only actions performed by the system
and no user intervention). We note that the gap between actions of system and this
line is weak, emphasizing the good performance of the system. Moreover, this diﬀerence
remains ﬁxed from a certain point reﬂecting the convergence of the algorithm.
The ﬁgure 5.18 presents the results over time. Thus, the number of actions carried
out by the system and by the user as a function of the day is presented. These results
show that it took 4 days and 11 user interventions to get a system to meet his needs.
The rules obtained following these two weeks of tests are presented in the ﬁgure 5.19.
Another advantage of fuzzy logic is visible. It acts as a controller when transitioning
between two steps. In this case, the results of the production rules created showed a cor-
relation between the internal brightness and the control value on the lamps (percentage
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Figure 5.19: The rules obtained after two weeks of tests on the demonstration wall.
value enabling control of lamp intensity). The ﬁgure 5.20 shows how this control value
evolves (in %). As a function of the internal luminosity (measured in Lux).
The transition is clearly visible between 200 and 300 Lux. For smaller values the
control is at 100 (light on) and for larger values at 50 (”medium” linguistic value). This
is deﬁned by the rules obtained and thus by the behavior of the user. The values are
progressive between these two ends. Sometimes several control values are possible for
the same luminosity values because the control value depends not only on the internal
brightness sensor but also on other factors as shown by the rules (eg time of day).
However, the trend remains the same and the dependency is strongest with the internal
brightness sensor.
5.4.1 Description of Scenario
The part is suitable for private places. Thus, for reasons mainly of accessibility of the
data, an oﬃce was chosen as place. A typical oﬃce is equipped with 1-4 light switches,
1-2 blind switches, 1-4 light controllers and 1-2 presence detectors. Concerning the user,
he has the following proﬁle:
— He is a doctoral student.
— He works on Mondays, Tuesdays, Thursdays and Fridays, occasionally on week-
ends. On Wednesday he works in a company and therefore is always absent.
— He works mainly on the computer.
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Figure 5.20: Progressive change of the control value using the fuzzy logic as a function
of the measured internal brightness.
— Certain electrical consumption, such as ceiling lamps from his former desktop
(binary state lamps), his computer and his screen are known thanks to intelligent
devices (iLoad).
The actuators accessible to the user through the system are a lamp (variable inten-
sity), a thermostat and a blind. As the initial state, the thermostat is about 25 ◦C, the
lamp is set to 0 (oﬀ) and the blind is set to 0 (lowered). The sensors are: a thermometer
(in ◦C), An internal brightness sensor (Lux) and an external luminosity sensor (Lux),
a humidity sensor (%), A presence detector (1 = present, 0 = not present) and the 3
iLoads introduced in the previous point. As initial situation (Cf. 6.3), the user is in the
ﬁrst case.
5.4.2 Scenario Sequence
The user is forced to change desktops. Its new oﬃce is equipped with the system
ThinkEE which was not the case of the old one. The user is not bound to any rules.
However, he owned iLoads in his former oﬃce. Thus, it is possible to extract initial
information. It is possible to obtain a typical week of lamps usage as well as an estimation
of its presence by correlating the information. The probability data of a typical week
of use of a lamp for the user provided by iLoad are presented in ﬁgure 5.21. this is the
diagram of states with the highest probability at the time t. NDF means the highest
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probability when the state is not deﬁnable. The conﬁdence density representing the
presence of user is in the ﬁgure 5.22.
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Figure 5.21: Binary state lamp probability of functions
Lamp data from iLoad allows the creation of initial rules by the method presented
in section 6.4 while also using the conﬁdence density of presence (taking values greater
than 90% for example). The following initial rules for a lamp are automatically created
in the student’s personal set:
— If it is Monday, Tuesday or Friday and it is in the morning then the light is at
maximum.
— If it is Tuesday or Friday and it is noon and someone is detected then the light is
at maximum.
— If it is Thursday and it is noon then the light is at maximum.
— If it is Thursday and it is in the evening and someone is detected then the light is
at maximum.
— If it is Friday and it is in the evening then the light is at maximum.
— If it is Monday and it is in the afternoon and someone is detected then the light is
at maximum.
— If it is very early in the morning or at night then the light is at a minimum (oﬀ).
— If it is Sunday and it is in the afternoon, evening or noon then the light is at
minimum (oﬀ).
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Figure 5.22: Conﬁdence degree of user’s presence state
— If it is Wednesday then the light is at least (oﬀ).
These rules apply to a binary state lamp, although in its new oﬃce the user has
dimmable lamps. Regarding the heating and the blind, its set of deﬁnitive rules does
not contain any rule ”a prior.” The rest of the scenario is based on real sensor data and
takes place in diﬀerent stages.
5.4.3 Evolution Analysis
Initial days
The input combinations and the events performed by the user on actuators (lamp,
thermostat, blind) are shown in the table 5.3. To make the link between numerical
values and the fuzziﬁed values, the member functions used for the sensors are presented
in the ﬁgure 3.2 and for the actuators in ﬁgure 5.23. The control on the lamp can vary
between 0 and 100 and 0 and 50 on the heater. The blind is binary: either raised (1) or
lowered (0).
When the user arrives the ﬁrst time in his new oﬃce, C1 is triggered, causing the
lamps to be switched to 100 on the basis of initial rules. However, the thermostat and
blind with no deﬁnitive rules remain in their initial state which is not suitable for the
user. The latter, in response, actuates them according to the events S1 and T1. Rules
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Figure 5.23: The membership functions used for the case study
are created:
— For the blind: ”In all cases, the blind is lifted”.
— For the thermostat: ”In all cases, the thermostat is cold”.
Subsequently, around 08:40 the combination C2 changes the state of the actuators.
Thermostat is set to 16 ◦C (Corresponding to center of the linguistic value ”cold”) while
the other actuators retain their condition. This temperature being too cold, the user
acts on it creating the event T2. The rule set is automatically changed for the thermostat
as follows:
— If the temperature is very hot, hot, cold or very cold then the thermostat is cold.
— If the temperature is very hot, hot, cold or very cold then the thermostat is on
medium.
When the temperature is cold, very cold or hot, the decision algorithm will choose
one of the two consequences that will or will not be contradicted to reﬁne the rule. If
the temperature changes only between ”hot” and ”very hot”, the rules would never be
contradicted and would do the trick. In addition, the use of fuzzy logic allows a smooth
transition between the diﬀerent states. Afterwards, when the user leaves at noon to
5.4 Performance Evaluation - Case Study for an Oﬃce Room 105
Type Tmp IntLum ExtLum Hmd Prs Hour Day Cmd
Combination
C1 20.6 5 193 22 1 08:15 Mon ∅
C2 19.8 16 226 22 1 08:40 Mon ∅
C3 19.5 259 1000 23 1 13:00 Mon ∅
C4 19.2 110 55 22 1 17:00 Mon ∅
C5 19.7 230 7 23 0 18:30 Mon ∅
Blind
S1 20.6 5 193 22 1 08:15 Mon 1
Thermostat
T1 20.6 5 193 22 1 08:15 Mon 19.8
T2 16 16 226 22 1 08:41 Mon 20
Light
L1 19.2 240 1000 23 0 12:05 Mon 0
Table 5.3: ﬁrst day’s actions summary table
take his break, he turns oﬀ the light when he leaves his oﬃce (event L1). A new rule
is created. When the user returns to his or her oﬃce, the C3 modiﬁes the state of the
actuators according to the wishes of the user which does not contradict the decisions.
Two other combinations (C4 et C5) are taken into account. The ﬁrst of the two has the
eﬀect of changing the control of the lamp to 100 which is consistent with the decrease
in brightness, the other actuators are not aﬀected. The second combination takes place
at the end of the day. In this case, the existing rules have the eﬀect of extinguishing the
lamps. The user is satisﬁed and does not need to contradict the action performed by
the machine.
Towards weeks
The ﬁrst day is the starting point for creating the basic rules. The ﬁrst week already
oﬀers a number of situations that will reﬁne the set of rules. In this study, only the key
input combinations will be taken into account in order not to lengthen the work. All
tested input combinations and actions (events) performed during discontent are shown in
the table 5.4. The combinations and events taken into account in the rest of scenario refer
to those in this table. Regarding the thermostat, the user never contradicted a decision
made by the system during this ﬁrst week of use. Concerning lamps, the combination of
C2 generated a decision sending an order value of 100 to the lamps. Since the internal
brightness is already suﬃcient, the user has preferred (through L1) to 50. Following
C3/C10, the light did not turn oﬀ while the student left the room, so he extinguished
it manually (L2/L3). L4 was achieved following C11 for the same reasons as L1. These
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Type Tmp IntLum ExtLum Hmd Prs Hour Day Cmd
Combination
C1 19.3 150 50 23 1 08:00 Tue ∅
C2 19.9 240 1000 22 1 11:00 Tue ∅
C3 19.4 250 1000 22 0 12:15 Tue ∅
C4 20.4 110 1000 23 1 13:15 Tue ∅
C5 20.1 300 1000 23 1 15:00 Tue ∅
C6 20 290 1000 22 0 10:30 Wed ∅
C7 19.7 132 500 23 0 17:30 Wed ∅
C8 19.5 14 90 22 0 19:30 Wed ∅
C9 19.8 109 870 22 1 11:15 Thu ∅
C10 19.9 230 1000 22 0 11:45 Thu ∅
C11 19.8 300 1000 23 1 12:45 Thu ∅
C12 19.5 20 100 22 1 17:15 Thu ∅
C13 19.5 250 5 22 0 18:15 Thu ∅
C14 19.2 80 190 22 1 09:15 Fri ∅
C15 19.8 310 1000 22 1 15:30 Fri ∅
Lamp
L1 19.9 240 1000 22 1 11:00 Tue 50
L2 19.4 250 1000 22 0 12:15 Tue 0
L3 19.9 230 1000 22 0 11:45 Thu 0
L4 19.8 300 1000 23 1 12:45 Thu 50
Blind
S1 20.1 300 1000 23 1 15:00 Tue 0
S2 19.9 230 1000 22 0 11:45 Thu 1
S3 19.8 300 1000 23 1 12:45 Thu 1
Table 5.4: Week’s actions summary table
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various events have changed the set of ﬁnal rules concerning lamps:
1. If no one is detected, then the light is at minimum (0).
2. If it is very early in the morning or at night, then the light is at minimum (0).
3. If the time of day is noon, in the afternoon, in the morning or very early in the
morning, and the day is Tuesday, Thursday, Friday, Saturday or Sunday and the
internal brightness is dazzling, normal or average, and external brightness is light,
very light or strong and presence detects someone, then light is on medium (50).
4. If the internal brightness is dazzling, medium or low and the day is Monday, Tues-
day, Thursday, Friday, Saturday or Sunday and the presence detects someone, then
the light is at maximum (100).
5. If the time of day is morning, afternoon, evening, night or very early in the morn-
ing and day is Monday, Tuesday, Friday, Saturday or Sunday, then the light is at
maximum (100) .
These rules were all obtained in only 5 events. They are thus not perfect but show a
direction that is emerging. The algorithm begins to converge and some new situations
should give rise to new contradictions allowing to reﬁne this basic set. Rule number 3,
for example, is probably not yet general enough, while the ”dazzling” linguistic value of
rule number 4 seems to be misplaced. However, the situation where the internal bright-
ness is dazzling has not yet been suﬃciently encountered. Some rules, such as 2 or 5,
come from the initial rules. Rule 5 is almost always preceded by another more general
rule when choosing by the decision algorithm. Thus, this rule is never really considered.
The behavior of the blind was also modiﬁed during this ﬁrst week. Following the combi-
nation C5, where the internal brightness was dazzling while the external brightness was
at its maximum, the blind was lowered (S1). Following C10 and C11 on the other hand,
the blind was mounted. The rules related to the blind are as follows:
1. If the internal brightness is dark or dazzling and the day is Tuesday, Thursday,
Friday, Saturday or Sunday and the external brightness is light, very light, strong
or very strong, then the blind is lowered (0).
2. If the external brightness is zero, very light, light or strong, then the blind is raised
(1).
3. If the internal brightness is low, medium or normal, then the blind is raised (1).
The results seem once again to follow a logical direction going in the direction of a
convergence after only 4 events. These rules are also likely to evolve.
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5.5 Performance Evaluation - Case Study for an Oﬃce Building
5.5.1 Experimental Setup
The mechanical engineering department at EPFL (MEC) is the building which is
equipped with environmental and power measurement sensors but no intelligent automa-
tion which are monitored daily and recorded in a server at the end of day. Available
data sets include several excel ﬁles. One includes heating system parameters in diﬀerent
zones. Power consumption, volume, output temperature and input. The second gives
light status in diﬀerent zones even the ones on facade. Following is the ﬁle integrates
temperature and humidity in diﬀerent zones. Daylong luminosity is available in another
ﬁle. There exists also the total consumption of the blocks. In order to format the data
in a form that can be fed into the learning algorithm, there are several obstacles and
requirements. Much of these data is not useful for our tests and on the other hand
required data for our experiments is really sparse. Two main notes are needed to be
pointed out here:
1. Input data should be in the form of events.
2. To fully examine the learning and decision making algorithm actuators should be
in control, which was not available in our case due to EPFL security reasons.
In ﬁgure 5.24 an example of raw data is shown. This diagram is related to lamp func-
tioning in one of the zones. Although we do not need the exact power consumption of
the lamp, but those data is useful in leading us to how and when the lamp was in use of
occupant. Therefore, the behavior of occupant can be studied.
5.5.2 Data Preprocessing
To reﬁne the data, an extensive work on cleaning data is required. This prepro-
cessing mainly involves application of diﬀerent techniques to transfer this data into an
understandable format which in our case is in the forms of events. In ﬁgure 5.25 this
procedure has been shown. Data cleaning mainly involves ﬁltering and denoising of
outlier or missing data samples. The cleaned data is clustered based on the location to
represent as much correlation as possible. At this point data is ready to help iloads in
load proﬁling task which will be presented in 6.2 as a future device helping in correct
inferences. Therefore, we need to classify data samples in the format of events which is
the feeding data to learning and decision making module. The classiﬁcation is mainly
action derivation and labeling them with corresponding available sensors measurements.
Finally they are stamped by time and date to fully represent an event which has occu-
pant’s behavior inside itself. Events have been build just for the case of lighting. They
are saved over 6 months. Validation is done over two months.
It was decided to compare those decisions which are taken by system with those
taken by occupants in reality. The latter is called non-forced decisions and the former
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Figure 5.24: Example of raw data
is forced decisions. When these two are aligned it is named good decision by system
and when they are not aligned, it is called bad decisions. The more good decisions, the
better the performance is.
5.5.3 Experiments Using MEC data base
Here, we are going to follow the same designed tests which were applied on Iris data
set. Since the access for occupants contributions living in those spaces is forbidden for
security reasons, the algorithms are tested in oﬄine mode. As it was explained before
to explore a bigger space and have more chance to learn directly in the right direction
random draw is added either on the order of variables or order of values or for the two.
There are 8 testing methods therefore the number of good decisions vs. number of bad
ones is counted. The ﬁrst 8 methods which are already discussed using Iris data set are
applied. Each method is under experiments for three times. The ﬁnal results presented
in ﬁgure 5.26 are the average of performance in percentage of three running tests.
Method number 1 is when past is not taken into account and there is no randomiza-
tion. In this case we have always the same results in three times of test, because there
is no randomness. The ratio of good decisions is quiet low. The results could be really
better in another situation and depend essentially in the order of each variables and each
value. It could be possible to change this order to obtain better results if we know what
rules we are trying to generalize.
In method number 2, we randomize only the variables, still past is not taken into
account. Here, for each running of test we obtain diﬀerent results due to randomization,
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Figure 5.25: Block Diagram of transferring data to events.
a bigger space is explored and better results are obtained. The ratios are close. Ratio
of good decisions is always above 70 %.
For the method number 3, we have randomized values not variables without taking
the past into account. Because of the randomization still diﬀerent results are obtained.
The explored space is also large but either very good results are found together with
bad results (higher variance). They are not reproducible because it is too random. the
direction of searching is not much possible.
We are still not taking the past into account in the method number 4, but both
values and variables are random. Again we have diﬀerent results for each running, a
large space is being explored. We see both high percentage and low percentage of good
decisions. It’s searching everywhere and it is hard to go to the right direction. therefore,
results are not reproducible because of too much randomness.
First four methods were without taking the past into account, in following methods
past is already taken into account.
In method number 5, as in method number 1, we do not have any randomness. again
we obtain the same results for each run of test, The ratio of good decisions is pretty
high (82.00%). the results could be really better in another situations. They essentially
depend in the order of each variables and each values.It could be possible to change this
order to obtain better results if we know what rules we are trying to generalize. Taking
the past into account increased a lot the ratio (almost by 2) because the algorithm has
a real strategy in order to go into the right direction as fast as possible
In method number 6, we took the same conclusions as in method number 2. Although
we see the improvements in ratios, they are not as improved as the case for method 1
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Figure 5.26: Mean of three times test on real environment data set. Equivalent meth-
ods.
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and 5.
For method number 7, equivalent to number 3 but with taking the past into account,
we obtain coherent ratios always above 80 %. This proves that in this case taking the
past into account helps a lot in performance.
Finally in method number 8 which is compared to method number 4, we come to
the same conclusions that is already seen for method 7 and 3.
Figures 5.26 is arranged in a way to help better understanding of the comparisons
and featured parameters.
5.6 Summary
In this chapter, we conducted diﬀerent experiment set-ups to evaluate learning and
decision making algorithms that had been designed in chapter 3. First, we have examined
them by applying on standard Iris data-set which is commonly used for machine learning
problems. For real time test of intelligence unit, a demonstration wall together with
our proposed extension for HBI system in chapter 4 are used. Finally, Oﬄine tests of
algorithms have been performed using a data set coming from MEC building at EPFL.
Chapter 6
Inference Strategies
6.1 Background
This chapter contains a number of strategies, using only power consumption data to
improve the system presented throughout this thesis. Indeed, the sensors used for the
operation of learning and decision making modules make it possible to know state of the
environment in numerical value of physical unit (C◦, Lux, ...). It is also possible to use
consumption data which, after analysis, can become a useful source of information for
the better performance of the intelligence unit in HBI system.
6.2 Future Intelligent Load (iLoad)
Intelligent Load provides statistical information about how it is used. This makes it
possible to predict the most likely use (in order value) that the user will make at the
moment t by analyzing its electrical consumption. A load can be a lamp, a thermostat, a
screen, etc. The intelligent device making the load intelligent must be of low consumption
and be able to communicate with a BMS. The main advantage of such a system is that
it is placed directly on a load and thus knows very well the characteristics of the load
in question. To reduce its consumption, the device does not communicate permanently
with the BMS but reacts to events. It is thus mostly in a standby mode. These conditions
are those held by the intelligent system ”iLoad” [100]. Thereafter the term intelligent
load will indicate the load and the device that makes it intelligent (iLoad).
An intelligent load has the peculiarity of knowing a great deal of information about
how it has been used over time. However, it does not know where it is used neither by
who it is used. The information is known by the human-building interaction interface.
Thus, for an improved use of ThinkEE, it is realistic to combine the knowledge of these
two systems. This context is presented by the ﬁgure 6.1. The user interface knows the
link between a load, a location, and a user, while the intelligent load knows its own usage
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characteristics.
ThinkEE
iLoad
iLoad
Figure 6.1: Context of two systems combination
6.3 Existing Initial Situations
When a user adds a new intelligent load to his load pool, several initial situations
are likely to occur depending on the type of load and the type of location where it is
added. Depending on the location and the type of load, certain information may be
known beforehand. The possible situations are presented in the ﬁgure 6.2 using a tree
representation.
The situation number one is the most favorable that is why all the paths are sur-
rounded in green. In this case, the user has already used the same type of load (eg a
lamp) in the same type of premises (eg oﬃce). The stored statistics concerning the use
he makes of these loads can be reused for this new case and constitute a solid basis as
initial state.
The second case is slightly less favorable. The user has already used this type of loads
but in another type of places. While it is likely that the use will be diﬀerent in this
new type of place, it is quite possible that certain features will remain the same. It is
therefore quite possible to use known statistics to improve the functioning of the system.
The third case is probably less favorable. Indeed, the user has already used one or more
intelligent loads in the same type of location. However, it was not the same type of load.
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Figure 6.2: Possible initial situations when adding an intelligent load.
It becomes more complicated to use known data to extrapolate knowledge.
The fourth case is much less useful. Indeed, the user has already used the same type of
premises or another type of premises but has never used intelligent loads.
For each of these initial situations, advantageous uses of intelligent loads can be envis-
aged.
6.4 Creation of Initial Rules
One possible use concerns the creation of initial rules even before the user uses the
load. This use is only possible for the case number 1 of the initial envisaged situations.
Indeed, in this case the user has already used the same type of loads in the same type
of locations. Thus, a certain amount of statistical information is already known. The
statistics related to the use of loads are all linked to a temporal scale (day, hour, ...).
The rules that can be created will only be related to time. The objective is (according to
the ﬁgure 5.11) to shift the initial state by not starting from zero. Thus, the algorithm
would start with a percentage of good non-zero decisions that would allow fast access to
very good results. This principle is illustrated in the ﬁgure 6.3.
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Figure 6.3: The displacement of initial state thanks to the known statistics on the load
To achieve this, when adding an intelligent load corresponding to this case, the fol-
lowing steps must be performed:
1. The statistical data on A week of usage of the load are read.
2. Only those parts where the degree of conﬁdence is greater than a certain threshold
(for example 80%) are taken into account.
3. The data is fuzziﬁed to obtain rules depending on the day, time of day and the
most probable use that will be made of it.
4. Rules are created based on output status and fuzzed values. They depend only on
temporal linguistic values.
Here is an example to explain this concept more clearly. Let the statistical data
be concerning the use of a lamp in a given room. The function conﬁdence degree as a
function of time for the aﬃrmation The light is on could be as shown in ﬁgure 6.4. A
conﬁdence degree is a value between 0 and 1 indicating the trust in proposed statement.
The ﬁgure 6.4 represents a typical use week since March 28, 2016 is a Monday and April
3, 2016 a Sunday.
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Figure 6.4: The temporal evolution of the degree of conﬁdence for the use of a lamp
Following this, it is possible to view the function day by day. For example, taking
Tuesday and focusing on the values for which the degree of conﬁdence is greater than
80%, the function obtained is shown in ﬁgure 6.5.
Thus, by transforming the values of time into seconds and fuzzifying them over the
entire length (from 9:40 to 17:40) the following rule can be extracted:
If it is Tuesday AND the time of day is morning OR midday or afternoon THEN
light is on.
This is a rule deduced entirely from the power consumption information of this load
type (a lamp) which is directly recorded in the user’s ﬁnal rule set. The type of use as
well as the control value on the lamp is extracted. This is a non-zero starting point,
the aim of which will be to allow the system to converge more quickly. Testing will be
required to determine the extent to which the events forming this rule must be retained
in the training rule set.
The iLoad system makes it possible to obtain these statistics of consumption (and
thus of use). Thus, for this use, the required data are to be divided into two distinct cases:
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Figure 6.5: Zoom on Tuesday with a conﬁdence level greater than or equal to 80%.
1. Data concerning binary state loads (e.g. a lamp that can be switched on or oﬀ).
2. The data concerning variable-state loads (example: a lamp whose intensity can be
varied by taking a value deﬁned between two limit values).
In case number 1, the iLoad requirements for data are as follows:
— Possible values: 0 If the load is not used, ndf If the load is not used,1 if the load
is used.
— Type: Values with the highest probability at the time t and its associated proba-
bility.
— Period: A typical week.
— Resolution: One hour.
For example, this data could be sent as a list ([[value 1, date and time], [value 2,
date and time]) or as a dictionary ( 1: ’value’: 1, ’Date and time’: Date: Time }, 2:
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’value’: 2, ’date and time’: Date: Time } }).
In case number 2, the data requirements are as follows:
— Possible values: From the minimum value to the maximum value of the load com-
mand with a unit resolution as well as ”ndf” if the value is not deﬁned (if the
greatest probability is that no value can be predicted) . The values are not in
physical quantity but in order quantity. A load may for example be a lamp and a
control value a percentage of intensity.
— Type: Values with the highest probability at the time t and its associated proba-
bility.
— Period: A typical week.
— Resolution: One hour.
This data could also be sent in the form of a list or a dictionary. For a better under-
standing of the requirements, here is a small example:
— Let’s take a binary state lamp (the possible values are 2 = On, 0 = Oﬀ). The
value of 1 is also used if the value can not be deﬁned. This value should be ”ndf”
but is 1 in this case to be integrated on the graph of the example.
— Let the period be a typical day.
— Let the resolution be an hour.
Consequently, for values having the highest probability of intervening, the distribu-
tion of output values could have the form shown in ﬁgure 6.6.
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Figure 6.6: Example of values’ distribution with the highest probability of arriving at
each time point.
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This graph is then transformed into a list, for example, the list would have the
following form: [[0, 00 : 00],[0, 01 : 00], [0, 02 : 00], ..., [0, 23 : 00]]. These values are
ﬁnally transcribed in seconds for the hours, then fuzziﬁed. With the output value, it is
possible to create initial rules.
6.5 The Support of the Decision Algorithm
A second possible use concerns this time the decision module. Indeed, when several
rules are potentially able to be activated for a smart load, iLoad data can be used to play
the role of arbitrator. In this case, the statistics are used as feedback. The chosen rule
will match the one with same consequence as the most probable output value indicated
by iLoad. This principle is illustrated in ﬁgure 6.7.
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Figure 6.7: Feedback on the decision module in case of doubt.
In the case where the intelligent load proposes an output not being equal to the
consequence of any rule that can be activated, the rule is chosen according to the methods
presented in decision module. For this usage of iLoad, only one value is needed: the
control value of the intelligent load considered to have the highest probability rate at
the moment t of the decision. In case where this value is not deﬁned ndf, the rule is
chosen according to the methods presented in decision module.
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6.6 Search for Common Sequences
In initial situations where very little information is available (3, 4 and 5) concerning
the use of a load type by a speciﬁc user, a possible use would be to search among all
users of the same load type of consumption habits sequences (and therefore of load use)
identical as illustrated by ﬁgure 6.8.
Figure 6.8: Searching for identical sequences among users.
The values thus obtained can allow, for example, the creation of initial rules for a
user of which nothing is known. These data can also be used for the creation of clusters,
groups of people being linked, for example, by their consumption habits or their type
of consumption. In this case, iLoad has the ability to provide information related to
a load type over a week as presented in section 6.4. The two possible cases must be
separated again: Either the load is binary or the load is continuous. In the ﬁrst case, the
information required is the same as that presented in section 6.4. However, they do not
concern only the load linked to a speciﬁc user but all loads of the same type available
(for all users). Moreover, only the values having a probability greater than a certain
threshold (example 80%) are considered. The operations performed hereafter to extract
similarities are described by the following steps:
— For every moment t Of each load (0, 1, ..., n), the average of the data y is calculated
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: y(t) =
n∑
i=0
yi(t)
n .
— If y(t) is equal to 0, the load is not used in all cases, if it is 1, the load is used to
a maximum in all cases. In all other cases, it is concluded that there are no fairly
strong similarities between users.
The continuous case is more diﬃcult to process because a multitude of values can be
taken by a load at every moment t. Again all loads of the same type are considered. In
addition, values are kept only if they have a probability greater than a certain threshold
(i.e. 80%). A possible method of analysis is described in the following procedure:
— For every moment t Of each load (0, 1, ..., n), the average of the data (y) is
calculated : y(t) =
n∑
i=0
yi(t)
n .
— For every moment t Of each load (0, 1, ..., n), the variance of the data (Vy) is
calculated : Vy(t) =
n∑
i=0
(yi(t)−y(t))2
n .
— If the variance is small, the values are close and vice versa. Thus, every moment
t for which the variance is smaller than a certain threshold (i.e. a percentage of
the mean value or a ﬁxed value) is considered as part of a similarity model. The
retained value y is the average control value. Otherwise, the values are left empty,
expressing the fact that it is not possible to extrapolate information for the mo-
ment t in question.
For clarity, let’s take an example. This time, the load is considered to be continuous,
it can receive values from 0 to 10 in any unit. For simplicity, the example is carried
out on a single day with only two loads of the same type, for example two desk lamps.
Furthermore, no value is considered to be undeﬁned and they are all assumed to have an
associated probability of intervening greater than 80%. The statistical proﬁle obtained
from the two loads is presented in the ﬁgure 6.9. The control values of the graph are
those with the highest probability of appearing at the instant t.
In this example, it is possible to see similarities. The values necessary for the calcu-
lation of the similarity curve are referenced in the table 6.1. Suppose the threshold is 1.
All values whose variance is less than 1 are kept (the mean value is assigned).
Thus, with this example, the trend in similarities (line y Of the table) will have the
form shown in the ﬁgure 6.10 where y is the value retained when there is a fairly strong
similarity between the use of the load by the two diﬀerent users y1, y2. If there is a hole
this means that there is not a fairly strong similarity for the associated hours and that
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Figure 6.9: Two most likely use graphs for two loads of the same type in blue y1 and
in red y2 on one day.
the use is not predictable.
Concerning the creation of clusters, it is possible to use this method to ﬁnd users
with a certain percentage of similarities in their consumption habits.
6.7 Checking the Final Rule-set
Intelligent loads can also be used to control the set of ﬁnal rules. Indeed, some rules
of the set are probably not 100% Correct. However, having never been chosen by the
decision algorithm, they were never speciﬁed. These rules do not pose any problem
for the proper functioning of the algorithm. However, being not entirely correct they
may surprise the user if they see them. Thus, when a load rule has been generalized to
include false conditions, it can be corrected at any time by the knowledge accumulated
using iLoad. Indeed, iLoad ”measures” consumer habits based on non-refutable facts
(measured consumption has taken place). In this sense, it is possible to say that iLoad
”does not lie”. Thus, these intelligent loads may act as feedback as illustrated in ﬁgure.
6.11.
The data required for this particular use relates to each load associated with each
user. This feedback process must be performed at each regular time interval (for exam-
ple, every month). The data is dependent on the type of load (binary or continuous) but
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Table 6.1: Useful values for the example
t 00 01 02 03 04 05 06 07 08 09 10 11 12
y1 0 0 0 0 1 3 3 5 4 4 10 10 9
y2 0 0 0 0 1 0 0 0 3 3 10 10 10
y 0 0 0 0 1 1.5 1.5 2.5 3.5 3.5 10 10 9.5
Vy 0 0 0 0 0 2.25 2.25 6.25 0.25 0.25 0 0 0.25
y 0 0 0 0 1 ∅ ∅ ∅ 3.5 3.5 10 10 9.5
t 13 14 15 16 17 18 19 20 21 22 23
y1 9 9 9 7 3 3 8 8 8 0 0
y2 7 7 7 7 1 1 8 8 8 0 0
y 8 8 8 7 2 2 8 8 8 0 0
Vy 1 1 1 0 1 1 0 0 0 0 0
y ∅ ∅ ∅ 7 ∅ ∅ 8 8 8 0 0
will be in the same form as those required in section 6.4. The corrections made concern
only temporal parameters. Thus, the steps of the process are as follows:
— Only values above a certain probability threshold (i.e. 90%) are kept and taken
into account.
— These values are fuzziﬁed, allowing to create rules consisting of a day, a period of
the day and a consequent one.
— Each of these rules is confronted with the set of deﬁnitive rules.
— When a rule included in a ﬁnal rule contradicts it, the antecedent of the ”day”
language variable is removed from the ﬁnal rule. In addition, a new rule is created.
It includes the deleted day and the same other antecedents (without those related
to the ”day” language variable) than those of the ﬁnal rule minus the antecedent
of the linguistic variable ”period of the day” belonging to the rule contradicting it.
For example, the ﬁnal rule set contains the following rule:
IF it is Monday, Tuesday, Wednesday, Thursday or Friday AND it is morning, noon,
afternoon or evening AND the internal brightness is low THEN the light is on.
If the statistical analysis of consumption highlights the fact that on Wednesday
evening the light is extinguished with a probability greater than 90%, there is a con-
tradiction with the aforementioned rule (the contradictory rule is of the form: IF it is
Wednesday AND it is the evening THEN the light is oﬀ ). However, the contradiction
concerns only Wednesday evening and not all Wednesday. Thus, the language value
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Figure 6.10: Trend of similarities y.
”Wednesday” is removed from the ﬁnal rule (this is a form of precision). In addition, a
new rule is created with the antecedents (except those related to the day) of the ﬁnal
rule minus the antecedent ”evening” and with the antecedent ”Wednesday”. Thus, the
two new rules are:
IF it is Monday, Tuesday, Thursday or Friday AND it is morning, noon, afternoon
or evening AND the internal brightness is low THEN the light is on and IF it is Wednes-
day AND ’It is morning, noon or afternoon AND the internal brightness is low THEN
the light is on.
Thus, these two new rules constitute a corrected form of the basic rule. This feedback
method could also be used to protect the rules being conﬁrmed by intelligent loads.
6.8 Adjustment of Membership Functions
Another possible use concerns the deﬁnition of member functions. It is indeed pos-
sible to slightly vary the ”midpoint” of a member function according to a basic model
in such a way as to be more faithful to the criteria of user. Thus, the data required in
this case would simply be an average of all the numerical values taken by the load over
a predeﬁned time period. The numerical consumption value obtained is subsequently
converted into a numerical control value for the load (a temperature for a radiator, a
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Figure 6.11: Feedback for the control of the ﬁnal rule-set.
luminous intensity for a lamp, etc.). This physical mean value used makes it possible to
draw conclusions about the notion of comfort for the user. By knowing this information,
it is possible to slightly modify the associated member function to take it into account.
To illustrate this principle, an example is also used. If for a load (heating type having a
range of possible values between -30 and +50◦C) and a user U1. The average physical
use value is 27◦C then it is concluded that U1 tends to like warm environments. The
member function associated with the temperature for this user could be as shown in
ﬁgure 6.12.
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Figure 6.12: Possible member function for temperature related to U1.
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The mean value was used as the maximum value of the ”normal” language value.
Indeed, this average corresponds to the normal temperature of comfort for U1. Above
this value, the temperature is considered too hot and too cold underneath. For a user
U2 with an average value of 19
◦C, it is realistic to say that its concept of comfort is
deﬁned for lower temperatures. The model of membership function is adjusted for it
around this midpoint (at the center of ”normality”). This adjusted member function is
shown in ﬁgure 6.13.
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Figure 6.13: Possible member function for temperature related to U2.
The adjustment was made in such a way as to shift the linguistic values to approxi-
mate the criteria and the feeling of user.
6.9 The Credibility of an Action
A last possible use would imply a modiﬁcation of the system of creation and pre-
cision of the rules. Indeed, it would be possible to use intelligent loads to determine
the credibility of an action. The credibility of an action refers to the propensity of a
new action (of a new event) to modify an existing rule. It would be possible to use the
consumption information of a load to prevent the modiﬁcation of long-established rules.
To do this, a possible approach is presented:
1. A modiﬁable value is given to the action performed by the user as a function of
the probability that the action has to be carried out by knowing the information
concerning the habits of consumption of the load.
2. If this value is greater than the activation threshold, the action combination is
taken into account to specify or create a rule.
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3. If this value is smaller than the activation threshold, the combination is stored as
well as its associated changeability value. With each new appearance of the same
combination, the modiﬁability values are summed.
4. When the activation threshold is exceeded, a rule is speciﬁed or created (the com-
bination is taken into account to modify the set of ﬁnal rules).
Deﬁnition 6.1
The Modiﬁable value represents the propensity of an input combination deﬁned by
an action of a user to modify the set of ﬁnal rules. Thus, the greater the changeability
value, the more the input combination can modify the set of rules. This value is
deﬁned by the probability of an action to occur (the greater the probability, the
greater the value).
Deﬁnition 6.2
The Activation threshold is a value which, once overridden by the changeability
value, activates the input combination as potentially modifying the set of ﬁnal rules.
This corresponds to the activation threshold inspired by the neural system [101].
When the sum of inputs (in this case, the modiﬁable values of an input combination)
is greater than the threshold, the rule is activated.
For this use, the necessary data is the probability that the consequence of the event
realized by the user occurs at the instant t where it is realized. This data can be pro-
vided as a tuple.
The modiﬁable value could for example be equal to the probability of occurrence of
the action at the instant t. Given and the threshold equal to a certain percentage. Thus,
if PAi is the probability that an action A occurs and SA is the activation threshold then
the entry event EA linked to action A is active if
n∑
i=0
PAi > SA where ”n” is the number
of times that this input combination (EA) and thus this action appears before being
activated.
6.10 Summary
This case study with diﬀerent proposed inference methods made it possible to high-
light a practical use of the system involving both the project architecture (learning,
decision, rules, ...) and intelligent loads. Applying these methods, the system has begun
to converge satisfactorily towards the wishes of user in a quicker time.
Chapter 7
Conclusion and Future Work
In this thesis, ﬁrst a software solution for human building interaction is proposed. It
provides occupants with a platform that makes them aware of their personal energy
consumption in order to encourage them with a helping approach for their behaviors
modiﬁcation towards energy eﬃciency in buildings which is called energy awareness
approach. The platform could be accessed through web services on any kind of smart
devices and it guarantees real time streaming of energy data and control over personal
or shared equipment. It has been proven that in the buildings, providing informative
and comparative feedback can be used as an eﬀective incentive for occupants to adopt
energy eﬃcient behaviors.
Also in this work, intelligent unit that eﬀectively contributes in knowledge base
generation of buildings as a primary management block acting like the brain for an open
environment on Human Building Interaction has been explained. This is mainly done
by automatically convert arriving events to some set of rules that can be evolved during
time to ﬁt well on the behavior of occupants. This means, the living space can adapt
itself with occupants behaviors regarding his goals. These goals can be comfort, security
or energy management. To facilitate decision making and learning in real-time, each
living space for the occupant has its own set of intelligent units. Decisions are taken
on the basis of a set of fuzzy rules which represent the knowledge of the system. There
are two groups of rules: static and dynamic. Static rules establish ﬁxed boundaries
for the system, whereas dynamic rules are learned and modiﬁed in continuously online
and unsupervised manner. In consequence, our learning algorithm constructs the fuzzy
rule base from sparse events that is acquired from non stationary environment. An
experimental real time benchmark to evaluate the performance of such an algorithm in
the context of knowledge base for buildings has been proposed. The implementation
of proposed intelligent unit has been carried out as an overlay of the ThinkEE energy
awareness project [76], but could be integrated into any type of dedicated interface.
The performance of designed intelligent unit for proposed system of human building
interaction has been veriﬁed in diﬀerent experimental set-ups. First, the learning module
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has been tested by being applied on Iris data set to be comparable with other existing
similar algorithms in literature. Second both learning and decision making modules are
evaluated in an oﬃce room. Finally, applying the data gathered from MEC building at
EPFL, the performance of decision making module has been veriﬁed.
Finally, in order to facilitate and accelerate the performance (both time and accuracy)
of intelligent unit, various improvised methods have been pointed out that can be used
as the requirement analysis for future intelligent load which is currently under research
in the laboratory.
7.1 Future Improvements
Such a software product will be fully incorporated in real life examinations. To list
some of the future work, it will be expanded to be applied in future smart cities. Also,
the eﬀect of nominative information about how occupants personal energy-conserving
behaviors is compared with others in the same living space will be tested. Anthropologi-
cal studies can be conducted using this software solution in order to more deeply analyze
human behaviors concerning energy. Study and development of comparative and com-
petitive strategies for eﬃciently encouragement of users will be one of the most important
research areas to invest on. However, there exist some technical improvements. First,
several improvements are possible in the management of actuators. Indeed, ﬁrstly, as
explained before, the decision algorithm is called at a regular time interval. This interval
was set at 15 minutes for testing. However, a multitude of events can occur (arrival of
a person, change of brightness, ...) in 15 minutes. This interval has been chosen to
avoid clogging the server with too many queries and too little space. Another solution
would be to pick up signals during a change of state and to call the module at such times.
The use of actuators to enable the learning module to learn user habits can only
be done from the ThinkEE platform. Indeed, if a user activates an actuator directly
from a physical switch, the learning algorithm is not called and no trace is memorized
of this event because there is no direct link between a physical switch and ThinkEE.
In addition, the limit related to the presence detector is once again to be considered.
Surely, there is no way of knowing the identity of person who carried out the action. To
solve this problem, a ﬁrst thing to set up would be a system of live event tracer allowing
to be informed in real time during the state change of an actuator and thus to be able
also to trace the actions carried out on physical switches (other than on ThinkEE).
One last point concerns the processing of data. The current architecture consists of
a single server and a single decision module that must manage all automated parts one
after the other. This method is not eﬃcient in terms of speed of execution. A better
way to do this would be to deﬁne a module by ”ControlBox” (and therefore one module
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per intelligent part). These modules would thus be independent and could act at the
same time. The situation is illustrated by the ﬁgure7.1.
Figure 7.1: Possible management of ”ControlBoxes”.
In section 4.4.2, the knowledge base is deﬁned as the database containing all the rules
used or that have been used by all possible users. This is the most general knowledge
base. However, other knowledge bases can be deduced from the links between a rule,
a user, and a part. Thus, a knowledge base linked to a user comprising all the rules
to which it is linked is feasible. A knowledge base related to a building can also be ex-
tracted. Indeed, by knowing all the parts of a building and all the users linked to each of
these rooms, it is possible to extract a set of general rules related to the whole building.
This knowledge base set provides general information about how it is used. Thus, the
rules can be sorted to know a certain number of useful information that will be called
”knowledge base.” The ﬁgure 7.2 illustrates the diﬀerent ”knowledge bases” that could
be extracted. Within the same knowledge base, two rules may contradict each other (if
they belong to diﬀerent users, for example).
A possible improvement for future concerns fuzzy logic. It would also consist in
learning the form of membership functions and even nature of the linguistic values ac-
cording to the user. Indeed, it is possible to imagine each person, according to his social,
geographical, etc. or simply according to one’s own physical constitution uses diﬀerent
criteria to express one’s feelings about a situation. Thus, it is likely that a Scottish does
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Figure 7.2: The diﬀerent possible knowledge bases. In a), the knowledge base for each
user. In b), the knowledge base for the living space. In c), the knowledge base for
building 2. A rule base related to the type of sensor could still be added.
not see in the same way the notion of ”cold” as a Southern Italian. One element of
response is provided by the use of intelligent charges of type ”iLoad” [100] (Cf. section
6.8). Another possible way would be to use diﬀerent known data on the user (age, place
of birth, sex, ...) to determine the most appropriate membership functions. However, a
non-customized member function does not change the results of the learning algorithm
on the comfort of the user, only the display of the rules may not be appropriate (the
choice of linguistic values used).
The algorithm always takes all available values as having the same importance. Thus,
the value of temperature on the action related to a lamp will have the same weight as
the value of brightness. However, it is a good bet that the temperature inﬂuences the
state of lamp less than the luminosity. The fact of always taking all the values is a choice
justiﬁed by the desire to predetermine the fewest possible parameters and thus not to
indicate in advance that the temperature, for example, is less important when creating
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a rule related to a lamp whose brightness is less important when creating a rule related
to a heating system than the temperature. Indeed, the objective is thus to obtain a
system that is as general as possible and that can adapt to any situation. A possible
improvement on this side would be to learn over time which values are more important
depending on the type of actuator concerned. To do this, one possibility would be to
create an algorithm allowing each action to analyze the eﬀect it has on the actuators.
Thus, with time, the algorithm should be able to create a classiﬁcation of the sensors
most inﬂuenced by each type of actuators while keeping an extremely general system
and very little directed by an administrator
Another possible improvement would be to not limit the rules related to an actuator
to one type of this actuator. For example, there are currently no distinctions between
a desk lamp and a ceiling lamp which can be a problem. Indeed, this means that
irrespective of their function, if a rule of type light has the action of turning it on, all
the lights will be lit up. This is explained by the knowledge base that makes the link
between a category of actuator (light, heating, ...) and the rules. To solve this problem,
it would be enough to add a ﬁeld in the production rules database. An object of type
”LoadModel” allowing to diﬀerentiate the diﬀerent types of the same actuator while
always based on the same basis of facts (which does not need to include more facts).
One of the sensitive points concerns the detection of presence. Indeed, ﬁrstly, the
presence sensor does not make it possible to perform an action (to create an event)
without being detected. Thus, when a user arrives in a room and turns on the light
there is no problem, its action will be assimilated to its presence. However, when the
user turns oﬀ the light at the moment of action, it is considered present and its action
will not be assimilated to its departure (and therefore its absence in the room). A
possible solution would be to use a system of waiting and to memorize the state of the
presence before creating the rule then to come to control this state for a moment t+dt
later to check whether the created rule needs to be modiﬁed or not. There are still other
problems. If he leaves, the user is alone in the room but at the instant t+dt another
person has arrived, a presence will be detected even though the user in question is no
longer there. His rule will therefore be distorted. This leads to the second problem
concerning the detection of presence. How to know who is in the room? Indeed, in the
preceding example, it would be advantageous to know that the person now present in
the room is not the user who has turned oﬀ the light at instant t. c. Moreover, if the
action is carried out through the ThinkEE site, the user who realizes it is known, but
if it is done from the switch directly, it is impossible to know the person. Thus, one
solution would be to use tags allowing all persons to identify themselves, for example
using a camipro card or a mobile phone. With this method, the presence sensor would
no longer have any utility since the identiﬁcation would make presence. It would then
be enough to dis identify just before leaving the room.
Some improvements also could be used to increase the performance of decision mod-
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ule. Here is one having been imagined:
— To improve the algorithm it would be possible to take into account the degree of
similarity existing between a set of numerical input values and a production rule.
Indeed, a rule of production is memorized according to the linguistic values that
compose it. Thus, when the input combination is not yet in the form of linguistic
values but always in numerical form, it is possible to see for which rule the input
combination has on average the highest degree of belonging on each of the linguistic
values of the ﬁnal rule in question. These rules can then be considered as priorities.
There could be possible improvement regarding rule set evolution. The set continues
to evolve slightly in the course of future situations (changes in seasons, time, activities,
schedules, etc.). From this point of view, it may be interesting not to limit oneself to
day and hour for the temporal components of a rule but to introduce the seasons or
the months for example. If the doctor changes his oﬃce for an oﬃce equipped with
the system, his environment will automatically be customized according to his rules in
his new oﬃce. It is also possible over time to use intelligent loads to change false rules
that never occurred. This method (cf. 6.7) allows to purify the set of deﬁnitive rules
while avoiding to keep unused rules. Thus, in this case study and considering that the
typical use of a lamp over a week always has the same shape as presented on the image
5.21, Rule 5 of the previous section will be changed. Indeed, the probabilities of iLoad
ensure that the lamp is never turned on ”at night” or ”very early in the morning.” Thus,
this rule must be transformed with this information and become: ”If the time of day
is morning, afternoon or evening and the day is Monday, Tuesday, Friday, Saturday or
Sunday, then the light is at maximum (100). Modiﬁed by future events in the event that
it is chosen by the decision algorithm in a bad situation.
The second possible use of intelligent loads in aforementioned case study is already
described in 6.8. This method has been applied very well to the user’s thermostat. It
is possible for example to look at all the values of thermostat over past month and to
make an average. Insofar as the user contradicts the system if chosen value is false, this
mean of use represents the wish of user on average. Thus, since a thermostat is directly
connected to the ”Temperature” input variable, it is possible to modify the membership
function of this variable so that it sticks more to the personal comfort of this user with
respect to this mean value.
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