Abstract: The TCP performance over OBS is experimentally investigated on OBS testbed. Experimental results show that TCP performance over OBS can be guaranteed in the case of 0.1% burst loss probabilities.
Introduction
Optical Burst Switching (OBS) [1] , combining the best of optical circuit switching and optical packet switching, has received an increasing amount of attention from both academia and industry worldwide. As the main part of current Internet traffics, TCP performance is directly relative to the performance of whole network. Moreover, it is supposed that TCP will still play a dominant role in the future IP over WDM network, thus it is very important to investigate the behavior of TCP flows over OBS network.
Some researchers have theoretically evaluated the TCP performance over OBS network and the result shows that the TCP performance is very sensible to burst loss [2] [3]. However, there are some different opinions from other researchers. They believed that the TCP performance over OBS network is much more robust even in the case ofburst loss probabilities as high as 1% [4] .
In this paper, the TCP performance over OBS is experimentally investigated on OBS testbed [5] [6]. Experimental results show that the performance of TCP traffic is greatly decreased by burst loss probabilities and this situation will be improved with the decreasing of burst loss probabilities. Moreover, attaching higher QoS level to TCP traffic is also contributive to the improvement of TCP performance.
Experimental Setup
The experiment setup is shown as Fig.1 . Only two edge nodes and one core node are used for simplicity. Standard interface such as Fast Ethernet and Gigabit Ethernet are provided to access IP-based traffic. And input packets classified according to their egress nodes and QoS demands are assembled into data bursts based. Assembled burst is sent into OBS network following a corresponding control burst for an offset time. In this experimental setup, burst assembly algorithm with fixed time and length threshold is applied, and for burst scheduling algorithm latest available unused channel with void fill (LAUC-VF) is used, each with a maximal delay of 2.5us and lOus.
As shown, a TCP server is connected to one edge node and the client is connected to the other one, by which a TCP connection can be set up through the OBS network. Four Gigabit Ethernet ports of the IP data quality analyzer are connected to the two edge nodes respectively, by which controllable traffic load is provided to simulate QoS provision in OBS network. In the TCP transmission, a maximum congestion control window of 64KBytes and maximum segment size of 512Bytes are employed in the TCP server. According to the experiment results shown in Fig.2 , burst loss probability of 0.1% only causes an average throughput decreasing of 6%, compared with the case of no burst loss. As the burst loss probability increased to 1%, the performance of TCP throughput degrades greatly. The average throughput decrease to 50% compared with the case of no burst loss. This is different from the result in [4] , in which TCP throughput only decreased 5% in average in case of burst loss probability of 1%. Further experiments are made about how the burst loss affect TCP throughput as the burst length changed. In this case, the burst length is set to 200kbytes and 400kbytes respectively. ) show that as the burst length increased to 200kbyte and keep constant burst loss probability of 0.1%, only 3.7% TCP throughput decreasing is achieved which means better TCP performance is obtained. As increasing the length to 400kbyte, the average decreased throughput is only 8%. It can be explained that there is a tradeoff between burst lengths when transmitting TCP flows. Bandwidth efficiency can be improved as the burst becomes longer, but TCP sources synchronization will decrease when lose large burst.
From this experiment it can be concluded that OBS network is supposed to be robust in TCP traffic transmission under burst loss probability below 0.10%.
QoS provision
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In QoS provision experiment, two classes of QoS traffics are set in IP data quality analyzer, namely QoSO and QoSI, and QoSO is a higher QoS class. Transmission performance is recorded for each of traffics, and comparison is given in fig.4 (a) and (b). In Fig.4 (a) the normalized throughput of QoSO is set to 0.2, 0.3 and 0.4, and then the throughput of QoSI is increased slowly. Results show that low QoS traffic doesn't affect the throughput of high QoS traffic. On the contrary, it is shown in fig.4 (b) that high QoS traffic will take bandwidth away from low QoS traffics. Results from this experiment show that by configuring to high class QoS, TCP throughput can be guaranteed. 4 . Conclusions In this paper, the TCP performance over OBS is experimentally investigated on OBS testbed [5] [6] . Experimental results show that the performance of TCP traffic is greatly influenced in the case of 1% burst loss probabilities. With the burst loss probabilities decreasing to 0.1%, the TCP performance is improved greatly. However, compared with the case of no burst loss, the improvement isn't very remarkable, which means that the TCP performance over OBS can be guaranteed in the case of 0.1% burst loss probabilities. Moreover, it is experimentally proved TCP throughput of high QoS provision can be guaranteed in OBS network.
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