On the Efficiency of Representability Tests for Matroids  by Truemper, K.
Europ . J. Combinatorics (1982) 3, 275-291
On the Efficiency of Representability Tests for Matroids*
K. TRUEMPER
An efficient algorithm is described for testing regularity of a matroid (i.e., representability
over every field). Furthermore it is shown that a number of other matroid representability
questions cannot be decided efficiently. In each case it is assumed that the matroid in question
is specified by an independence oracle.
1. INTRODUCfION
In this paper we investigate the computational complexity of representability tests for
matroids specified by independence oracles. In the first part (Sections 2-4) we develop
an efficient algorithm for deciding regularity (i.e., representability over every field) of
matroids. For binary matroids such an algorithm is implied by P. D. Seymour's decomposi-
tion theorem for regular matroids [9] since that decomposition can be efficiently carried
out by an algorithm due to W. H. Cunningham and J. Edmonds (see [2]). In a paper
under preparation Cunningham and Edmonds describe an O(m 5) implementation of this
approach where m is the number of elements of the binary matroid to be tested for
regularity. The work presented here addresses the regularity question when M is not
known to be binary. In the second part (Section 5) we show that a number of matroid
representability questions cannot be answered efficiently, so the case concerning regularity
is a particular one indeed. Some results of the second part are also proved in [7, 10, 11].
The remainder of this section introduces definitions and preliminary results. Familiarity
with basic matroid theory will be assumed-a good reference is the book by D. J. A.
Welsh [18].
A matroid M on a set S is represented by a matrix A over a field [Ji if there exists a
bijection between the elements of S and the columns of A such that a subset of S is a
basis of M if and only if the corresponding columns of A form a basis of A. We always
assume S to be the set of indices of the columns of A. If there exists a representation
matrix A over [Ji for M, then there exists a standard representation matrix of the form
[IIA] over [Ji, where I is the identity matrix. We only work with standard representation
matrices, and for any matrix A we define A to be [IIA]. A basis of A is then a square
column submatrix which by row exchanges can be brought into the form
- [I IA1JA= 0fA2
with det A 2 ~ O. We say "det A 2 is correct for M" when det A 2 ~ 0 (det A 2 = 0) and the
subset S of S related to A is a basis (is not a basis) .
W. T. Tutte [16, 17] introduced the concept of matroid regularity and established a
number of very important results. Here it will be convenient to define a matroid M to
be regular if it is binary (i.e., representable over GF(2)) as well as representable over
some field with characteristic not equal to 2. Equivalently we may require M to be
representable over every field. A second equivalent condition demands the existence of
a real totally unimodular representation matrix A (where every square submatrix of A
has determinant 0 or ±1). A graphic matroid is a particular regular matroid. Here S is
* This paper is a summary of [13J and [14].
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the set of edges of an undirected graph, and the forests of that graph are the independent
sets . The prefix "co" dualizes a term, so a cographic matroid is the dual of a graphic
matroid.
We also employ two other representation concepts [12]. Let the groundset 5 of a
matroid M be partitioned into a basis X and Y = 5 - X. Construct a {O, I} matrix
E= [liB] as foIlows. The columns of E represent the elements of 5; in particular I
represents X. Let y E Y, and suppose X is the subset of X that forms a circuit with y.
Then in the column of B with index y set the xth element equal to 1 if and only if the
xth unit vector of I is in X. Any E that may be so constructed from M is a partial
representation [12] of M. We see immediately that [BIll] is a partial representation of
M *, the dual of M. Furthermore, if we delete column x of I and row x from E, we
obtain 'a partial representation of MI{x} . If we delete column y of B from E, then we
get a partial representation of M\{y}. (MIS (M\S) denotes the minor of M produced
by contraction (deletion) of all elements of S ~ 5). Note that M is representable over fJ!
if and only if we can turn a partial representation E into a representation matrix A by
replacing the l's of B by appropriate non-zero entries of fJ!.
A matrix A over fJ! is an almost representative matrix [12] of a matroid M if all square
submatrices of A have correct determinants for M except for exactly one square submatrix
A of A. Clearly A has order of at least 2 if A was derived from a partial representation
E by replacing the l's of B by non-zero entries of fJ!.
The foIlowing convention about the display of representation matrices is used. We
write the subsets of M (= index sets of column submatrices) above a given matrix, and
row index sets to the right of it (whenever we need the latter sets). A {O, I} matrix is
caIled Eulerian if each row sum and each column sum is even .
Graphs play an important role, especiaIly the wheel. The latter graph is derived from
a cycle of length at least three (the rim) and one additional node by connecting that
node with each node of the cycle. A star is the set of edges incident at a node of a graph.
A connected graph is 2-connected if removal of one node cannot result in a disconnected
graph. The empty graph is considered connected. Of particular interest is the bipartite
graph G (A ) constructed from a given matrix A as foIlows. Each node of G (A) corresponds
to a row or column of A, and an undirected edge connects nodes i and j if and only if
A j; -:;60.
A matroid M on a set 5 is connected if for every non-trivial partition (5}, 52) of 5,
r(51) + r(52 ) > r(5). It is not difficult to prove that for a given matroid M with a partial
representation B, M is connected if and only if G(B) is connected (see [6]). The polygon
matroid of a connected graph G is connected if and only if G is 2-connected.
Two special matroids are of interest. A whirl is derived from the polygon matroid of
the wheel by declaring the rim to be independent instead of dependent. A uniform
matroid of rank k on n elements is the matroid whose independent sets are the subsets
of cardinality k or less.
FinaIly we make the (customary) assumption that any matroid is specified by a groundset
and an independence oracle which for any subset establishes dependence or independence
in unit time. Thus partial representations can be efficiently determined.
The remainder of this paper is organized as foIlows: part one of the paper (Sections
2-4) is concerned with the efficient testing of matroid regularity. SpecificaIly, Section 2
establishes a useful result about certain non-regular matroids (Theorem 1). Specialization
of this result in Section 3 leads to a slight strengthening of an important result about
graphic matroids due to Seymour [10]. His result aIlows efficient testing of an arbitrary
matroid for graphicness. Section 4 combines Seymour's decomposition for regular
matroids [9] with Theorem 1 and Seymour's algorithm of Section 3 to a efficient algorithm
for deciding whether or not a matroid is regular. In part two (Section 5) it is shown that
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a number of matroid representability questions cannot be answered efficiently. To this
end Section 5 introduces a class of representable matroids from which a second class of
non-representable matroids is derived. Results about the two classes are then combined
with a general theorem of P. Meller Jensen about matroid property algorithms to establish
the above-mentioned result.
2. A CHARACTERIZATION OF CERTAIN NON-REGULAR MATROIDS
Suppose a non-regular matroid M has a partial representation matrix Ii such that the
matroid represented by Ii over GF(2) is regular. The main result of this section (Theorem
1) characterizes M in terms of certain minors. This characterization is utilized in Sections
3 and 4.
THEOREM 1. Let a matroid M have a partial representation matrix Ii such that the
matroid R represented by Iiover GF(2) is regular. Then either M =R orIican be partitioned
as
1
0 W D
1
1
0 E F
1
,
V
A
V
I
(1)
I B
where square W has order k ;;;. 2, such that
(i) G(W) is a cycle, and
(ii) M/X 2\ y2 is a rank 2 uniform matroid on four elements if k = 2, and a whirl if k = 3.
In the latter case addition of certain loops and/or parallel elements to the whirls M/X 2\ y2
and (M/X 2\ y2)* produces M/X 2 and (M\ y2)*, respectively.
In the remainder of this section we prove the above theorem. The proof will make
use of the following results.
THEOREM 2 [12]. Let A be an almost representative matrix over [¥ of a matroid M of
the form
1
0 A
1
1
0
1
.
V
1\
V
I
(2)
I A
where A of order k is the square submatrix with incorrect determinant. Then the following
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statements hold.
(a) [AtII] almost represents M*.
(b) If we delete column x EX2 and row x from A, then the resulting matrix almost
represents M/{x}.
(c) If we delete column y E y2 from A,then the resulting matrix almost representsM\{y}.
(d) If detsoA = 0, then yl is a basis ofM =M/X2\ y2. If detsoA"e 0, then yl isa circuit
and a hyperplane of M.
If k :;-.:2:
- 1 1(e) Let A x y "e0, where x E X and y E Y . Assume we delete the xth column of I from
A, ~-pivot on A x y, and subsequently delete the pivot column and row. Then the
resulting matrix is an almost representation ofM\{x }/{y}.
(f) Every (k -1) x (k -1) submatrix ofA is non-singular.
(g) G(A) is 2-connected.
(h) If~ is GF(2), then A is Eulerian, and G(A) is a cycle if all column and row sums
are equal to 2.
(i) If det A =0, then A = [IldJ . D . [lie], where D is a (k -1) x (k -1) non-singular
matrix over~, and where (k -I)-vectors d and e contain only non-zero elements of
s.
Converse for k :;-.: 2, A = A and det A = 0:
(j) Let A be a k x 2k matrix over ~ with A equal to [IldJ . D . [lie], where d, e and
D observe the conditions of (i) above. Let a subset S of S ={I, 2, ... , 2k} be
independent if the columns ofA with index in Sare linearly independent. In addition
declare S = {k + 1, k +2, ... , 2k} to be independent. Then these independent sets
specify a matroid M over ~ that is almost represented by A over ~, and A itself is
the submatrix with incorrect determinant.
Additional results about almost representative matrices are described in [12].
LEMMA 1. Let M with a partial representation Bbe the matroid of Theorem 1. Suppose
B is a minimal square submatrix of B such that det, B is not correct for M. Then G(B) is
a cycle.
PROOF. The lemma follows from several results of [12], but a short and simple proof
is also possible and deserves to be included here. Clearly jj =;; [liB] is an almost representa-
tion of a minor M of Mover GF(2). At the same time B represents a (regular) minor
Ii of Rover GF(2), where R is the matroid of Theorem 1. Since B is a partial
representation of M, jj has order of at least 2, and is Eulerian by Theorem 2(h). Suppose
B has at least four non-zero entries in a row together with at least one 0, say in column
j~If we gF(2)-pixot in columnj <1f B and reduce as in Theorem 2(~, we obtain a matri~
B = [liB] from B such that (i) B almost represents a minor of Mover GF(2); (ii) B
represents a (regular) minor of Rover GF(2); (iii) jj is Eulerian and has a row with at
least four 1'so Hence we may assume that a row of B, say row one, has at least four 1's
and no O. By Theorem 2(f), (h) every other row of B must have exactly two 1'so There
must also be a column of jj with at least four 1's, say column one. Hence B is of the form
B=
1 1 1 1 1 ... 1
1 1 0 0
1 0 1 0 0
1 0 0 1
0/1 0/1
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But the square submatrix in the upper left corner of E cannot be signed to become totally
unimodular, and Ii cannot be regular, a contradiction. We conclude that E has two l's
in each column and row, so G(E) must be a cycle by Theorem 2(h).
LEMMA 2. Let Wi with w' = [Wid] be a partial representation as well as an almost
representation over GF(2) of a matroid M, where W is the square submatrix of w' with
incorrectdeterminant and where d is a non-zero column. Denote by R the matroid represented
by Wi over GF(2). Then the following statements hold.
(a) Vector d has an odd number of l's.
(b) If R is regular, then d is a unit vector.
PROOF
(a) This part can be deduced from [12]. It may also be proved directly as follows.
Suppose d has 2k 1's, k ~ 1. By Theorem 2(h) W is Eulerian, and with the process of
Theorem 2(e) we can reduce Wi to W 2 with W 2 = [Wid],
- [1W= 1 ~] and d = [~J.
for which the following holds. W2 almost represents a minor !VI of Mover GF(2), and
W is the square submatrix of W 2 with incorrect determinant. Let y I and y2 be the two
elements of !VI that correspond to the two columns of W. Then the element of !VI
corresponding to d is parallel to both y I and y2. Now "is parallel to" is an equivalence
relation, so y I and y2 are parallel as well. But det, W = 0 implies that y I and y2 are
independent, a contradiction.
(b) Regularity of R implies (i) that G(W) is a cycle (by Lemma 1); (ii) that d cannot
have an even number of l's (by part (a»; (iii) that any d with odd number of l's must
be a unit vector since otherwise R cannot be regular (see [12]).
LEMMA 3. Let Wi with w' = [Wid] be a partial representation of a matroid M where
A I .
square W has order k ~ 3 and vector d is non-zero. Suppose W does not represent Mover
GF(2), but that all square submatrices of Wi with an incorrect determinant (over GF(2»
have order k, and that Wi contains at least two such submatrices, including W. Then y \
the element of M corresponding to the vector d, is parallel to an element corresponding to
a column of W.
PROOF. By Theorem 2(h) Was well as some k x k column submatrix [Wid] of [Wid]
are Eulerian. This fact implies that d is equal to some column of W, say with index y2.
Since all 2 x 2 submatrices of Wi have correct determinants, y I and y2are parallel in M.
At this point we are ready to prove Theorem 1.
PROOF OF THEOREM 1. Suppose M ¥- R, and let W be a minimal square submatrix
of B with an incorrect determinant (over GF(2» for M.1f W has order 2, then M/X2\y2
(which has the almost representative matrix [IIW] over GF(2» is a rank 2 uniform
matroid on four elements by Theorem 2(e), (h). Thus suppose W has order of at least
3. By Lemma 1 G(W) is a cycle, so M/X2\y2 is a whirl. Consider a column d of D,
say corresponding to y E y2. Note that Wi with Wi = [Wid] is a partial representation,
but not a representation over GF(2), of !VI=M/X2\(y2-{y}).1f d =0, then y is a loop
of !VI andM/X2 , so we may suppose d ¥- O.By the minimality of Wall square submatrices
of [Wid] with an incorrect determinant must have the same order as W. If there is no
280 K. Truemper
such submatrix besides W, then Lemma 2 establishes d to be a unit vector, and y is
parallel to an element of Xl in Nt and M/X 2• If there exist two or more submatrices
with an incorrect determinant, then y is parallel to an element of yl in Nt and M/X2
by Lemma 3. We conclude that M/X2 is the whirl M/X2\ y 2 with additional parallel
elements and/or loops. The claim for (M\ y2)* follows from duality.
3. SEYMOUR'S TEST FOR GRAPHICNESS
In the algorithm of Section 4 we will require an efficient test of graphicness for arbitrary
matroids. Seymour [10] developed the first such test, while Tutte [15] described the first
efficient algorithm for this problem when the matroid is known to be binary. (Inukai
and Weinberg [4] have also provided an algorithm for the problem addressed by Seymour,
but that algorithm is not efficient when dependence/independence is decided via an
oracle as assumed here.) For completeness we include the relevant theorem and procedure
of [10], and also mention a slight strengthening of that result.
THEOREM 3 (SEYMOUR [10]). Let a connected matroid M on a set S have a partial
representation matrix 13 such that the matroid R represented by 13 over GF(2) is the polygon
matroid of a graph H. Then either M = R or there exists a star V ot H which is not a
cocircuit ofM.
One can prove Theorem 3 from Theorem 1, as done in [14], but we have not been
able to produce a proof that is as short and elegant as that of [10]. On the other hand,
that investigation led to a slight strengthening of Theorem 3 as follows:
THEOREM 3'. Let a connected matroid M on a set S have a partial representation
matrix 13 such that the matroid R represented by 13 over GF(2) is the polygon matroid of
a graph H. Then either M =R or there exists a star V ofH such that
(i) the set S - V contains a basis ofM;
(ii) the minor H/(X - V)\ Vof H contains a cycle that is independent in M/(X - V)\ V,
where X is the basis ofM corresponding to the identity part ofB.
Thus we can test graphicness as follows; first we separate a given matroid into its
connected components, for example via a partial representation matrix (see Section 1).
Let M be one of the connected components, and B be a partial representation of M.
Take R to be the matroid represented by 13 over GF(2). Next we establish whether or
not R is graphic with anyone of the known efficient algorithms (e.g., see [1,3,5, 15]);
If R turns out to be not graphic, then M cannot possibly be graphic. So suppose R is
determined to be the polygon matroid of a graph H. In that case we check for every
star V of H whether or not S - V contains a basis of M. By Theorem 3' M is graphic
(i.e., M =R) if and only if no S - V contains a basis of M. This procedure is essentially
that of [10].
4. A TEST FOR REGULARITY
This section describes an efficient algorithm for deciding whether or not a given matroid
is regular. We will make use of Theorems 1 and 3 as well as of Seymour's decomposition
of regular matroids [9], and the related O(m 5 ) implementation by Cunningham and
Edmonds mentioned in the Introduction. First we will describe Seymour's decomposition.
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Let Ms and M 2 be binary matroids on sets St and S2, respectively. Let Mdu12 be the
binary matroid on StaS2 = (St u S2) -CSt nS2) whose circuits are the minimal non-null
members of {5ta5215ta52s; StaS2; 5i = disjoint union of circuits of M; i = 1, 2}. (The null
set is considered to be a disjoint union of circuits.) In connection with regular matroids
Seymour [9] found the following three cases to be of particular interest.
(i) Let s, nS2 = 0 and S1> S2 ¥- 0. Then M t aM2 is a I-sum of M t and M 2.
(ii) Let IStl, IS21 ~ 3 and S i n S2 = {e}, where element e is not a loop or coloop of M,
or M 2. Then M taM2 is a 2-sum of M, and M 2.
(iii) Let 1St!, IS2! ~ 7 and S, nS2 =Z ={e,f, g}, where (a) e.], andg are distinct, (b)Z does
not include a cocircuit of M; or M 2 , and (c) Z is a circuit in both matroids. Then
M t aM2 is a 3-sum of M, and M 2..
We will also refer to a matroid R to, which has binary representation
1 1 0 0 1 1
1 1 1 0 0 1
1 1 1 100
1 0 1 1 1 0
10011 1
THEOREM 4 (SEYMOUR [9]). For every regular matroid R, one of the statements below
holds.
(i) R is graphic or cographic.
(ii) R is isomorphic to R to.
(iii) R is a 1-,2-, or 3-sum of two regular matroids.
Theorem 4 leads to an efficient algorithm for testing regularity of a binary matroid
when an algorithm due to Cunningham and Edmonds (described in [2]) for determining
the decomposition of Theorem 4(iii) is combined with one of the efficient algorithms for
testing graphicness of binary matroids. In a paper under preparation Cunningham and
Edmonds develop an implementation having O(m 5) complexity when the binary matroid
has m elements.
First we will re-interpret Theorem 4(iii) in terms of representation matrices as follows.
LEMMA 4. Let a binary matroid R be a 2-sum (3-sum) of two binary matroids R t
and R 2, where the ground sets Stand S2 of R t and R 2, respectively, intersect on {e}
(Z ={e,f, g}). Then X =X~ uX2 is a basis for R, where X t =X~ u{e} (Xt =X~ u{e,f})
is a basis of R 1> and X 2 is a basis of R 2 not containing any element ofSt n S2.
PROOF. We first discuss the case of a 3-sum. The bases X t and X 2 do exist since Z
does not include a cocircuit and is a circuit in both R, and R 2 • If X =X~ uX2 contains
a circuit C of R, then C = 5 ta52,where 5i s; S, is a disjoint union of circuits of Rioi = 1, 2.
Hence 5i s;Xi uZ, i = 1, 2. 5t cannot be empty since X 2 does not contain a circuit of R 2 •
Now X t u Z contains only one circuit, namely Z, so 5 t =Z. There is only one 52 satisfying
Z S; 52 S; X 2U Z, namely 52 = Z. But this implies C = 0, a contradiction. We now show
X to be a basis of R by demonstrating that every element h e S = StaS2, h eX, forms a
circuit Ch with X in R. Five cases are possible. In each case let C~ be the circuit k forms
with X i in R i, i = 1, 2.
(a) h eSt-S2:
(aa) cl nZ = 0: Ci; =Cla0.
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(ab) c1nZ={e}:ch=c1ac;.
(ac) C1nZ={f}:Ch=c1acl.
(ad) c1 nZ ={e,f}: Ch =c1aci, where c1 = c laz is a circuit of R 1 contained
in x t u{g, h}.
(b) h ES2-S1: C«= 0aC~.
The 2-sum case is even easier to prove. The set x t uX2 is clearly independent in R .
With the previous notation we have Ch as follows for each h E S - X.
(a) h ESl-{e}:
(aa) e e c1: Ch = C1a0 .
(ab) e EC1: ch= c 1ac;.
(b) h ES2-{e}: Ch =0aC~.
The proof of Lemma 4 implies a simple construction of a representation for R. In the
case of a 2-sum let R 1 and R 2 have representation matrices
xt
I
I
e I Y 1
and
1
0 B 1 B'
1
0 1 0 1 ... 1
I
I X 2 I Y 2 Ie:
II , 1[ B ' G·
(6.1)
(6.2)
respectively. Then R has a representation matrix
x t
1
0 B 1 B' 0
1
1
0 0 b' ... b' B2
1
,
v
I'
V
I
(6)
I B
In the case of a 3-sum let
I I
: )(~ : e f
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1
0 B1 Be . B f Bg 0
1
1 1 .. . 1 0 ... 0 1 . .. 1 1
0 0
1 0 . . . 0 1 ... 1 1 . . . 1 1
,
v
1 \
v
I
(7.1)
I 13 1
and
I I I
I )(2 Y2 f I II I e I I g I
I
1
I
mb,1B 2 (7.2)1
'---v-----' ' I
I 13 2
be representation matrices for R 1 and R 2 • respectively. Then
I I I I
: )(~ :)(2 Y 1 : Ye : Yf
1
0 B 1 Be B f Bg 0
1
1
0 0 be .. . be b f ... b f b l{ .. . b g B 2
1
v
,\.
v
,
I B
represents R.
We also need the following lemma for the proof of Theorem 5 below.
LEMMA 5. Let a binary ma troid R have a representation matrix 13 where two elements
e and f which are not loops, are represented by columns ofB. If nodes e and f are connected
in O (B ), then one can efficiently derive a representation matrix B1 of the form
I I I I
1)( le f' Y I
I I I I
1 1 1
0/1
0/1
1
'---.r------' ' v
,
I
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PROOF. In the non-trivial case we can partition B with the aid of a shortest path
from e to fin G(B) as
I
e f I
I
Y
B=
1 0 CD
0 1 CD
1
0 CD
0 1 1
0/1 " 0/1
We now GF(2)-pivot on the circled entries (in any order) to produce the desired Iii.
At this point we can present the main result of this section.
THEOREM 5
(a) Let a regular matroid R with representation matrix (6) be a 2-sum ofregular matroids
R 1 and R 2 with representation matrices (6.1) and (6.2). If a matroid M having (6)
as partial representation is not regular, then at least one of the two minors M 1 =M\ Y 2
and M 2 =M/X~ is not regular.
(b) Let a regular matroid R be a 3-sum of two regular matroids R 1 and R 2 • Then there
exists an efficient algorithm to find representation matrices (7.1), (7.2) and (7) for
R 1> R 2 and R, respectively, such that for any non-regular matroid M having (7) as
partial representation at least one of the minors M 1 = M\ Y 2 and M 2 =M/X~ is not
regular.
PROOF
(a) By Theorem 1 B of (6) has a submatrix W such that G(W) is a cycle, and det, W
is not correct for M. But we easily see that such W must reside in submatrix
I
I Y 1 Ye
I
B1 Be
0 bel .. ·lbe
or in submatrix
of B. These two submatrices specify the non-identity portion of partial representations
of M 1 and M 2 , so one of M 1 and M2 is not regular.
(b) We efficiently construct (7.1), (7.2) and (7) using any bases Xl and X 2 that obey
the conditions of Lemma 4. It must now be determined whether these matrices are
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satisfactory. To this end we rewrite B of (7) as
I I I
I Y 1 I Ye I Yf
I I I
B=
B 1 Be B f B g 0
Ell 0 E 13
----
0 E 2 1 E 22 0 B 2
----
0 E 32 E 33
----
0 0 0
To
(7/)
where each E ii is a matrix consisting only of 1'so Note that not all E ii need be present,
and we first examine which cases are indeed possible. At least two sets of Ye, Yf and Yg
are non-empty since any two empty sets imply that the related elements (specified by
the subscripts) are in series in R 1 contrary to the assumption that Z = {e, t. g} contains
no cocircuit of R 1 (see (7.1)). Also none of be, b', and b g can be zero vectors, and
be +b f -rb" =0 (mod 2) since Z is a circuit of R 2 • Hence B of (7/) contains at least two
E ii matrices, aJltl if there are only two such matrices, say without loss of generality Ell
and e", then i '" 1 and j '" 1. This implies i =3 and j =2. In the latter case we may switch
~2 ~2
to a different (7) as follows. If G(B ) defined by B of (7.2) contains a path from e to
t that does not involve g, then we change to a new basis X 2 of R 2 for which both be
and b' of the new (7.2) have at least one 1 in the same row. By Lemma 5 such a basis
can be efficiently located, and the new B of (7/) has at least three E ii submatrices.
From now on B of (7/) is the original matrix except for the special case just described,
where B is based on the old Xl and the new X 2 • We now prove (b) for (7) with this B.
If (7) is a partial representation of a non-regular matroid M, then B of (7/) contains W
of Theorem 1. In the non-trivial case W has order of at least 3, and it is not a submatrix
of a partial representation of M 1 or M 2 • Hence W must involve at least one row of To
and at least one column of Y2 • G(W) must contain two distinct edges u and v of
subgraphs G(E ii ) such that one neighboring edge of u belongs to G(B 2 ) and one
neighboring edge of v belongs to G([BeIBfIB g ] ) . The l's of B corresponding to u and
v must be in distinct rows and columns of B since W has two 1's in every row and
column. Due to the symmetry we may suppose that one of these two 1's resides in Ell,
say in column Ye EYe and row t i E T 1• The second 1 must be part of E 32 since G(W) is
a cycle. For the same reason G(W) cannot contain any edge corresponding to an
additional 1 of one of the tr: We now will consider three subcases depending on which
E ii bmatri b id Ell dE 32su nces are present est es an .
(ba) T2 '" 0 (i.e., E 2 1 and E 22 present): any row t2 E T2 must have at least two 1's in
the columns of B defining W, so by Theorem 1 such entries must agree with those of a
row toE To of W. But then W can involve only one row toE To, and an exchange of rows
to and tz produces a matrix WI which makes no use of rows of To, and whose determinant
(over GF(2)) is not correct for M. Thus minor M 2 =M/X~ is not regular.
(bb) Yg '" 0 (i.e., E 13 and E 33 present): this case is similar to the above one, and
M 1 =M\ Y2 is proved to be non-regular.
(be) T2 = Yg = 0 (i.e., no additional E ii present): existence of W implies that G(lF)
defined by (7.2) contains a path that connects nodes e and t without using node g. But
by the selection of (7.2) B of (7/) must then contain three or more e", so this case is
not possible.
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We now can describe an efficient algorithm for testing regularity of an arbitrary matroid
Mo.
O. Establish any partial representation Bo for M o, and define R o to be the matroid
represented by Bo over GF(2). Test if R« is regular. If R o is not regular, stop; M o is not
regular. Otherwise let L ={(Mo, Bo)}.
1. Remove a pair (M, B) from L, and let R be the matroid represented by B over
GF(2). If M has seven elements or less, go to step 5.
2. Check if M is isomorphic to R 10. If this is so, go to step 6.
3. Check if R is a 1-, 2- or 3-sum of two matroids R 1 and R 2 • If this is not the case,
go to step 5. '
4. (a) R is a 1-sum: M is a direct sum of two matroids M 1 and M 2.Determine partial
representations B1 and B2 for these matroids by deletion of rows and columns
from B. Place (Mi, Bj ) , i = 1,2, into L and go to step 1.
(b) R is a 2- or 3-sum: Replace B by a representation matrix of R as given in (6)
or (7). In the case of a 3-sum we make sure that the new B observes the
condition on the E jj submatrices of B as described in the proof of Theorem 5.
Verify that B is a partial representation of M. If this is not the case, stop; M o
is not regular. Otherwise define M 1=M\Y2, M2=M/X~, R1 = R \ Y 2, and
- I I'R 2 =R/X1, where the sets Y 2 and X I are those of (6) or (7). Locate all loops,
coloops, parallel and series elements in R1 and R2 • If these elements are not
of the same type in M 1 and M 2 , stop; M« is not regular. Otherwise delete from
M 1 and M 2 all loops and parallel elements, and contract all coloops and series
elements, getting M~ and M~. Related deletions of rows and columns from B
A All 1 Aproduce partial representations B 1 and B 2 for M 1 and M 2. Place (Mj,B i ) ,
i = 1, 2, into L and go to step 1.
5. Check whether or not M is graphic or cographic by the procedure of Section 3. If
the answer is negative, stop; M« is not regular.
6. If L ¥- 0, go to step 1. Otherwise stop; M o is regular.
Validity of this algorithm follows immediately from Theorems 4 and 5, and we only
note for step 1 that every regular matroid with at most seven elements must be graphic
and cographic. We will now examine the computational complexity. Here and later on
we assume that the independence oracle specifying a matroid decides independence of
a set in unit time. IfM ohas m elements, then M of any (M, B) EL has at most m elements.
The previously mentioned O(m 5) test by Cunningham and Edmonds handles both
steps 0 and 3. The O(m 5) complexity dominates the complexity of any reasonable
implementation of steps 4 and 5, so each member of L is processed with O(m 5) effort.
It is claimed that the total number of matroids placed into L (including the original
matroid M o) is bounded by
{1; m ~7w (m) = 2m -13; m > 8
where m is the number of elements of Mo. Due to step 1 the above formula is certainly
valid up to m = 7. For m ;;;. 8 we need only show
w(ml)+w(m2)+1~w(m); m;;;.8 (8)
where m, is the number of elements of M, (Mf) in the case of a 1-sum (2- or 3-sum).
The m, and m observe the following conditions:
1-sum: ml+m2=m
m, ;;;.1; i = 1, 2.
i = 1, 2.
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Here we used the definition of 2-sum, the matrices of (6.1), (6.2) and (6), and k, =
IRd-IMt I, i = 1, 2. (Note: k, ;;;'0.)
3-sum: (ml +k1)+ (m2+k2) - 6 = m
mj+kj;;;.7; i = 1, 2.
This time we employed (7.1), (7.2) and (7), as well as kj, i = 1, 2, defined above.
For fixed m;;;.8 (and fixed non-negative kb ka, where applicable) we may view mb
m2 as continuous variables. Then the above conditions for an r- sum specify a polyhedron
Pro r = 1, 2, 3. Furthermore we may replace w(·) in (8) by the monotone and convex
function
{
I . 1,;;;;z,;;;;7
W(z ) = 2~ _ 13; z > 7
on [1, (0), and see that the modified version of (8) is valid if and only if it holds for all
extreme points of Pro r = 1, 2, 3. A routine calculation proves that this is indeed the case.
Hence the above described implementation of our algorithm with an O(m 5)subroutine
for steps 0 and 3 has an overall complexity of O(m 6).
This concludes the first part of the paper. We now turn to the second part where it is
proved that a number of matroid representability questions (other than the regularity
question) cannot be answered efficiently.
5. COMPUTATIONAL COMPLEXITY OF CERTAIN REPRESENTABILITY TESTS
It is a trivial observation that any algorithm for deciding a matroid property must be
able to differentiate between a matroid MO for which the answer is affirmative, and a
matroid M 1 with the same groundset for which it is negative. If one can construct two
such matroids MOand M 1 that are very similar, then such a test may require considerable
computational effort. "Very similar" here means that dependence/independence of
subsets of the groundset is almost the same for MO and M 1• This fact alone, however,
is not sufficient to assure that every algorithm cannot efficiently answer the particular
matroid property question. But if we can determine an MOthat has a very large number
of automorphisms, then efficiency can indeed be ruled out, provided each matroid is
specified by an independence oracle. Several researchers made this observation essentially
simultaneously [7, 8,10,11], but they expressed the result in different ways. We became
aware of it in a seminar by Meller Jensen, and used his theorem, which later appeared
in [7], to establish the representability results of Theorem 7 below. The work described
here was preceded by Seymour's work on GF(2)-representability [10]. Independently
from our effort Meller Jensen and Korte [7] and Seymour and Walton [11] have proved
some results of our main theorem.
We first construct the matroids of type MOand M 1 mentioned above and prove certain
properties. Here MO will always be a matroid that is representable over some field(s),
while M 1 will not be representable over any field. This material is preparatory for the
proof of subsequently presented Theorem 7, so the reader may want to skip ahead to
that theorem to see how the properties established next are put to use. Section 2
introduced the concept of an almost representative matrix A over a field fJi, where A
contains exactly one k x k submatrix A with incorrect determinant for the given matroid.
From now on A itself will always be this matrix A, so A will be a k x 2k matrix. With
the aid of Theorem 2(j) we now construct the two classes of matroids mentioned above.
288 K. Truemper
To this end we consider an (m + 1) x2(m +1) A over [fi with even m ~4, where
A{ 1
~
ml2
1 oi]
-1 -1
'---v---'
ml2
(9)
Here as well as later on unspecified entries are to be interpreted as zero. Define M~.m
to be the matroid represented over [fi by A with A of (9). Now A of (9) is equal tot A[lid] [I e], where d = (1, . . . , 1, -1, . .. ,-1) and e consists only of 1's, so related A
almost represents the matroid M of Theorem 2(j). The latter matroid will always be
denoted by M~.m.
We now establish a number of interesting properties of the two classes of matroids of
o d 1type M lFi.m an M lFi.m'
For brevity we omit the rather straightforward proofs. Below A*i is column j of A,
and hog denotes the composition h (g) of functions hand g.
LEMMA 6. For every even m ~4, matroid M~.m is not representable over any field.
LEMMA 7. For any fields [fi and fIJ and even m ~ 4 M~.m is representable over fIJ if
and only ifM~.m = M~.m.
LEMMA 8. Let fields [fi and r.g have characteristics y and 8, respectively and suppose
m ~ 4 is even. If 0 < Y :0;;; ml2 (y = 0 or y > mI2), then M~.m =M~.m if and only if 8 = Y
(8 =0 or 8 > mI2).
LEMMA 9. Let a matroid M on set S be represented by a k x n matrix A over [fi. Then
a bijection f: S -+ S is an automorphism of M if {{(I), f (2), .. . ,f(k)} is a basis of M, and
• A 1 "" A .... - 1 A A A
if rows and columns of A = [A*,(1 )IA*' (2 )1· . ·IA*'(k )] . [A*,(1lIA*'(2)1· . ·IA*,(n)] can
A1 A
be scaled by non-zero elements of [fi to convert A to A .
LEMMA 10. Let two non-empty sets X and Ypartition the set S ofa matroidM. Suppose
G is a collection of automorphisms of M such that for every pair of distinct glo g2 E G,
g1(X) nX;6- g2(X) r.X. Further assume H to be a collection of automorphisms h ofM for
which h(X)=x' Then for all glo g2EG and hhh2EH, h1og1=h2og2 implies g1=g2
and h-: = h2, and M has at least IGI·IHI automorphisms.
With the aid of Lemmas 9 and 10 we now construct a large class of automorphisms
of M~.m for any field [fi and any even m ~ 4. To this end we partition the column set
of related (m + 1) x 2(m + 1) A as follows :
I I
I X I Y
1 1 1
A= (10)
1 1 1
1 1 1 -1 -1 0
L!-J.UJ L!-J LU
ml2 ml2 m/2 ml2
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Let 1~P ~m/2 and (m/2) + 1~q ~m, P' =P+m + 1, q' =q +m + 1, and define a bijec-
tion gpq from S ={I, 2, ... , 2(m + I)} to S by
s;s~p,q,p',q'
q';s =P
gpq(s )= p'; s =q
q;s =p'
p i s v q'
Using Lemma 9 one easily verifies that gpq is an automorphism for M~.m. We extend
this construction as follows: let P = (Ph . . . ,Pr) and Q = (qh ,qr) be ordered r-tuples
such that 1~P1 <P2<' .. <». ~m/2 and (m/2)+ 1 <a, <qz < <« ~m. Define pi =
(p~,p;, ... ,p~) and Q' = (qL q;, ... , q~) by P: =Pi+m + 1 and q: =qi +m + 1, for all i.
Now bijection gpo from S to S specified by
s; s ~Pi' qioP:, q:, for all i
q.;« =p:
may be viewed as a composition of the functions gp,q" i =1, 2, ,r, hence it is an
automorphism for M~.m. Let P= (PhP2, ... ,Pt), 6 = (ill, il2, ,ilt), pi, and 6' be
defined analogous to the above sets P, Q, pi and Q'. It is claimed that gpo (X) nX ~
gpo(X)nX if P ~p or Q ~ 6. Suppose P ~P. Without loss of generality some P,
l~p~m/2, occurs in r-tuple P but not in P, say P=Pi. Then gPO(Pi)=q:eY and
gpo(Pi) =Pi e X, which gives the desired conclusion. The case Q ~ 6 is proved similarly.
How many automorphisms can be so constructed? There are
different r- tuple pairs P and Q, for r = 0, 1, ... , m/2, so the set of all such automorphisms,
say G, has
mf (m/2)2 = ( m )
r=O r m/2
members. With the aid of Stirling's formula (N! == (27T / /2. N (N+1/2) •e -N) we compute
IGI == zm+1I (27Tm )1/2. The symbol == denotes that the ratio of the left-hand side to the
right-hand side goes to 1 as m -+ 00. Let H be the set of automorphisms h of M~.m
satisfying h(X) =X, where X is the set of columns specified in (10). (The reader should
have no difficulty to determine H; we only remark that it is important whether or not
gF has characteristic 2.)
LEMMA 11. Matroid M~.m has at least IGI'IHI==[Zm+1/(27Tm)1/2J-!HI
automorphisms.
We now combine the above conclusions with the previously mentioned theorem of
MI1l11er Jensen. We will employ the term "independence oracle (i.o.) algorithm" for any
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algorithm processing a matroid to remind the reader that every matroid is assumed to
be specified by a groundset and an independence oracle. Let g>(.) be a function from
the set of matroids to a given set. We will view rP(M) as the answer to matroid problem
rP for matroid M. We will only consider matroid problems rP whose answers are invariant
under relabelling of the matroid elements, so rP(M) = rP(M1) whenever matroids M and
M 1 are isomorphic.
THEOREM 6 (M0LLER JENSEN (see [7])). Let g> be a matroid problem, and suppose
for given matroids MO and M 1 on S ={1, 2, ... , n} 010 02, ... , Or are the sets that are
dependent in one ofthe two matroids and independent in the other one. Assume the following
conditions are satisfied.
(a) MO has at least <p automorphisms.
(b) MO has at most I/Ji automorphisms that map Oi into itself, for i = 1, 2, ... , r.
(c) The answers rP(Mo) and rP(M1) are different.
Then every i.o. algorithm which can establish rP(M) for all matroids with n elements
requires in the worst case at least cP/'f..~=l I/Ji calls of the independence oracle.
Theorem 6 and the preceding results may now be combined as follows:
THEOREM 7. Every i.o. algorithm that can establish rP(M) of one of the ~roblems rP
below for all matroids M has computational complexity of at least O(2n/2/n 1 2), where n
is the number of elements of M.
(i) Is M representable over a given field?
(ii) Is M representable over all fields with a given characteristic?
(iii) Is M representable over some field whose characteristic is a member of a given
non-empty set C?
(iv) Is M representable over a specified field with characteristic 'Ym where 0 < 'Yn";;; n/4,
but not representable over any field with characteristic not equal to 'Yn?
(v) Is M representable over every field with given characteristic 'Ym where 0 < 'Yn ,,;;; n/4,
but not representable over any field with characteristic not equal to 'Yn?
(vi) Is M representable over a specified field with characteristic 'Ym where 'Yn = 0 or
'Yn > n/4, but not representable over any field with characteristic 8m 0 < 8n ,,;;; n/4?
(vii) Is M representable over every field whose characteristic is a member of a given
non-empty set C« S; hl'Y = 0 or 'Y > n/4}, but not representable over any field with
characteristic 8m 0 < s; ,,;;; n/4?
(viii) Is M representable over any field?
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