I. INTRODUCTION
The reliability of numerical computations for discrete dynamical systems, where the only source of errors is due to the representation of real numbers by finite strings and to roundoff in arithmetic operations, is a long standing question. The algorithms used to implement roundoff arithmetic are not universal but depend on the hardware. As a consequence a rigorous analysis of the propagation of errors due to roundoff in floating point computations is largely incomplete. 1 The relative error defined by x ‫ء‬ = x͑1+͒, where x ‫ء‬ is the floating point representation of the real number x, grows when an iterative procedure is applied and the numerical orbit x n ‫ء‬ = T ‫ء‬ x n−1 ‫ء‬ may diverge with respect to the true orbit x n = Tx n−1 , where T is the map acting on the space X and T ‫ء‬ is its floating point representation. We also stress that the numerical inverse of a map T ‫ء‬ −1 , computed by implementing the algorithm which defines the true inverse T −1 , is not exact. The distance d͑·,·͒ between the true orbit and the numerical one is in general not known; however if in a single iteration it remains bounded d͑x n+1 ‫ء‬ , Tx n ‫ء‬ ͒ϵd͑T ‫ء‬ x n ‫ء‬ , Tx n ‫ء‬ ͒ Ͻ, then we say that the numerical orbit is an pseudo-orbit, and some theoretical results are available if the map is mixing. The reversibility error after n iterations d͑x ‫ء‬ , T ‫ء‬ −n ‫ؠ‬ T ‫ء‬ n x ‫ء‬ ͒ has a growth rate comparable to d͑T n x ‫ء‬ , T ‫ء‬ n x ‫ء‬ ͒. Even though arithmetic with roundoff is deterministic it is often assumed that the sequence of errors is random. If so, letting Tx n ‫ء‬ − T ‫ء‬ x n ‫ء‬ = n , the pseudo-orbit x n ‫ء‬ appears to be generated by a map T ‫ء‬ x = Tx + randomly perturbed with an additive noise. To prove that for any given initial point x ‫ء‬ the sequence n is actually equivalent to the realization of a random process and to specify its properties is once more a hard theoretical task. Nevertheless it is possible to investigate numerically the statistics of the pseudorandom sequence n by evaluating T with a much higher accuracy with respect to T ‫ء‬ so that we may neglect the difference with the exact result, at least below a significant time scale. To carry out this program it is critical to have some analytical estimates to guide our numerical investigations. In particular we need to know how the statistics of global errors ⌬ n = T ‫ء‬ n x ‫ء‬ − T n x changes, evolving from a true orbit, close to the pseudo-orbit, whose existence is assured by the shadowing lemma. [2] [3] [4] [5] [6] [7] [8] In the present work we compare the true orbit T n x 0 and an -pseudo-orbit ͕x n Ј͖ nՆ0 starting from the same initial point x 0 and analyze the probability distribution function of the algebraic error f͑T n x 0 ͒ − f͑x n Ј͒, where f is a smooth observable over X. More specifically we consider the case in which the pseudo-orbit is a random perturbation of the true orbit and provide analytical results to validate the numerical computations. The statistical analysis of actual roundoff errors is postponed to a forthcoming paper. We consider a class M of dynamical systems with strong mixing properties ͑see Sec. II for a rigorous definition͒ for which exact results are proved and integrable dynamical systems as well. The error induced by a random perturbation of the map T in the computation of a smooth observable f is defined by ⌬ n = f͑T n x͒ − f͑T n x͒, ͑1͒
where T n = T 1 ‫ؠ¯ؠ‬ T n , ͉ i ͉ Յ. This random variable is taken with respect to the probability measure given by the direct product of the Lebesgue measure m over X and the measure N ͑see Sec. II͒ over the space of the realizations . The characteristic function n of the random variable ⌬ n is simply related to the random classical fidelity, introduced in Ref. 9 , which is suited to investigate the statistics of the asymptotic error since it converges pointwise to n ͑u͒ → E ͑e ifu ͒E ͑e ifu ͒, ͑2͒
where the expectation values are calculated with respect to the invariant measure of the map T and to the stationary measure of the stochastic perturbation T of the map T ͑the bar denotes complex conjugation, see details in Sec. II͒. We show that this convergence is exponential with a rate which is related to the rate of decay of correlations. The left-hand side of Eq. ͑2͒ is the characteristic function of a random variable which we interpret as the asymptotic error and denote with ⌬ ϱ . This is the main quantity investigated in this paper.
The asymptotic error can be computed not only for chaotic maps but also for regular maps such as rotations. For the Bernoulli maps of the torus qx mod 1 and for rotations, a complete analytical study, providing detailed information about the transient to the asymptotic distribution, is possible.
Since the asymptotic error is the same for these prototypes of regular and chaotic maps, the difference must be searched for the transient, which reflects the divergence rate of nearby unperturbed orbits. In particular the asymptotic error is reached superexponentially fast for the Bernoulli map and just exponentially fast for rotations; in the first case the transition is very sharp, whereas it is smooth in the second case. The time scales for the convergence to the asymptotic error distribution are n ϳ log͑1 / ͒ and n = −2 , respectively. We also investigate, mostly numerically, systems with "intermediate" ergodic properties, such as intermittent maps, the logistic map, the Hénon attractor, and the standard map.
The plan of the paper is the following. Section II is devoted to analytical results for the class M. In Sec. III we present the analytical results on two prototypes of regular and chaotic maps and compare them with numerical computations. In Sec. IV we present the results of numerical computations for several systems, where analytical results are missing: in particular we consider fractal attractors and follow the evolution looking at observables with a Cantorian structure. For these systems also the density distribution function for the asymptotic error has a fractal shape. Our major achievements are summarized in Sec. V and technical details are explained in Appendices A-D.
II. ERROR STATISTICS

A. Random perturbations and fidelity
Let X be a compact Riemannian manifold equipped with the Lebesgue measure m and consider a Borel measurable map T : X → X admitting a physical measure ͑very often also called SRB measure from Sinai, Ruelle, and Bowen who introduced it͒, which is defined through the limit
where is any continuous function over X. We introduce the random perturbation of the preceding system and successively we consider the fidelity as an interesting quantity to characterize the annealed correlation integrals arising under the stochastic perturbation. Let ͑ k ͒ kN be a sequence of independent and identically distributed ͑iid͒ random variables with values in the vector space ⍀ and with distribution . To each ⍀ we associate a map T with T 0 = T and define the iterated perturbed map as T n ‫ؠ¯ؠ‬ T 1 ϵ T n . According to Ref. 9 we consider a class of maps M such that the following are taken into account.
͑i͒
The iterated perturbed map admits an invariant stationary measure defined by
The distribution is chosen in such a way that ⑀ will be absolutely continuous with respect to m ͑see Sec. II B͒, and moreover
The correlation integral decays exponentially on the space of C 1 observables, i.e.,
where C Ͼ 0 and Ͼ1 are determined only by the map T and the two norms depend on the map and on the space of observables ͑Ref. 9͒. ͑iii͒ An exponential decay for the annealed correlation integral is assumed still for C 1 functions,
where C, , and the norms 1 and 2 are the same as in Eq. ͑5͒.
We introduce the classical fidelity by means of the following integral ͑this definition was inspired by Ref. 10͒:
where 1 and 2 are C 1 functions. It is possible to prove the following theorem ͑Ref. 9͒. Theorem 1: For the class M there exists a constant C 1 Ͼ 0 for which
where ʈ · ʈ 1 is a suitable norm on the space of observables and ʈ · ʈ C 0 is the supremum norm on continuous functions.
B. Additive noise
In this article we restrict ourselves to a particular random perturbation, the additive noise, which satisfies the assumptions of Theorem 1 and is well defined whenever the space X is the d-dimensional torus X = T d . In this case we define the random maps as T = Tx + mod T d , where T d , and then take absolutely continuous with respect to the Lebesgue measure d over T d and with a bounded density h with support contained in the square ͓− , ͔ d and such that ͐d = ͐h ͑͒d = 1. Letting H͑͒ be a non-negative bounded function with support on ͓−1,
The change in variable = shows that the density h ͑͒ of the measure ͑͒ has the required properties. For the maps of the torus T discussed in Sec. III we consider a sequence of iid random variables ͑ k ͒ kN in ͓−1,1͔ ʚ R and a function H͑͒ equal to 1/2 for ͉͉ Յ 1 and equal to 0 for ͉͉ Ͼ 1, limit of a sequence of normalized functions with support in ͓ −1,1͔. As a consequence after the change = the fidelity we compute reads
When the phase space X is a subset D R n , we require that the image of D is strictly included in D and that it remains so when randomly perturbed. It is straightforward to check that the orbits generated by maps perturbed with additive noise are pseudo-orbits. The equivalence between pseudo-orbits and random orbits holds for a wider class of noises, see Ref. 11 . 
C. Error distribution
We consider the dynamical system ͑X , T , ͒, where is a physical measure, and the family of random transformations T k previously defined. Let f : X → R be a C 1 observable and m N be the probability measure on the product space X ϫ⍀ N . The basic quantity investigated in this paper is the algebraic error
given by the difference of two stochastic processes, for which we now state the following result that we use to investigate asymptotic distributions of errors. . In this case we will say that the random variables ⌬ n converge in distribution or law to a random variable, which we denote with ⌬ ϱ and which has ⌽ ϱ as distribution function.
Since ͉e Ϯiuf ͉ Յ 1 and and are probability measures, by the dominated convergence theorem we immediately have that lim u→0 ϱ ͑u͒ =1= ϱ ͑0͒, which proves that ϱ is continuous at 0. We are not really interested in the random variable ⌬ ϱ , but rather in its distribution function ⌽ ϱ . Whenever ͐ −ϱ ϱ ͉ ϱ ͑u͉͒du Ͻϱ, the Lévy inversion formula asserts that the distribution function ⌽ ϱ is absolutely continuous with a bounded continuous density ϱ ͓probability density function ͑pdf͔͒ given by
We also note that the convergence to the asymptotic characteristic function is exponential but not uniform in the noise
This point is further investigated in Secs. III and IV and in Appendix D. 
III. ANALYTICAL RESULTS ON PROTOTYPE MAPS
A. Chaotic maps and rotations on the circle
As an easy illustration of the theorem 2 we consider the map T defined on one-dimensional ͑1D͒ torus X = T 1 by Tx = qx mod 1, where q Ն 2 is a positive integer. We perturb it with additive noise producing the random transformations T ͑x͒ = qx + mod 1, where Ͼ0 is the noise intensity and is a random variable uniformly distributed over ͓Ϫ1,1͔. By inspection of formula ͑4͒, it is easy to check that the noise just introduced has a stationary measure which coincides with the Lebesgue measure on T 1 . The map T clearly belongs to M and theorem 2 holds for smooth observables. We shall rather consider the observable identity f͑x͒ = x which is discontinuous on the torus. A direct proof of convergence will be given by using Fourier series, and we show in Sec. III B that the characteristic function of the asymptotic error is ϱ ͑u͒ =2u −2 ͑1 − cos u͒ ͓in agreement with Eq. ͑2͔͒. The asymptotic error is the triangular function on ͓Ϫ1,1͔, namely, ϱ ͑t͒ = ͑1−͉t͉͒1 ͓−1,1͔ .
We apply the same Fourier analysis to regular maps, such as the translations on the torus Tx = x + mod 1, which correspond to rotations of angle 2 on the circle C 1 , and we perturb it with additive noise ͓we stress that for such maps our theorem 2 does not apply͔. The random map iterated n times reads
where the ͑ l ͒ lՆ1 are iid random variables with common uniform distribution over ͓Ϫ1,1͔. The Lebesgue measure on T 1 is the unique stationary measure for the process. Let us consider the fidelity ͓Eq. ͑9͔͒ F n for the function = 1 = 2 ‫ء‬ with Fourier coefficients ͑ k ͒ kZ . The function is taken piecewise C 1 ͑at least͒ with a finite number of discontinuity points. Simple calculations give ͑see Appendix B͒
The function S can be bounded by
Using this bound in Eq. ͑14͒ and since the Fourier coefficients are at least bounded by ͉ k ͉ Յ C͉k͉ −1 , where C is a constant depending on the observable , we get, after a few manipulations ͑see Appendix B for details͒,
This result applies also to n ͑u͒, which is the fidelity computed using = e iuf͑x͒ .
B. Transients for the maps on the torus
Since Eq. ͑16͒ converges to zero and by taking f͑x͒ = x, the asymptotic distribution of errors ⌬ ϱ for rotations is again the triangular distribution, as in the case of qx mod 1 with q Ն 2. Therefore a chaotic and a very regular map ͑which is the identity for =0͒ share the same distribution for the error between the true orbit and its random perturbation with the same initial condition. This is not surprising if one realizes that what we are doing for the observable identity f͑x͒ = x is just to compute the distribution of the difference of two points selected randomly, and independently one from the other, on the circle with uniform distribution: the distribution of the difference is just the triangular law. The previous required statistical assumptions are guaranteed by the Bernoulli property of the map qx mod 1 and by the independence and the common uniform distribution of the kicks l for rotations.
The very different ergodic properties of the two systems are reflected, however, in the rate of convergence to the limiting distribution. Equation ͑12͒ suggests an exponential decay for M maps ͓for qx mod 1 the exponent is =1 ͑Ref. 9͔͒, but we can considerably improve the latter estimate using Fourier series and prove that the convergence for qx mod 1 is indeed superexponential. We first observe that
where we have defined
͑the proof of this equation is given in Appendix B͒. A bound for Eq. ͑17͒ can be found as
where
This formula shows a sharp transition in the decay whenever n ϳ ln −1 / ln q = n ‫ء‬ and the decay becomes superexponential. Instead, for rotations, such a transition point does not exist and the decay is smooth, see Figs. 1 and 2. The difference between these two regimes becomes also apparent when we compute n , the distribution function of ⌬ n , for the identity observable, which is given by the inverse Fourier transform of the following characteristic functions that we obtain after evaluating the Fourier coefficients
of the function ͑x͒ defined on the torus so that ͑x͒ = e iux for 0 Յ x Ͻ 1, namely,
where ͓x͔ stands for the integer part of x R ͑this choice is equivalent to study e iux defined on the torus͒. The result explicitly reads
for rotations and
for qx mod 1. See Appendix B for more details. The inverse Fourier transform of 2u −2 ͑1 − cos u͒ is the triangular distribution so that
The continuum limit of these processes is described in Appendix C.
C. Comparison to numerical results
We have compared the analytical results with the output of numerical computations based essentially on Eq. ͑9͒. The decay of fidelity ͓see also Eq. ͑8͔͒ on X = ͓0,1͔ is defined by
where F n is given by Eq. ͑9͒. The integrals are performed randomly choosing N vectors ͑x , ͒ in R d͑n+1͒ , i.e., using a Monte Carlo method whose accuracy is of order N −1/2 . For smooth test functions, integration methods with regularly distributed x points can improve the accuracy, but since for chaotic maps the smoothness of the integrand is rapidly lost and integration error estimates are difficult we systematically use a Monte Carlo on ͑x , ͒ for which the error estimate N −1/2 always holds. We show the comparison between the analytical and numerical results on the decay of fidelity for rotations ͑Fig. 1͒ and for the map 3x mod 1 ͑Fig. 2͒; while in Figs. 3-6 we compare the analytical results for n ͓Fourier inversion of Eqs. ͑22͒ and ͑23͔͒ with the corresponding numerical computations ͑i.e., with a Monte Carlo sampling of the error ⌬ n in which the probability function n is approxi- mated by the probability of ⌬ n to be in an interval of length ⌬x͒.
These figures show clearly that while for rotations the transition from the initial condition 0 ͑x͒ = ␦͑x͒ to the asymptotic ͑triangular͒ distribution is a gradual process, whose time scale is of order −2 , for the map 3x mod 1 we have a sharp transition that starts around n ‫ء‬ = −log q ͓see Eq. ͑19͔͒. In the transition region the slope does not depend on but is related to the divergence of nearby orbits, namely, to the decay rate of correlations or the maximum Lyapunov exponent ⌳ ͑for several systems = e ⌳ ͒. According to Eq. ͑20͒ when varies from 10 −4 to 10 −8 the transition n ‫ء‬ varies by a factor of 2. For n Ӷ n ‫ء‬ the error distribution function can be well approximated by a ␦ function, i.e., the perturbed system can be considered as equivalent to the unperturbed one.
In both regular and chaotic maps the asymptotic distribution is reached when ␦F n approaches a value a few order of magnitude lower than the initial value. We remark that n ͑x͒ is the Fourier transform of n ͑u͒, i.e., of the fidelity computed using 1 = 2 ‫ء‬ = e iux . The comparison between the results in Figs. 1 and 2 and those in Figs. 3-6 suggests ͑as we have verified analyzing different test functions͒ that the decay of fidelity depends very weakly on the functions 1 , 2 , and thus that the analysis of a single, easily computable test function provides information about the evolution of n ͑x͒.
IV. NUMERICAL COMPUTATIONS
In this section we apply the theory developed above to various dynamical systems; for the majority of them it is not known whether all the conditions required to belong to the class M are satisfied. We compute numerically the distribution of the error n for additive noise. The chosen observables are f͑x͒ = x for 1D maps and f͑x͒ = x, f͑x͒ = y for twodimensional ͑2D͒ maps. Whenever x parametrizes a linear subspace S of R, the difference x 1 − x 2 is the distance between x 1 and x 2 up to a sign. The integrals with respect to the physical measure and the stationary measure are performed by using their definition as weak limits of the Lebesgue measure. These limiting measures are no longer equal to the Lebesgue measure as in the examples in Sec. III. Two relevant classes of maps are considered. In the first one, which includes the maps with neutral fixed point͑s͒ and the logistic map, the measures are absolutely continuous with respect to Lebesgue. In the second class, which includes the Hénon and the Baker's maps, the invariant measures are singular with respect to Lebesgue. For these maps the attractor has a fractal structure, which is locally described as the product of a smooth manifold with a Cantor set. When we deal with maps which are not hyperbolic and admit an absolutely continuous invariant measure with a density which is summable but not necessarily bounded ͑this is notably the case of the intermittent and quadratic maps͒, or when we have singular invariant measures as for the Hénon and the Baker's maps, we are not anymore sure that the characteristic function ϱ is Lebesgue integrable. We remind that this is a sufficient condition in order to apply the Lévy inversion formula ͑11͒. In Appendix D we explain what happens when we lose the summability of the characteristic function. The numerical analysis consists of four steps.
• Decay of fidelity in a test function. On the basis of the results obtained for translations on the torus and for the map qx mod 1, we study the decay of fidelity ͓Eq. ͑24͔͒ for the test function ͑x͒ = x ͑x observable͒ using a Monte Carlo method to compute the integrals. This analysis provides the values of n at which the transition from 0 = ␦͑x͒ to the asymptotic regime ϱ occurs.
• Computation of n for significant values of n. Using a Monte Carlo sampling we perform the statistical analysis of ⌬ n , estimating its distribution n , for the values of n suggested by the analysis in the first step.
• Asymptotic limit. The two previous steps allow us to identify a value n͑͒ beyond which n has reached its asymptotic value. We thus compute with high accuracy ϱ as the average n Ј over several values nЈ Ͼ n.
• Check of the validity of Eq. ͑2͒. We compute ϱ using Eq. ͑2͒, and its Fourier transform, to check if it coincides with ϱ that is computed with a Monte Carlo sampling, as predicted by Theorem 2. 
A. Hénon map
The Hénon map is a 2D map defined by
We consider the canonical values a = 1.4 and b = 0.3, for which the map is known to be chaotic, at least numerically. We remind that Benedicks and Carleson 14 proved that there exists a set of positive Lebesgue measure S in the parameter space such that the Hénon map has a strange attractor whenever ͑a , b͒ S. The value of b is very small and the attractor lives in a small neighborhood of the x-axis. For those values of a and b, one can prove the existence of the physical measure and of a stationary measure under additive noise, which is supported in the basin of attraction and that converges to the physical measure in the zero noise limit. 15 It is still unknown whether such results could be extended to the "historical" values that we consider here.
The orbit starting at ͑x 0 , y 0 ͒ will either approach the Hénon strange attractor or diverge to infinity. We study a connected subset D included in the basin of the attractor and define on it the perturbed map
ͮ ͑26͒
We have verified that using D = ͑x , y͒ with −1 Ͻ x Ͻ 1 and −1 / 2 Ͻ y Ͻ 1 / 4 the set D is stable under small perturbations ͓i.e., the point ͑x 0 , y 0 ͒ does not diverge to infinity under T for small enough ͔.
We studied the decay of fidelity ͓Eq. ͑24͔͒ with observables x and y. After a transient that depends on the definition of the set D, the fidelity reaches a plateau, and then follows a decay phase ͑Fig. 7͒, whose rate does not depend on . The dependence is manifest in the outset of the decay ͑end of plateau͒. We name the value of n at which the decay phase starts n ‫ء‬ since its dependence is qualitatively compatible with Eq. ͑20͒. The height of the plateau, n ‫ء‬ , and the decay law are independent of the choice of D, as expected due to the ergodic properties of the map. The behavior of the y observable is almost the same as that of x. We successfully checked ͑Fig. 8͒ that the transition from 0 = ␦͑x͒ to the asymptotic ϱ starts with the outset of the decay phase of the fidelity ͑for example, around n ‫ء‬ Ϸ 35 in Fig. 7 for =10 −8 ͒. Below this time scale the error distribution function can be approximated by a ␦ function and thus the perturbed system can be considered as equivalent to the unperturbed one. We finally averaged n over several n Ͼ n ‫ء‬ in order to obtain ϱ ͑Fig. 9͒ and checked, with good results, the validity of Eq. ͑2͒.
B. Baker's map
The Baker's map is defined by Tx = xЈ, where
while its perturbed version is we studied the decay of fidelity for the x and y observables ͑Fig. 10͒.
While the decay of fidelity for ͑x͒ = y shows a plateau and then a decay phase, for ͑x͒ = x the plateau is preceded by a decrease in the value of fidelity due to the convergence to the invariant measure. The difference between the first steps of fidelity for y and x is due to the different nature of the invariant distributions ͑uniform for y and a Cantor set for x͒; nevertheless the outset of fidelity decay ͑end of plateau͒ happens roughly at the same n ‫ء‬ for the two observables ͑n ‫ء‬ Ϸ 20 for =10 −8 ͒. Once again the dependence of n ‫ء‬ is in agreement with Eq. ͑20͒, and it is followed by an independent decay law. Also for this map the analysis of fidelity predicts quite well the outset of the transient from a delta function to the asymptotic distribution for the error distribution ͑not shown͒. While for f͑x͒ = y, ϱ is simply the triangular function, for the observable x we have a Cantor structure that can be better appreciated increasing the precision of the computation ͑Fig. 11͒. We also checked that Eq. ͑2͒ holds for this system. In order to understand the irregular shape of the pdf for the observable x, we modify the Baker's map in such a way to get the usual ternary Cantor set on the x-axis. This can be easily achieved by writing the modified Baker's map as
ͮ
The physical SRB measure will be the direct product of an absolutely continuous measure along the y-axis and the singular Cantorian measure along the x-axis. 16 The latter is constructed as the weak limit of a sequence of measures which give equal weight 2 −n to the 2 n closed intervals of length 3 −n which contain the Cantor set for all n. The Fourier transform of this measure, say, x , is known. 17 If we consider the observable x, the characteristic function of the asymptotic error will be ͐e ixu d x ͐e ixu d . Let us suppose that the stationary measure is close to the SRB measure, which is the case since the Baker's transformation is uniformly hyperbolic, belongs to the class M, and is stochastically stable. Therefore for small we could assume that the second integral in the preceding product is taken with respect to x , and thus our characteristic function is ϱ ͑u͒ = ͉͐e iux d x ͉ 2 . The latter can be computed: Zygmund 17 gives ͑see also Ref. 18 for a former study of this quantity͒
Zygmund also proved that ϱ ͑u͒ is not summable and we recall that this is a sufficient condition in order to get the inversion formula ͑11͒. Despite this, we compute numerically the improper integral transform ͑11͒ and we get an excellent agreement with the numerical issues ͑Fig. 12͒. We outline that even if for any spatial discretization ⌬x we can numerically compute, obtaining the same result, the distribution function n with three different methods ͓Monte Carlo sampling of errors falling in the interval ͓x , x + ⌬x͔, inverse Fourier transform of Eq. ͑2͒, and inverse Fourier transform of Eq. ͑28͔͒, we are not sure that the process converges in the ⌬x → 0 limit, since the inverse Fourier transform could be ill defined ͑see Appendix D and the analogous discussion in Sec. IV C͒. Figure 11 shows clearly that at the numerically accessible ⌬x values the process still has not converged.
C. Intermittent map
The intermittent map on the torus is defined as
with 0 Ͻ ␣ Ͻ 1. It has been proved by several authors that the decay of correlations follows a power law as n 1−1/␣ . [19] [20] [21] This rate is optimal in the sense that it gives also a lower bound for a large class of observables vanishing in a neighborhood of the neutral fixed point. 22, 23 The density h of the absolutely continuous invariant measure has a singularity in the neighborhood of zero of the type x −␣ . The density h of the stationary measure verifies the L m 1 estimate:
It is interesting to remark that the problem of the stochastic stability for this map is not fully understood. The papers 25, 26 prove the weak convergence of the absolutely continuous stationary measure ͑under the additive noise͒ to a convex combination of the absolutely continuous invariant measure and of the Dirac mass at the neutral fixed point. The presence of this atomic measure in the weak limit is questionable; it prevents also any kind of strong convergence ͑in the L m 1 sense͒. Our Monte Carlo integrations for the decay of correlations are compatible with the analytically predicted power law, even if an exact computation of the exponent of the power law is not feasible to a numerical analysis since the convergence to the predicted law is slow in n. The decay of fidelity for this map shows a growing phase ͑that depends on ␣ and is due to the convergence to the asymptotic measure͒, an ␣ independent outset of decay n ‫ء‬ ͑͒ ͑end of "plateau"͒ whose dependence is in qualitative agreement with Eq. ͑20͒, followed by an ␣, dependent decay law ͑Fig. 13͒. Our results show that in the → 0 limit the decay law is compatible with a power law ͑the exponent seems to be higher than the one of the decay of correlations͒, while for high values of the decay law appears to be at least exponential. As a guess we claim a decay law n −b f͑ , n͒, where f͑ , n͒ should be bounded by the decay law for translation and identity, Eq. ͑16͒. We checked that n ‫ء‬ corresponds to the beginning of the transition from the delta function to the asymptotic error distribution function ͑not shown͒ and that Eq. ͑2͒ holds for ϱ ͑which is shown in Fig. 14͒ . We believe that the proposed decay law is also satisfied by the annealed random correlation integral given by the left-hand side of Eq. ͑6͒: this is a nice theoretical challenge.
Equation ͑D1͒ predicts a divergence for the asymptotic distribution ϱ in 0 whenever ␣ Ͼ 1 / 2. We have indeed verified that the height of ϱ ͑0͒, numerically computed using a Monte Carlo sampling with space discretization ⌬x, grows for the numerically accessible values of ⌬x, at least as log͑⌬x͒.
D. Quadratic map
We consider in this section the quadratic map
This class of maps has been investigated in Ref. 27 from the point of view of stochastic stability. First of all the authors restricted the choice of the parameter a to the set of positive measure for which there exists a unique absolutely continuous invariant measure with density h ͑Jakobson's theorem 28 ͒. For those values, the map satisfies also the Benedicks-Carleson 14 conditions which were important for establishing the other perturbative results under the additive noise, namely, ͑i͒ the existence of an absolutely continuous stationary measure with density h which converges in the L m 1 norm to h ͑stochastic stability͒ and ͑ii͒ the existence of exponential decay of correlations for the unperturbed map and for the perturbed system with decay rates which are uniformly bounded in the noise ͑provided is small enough͒, as in formulas ͑5͒ and ͑6͒. The latter ͑see Ref. 9͒ allows us to apply Theorem 1 on the fidelity so that the estimate ͑12͒ for the rate of convergence to the characteristic function of the asymptotic error holds. We verified, through a bifurcation analysis, that in a neighborhood of a = 1.6 the map is chaotic, and thus we have used this value for our investigation.
After a transient ͑which is due to the difference between the uniform distribution we use as initial condition for our Monte Carlo method and the invariant measure of the map͒ there is a plateau that ends at n ‫ء‬ , whose dependence is in qualitative agreement with Eq. ͑20͒, Fig. 15 . To n ‫ء‬ corresponds the beginning of the transition of the error distribution function ͑not shown͒. The asymptotic error distribution is shown in Fig. 16 ͓we have verified that the same result can also be obtained using Eq. ͑2͔͒.
E. Standard map
We study the standard map defined as 
ͮ ͑30͒
We analyze its behavior considering three values of K: K =10 ͑chaotic behavior͒, K =10 −2 ͑regular behavior͒, and K =2 ͑mixed behavior͒. We recall that the breakup of the last invariant curve corresponding to the golden mean frequency occurs for K Ӎ 1.
Case K = 10: The chaotic case can be easily understood using the framework developed for other maps. For the decay of fidelity we have a plateau, followed by an outset of decay that occurs at n ‫ء‬ in qualitative agreement with Eq. ͑20͒ ͓͑a͒ of Fig. 17͔ . n ‫ء‬ corresponds to the beginning of the transient of the error function. The asymptotic error function ϱ is triangular and Eq. ͑2͒ applies.
Case K =10 −2 : In the regular regime there is no clear outset of decay, but just an dependent decay law ͓͑b͒ of Fig. 17͔ . The asymptotic error function is reached when the fidelity reaches a value of a few orders of magnitude lower than its initial value. The asymptotic error function is triangular and Eq. ͑2͒ holds. The decay for y follows the same law as rotations on the circle, while the decay for x is quicker. This can be easily understood by considering the map where K sin͑x͒ is replaced by K, where is a random variable in ͓Ϫ1,1͔. In the continuum limit K → 0, see Appendix C, we have a diffusive process with Gaussian distribution where the mean square deviation is K 2 n for the y variable, K 2 n 3 for the x variable proving that the relaxation for the latter is faster.
Case K = 2: For K = 2 the system exhibits features of both regular and chaotic maps. The decay of fidelity presents a plateau ending at n ‫ء‬ in agreement with Eq. ͑20͒. This phase is followed by a quick, almost independent decay phase, and then by a slower dependent phase ͑Fig. 18͒. After the first quick decay phase we reach an asymptotic error function for the chaotic component only, while if is low enough, we still have a ␦ function for the regular component ͑Fig. 19͒.
For low values of we can consider this as a "metastable error distribution function" since it does not change during a time scale much longer than the decay of the chaotic component. The study of the dependent decay phase of the regular component in a map with mixed behavior is more difficult than for a regular map, probably due to the interaction between the chaotic and regular components. Indeed, for purely chaotic and regular maps we found that the decay of fidelity was almost independent of the function , and thus we limited ourselves to the study of the less computationally expensive ͑x͒ = x. But for the standard map with K = 2 even when the fidelity for ͑x͒ = x has reached a value of a few orders of magnitude lower than its initial value, the error function has not reached its asymptotic value ͑triangular distribution͒. Since the error distribution n is given by the Fourier transform of n ͑u͒, i.e., by the fidelity computed using 1 = 2 ‫ء‬ = e iux , the time scales of the transient of n are determined by the decay of fidelity of e iux . While for all the previously studied systems the decay of fidelity for e iux resulted to be u independent, and thus the system had a single decay time scale, for the standard map with K = 2 the decay of e iux results to be strongly u dependent ͑see Fig. 20 ; the change in slope around n Ϸ 50 corresponds to the end of the decay of the chaotic component and the beginning of the "metastable" phase, which is quite short for =10 −1 but considerably longer for lower values of ͒, and thus the regular component of a map with mixed behavior has not a single decay scale.
We have verified that when the fidelity computed using e ix , which, on the basis of our numerical tests, has probably the longest decay time, reaches a value of Ϸ10 −3 , we have the convergence to the triangular asymptotic error distribution ϱ .
V. CONCLUSIONS
We have analyzed the statistical properties of the error introduced by an additive random noise in a discrete dynamical system by comparing the distributions obtained from Monte Carlo computations and from the fidelity, which, for a suitable choice of the observables, provides the Fourier transform of the pdf of the error. This pdf is obtained in the limit of large iteration time and the rate of this convergence is very important to discriminate between regular and chaotic motions. For rotations and Bernoulli maps an exact result and an optimal estimate for the convergence rate are obtained. The exponential convergence rate for regular maps and the superexponential one for chaotic maps appear to be quite general as we indicate by several numerical examples.
The initial distribution of errors is a Dirac ␦ function with support at zero, whereas the asymptotic distribution depends on the invariant and the stationary measures. When both are Lebesgue the asymptotic distribution is triangular as for two points randomly chosen on an interval. For measures absolutely continuous with respect to Lebesgue the asymptotic distribution is smooth, whereas it is spiky for singular continuous measures typical of attractors with a Cantorian structure ͑fractals͒. As we said above, the ergodic properties of the map are reflected in the way the asymptotic limit is reached: the exponential and superexponential convergence rates are the same as for a random walk when the deterministic evolution is linear or exponential as it can be easily proved in the continuum limit. Whereas the asymptotic limit is reached smoothly for regular maps, for the chaotic ones there is a sharp transition whose location depends only on the perturbation strength. For maps with chaotic and regular invariant regions, such as the standard map short after the breakup of the last invariant curve, there is first a sharp transition followed by a smooth decay. Finally the procedure we outlined applies to the analysis of roundoff errors for the numerical maps, a key issue in the numerical analysis of dynamical systems. We have already applied the procedure developed in this paper to analyze the roundoff errors and the results will be soon submitted for publication. We can anticipate that the global error grows linearly for regular maps and exponentially for chaotic maps, while the asymptotic error distribution reflects the properties of the invariant measure. The convergence rate of fidelity can be quite different from the one observed for additive noise due to the deterministic nature of roundoff, nevertheless by increasing the complexity of the map the "pseudorandom" character of roundoff errors becomes more pronounced, and the decay law becomes, in particular for chaotic maps, equivalent to that of maps perturbed with additive noise. To conclude we claim that we have provided a reliable and constructive tool to investigate analytically and numerically the perturbations induced by random errors. This procedure can be applied also to numerical roundoff errors even though in that case no rigorous general results can be formulated because the algorithms implemented in finite precision arithmetic are hardware dependent. 
APPENDIX A: COMPARISON TO SOME RESULTS BY SAUER
We now compare our results with the work of Sauer in Ref. 13 . He considered a smooth observable g on the phase space X and the algebraic difference ⌬͑g͒ ϵ ͗g͘ computed − ͗g͘ true , where ͗g͘ true is the ergodic average computed along the true trajectory of T and ͗g͘ computed is the ergodic average computed along the perturbed orbit with noise size . Sauer proposed the following heuristic scaling:
where K is a constant and h is an "exponent expressing the severity of the fluctuations of the Lyapunov exponent." ͓compare with ͑i͒ in Remark 2͔. Now, let us suppose that the map T M has an invariant measure which is absolutely continuous with respect to the Lebesgue measure m with density h; we suppose also that the stationary measure is absolutely continuous with density h . The systems in M usually enjoy the strong stochastic stability property which means the convergence of h to h in the L m 1 norm. The paper 24 quotes several examples where this L m 1 convergence is explicitly computed for additive noise, with rigorous arguments or numerically ͑even for systems outside M͒, as a function of the noise size ; the scalings found are of the type
where ␥ is an exponent depending upon the map T. This exponent seems related to the smoothness of the map rather than to the Lyapunov exponent. For example, for continuous uniformly expanding maps of the circle ␥ = 2, while ␥ =1 if the map has discontinuities and it is therefore piecewise expanding. For Misiurewicz quadratic maps ͑see also Sec. IV D͒, ␥ = 0.5 and it ranges between 0.3 and 0.7 for the intermittent map investigated in Sect. IV C. We have also seen that there are examples for which the invariant and the stationary measure are the same, h = h , but the pdf of the asymptotic error for the observable identity f͑x͒ = x is a smooth function whose support has diameter twice the support of the invariant measure.
Since, by Hölder inequality,
the comparison with the previous bound claimed by Sauer is not obvious especially for the meaning of the scaling exponent of . One possible explanation, which deserves better investigation, is that the fluctuations of the Lyapunov exponent play a role whenever we replace ͗g͘ computed with the Birkhoff sum 1 / n͚ l=0 n−1 g͑T l T l−1¯T 0 ͑x͒͒ for finite n and we take into account the limits for small and large n.
Another explanation is that Sauer's result holds for diffeomorphisms admitting a SRB measure which is singular with respect to Lebesgue and with more than one Lyapunov exponent. In this case we lose the comparison of the densities given by Eq. ͑A1͒ and we should evaluate directly the difference ͐ X gd − ͐ X gd: this is done, for example, for uniformly hyperbolic attractors in Ref. 30 and for the Hénon attractor in Ref. 15 , but there is no explicit scaling in .
APPENDIX B: COMPUTATION OF FIDELITY FOR qx mod 1
The iterated perturbed map is defined as
The fidelity for functions , which are piecewise C 1 with a finite number of discontinuities is given by
It is trivial to check that the decay of fidelity for any translation on the torus is equivalent to that of the identity Tx = x, and thus since S n,q ͑x͒ϵS n ͑x͒, Eq. ͑B1͒ implies both Eqs. ͑14͒ and ͑17͒.
To estimate S n,q ͑x͒ we can use the bound ͑15͒ for S͑x͒, but we have to distinguish between three regions ͑we assume x Ͼ 0, in the general case substitute x with ͉x͉͒: region 1, where q n−1 x Ͻ 1, in which we can use, setting ␣ = log͑2͒ .
We can thus use the following bound for S n,q ͑x͒:
where we have once again ␣ = log͑2͒. ͓When q = 1 there is no region 2, and in region 1 the more accurate bound S n ͑x͒ Յ e −␣x 2 n can be used.͔ Using the estimates on S n,q ͑x͒ we provide bounds to the fidelity in three different regions. It is convenient to introduce an integer n ‫ء‬ defined by n ‫ء‬ = ͕−log q ͖, where ͕x͖ denotes the integer closest to the real x, so that Ӎ q −n ‫ء‬ .
• Region I: q n−1 Ͻ 1. Using the Fourier expansion for the fidelity ͑B1͒ we write
where the term R 1 corresponds to the contribution of all the Fourier components with ͉k͉q n−1 Ͻ 1, the term R 2 to the components with ͉k͉q ͑n−1͒/2 Ͻ 1 Ͻ ͉k͉q n−1 , and the term R 3 to the components with ͉k͉q ͑n−1͒/2 Ͼ 1.
The following bound holds for the first term R 1 ,
, where we have assumed once again that the Fourier coefficients decay as ͉k͉ −1 and we have used the following estimate:
for B Ͼ A Ն 1. The second term R 2 has the following bound:
For the third term R 3 we have the bound
Finally the estimate in this region reads
which for q = 1 leads to Eq. ͑16͒.
• Region II: q ͑n−1͒/2 Ͻ 1 Ͻq n−1 . In this region the estimate is not very accurate. First of all R 1 vanishes since the upper limit in the sum, namely, ͑q n−1 ͒ −1 , is smaller than the lower limit. The second term R 2 , which is evaluated above for q n−1 Ӎ 1, is of order 1, whereas the last term R 3 is small with respect to 1.
• Region III: q ͑n−1͒/2 Ͼ 1. In this region the contributions of R 1 and R 2 vanish and we are left just with R 3 which reads
͑n−1͒/2 ͒ n . ͑B3͒
Fit and comparison to Monte Carlo simulations
The validity of the previous estimates has been checked with numerical calculations. We first write Eq. ͑B3͒ using = q −n ‫ء‬ so that
valid for q ͑n−1͒/2 Ͼ 1. From the estimate ͑B2͒ and the present one we finally obtain
if n Ն 2n ‫ء‬ + 1.
· ͑B4͒
We can fit the fidelity with a formula derived from the previous estimates by extending the estimate in region III to region II according to
where A is a constant of order 1. We can evaluate the width of the transition ⌬n requiring that at n = n ‫ء‬ − ⌬n the decay of fidelity ␦F n = ͉F n − 0 0 ͉ assumes a value some percent below A ͓at n = n ‫ء‬ its value is Ae −␣ = A͑2͒ −1 = 0.16A͔. Choosing, for instance, ␦F n ‫ء‬ −⌬n = Ae ␣e −4 Ӎ 0.97A we find ⌬n = 2 log q .
The validity of the analytical result ͑B1͒ has been checked with a Monte Carlo simulation ͑Fig. 1͒. We found ͑Fig. 21͒ that the analytical result ͑B1͒ can be fitted very well by Eq. ͑B5͒. We outline that due to the extremely quick decay of the e −␣ 2 q 2͑n−1͒ term around n ‫ء‬ , the fit ͑B5͒ can be sketched as a plateau of length n ‫ء‬ ͑͒ followed by an independent decay law.
APPENDIX C: THE CONTINUUM LIMIT
A map on the torus T with a random perturbation x n+1 = x n + ⌬t͑x n ͒ + ͱ ␦t n , where n are random variables with zero average and unit variance, becomes in the limit ⌬t → 0 the Langevin equation ẋ = ͑x͒ + ͑t͒, setting ͑t͒dt = dw͑t͒ where w͑t͒ is a Wiener process and ͑t͒ a distribution known as white noise. The probability density distribution ͑x , t͒ satisfies the Fokker-Planck equation compare the results with the translations on the torus and the map qx mod 1 by setting = ⍀⌬t, q =1+A⌬t, and ⑀ map = ⑀ ͱ ⌬t. Agreement is found with the fidelity for the maps if we let ⌬t → 0 and n → ϱ so that n⌬t = t finite.
APPENDIX D: LÉVY'S INVERSION FORMULA
Let us consider a 1D map on the unit interval ͓0,1͔ and the observable identity f͑x͒ = x. Suppose, moreover, that and have absolutely continuous invariant densities h and h , respectively, which are L m 1 very close in such a way that ϱ is approximately given by ϱ ͑u͒ = ͉͐ ͓0,1͔ e iux h͑x͒dx͉ 2 . Standard results on Fourier series immediately imply that ϱ is uniformly continuous on R, bounded and vanishing at infinity ͑Riemann-Lebesgue͒. We now consider the interesting cases given by the intermittent maps of Sec. IV C and the quadratic maps of Sec. IV D for which the invariant density behaves like h͑x͒ϳx −␣ , with 0 Ͻ ␣ Ͻ 1 for the intermittent maps and ␣ = 0.5 for the particular quadratic map with a =2, and whenever x is close to 0 ͑for the quadratic map a change in variable brings the singularity from Ϯ1 to zero͒. We have, therefore, to investigate the asymptotic behavior for large ͉u͉ of the integral We could therefore conclude that whenever ␣ Ͻ 1 / 2 the characteristic function ϱ is summable and we can apply the Lévy inversion formula to get the density of the distribution function of the asymptotic error. Instead when 1 / 2 Յ ␣ Ͻ 1 we should use a generalization of Eq. ͑11͒; if we call ⌽ ϱ the distribution function of ⌬ ϱ and if −ϱϽa Ͻ b Ͻϱ are continuity points for ⌽ ϱ , then ͑Ref. 12, p. 264͒ The integral on the right-hand side of the preceding formula is of course convergent for 0 Ͻ ␣ Ͻ 1 and whenever ͉C͉ goes to infinity. We have nevertheless proceeded to the numerical computation of the improper integral ϱ ͑t͒ = ͑2͒ −1 ͐ −ϱ ϱ e −iut ϱ ͑u͒du ϳ͑2͒ −1 ͐ −ϱ ϱ e −iut / ͑u 2−2␣ ͒du, where 2−2␣ Յ 1 for 1 / 2 Յ ␣. We choose for simplicity 2 − 2␣ Ͻ 1, since the integrand u 2␣−2 is the asymptotic approximation, for large ͉u͉, of the characteristic function ϱ ͑u͒, and this one is surely integrable in the neighborhood of zero. It is well known that the Fourier transform of u 2␣−2 and for 2 − 2␣ Ͻ 1 is of order t 1−2␣ in the distribution sense. 32 Therefore the density ϱ ͑t͒ computed numerically blows up to infinity for t close to zero and we observed this fact for the intermittent and the quadratic map described above. We believe the same happens for the singular measure of the Baker map, but we do not even have a heuristic handling for this.
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