Abstract. We study the motion of an ideal incompressible fluid in a perforated domain. The porous medium is composed of inclusions of size a separated by distancesd and the fluid fills the exterior. We analyse the asymptotic behavior of the fluid when (a,d) → (0, 0).
Introduction
For inviscid fluids in a perforated domain, the only mandatory boundary condition, known as the impermeability condition, is that the normal component of the velocity vanishes. However, the standard tools in the homogenisation framework were developed for the Dirichlet boundary condition. This explains that most papers have focused on viscous fluid models where we can assume the no-slip boundary condition: see [1, 2, 17, 24, 27, 30] for incompressible Stokes and Navier-Stokes flows and [9, 10, 20, 23] for compressible Navier-Stokes systems. Among the exceptions, we mention [3] where the Navier slip boundary condition is considered, but with a scalar friction function which tends to infinity when the size of the inclusions vanishes.
Before the studies of the second author, the only articles which handle inviscid flows [19, 25] consider a weakly nonlinear Euler flow through a regular grid (balls of radius a, at distance a from one another). Using the notion of two-scale convergence, they recover a limit system which couples a cell problem with the macroscopic one, a sort of Euler-Darcy's filtration law for the velocity.
For the full Euler equations, when the inclusions are regularly distributed on the unit square, the second author together with Bonnaillie-Noël and Masmoudi treats the case where the inter-holes distanced is very large or very small compared to the inclusion size a. In the dilute case, i.e. whend a tends to infinity, it is proved in [7] that the limit motion is not perturbed by the porous medium, namely, we recover the Euler solution in the whole space. If, on the contrary,d a → 0, the fluid cannot penetrate the porous region, namely, the limit velocity verifies the Euler equations in the exterior of an impermeable square [16] . Therefore, the critical case whered a →k > 0 is not covered by the analysis developed in these two previous articles. Our goal here is to provide a first result in this very challenging regime.
We give now in full details the problem tackled in this paper. Let K P M be a fixed compact subset of R 2 and K be a connected and simply-connected compact subset of [−1, 1] 2 such that ∂K is a C 1,α Jordan curve, for some α > 0. We assume that the porous medium is contained in K P M and made of tiny holes with the following features:
• the number of holes is large and denoted by the symbol N ;
• each hole is of size a > 0 and shape K: 1) where the N points x ℓ are placed such that K a ℓ ⊂ K P M ;
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• the minimum distance between two centers x ℓ is larger than d > 0. We point out that d denotes here the minimum distance between centers, but as we consider regimes where d/a ≫ 1, the results would be the same consideringd the distance between holes, but it would complicate uselessly the analysis throughout this paper.
The fluid domain F N is the exterior of these holes. Our purpose is to compute a homogenized system when the indicator function of the porous medium:
is close to a limit volume fraction k. We restrict to pointwise small volume fractions. Namely k is assumed to belong to the following set:
where ε 0 > 0 is a parameter which will be fixed later on sufficiently small. Consistently, we restrict to the case where a/d ε 0 . To summarize, the domains considered in this paper satisfy:
Roughly speaking, k ≡ 0 corresponds to the dilute case where a/d → 0, whereas k ≡ 1 [0,1] 2 represents dense porous medium where a/d → ∞. Volume fractions k verifying (1.3) correspond to small data in the critical regime which is not covered by [7, 16] . We remark also that the case k ≡ 0 previously studied is covered by our analysis.
As is standard in the analysis of Euler equations in perforated domains, we divide the study in two steps. The first crucial step is to understand the elliptic problem which gives the velocity in terms of the vorticity (the div-curl problem). For instance, the two key properties in [16] are some estimates for the stationary div-curl problem. Herein also, the important novelty is a refined estimate for this elliptic problem that we explain in a first part. This information is then plugged into the Euler equations in vorticity form in the second step of the analysis.
1.1.
Main result on the div-curl problem. Any tangent and divergence free vector field in F N can be written as the perpendicular gradient of a stream function ψ N . When the vorticity f of this vector-field is bounded, has compact support, and zero circulation is created on the boundaries, this stream function is computed as the unique (up to a constant) C 1 function solution to the following elliptic problem: (1.4)
The main purpose of the following theorem is to show that -in the asymptotic regime under consideration in this paper -ψ N is close to ψ c the unique (up to a constant) C 1 function solving a homogenized problem. It appears that this homogenized problem depends on a matrix M K ∈ M 2 (R) associated to the shape of K, and reads: For instance, if K is the unit disk, then M K = 2I 2 . In Section 2, we show that we can compare the asymptotics of ψ c and ψ N to the solution of the Laplace problem with source term f given by:
ψ 0 (x) = 1 2π R 2 ln(|x − y|)f (y) dy, in the sense that the differences ψ N (x) − ψ 0 (x) and ψ c (x) − ψ 0 (x) both converge to a constant when |x| → ∞. In the paper, we fix this unknown constant by imposing that With these conventions, our main result is: Theorem 1.1. Let K P M ⋐ R 2 ,and ε 0 > 0 sufficiently small. For any R f > 0, M f > 0, η ∈ (0, 1), p ∈ (1, ∞) and O ⋐ R 2 , there exists C such that for any k ∈ FV(ε 0 , K P M ), any F N verifying (A K P M ,ε 0 ) and any f satisfying Supp(f ) ⊂ B(0, R f ) and f L ∞ (R 2 ) M f , the solution ψ N of (1.4) can be split into ψ N = ψ c + Γ 1,N + Γ 2,N + κ N where ∆Γ j,N = 0 in R 2 \ K P M for j = 1, 2 and
Remark 1.2. We emphasize that this theorem implies that ψ c is a first-order approximation of ψ N in terms of the porous-medium volume-fraction. Given k ∈ FV(ε 0 , K P M ) the maximal porous-medium volume-fraction is related to k L ∞ (R 2 ) while for the discrete counterpart, i.e. a fluid domain F N verifying (A K P M ,ε 0 ), it is related to (a/d) 2 . Consequently, the remainder term:
is superlinear in terms of ε :
, leaving the possibility to compare the first-order expansions of ψ c and ψ N . We note also that the error term µ−k W −1,p corresponds to the replacement of a discrete problem by a continuous one and can be chosen arbitrary small for N large enough and well-placed (x ℓ ) ℓ=1,...,N . We emphasize also that, via standard energy estimates, ψ c is indeed the leading term of the expansion because ψ c = O(1) (see also Section 2.2). The candidate ψ c is a better approximation than the solution ψ 0 of the elliptic problem without any influence of the porous medium:
Indeed, writing ∆(ψ 0 − ψ c ) = div(kM K ∇ψ c ) and performing standard energy estimates, we obtain
It is also a much better approximation than the solution ψ S in the exterior of the impermeable square:
∂ n ψ S ds = 0.
Indeed, we also have in this case ψ 0 − ψ S = O(1) hence
The starting point of the proof of this theorem consists in rewriting the elliptic problem (1.4) into
where (ψ * N,ℓ ) ℓ=1,...,N are N unknown constants (note that this family of real numbers is also defined up to an additive constant). These constants can be seen as the Lagrange multipliers of the next flux-free condition. A first candidate to approximate ψ N is naturally ψ 0 . This candidate matches the pde in the fluid domain F N , boundary condition at infinity, and flux conditions on the holes, but not the boundary condition on ∂F N . So, we add a corrector to ψ 0 which cancels the non-constant part of ψ 0 on the K a ℓ . This corrector is computed by summing solutions to cell problems around each of the holes K a ℓ as if it was alone. Taking into account that the holes are small, we could choose as model cell problem the following one (where K a := aK):
with A ∈ R 2 a data representing the forcing by ψ 0 on the boundaries and ψ * an unknown constant. Up to a shift in space, we show in Section 2 that we can alternatively choose:
Obviously, the solutions to these elementary problems do not take into account the other holes. So summing such solutions translated around the (K a ℓ ) ℓ=1,...,N we create again an error term in the boundary conditions on the holes. The strategy that we implement here is to introduce an iteration process in which we correct after each step the new error in the boundary conditions on the holes. This method is known as the "method of reflections" and has been widely studied in the context of elliptic problems (see [18, 13] for instance and [28] in the situation studied herein). It is recently adapted to the Stokes problem to study the effective viscosity problem by the first and last authors [12] (see also [26] ).
We point out that our elliptic problem (1.4) is also related to the perfect conductivity problem, namely when the conductivity tends to infinity (see the Appendix of [6] for the link). In this context, there are many results in homogenization, and we refer to the recent result of Bonnetier, Dapogny and Triki [8] for an overview of the literature. However, we did not find a result of the form of Theorem 1.1. We guess that Theorem 1.1 has its own interest and could be used in various problem (for instance in solid mechanics or electromagnetism). But, we restrict now to an application for the study of fluid motions.
1.2.
Application to the 2D Euler flows. Even if the Euler equations is the oldest PDE, the study of this system is still a very active area of research, in mathematics as well as in engineering and physics, because it describes well the motion of incompressible fluids for a wide range of Reynolds numbers. In dimension two, the standard velocity formulation is equivalent to the vorticity formulation which reads
(1.7)
One of the main feature of (1.7) is that it reduces to a transport equation for the vorticity by the divergence free velocity u N , where u N is computed from ω N through a div-curl problem. The global well-posedeness of this equation -in such exterior domains and C 1 c (R 2 ) initial data -is established from a long time by Kikuchi [15] (see the textbook [21] for more references).
The div-curl problem can be recasted in terms of the stream function ψ N which is then the unique (up to a constant) solution of (1.4) with f = ω N . As in many papers on the 2D-Euler equations, once the properties of the operator which gives u N in terms of ω N are analyzed -which is exactly the purpose of Theorem 1.1 -one proves that (ω N , u N ) is close to the solution (ω c , u c ) of the following modified Euler system: 8) where M K is defined in terms of M K = (m i,j ) i,j=1,2 as follows:
The homogenized system (1.8) is also a transport equation for the vorticity ω c by the divergence free vector field u c , but u c is now related to ω c through a modified div-curl problem. This new system is reminiscent of (1.5) with f = ω c . Indeed, since u c is divergence-free, it reads again
Our main result concerning the Euler equations splits in two parts: a well-posedness result for (1.8) and a stability estimate between the solution to (1.8) and the solution to the initial Euler problem in a perforated domain.
). There exists ε 0 > 0 such that the following holds true:
, there exists C(T, η, p) such that, for any F N verifying (A K P M ,ε 0 ), the unique solution of (1.7) with initial datum ω 0 satisfies for all t ∈ [0, T ]:
Of course, if T k < +∞, we should choose T = T k in the second statement. During the proof, we compute also a stability estimate between the flow maps which correspond respectively to u c and u N . To avoid additional definitions, we do not include this result in the statement of our main theorem. We mention here that this latter stability result follows mainly from the bootstrap argument developed by the second author together with Arsénio and Dormy [4] . It is based on lipschitz estimates for u c − u N . Such a W 2,∞ estimate for the stream functions are very far from the content of Theorem 1.1. This reason motivates that we only get estimates on [0, T k ], i.e. before that the homogenized vorticity reaches supp k. Even if there is no vorticity in the vicinity of the porous medium, we recall that the velocity u c is highly affected by k through a non-local operator. In particular, Remark 1.2 can be adapted here to state that the solution of the Euler equations in the whole plane is a worse approximation of (ω N , u N ) than (ω c , u c ).
We note that the above result is by nature slightly different from the usual results on the asymptotic behavior in perforated domains (as in the articles listed in the introduction and the references therein). Often, the justification that a homogenization problem is a good approximation reads as a weak or strong compactness theorem as N → ∞, and in general,Ḣ 1 loc estimates (as for Γ 1,N ) is enough to have a global compactness result without assumption on the support of the vorticity. Unfortunately, we cannot ensure that every right-hand side terms in Theorems 1.1 and 1.3 tends to zero for µ ⇀ k. Here, our justification reads as the identification of the leading term with respect to powers of ε. Nevertheless, in classical literature, some weak topologies do not allow to give a precise estimate of the error between ω c and ω N , hence we think that such a statement is interesting at the practical point of view.
The remainder of this paper is composed of two parts. The following section deals with the elliptic estimates, namely proves Theorem 1.1. The application to the 2D-Euler equations is performed in Section 3.
Notations. Below, we use standard notations for lebesgue/sobolev spaces. We also denote bẏ
the homogeneous sobolev spaces.
Elliptic estimate
In the whole section, R f > 0, M f > 0, ε 0 > 0 and K P M ⋐ R 2 are fixed. We fix also a homogenized volume fraction k ∈ FV(ε 0 , K P M ) and a porous medium F N verifying (A K P M ,ε 0 ). We look for the restrictions on ε 0 such that Theorem 1.1 holds true. To this end we fix again a source term f so that
We emphasize that, in this section, all constants can depend implicitly on K P M and K, namely C(q, ε 0 , R f ) = C(q, ε 0 , R f , K P M , K).
We split the proof of Theorem 1.1 into three parts. In the first part, we focus on the problem in the perforated domain (1.4). We recall existence/uniqueness properties for this problem and provide an approximation of the solution via the method of reflections. In the second part, we focus on the homogenized problem (1.5). We again consider the well-posedness issue for this problem and provide an expansion of the solution with respect to the homogenized volume fraction k. In the last part, we compare the solutions to (1.4) and to (1.5) through the provided approximations.
Before going into the core of the section, we recall basics on the resolution of the Laplace problem in the absence of holes (1.6). Since f has compact support, the unique (up to a constant) C 1 solution ψ 0 is given by the integral formula:
From this explicit formula, it is easy to derive the following standard estimates 1 :
• ψ 0 is harmonic in the exterior of B(0, R f ) and behaves at infinity as follows
• ∇ψ 0 is uniformly bounded:
3)
with C independent of f ; • ∇ψ 0 is continuous and almost lipschitz:
with C independent of f .
2.1. Approximation of ψ N via the method of reflections. We start by recalling the existence theory for (1.4). At first, we note that the boundary conditions on ∂F N impose that ψ N is constant on each connected component of ∂F N . Consequently, we may rewrite (1.4) as: there exist constants (ψ * N,ℓ ) ℓ=1,...,N such that:
Existence and uniqueness (up to a constant) of a C 1 solution ψ N follows from the arguments of [15, Section 1] (see also [15, (2. 2)]). By standard ellipticity arguments -and because ∂K ∈ C 1,α with α > 0 -we note that this solution satisfies
2 to obtain that ψ N behaves at infinity like ψ 0 : 2 Indeed, the maps z = x1 + ix2 → ∂1ψN − i∂2ψN is an holomorphic function which admits a Laurent expansion at infinity, where we compute that the leading term is 1 2πz
up to fix that ψ N (x) − f 2π ln |x| → 0 at infinity (we recall that ψ N is defined up to constant). It is then obvious that
We define now the auxiliary fields (the so-called reflections) which are summed to provide the approximation of ψ N . For this, let first note that the one-obstacle version of (2.5) with a linear forcing x → Ax (obtained by linearizing the boundary condition coming from the lifting term ψ 0 ) on the boundary reads:
Similarly, to (2.6) we note that the unique solution to
enjoys the asymptotic expansioñ
Setting ψ * = −cstt and ψ =ψ + ψ * , (2.8) with the assumption ∂K ∂ nψ ds = 0 is equivalent to (2.7)where ψ * is uniquely determined. In order to get rid of the constant ψ * we introduce the following definition:
Definition 2.1. We say that the domain K is well-centered if, whatever the value of A ∈ R 2 there exists a unique solution to
is well centered and we also have an explicit formula for V 1 [A]:
We prove in the following lemma that, up to shift a little the domain K, we can assume that K is well-centered and that V 1 [A] behaves at infinity as in the case of the disk: Lemma 2.3. Let K be a connected and simply-connected compact set of R 2 whose boundary ∂K is a C 1,α Jordan curve (with α > 1). There exists a unique c K in the convex hull of K such that, for any A ∈ R 2 , there exists a unique C 1 solution to (2.10) with K = K − c K . Moreover, there exists a matrix M K ∈ M 2 (R) and bounded vector fields (h k ) k∈N on R 2 \K which depend only on the shape of K such that we have for all x ∈ R 2 \ ( K ∪ B(0, 1)):
we look for a condition on c K such that the following problem is well-posed
with χ a convenient cutoff function, it is clear from the Dirichlet Laplace problem in exterior domains that there exists (for any c K ) a unique C 1 solution such that
and we provide now an explicit formula in terms of Green's function, from where we will find c K and the asymptotic behavior.
As explained above (see(2.9)), the condition ∂K ∂ n φ ds = 0 implies that (for any c K ) we have the following expansion at infinity
Identifying R 2 = C, by the Riemann mapping theorem, we consider the unique T biholomorphism from R 2 \ K to R 2 \ B(0, 1) which verifies T (∞) = ∞ and T ′ (∞) ∈ R + * , which reads as
for β ∈ R + * and g a bounded holomorphic function. It is then well known that we can express the Dirichlet Green's function in terms of T :
, where ξ * = ξ |ξ| 2 .
We refer for instance to [14] where such a formula was used in the context of the Euler system. In particular, we note that for x ∈ R 2 \ K fixed, we have the following behavior when y → ∞
Denoting the outer normal of R 2 \ K by n and thanks to the decay properties of G and φ, this function G allows us to derive the following representation formula for φ:
where we have used several times that T (y) ∈ ∂B(0, 1) and that DT is under the form a b −b a (Cauchy-Riemann equations). Now we use that T (x) = βx + O(1) and again that T (y) ∈ ∂B(0, 1) to get
It is then obvious that φ(x) → 0 at infinity if and only if
which belongs to the convex hull of K. Setting
gives the expansion of V 1 [A], because it is clear that
at infinity whereas h 0 (x) is bounded in any bounded subset of R 2 \ ( K ∪ B(0, 1)).
As for (2.6), we notice that the maps
admits a Laurent expansion at infinity, which is compatible with the previous expansion only if
By the Laurent series, we directly conclude that the decomposition
Remark 2.4. In the case of a circular hole centered at the origin K = B(0, 1), we notice that T = Id gives c K = 0 and M K = I 2 , which corresponds to Remark 2.2.
From now on, we assume further that K is well-centered, namely
We emphasize that this assumption is harmless for the computations below. Indeed, the content of Lemma 2.3 yields that this assumption amounts to shift the origin of the frame in which the set K is defined. However, the necessary shift maps the origin into a point inside the convex hull of K (and thus in the square [−1, 1] 2 like K) while the distance between the (scaled) holes of the porous medium (K a ℓ ) ℓ=1,...,N is much larger than the hole width. Hence, changing the origin for the point that makes the set K well-centered does not change our results on the method of reflections below. Consequently, we avoid tildas over sets K from now on.
Given a > 0, aK is also well centered, so for any A ∈ R 2 , there exists a unique solution
which clearly verifies the scaling law
Let us note that the behavior of V a [A](x) for |x| d, i.e. when |x|/a d/a ≫ 1, is given by Lemma 2.3:
From the behavior of ∇V 1 at infinity, it is also clear that
which means by harmonicity that
We provide now an approximation of the solution ψ N via the following iterative process i.e., the so-called "method of reflections". At first, we consider the Laplace solution in the absence of holes (2.1):
(2.14) As f vanishes inside the holes, we get by Stokes theorem that ∂K a ℓ ∂ n ψ N ds = 0 for all ℓ. Therefore ψ (0) verifies every condition of (1.4) except that it is not constant on ∂K a ℓ :
ℓ . Hence, we use the reflections introduced in (2.10) to correct the main error:
By (2.13) and by harmonicity of V a , we note that ψ (1) verifies again every condition of (1.4) except that it is still not constant on ∂K a ℓ , but the non constant part will be smaller due to the decay property of V a (see Lemma 2.3):
We iterate this procedure: for any n ∈ N assuming the approximate solution ψ (n) to be constructed, we define:
which satisfies
For technical purpose, we associate to the (A (n) ℓ ) ℓ=1,...,N the following vector-field:
As the disks are disjoint, we have:
for arbitrary finite p.
The main purpose of this section is to prove that this method of reflections converges and that it yields a good approximation of ψ N . To this end, we control at first the sequence of vectors (A (n) ℓ ) ℓ=1,...,N : Lemma 2.5. Assume that 0 < ε 0 < 1/2 and q ∈ (1, ∞). There exists a constant C ref depending only on q for which the sequence ((A
, the explicit expansion of V 1 (see Lemma 2.3) and the scaling law (2.12), we have that:
We begin by the last sum which can be easily bounded thanks to a pseudo discrete Young's convolution inequality inspired of [11] :
This estimate is enough for the second sum of (2.20), but we note that the first term is more singular. Indeed, a similar argument would yield:
which tends to infinity when a, d → 0 (even with a/d = ε 0 fixed). So we provide a finer estimate by rewriting the first term as a convolution in terms of Φ (n) (see (2.18)) in order to apply a Caldéron-Zygmund inequality.
We note that
Hence according to the mean-value formula, we have
Similarly, we remark that, for arbitrary y ∈ B(x λ , d/2) with λ = ℓ, the mapping
We denoted here D z for the gradient w.r.t. variable z and we have splitted eventually the integral as follows:
We deal with I ℓ first. We notice that I ℓ can be regarded as an integral of a convolution:
By Hölder inequality, we get a) ) , where q ′ is the conjugate exponent of q. On the first hand, this entails:
On the other hand, we apply that F (n) is defined by an integral operator with kernel K(x, y) :
. This kernel enjoys the Caldéron-Zygmund condition so that (recall (2.19)):
Combining (2.25) with (2.24) yields that
Now, we turn to deal with J ℓ . At first, we notice that for any ℓ = 1, . . . , N and any z ∈ B(x ℓ , a),
(where ∆ represents the symmetric difference between sets) which implies that
where we denote
By Hölder inequality, we obtain as previously that:
By the standard Young's convolution inequality, we get by (2.19):
The last inequality is guaranteed by a/d ε 0 < 1/2. Combining with (2.28) we obtain that 
.
Indeed, with this choice of ε ref , it is clear that ε 0 < 1/2 and
Let us recall (2.3) which entails that (see the beginning of this section for notations R f , M f ):
Even if in the previous argument, we used Lemma 2.5 only for q = 2, this lemma will be also used in Subsection 2.3 for q 2 arbitrary large.
The second step of the analysis is to obtain that the (ψ (n) ) n∈N yield good approximations of the exact solution ψ N . The proof of this result is based on two ingredients: a variational property of ψ N − ψ (n) and a control of the second order expansion of ψ (n) on the (∂K a ℓ ) ℓ=1,...,N . This is the content of the next proposition. 
Proof. Recalling the definitions (2.5) of ψ N and (2.17) of ψ (n) (see also the definition (2.11) of V a which verifies (2.13)), we note that ψ (n) − ψ N belongs toḢ 1 (F N ) (see the behavior at infinity (2.2), (2.6) and Lemma 2.3) and satisfies
where, for any ℓ = 1, . . . , N and x ∈ ∂K a ℓ we have defined
The first argument of this proof is to notice that ψ (n) − ψ N minimizes theḢ 1 (F N ) on the set of C 1 functions which satisfy this boundary condition up to a constant. Namely, for any
33) we get by two integrations by parts and system (2.32)
hence by the Cauchy-Schwarz inequality:
Therefore, we create now a lifting (up to constants) w N of the boundary value w (n) and we estimate itsḢ 1 (F N ) norm. First, we define a cutoff function χ ∈ C ∞ c (R 2 ) such that χ ≡ 1 in K + B(0, 1/2) and χ ≡ 0 in R 2 \ (K + B(0, 1) ).
Second, we set for any ℓ = 1, . . . , Ñ
and byŵ N,ℓ the mean value ofw N,ℓ on (K a ℓ + B(0, a)) \ K a ℓ . We finally define
which clearly verifies (2.33). Therefore, by (2.34), our proof reduces now to estimate the L 2 norm of ∇w N , which decomposes as follows:
where we have used that x → χ((x − x ℓ )/a) have disjoint supports. By a standard change of variable
With the expression (2.15) of A (j) ℓ and (2.16), we compute
35) where
We begin by K (n) 3 because the analysis is almost the same as in the proof of Lemma 2.5. The explicit expansion of V 1 (see Lemma 2.3) and the scaling law (2.12) give:
For all x ∈ K a ℓ + B(0, a) and λ = ℓ, we use that |x − x ℓ | 3a 3d/4 3|x ℓ − x λ |/4 provided that ε 0 1/4 to state that |x − x λ | |x ℓ − x λ |/4, hence
where we have used that h 1 is bounded. Like for the second sum of (2.20), we state that the pseudo discrete Young's convolution inequality gives
Concerning the other part of K (n) 3 , we notice that for any x ∈ K a ℓ + B(0, a) and
Hence by applying mean-value formula, we obtain that
with Φ (n) defined in (2.18). So we follow the proof of Lemma 2.5 -and keep the conventions (2.23) and (2.27) to define the functions F n and G n -to state that
where, on the one hand, we writẽ
and, on the other hand, we computẽ
Putting together the previous estimates, we have proved that
Applying Lemma 2.5 and recalling our choice (2.30) of ε ref , we conclude by (2.31) that
for any n 3, where we have used that our assumption(
could be smaller if necessary because we could extract additional power of (a/d) in the previous argument.
Concerning K 1 , we simply use the log-lipschitz estimate of ∇ψ 0 (2.4) to write for any
hence
Using Lemma 2.3 with k = 2 and the scaling law (2.12), we consider now K (n) 2 : we have for any
where we have again used that |x − x λ | |x ℓ − x λ |/4 for all x ∈ K a ℓ + B(0, a) and λ = ℓ (provided that ε 0 1/4). As in the beginning of the proof of Lemma 2.5, we apply the pseudo discrete Young's convolution inequality for
, where we have used Lemma 2.5 together with the definition (2.30) of ε ref . Therefore, we conclude by (2.31) and that N C(
We are now able to conclude this proof: using the variational property (2.34) with the decomposition (2.35), then the estimates (2.36)-(2.38) gives for all n 3 and ε 0 min(ε ref , 1/4):
where C depends only on K P M and K.
We show now that the radius a of the holes is controlled by the distance in W −1,p (R 2 ) between the indicator function µ of F N (defined in (1.2)) and the limit volume fraction k. Lemma 2.7. If ε 0 1/2 and p ∈ (1, ∞), there exists a constant C(p, ε 0 ) depending only on p and ε 0 such that
. This lemma gives obviously the following corollary of Proposition 2.6. Corollary 2.8. If ε 0 min(ε ref , 1/4) , given p ∈ (1, ∞), there exists a constant C app (R f , p, ε 0 ) such that for any n 3, there holds:
Proof of Lemma 2.7. Let denote
We remark that, with assumption (A K P M ,ε 0 ), the open set B(x ℓ , δ) does not intersect the other B(x λ , δ) (λ = ℓ) if ε 0 1/2. We introduce then χ a plateau-function such that
Given a center of hole x ℓ (ℓ = 1, . . . , N ) we have, on the one hand (since k ∈ FV(ε 0 , K P M )):
On the other hand, we also have the bound:
which ends the proof.
2.2.
Construction of ψ c and first order expansion. For any M K ∈ M 2 (R), we continue this section with an existence theory for the elliptic problem (1.5) that we recall here:
We recall that f ∈ L ∞ (R 2 ) and k ∈ FV(ε 0 , K P M ) have compact supports. We state first the wellposedness of (2.39) and give a first estimate on ψ c and on ψ c − ψ 0 (recalling that ψ 0 = ∆ −1 f is defined in (2.1)).
Proposition 2.9. Let q ∈ (2, ∞). There exists a constant ε c (q) > 0 depending on q and M K such that, if ε 0 ε c (q) there exists a unique (up to a constant) solution ψ c ∈Ẇ 1,q (R 2 ) to (1.5). Moreover, there exists C(q, R f ) such that
Proof. Let f ∈ L ∞ (R 2 ) with compact support and q > 2. We prove this statement by a perturbative method. For this, we start by noting that ∆ −1 (as defined in (2.1)) is a bounded operator from L p (R 2 ) toẆ 1,q (R 2 ) where p = 2q/(q + 2). Indeed, the operator ∇∆ −1 is associated with the kernel y → y/(2π|y| 2 ) ∈ L 2,∞ (R 2 ), so for any g ∈ L p (R 2 ), the Hardy-Littlewood-Sobolev Theorem (see e.g. [29, Theo. V.1] with α = 1) where
This inequality holds for q ∈ (2, ∞), and p ∈ (1, 2). Moreover, by the Calderón-Zygmund inequality, we also know the following continuity result:
Next, we remark that ψ c is a solution to (2.39) if
We set:
and, for arbitrary n 1:
where
By (2.40), we state that ψ c,0 belongs toẆ 1,q (R 2 ) and
Next, we note that L is a linear operator fromẆ 1,q (R 2 ) to itself such that
where we used (2.41) and k ∈ FV (ε(q), K P M ). By choosing ε(q) = 1/ 2C(q, M K ), we obtain that (ψ c,n ) is a Cauchy sequence inẆ 1,q (R 2 ) which converges to ψ c , solution of (2.39). This concludes the existence of ψ c for each fixed 2 < q < ∞, and the uniqueness comes directly from the fact that L 1/2. By this Banach fixed point, we also have
Remark 2.10. As a direct consequence to the previous proof is that
This gives thatψ c is the first order expansion of ψ c w.r.t. the parameter k:
for any ε 0 ε c (q).
Stability estimate.
In the above paragraph, we constructed a family (ψ (n) ) n∈N of approximations of ψ N . It turns out that the error is not improved by taking n 3. This is related to the fact that we correct only the first-order expansion of ψ (n) on ∂K a ℓ in the recursive process. So, we restrict to index n = 3 in what follows and we denote ψ (3) byψ N .
In this part, we show that, if ε 0 is small enough, the leading term ofψ N when N is large (meaning that µ is close to k) is given byψ c (defined in the previous subsection) with the definition M K := 2 M K , where M K is defined in Lemma 2.3. By Remark 2.4, we can notice in the case of the unit disk that
For this, we introduce the two following functions on R 2 :
In particular, we remark that we have thenψ c := ψ 0 + φ. The main result of this part is the following proposition:
Proposition 2.11. Let p ∈ (1, ∞) and η ∈ (0, 1) given. If ε 0 1/4, for any compact subset O of R 2 , there exists a constant C(O, R f , p, ε 0 , η) such that:
Proof. We fix p ∈ (1, ∞) and O ⋐ R 2 for the whole proof. According to the definitions ofψ N (2.17) and φ, we notice thatψ
We first notice that
which, combined twice with (2.3) and the fact that k − µ is supported in K P M , gives
where we have again used (2.3) together with the Calderón-Zygmund inequality (in order to state that
). This ends the estimate for r 1 :
To compute r 2 L 2 (O∩F N ) we split:
For the first term, we notice from the expansion of V 1 (see Lemma 2.3) and the scaling law (2.12), there holds, for x ∈ O \ B(x ℓ , 2a),
As often in this section, we use the harmonicity of the function y → (x − y)/|x − y| 2 on B(x ℓ , a) since dist(x, {x 1 , . . . , x N }) 2a in this first case. This yields that, for x ∈ R 2 \ B(x ℓ , 2a) :
Let denote by r m 2 (x) and r r 2 (x) respectively the two terms on the right-hand side of this last equality. By (2.4), we get for any y ∈ B(x ℓ , a):
where we have used a slightly stronger version of (2.3) (see [22, App. 2 
.3]). Using again that
As for the remainder term r r 2 in the expansion of r 2 , we use that h 0 is bounded -and that B(x ℓ , a) ∩ B(x, a) = ∅ for arbitrary ℓ ∈ {1, . . . , N } (since x ∈ R 2 \ B(x ℓ , 2a)) -to state that:
Considering that there exists C η > 0 for which a| ln a| C η a 1−η whatever the value of η ∈ (0, 1), we finally get by Lemma 2.7 that:
To bound r 2 it remains to compute an upper bound for
For this, given ℓ ∈ {1, . . . , N } we write again r 2 (x) = r m ℓ (x) + r r ℓ (x) with:
We control r m ℓ as the previous term r m 2 . First, we remark that, on B(x ℓ , 2a) there holds:
that we bound similarly as the previous r m 2 . This yields:
We note that this bound is not optimal since we merely used that the distance between two centers x λ is larger than a (while there is a distance larger than d). As for the second term, we have, for x ∈ B(x ℓ , 2a), by the scaling property (2.12):
. Hence, recalling Lemma 2.7, we have finally:
Plugging (2.44) and (2.45) into (2.43) yields finally:
(2.46)
Now we turn to deal with r 3 . We split again:
Concerning the first term on the right-hand side, as for r 2 , we use Lemma 2.3 and (2.12) to notice that:
For the first term, we apply that dist(x, {x 1 , . . . , x N }) 2a to bound:
(since x ∈ O while y ∈ K P M in the above integral). So by the Young's convolution inequality, we get
Next, we use Lemma 2.5 to state that
So we conclude by (2.31) and the fact that N C(
and by taking q sufficiently large, we reach:
Concerning the remaining term
, we proceed as for r 2 . On any B(x ℓ , 2a) we have, since dist(x, {x λ , λ = ℓ}) d/2:
We apply then again Lemma 2.5 with q = 2 and q = 4 together with (2.3) to obtain:
Finally, combining (2.47)-(2.48), we obtain, similarly as above:
(2.49)
Bringing together (2.42)-(2.46)-(2.49), the proposition is proved.
2.4.
End of proof of Theorem 1.1. To finish the proof of Theorem 1.1, we first assume that
so that Corollary 2.8, Proposition 2.9 and Proposition 2.11 hold true. We decompose (up to an additive constant) ψ N into:
where we recall thatψ N = ψ (3) (with the notation of Proposition 2.6) andψ c = ψ 0 −∆ −1 div(kM K ∇ψ 0 ).
First according to Corollary 2.8, we have that
. By Remark 2.10, we have for any O ⋐ R 2 :
Hence we obtain that Γ 1,N := ψ N −ψ N +ψ c − ψ c is harmonic in R 2 \ K P M and satisfies
On the other hand, by Proposition 2.11, we have that Γ 2,N :=ψ N −ψ c is again harmonic in R 2 \K P M and satisfies:
The theorem is finally proved.
The homogenized Euler equations
We split this section in two parts. The first subsection concerns the well-posedness result for the homogenized Euler equations (1.8). The second subsection concerns the proof of the second statement of Theorem 1.3. In this section, the subscript c on functional set, as
, means that the functions have a compact support in U .
3.1. Well-posedness of the modified Euler equations. We begin this section by recalling the main result of Proposition 2.9: for any ε 0 ε c (4), k ∈ FV(ε 0 , K P M ) and f ∈ L ∞ c (R 2 ), we have a unique (up to a constant) solution ψ c ∈Ẇ 1,4 (R 2 ) of (1.5).
Of course, to prove the well-posedness of strong solution to (1.8), we need more regularity concerning u c := ∇ ⊥ ψ c . A simple case where we have the standard estimates for ∆ −1 is the following.
where C(k, R f ) depends only on k and R f , with R f > 0 large enough such that supp f ⊂ B(0, R f ).
Proof. When K is a disk, ψ c solves div((1 + 2k)∇ψ c ) = f . This reads in two different ways : either we write
or we write:
This second form is the subject of Proposition 2.9. We obtain there that (with q = 4, p = 4/3)
As ∇k is compactly supported in K P M , we note thatf belongs to L 1 ∩ L 4 (R 2 ). This is enough to state that ∇ψ c is continuous and
In particular, this implies that
. By Calderón-Zygmund inequality, we notice that
Again by Calderón-Zygmund inequality, we state that ∇ψ c belongs to W 2,4 , in particular ∇ 2 ψ c is continuous and
This entailsf ∈ W 1,∞ and
We end the proof by applying the standard estimate for the laplace operator (see for instance [4, Lem. 7 
As we will see later, this lemma is crucial to get global result. When the shape of the holes is not a disk, then M K = I 2 and we cannot adapt easily the previous proof. The standard way is then to observe that A(x) := I 2 + k(x)M K is uniformly elliptic for ε 0 small enough, hence the operator
has the Gaussian property. This allows to define the semigroup and to prove that L −1 = +∞ 0 e −tL dt can be written in terms of Green kernel
Moreover, G should have the Calderón-Zygmund property which should be enough to get the same estimates as in Lemma 3.1. For such an analysis, we refer to the monograph of Auscher and Tchamitchian [5] .
However, as the main theorem holds true only for ω c in the exterior of the porous medium, it is enough to get a well-posedness before the vorticity ω c reaches the support of k. Hence, instead to use sophisticated arguments concerning differential operators in divergence form, the following lemma will be enough for our purpose. Lemma 3.2. Let ε 0 ε c (4). For any δ > 0, there exists C(δ) > 0 dependent only on δ such that the following holds true. For all k ∈ FV(ε 0 , K P M ) and f ∈ L ∞ c (R 2 ), ∇ψ c is continuous on
Proof. As supp k ⊂ K P M , we simply notice that
is harmonic on F δ/2 , hence by the mean-value theorem
Indeed, it was noted in the proof of Lemma 3.1 that the proof of Proposition 2.9 gives
Therefore, the conclusion of this lemma follows directly from the standard estimates of ψ 0 = ∆ −1 f .
We are now in position to prove the well-posedness of (1.8). We fix an initial data ω 0 ∈ C 1 c (R 2 \K P M ). For any δ > 0, we introduce now the subspace
Of course, we have to consider δ < dist(supp ω 0 , K P M ). The subspace C ω 0 ,δ inherits its topology from the metric of C 1 c [0, t δ ] × R 2 . For any function ω ∈ C ω 0 ,δ , we conclude from Lemma 3.2 that the velocity u := ∇ ⊥ ψ c [ω] associated to ω is uniformly bounded in F δ by C(k, δ) ω 0 L 1 ∩L ∞ . Therefore, any trajectory starting from supp ω 0 along the flow associated to ∇ ⊥ ψ c [ω] stays in F δ at least until
The main idea is to prove the well-poseness result on [0, t δ ], following the usual scheme.
3.1.1. Construction of approximating sequence. First, we build an approximating sequence (ω n ) n∈N using a standard iteration procedure based on the wellposedness of the linear transport equation. The first term is simply given by the constant function ω 0 (t, x) = ω 0 (x), for all (t, x) ∈ [0, t δ ] × R 2 . Then, for each ω n ∈ C ω 0 ,δ , the following term ω n+1 ∈ C ω 0 ,δ is defined as the unique solution to the linear transport equation
ω n+1 (t = 0) = ω 0 , where the velocity flow u n is given by
Indeed, as u n is lipschitz on F δ , for any x ∈ supp ω 0 there exists a unique characteristic curve X n (·, x) ∈ C 1 ([0, t 1 ]; F δ ), i.e. the curve solving the differential equation
In view of the definition of t δ , we can choose t 1 = t δ . For any fixed t ∈ [0, t δ ], the mapping x → X n (t, x) is a C 1 diffeomorphism from supp ω 0 onto its image, preserving the Lebesgue measure. Its inverse X n (t, ·) −1 allows us to define the new vortex density as
which belongs to C ω 0 ,δ .
3.1.2.
Uniform boundedness in C 1 . Second, we establish uniform C 1 -bounds on this approximating sequence. To this end, we observe that the ω n 's also solve (in the sense of distributions) the following equation, for i = 1, 2:
where X n is the flow map associated to u n (defined in the previous step). Then, by Grönwall's lemma, we obtain
for all x ∈ supp ω 0 . Further combining Lemma 3.2 together with the fact that X n (t, x) ∈ F δ for any (t, x) ∈ [0, t δ ] × supp ω 0 , we conclude that
Setting (b − a) sufficiently small, for instance,
whence, for each k = 0, . . . , n,
Since the initial data ω 0 belongs to C 1 (R 2 ), the constant C 0 only depends on fixed parameters and the bound (3.2) on the maximal length of [a, b] only involves C 0 , we deduce that we may propagate the preceding C 1 -bound on [a, b] to the whole interval [0, t δ ]. This yields a uniform bound
3.1.3. Convergence properties. Next, we show that (ω n ) n∈N is actually a Cauchy sequence in C 0 , which allows us to pass to the limit in the iteration scheme and obtain a solution of (1.8) in the sense of distributions.
To this end, note that
As the vector fields u n 's are uniformly bounded in F δ , we know that supp ω n (t, ·) ⊂ F δ ∩ B(0, R(δ)) for any t ∈ [0, t δ ] for some R(δ) (depending only on supp ω 0 , k, δ and ω 0 L 1 ∩L ∞ ), so Lemma 3.2 states that
This implies, utilizing (3.3), for each k = 0, . . . , n − 1, that
for some independent constant C 1 > 0. As before, we set (b − a) sufficiently small so that, say,
In particular, since the ω n 's all have the same initial data ω 0 , we find that
Therefore, utilizing the elementary identity
where u c is defined by ∇ ⊥ ψ c [ω] and we have used Lemma 3.2 to derive the convergence of u n from that of ω n (it is clear that ω c (t, ·) is supported in F δ ∩ B(0, R(δ))). It is then readily seen that ω c solves (1.8) in the sense of distributions.
3.1.4. Regularity of solution and conclusion of proof. In order to complete the proof of wellposedness in C 1 ([0, t δ ]), there only remains to show that ω c is actually of class C 1 . Indeed, the uniqueness of solutions will then easily ensue from an estimate similar to (3.4) . For the moment, the uniform boundedness of (ω n ) n 0 in C 1 ([0, t δ ] × R 2 ) only allows us to deduce that ω c is Lipschitz continuous (in t and x). Lemma 3.2 hence implies that ∇u c exists and is continuous in [0, t δ ] × F N . It follows that the associated characteristic curve X(t, x) solving dX ds = u c (s, X), for some given initial data X(0, x) = x ∈ supp ω 0 , belongs to C 1 ([0, t δ ]×supp ω 0 ; F δ ) (see the definition of t δ ). Moreover, one easily estimates, using (3.5) , that, for all t ∈ [0, t δ ] and x ∈ supp ω 0 ,
which implies, through a straighforward application of Grönwall's lemma, that X n converges uniformly in (t, x) ∈ [0, t δ ] × supp ω 0 towards X. Next, as before, since the mapping x → X(t, x) is a C 1 -diffeomorphism from supp ω 0 onto its own image, we consider its inverse X −1 (t, x). By the uniform convergences of ω n to ω and X n to X, we conclude from (3.1) and (3.3) that
, we iterate our construction until we get the well-posedeness on [0,
. This ends the proof of the first statement in Theorem 1.3, provided ε 0 ε c (4) (due to Lemma 3.2). Actually, we can even prove a strongest version: considering a sequence δ n → 0, we get the well-
Remark 3.3. Using Lemma 3.1 instead to Lemma 3.2, we can simplify the previous proof when K is a disk to state that there exists a unique global strong solution ω c ∈ C 1 ([0, +∞) × R 2 ) of (1.8), allowing the vorticity to pass through the porous medium.
3.2. Stability estimate. This subsection is dedicated to the proof of the second statement of Theorem 1.3. So let us consider T ∈ (0, T k ], η ∈ (0, 1), p ∈ (1, 2) given. If T k < +∞, we can choose T = T k . We are looking for restrictions on ε 0 such that the second statement holds true. For sure, we consider ε 0 ε 0 whereε 0 is the quantity ε 0 appearing in Theorem 1.1.
In the previous subsection, we note that the unique solution ω c of (1.8) is such that
where we recall that F δ is defined in Lemma 3.2. This lemma states that ∇ψ c is uniformly bounded in We finally set M f = ω 0 L ∞ (R 2 ) and R f large enough such that O T ⊂ B(0, R f ). Hence, M f and R f are independent of k.
For any f ∈ C 1 c (R 2 ), we note ψ c [f ] and ψ N [f ] respectively the solution of (1.5) and (1.4), then we derive the following corollary from Theorem 1.1.
Corollary 3.4. There exists C such that for any ε 0 ε 0 (whereε 0 is the quantity ε 0 appearing in Theorem 1.1), any k ∈ FV(ε 0 ), any F N verifying (A K P M ,ε 0 ) and any f compactly supported in B(0, R f ) which is bounded by M f , then
The proof comes directly from the mean value theorem (and the harmonicity of Γ j,N ), because B(x, δ/2) ⊂ R 2 \ K P M ⊂ F N for all x ∈ O T .
Next, we define T N ∈ (0, T ] such that ω N stays compactly supported in O T :
T In the sequel of this section, we will derive uniform estimates for all t ∈ [0, T N ] (where the support of ω N is included in O T ), and we will conclude by a bootstrap argument that (ii) cannot happen if ε 0 is chosen small enough, which will imply that the estimates hold true on [0, T ].
From the solution (u c , ω c ), we can define the trajectories (t, x) → X c (t, x) on R + × supp ω 0 by ∂Xc ∂t (t, x) = u c (t, X c (t, x)), X c (0, x) = x, (3.6) and we recall that the vorticity is constant along the trajectories: ω c (t, X c (t, x)) = ω 0 (x). Hence, for any x ∈ supp ω 0 , X c (t, x) ∈ K T for all t ∈ [0, T ]. In the same way, we define the trajectories associated to (u N , ω N ) on R + × F N by 
The second part can be estimated by Lemma 3.2:
because ω c and ω N are supported in B(0, R f ). Putting together these two estimates, we conclude that
Moreover, thanks to the second estimate of Lemma 3.2, we state that
so Corollary 3.4 implies that there exists C such that
3.2.2. Uniform C 1 estimates for vorticities. Differentiating the vorticity equation, we get for i = 1, 2:
(∂ x i u N · ∇ω N )(s, X N (s, x)) ds.
As X N (t, x) ∈ O T for all (t, x) ∈ [0, T N ]×supp ω 0 and as we know that ∇u N L ∞ ([0,T N ]×O T ) is bounded (see (3.9)), we get that
Gronwall's lemma allows us to conclude the following estimate for the vorticity: As the support of (ω c − ω N )(t, ·) is included in X c (t, supp ω 0 ) ∪ X N (t, supp ω 0 ), we use (3.8) and (3.10) to write
Therefore, Gronwall's lemma gives 11) and (3.8) becomes 3.2.5. Bootstrap argument and conclusion. To summarize, for δ given, we choose ε 0 ε 0 such that CF (N, k) < δ/2 (3.14)
for any k ∈ FV(ε 0 ) and F N verifying (A K P M ,ε 0 ), where C is the constant appearing in (3.13). We point out that C depends onε 0 but not on ε 0 . As ε 0 ε 0 , for any k ∈ FV(ε 0 ) and F N verifying (A K P M ,ε 0 ), the estimates (3.11)-(3.13) are valid. As X c (t, x) ∈ K T for all (t, x) ∈ [0, T ] × supp ω 0 , we conclude from (3.13) and (3.14) that the situation (ii) in Page 29 is impossible. This allows us to conclude that T N = T and that (3.11)-(3.13) are valid for all t ∈ [0, T ].
In Section 3.2.1, replacing O T by any bounded open set O ⋐ R 2 \ K P M , and using (3.11), we get easily that (3.12) is valid if we replace O T by O. This ends the proof of Theorem 1.3.
