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Abstract
We introduce the notion of stable solution in mean field game theory: they are locally
isolated solutions of the mean field game system. We prove that such solutions exist in
potential mean field games and are local attractors for learning procedures.
1 Introduction
Mean field games (MFG) are Nash equilibrium configurations in differential games with infinitely
many infinitesimal players. If the existence of such equilibria holds in general frameworks, one
cannot expect their uniqueness without strong restrictions. However the multiplicity of equilibria
is a real issue in terms of applications: indeed, when there are several equilibria, it is not clear
how the players can coordinate in order to decide which equilibrium to play. The aim of this
work is to introduce a notion of stable solutions for the MFG system: these stable solutions are
Nash equilibria which have the property of being locally isolated as well as local attractors for
learning procedures. In this sense they are robust with respect to perturbation.
Let us recall that the terminology and main properties of Mean Field Games were introduced
by Lasry and Lions in a series of papers [11, 12, 13]. At the same period Huang, Caines and
Malhame´ [9] discussed the same concept under the name of Nash certainty equivalence principle.
One way to represent an MFG equilibrium is through the following system of partial differential
equations.


−∂tu−∆u+H(x,Du) = f(x,m) in T
d × (t0, T ),
∂tm−∆m− div(mDpH(x,Du)) = 0 in T
d × (t0, T )
m(x, t0) = m0(x), u(x, T ) = g(x,m(T )) in T
d.
(1)
(To simplify the discussion related to boundary conditions, we work here in the torus Td :=
R
d/Zd). In the above system the pair (u,m) is the unknown. The map u = u(x, t) can be
interpreted as the value function of a (small) player, while m(t) = m(x, t) is understood as the
evolving probability density of the players at time t. Note that u satisfies a backward Hamilton-
Jacobi equation whilem solves a forward Kolmogorov equation with initial conditionm(t0) = m0,
where m0 is a given probability density on T
d. The Hamiltonian H : Td × Rd → R is typically
smooth and convex in the second variable. The coupling functions f, g depend on the space
variable and on the probability density.
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Existence of solution for the MFG system (1) has been established under general assumptions
by Lasry and Lions [12, 13]. Uniqueness, however, only holds under restrictive conditions: either
the horizon is small, or the couplings functions are monotone, see [13].
In this paper we are interested in MFG systems which might have several solutions. Our aim
is to introduce a particular notion, the stable MFG equilibrium. The natural idea for this is to
call stable a solution of the MFG system (1) for which the associated linearized system has only
one solution, the trivial one. We first show (Proposition 4.2) that, with this definition, stable
MFG solutions are isolated, in the sense that there is no other solution (with the same initial
condition) in a neighborhood. If this result is very natural and quite expected, it illustrates well
the notion.
The two other results are more subtle and obtained in the framework of potential MFG games.
Following [7], we say that the MFG game is potential if there exists F,G such that
δF
δm
(m,x) = f(x,m) and
δG
δm
(m,x) = g(x,m),
where the derivative (with respect to the measure m) in taken in the sense of [8] (see also
subsection 2.1). Following [13], we know then that the MFG game has a “potential”. Namely,
let us define the functional (where m = m(x, t) is an evolving probability density and w = w(x, t)
is a vector field)
J(m,w) :=
∫ T
t0
∫
Td
L
(
x,
w(x, t)
m(x, t)
)
m(x, t)dxdt +
∫ T
t0
F (m(t))dt+G(m(T ))
where L is the convex conjugate of H (see (4)) and the pair (m,w) has to fulfill the continuity
equation
∂tm−∆m+ div(w) = 0 in T
d × [t0, T ], m(t0) = m0.
Then any minimizer (m,w) of J corresponds to a solution to the MFG system [13], in the sense
that there exists u = u(x, t) such that the pair (u,m) solves (1) and w = −mDpH(x,Du).
Our first main result says that, when the game is potential, there are many initial measuresm0
starting from which there is a stable solution to the MFG system. Indeed, we show (Theorem
4.3) that, if (u,m) is a MFG equilibrium on the time interval [t0, T ] which corresponds to a
minimizer of the potential J , then its restriction to any subinterval [t1, T ] (where t1 ∈ (t0, T )) is
a stable MFG equilibrium.
Second we show (in Theorem 5.1) that, for potential MFG systems, stable equilibria are
local attractors for a learning procedure. Here we consider the learning procedure inspired by
the Fictitious Play [3] and introduced by the second author and S. Hadikhanloo in [7]. Given
µ0 = (µ0(t)) an initial guess of the evolving probability density of the players, we define by
induction the sequence (un,mn, µn):


−∂tu
n+1 −∆un+1 +H(x,Dun+1) = f(x, µn)
∂tm
n+1 −∆mn+1 − div(mn+1DpH(x,Du
n+1)) = 0
mn+1(0) = m0, u
n+1(T, x) = g(x, µn(T ))
and
µn+1 =
n
n+ 1
µn +
1
n+ 1
mn+1. (2)
The interpretation of this system is that the game is played over and over. At stage n+ 1 (the
(n + 1)−th time the game is played), all the players play as if the population density is going
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to evolve according to µn. The map un+1 is the value function of each small player. When the
players play optimally in this game, the population density actually evolves according to mn+1.
The players then update their estimate of the evolving population density by taking the average
of the previous observations (i.e., by the rule (2)). It is proved in [7] that this simple learning
procedure converges: namely, if the game is potential, then any converging subsequence of the
relatively compact (for the uniform convergence) sequence (un,mn) is a MFG Nash equilibrium.
Here we show that, if in addition the equilibrium (u,m) is stable and if µ0 is sufficiently close
to m, then the entire sequence (un,mn) converges to (u,m). This result illustrates again the
robustness of the stable equilibria: if the players deviate from a stable equilibrium configuration,
the learning procedure pushes them back to this equilibrium.
The techniques used in the paper are inspired by finite dimensional optimal control (see,
for instance, in the monograph of Cannarsa and Sinestrari [4]). In particular the fact that the
solutions are stable when restricted to a subinterval is known in this context. The proof requires
a uniqueness result for the solution of the MFG system and its linearized version given an initial
condition for m and for Du. To show such a statement we rely on a method developed by Lions
and Malgrange for the backward uniqueness of the heat equation, and subsequently extended to
systems in Cannarsa and Tessitore [5].
The paper is organized in the following way: we first introduce the notation, assumptions and
recall standard existence and uniqueness results for the MFG system. We also prove a first new
uniqueness result for the MFG system given the initial measure and the initial vector field. Then
we discuss the notion of potential games (section 3) and illustrate the notion by expliciting an
example of multiple solutions for a MFG system. In section 4 we define the notion of stable MFG
equilibria and provide our first main result (Theorem 4.3) on the existence of such equilibria in
the potential case. We complete the paper by the analysis of the fictitious play for MFG system
(section 5). In Appendix we prove the uniqueness of a general linear forward-backward system
with given initial data: this result is used several times in the text.
Acknowledgement: The authors were partially supported by the ANR (Agence Nationale
de la Recherche) project ANR-16-CE40-0015-01.
2 Assumptions and basic results on MFG systems
2.1 Notation and assumption
Throughout the paper we work on the d−dimensional torus Td := Rd/Zd: this simplifying
assumption allows us to ignore issues related to boundary conditions. We also work in a finite
horizon T > 0. We denote by P(Td) the set of Borel probability measures on Td, endowed
with the Monge-Kantororitch distance d1. We define M(T
d,Rd) as the set of Borel vector
measures w with finite mass |w|. For α ∈ [0, 1], we denote by Cα([0, T ],P(Td)) the set of maps
m : [0, T ] → P(Td) which are α−Holder continuous if α ∈ (0, 1), continuous if α = 0, Lipschitz
continuous if α = 1.
Next we recall the notion of derivative of a map U : P(Td)→ R as introduced in [8]. We say
that U is C1 if there exists a continuous map δUδm : T
d × P(Td)→ R such that
U(m′)− U(m) =
∫ 1
0
∫
Td
δU
δm
(x, (1 − t)m+ tm′)(m′ −m)(dx)dt ∀m,m′ ∈ P(Td).
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The derivative is normalized by the condition
∫
Td
δU
δm
(x,m)dm(x) = 0 ∀m ∈ P(Td).
We write indifferently
δU
δm
(x,m)(µ) and
∫
Td
δU
δm
(x,m)dµ(x) for a signed measure µ with finite
mass.
If u : Td × [0, T ] → R is a sufficiently smooth map, we denote by Du(x, t) and ∆u(x, t) its
spatial gradient and spatial Laplacian and by ∂tu(x, t) its partial derivative with respect to the
time variable. For p = 1, 2,∞, we denote by ‖ · ‖p the L
p norm of a map on Td. We denote by
C0 the set of continuous maps, by C2,0 the set of of maps such that D2u and ∂tu exist and are
continuous. By abuse of notation, we set
‖u‖C1,0 = ‖u‖∞ + ‖Du‖∞.
We will also use the classical Holder space. For α ∈ (0, 1), we denote by C0,α the set of map
u = u ∈ C0 which are α−Holder continuous in space and α/2 in time. The set C1,α is the set
of maps u ∈ C0 such that u and Du belong to C0,α. Finally C2,α consists in the maps u ∈ C2,0
such that D2u and ∂tu belong to C
0,α. Let us recall that, if u is in C2,α, then u is also in C1,α.
Assumptions. The following assumptions are in force throughout the paper.
• The Hamiltonian H = H(x, p) : Td × Rd → R is of class C2 and satisfies
C−1Id ≤ D
2
ppH(x, p) ≤ CId (3)
We define the convex conjugate L of H as
L(x, q) = sup
p∈Rd
{−p · q −H(x, p)}. (4)
• The coupling functions f, g : Td ×P(Td)→ R are globally Lipschitz continuous with space
derivatives ∂xif, ∂xig, ∂
2
xixjg : T
d×P(Td)→ R also Lipschitz continuous. In the same way,
the measure derivatives δfδm ,
δg
δm : T
d × P(Td)× Td → R are Lipschitz continuous.
2.2 The MFG system
Let us recall that, under our standing assumptions, the MFG system (1) has at least one classical
solution: see, for instance, [13]. In general it is not expected that this solution is unique:
uniqueness in known to hold for short time horizon (or small data) or when the coupling functions
f and g are monotone [13]. We provide in the next section an example of multiple solutions.
However we prove here that there is only one solution given the initial measure and the initial
vector field. This result, which is of limited interest for the true mean field game system, will be
used several times in the sequel.
Proposition 2.1. Let (u1,m1) and (u2,m2) be two solutions of the MFG system (1) with the
same initial initial condition for the measure m1(t0) = m2(t0) = m0 and the same initial vector
field Du1(·, t0) = Du2(·, t0) in T
d. Then (u1,m1) = (u2,m2) on T
d × [t0, T ].
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Proof. Without loss of generality we assume that t0 = 0. Let us set, for i = 1, . . . , d, wi =
∂xi(u2 − u1), w = (wi)i=1,...,d, µ = m2 −m1. Then (w, µ) solves the system

−∂twi −∆wi + gi = 0 in T
d × (0, T ), i = 1, . . . , d,
∂tµ−∆µ+ div(h) = 0 in T
d × (0, T )
wi(x, 0) = µ(x, 0) = 0 in T
d, i = 1, . . . , d.
where
gi(x, t) = ∂xiH(x,Du2) +DpH(x,Du2) ·D(∂xiu2)
−∂xiH(x,Du1)−DpH(x,Du1) ·D(∂xiu1) + ∂xif(x,m2)− ∂xif(x,m1)
and
h(x, t) = m2DpH(x,Du2(x, t)) −m1DpH(x,Du1(x, t)) .
As the ui are classical solutions and, by our assumption, ∂xif : T
d × P(Td) → R is globally
Lipschitz continuous, we have
|gi(x, t)| ≤ C (|D(u2 − u1)(x, t)| + |D(∂xi(u2 − u1))(x, t)| + ‖m2(·, t)−m1(·, t)‖2)
≤ C (|w(x, t)| + |Dw(x, t)| + ‖µ(·, t)‖2) .
In the same way,
|h(x, t)| ≤ C (|(m2 −m1)(x, t)| + |D(u2 − u1)(x, t)|)
≤ C (|w(x, t)| + |µ(x, t)|) .
Moreover, as ‖Dui‖∞ + ‖D
2ui‖∞ + ‖mi‖∞ + ‖Dmi‖∞ ≤ C, we also obtain
|div(h)(x, t)| ≤ C (|w(x, t)| + |Dw(x, t)| + |µ(x, t)|+ |Dµ(x, t)|) .
Then we can conclude from Theorem 6.1 in the Appendix that µ = 0 on Td × [0, T ]. Since
m1 = m2 and since the backward Hamilton-Jacobi equations for the ui have the same right-hand
side, their solution is the same and we conclude that u1 = u2.
3 Potential MFG systems
Throughout this section we assume that the MFG system is potential, i.e., the coupling functions
f and g derive from potentials: there exists F,G : P(Td)→ R of class C1 such that
f =
δF
δm
, g =
δG
δm
. (5)
The aim of the section is to recall that, under this condition, the MFG systems is then potential
(i.e., the equilibria are obtained through a minimization procedure). We derive from this an
example of non uniqueness of the solution of the MFG system.
3.1 Solutions of the MFG system and minimizers of the potential
Let t0 ∈ [0, T ] and m0 ∈ P(T
d). Our aim is to define the functional J
J(m,w) =
∫ T
t0
∫
Td
L
(
x,
w(x, t)
m(x, t)
)
m(x, t)dxdt +
∫ T
t0
F (m(t))dt +G(m(T ))
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under the constraint
∂tm−∆m+ div(w) = 0 in T
d × [t0, T ], m(t0) = m0,
for a large class of data (m,w). This classical construction is reminiscent of the Benamou and
Brenier approach of optimal transport and can be found, for instance, in [1].
We denote by E(t0) the set of pairs time dependent Borel measures (m(t), w(t)) ∈ P(T
d) ×
M(Td,Rd) such that t→ m(t) is continuous,
∫ T
0
|w(t)|dt <∞,
and equation
∂tm−∆m+ div(w) = 0 in T
d × [t0, T ], m(t0) = m0
holds in the sense of distribution. We also denote by E2(t0) the subset of (m(t), w(t)) ∈ E(t0)
such that w(t) is absolutely continuous with respect to m(t) with a density dw(t)dm(t) satisfying
∫
Td
∫ T
0
∣∣∣∣ dw(t)dm(t) (x)
∣∣∣∣
2
m(dx, t)dt <∞.
Then we defined J on E(t0) by
J(m,w) :=


∫ T
t0
∫
Td
L
(
x,
dw(t)
dm(t)
(x)
)
m(dx, t)dt +
∫ T
t0
F (m(t))dt+G(m(T ))
if (m,w) ∈ E2(t0)
+∞ otherwise
When it will be important to stress the dependence on the initial data we will write J(t0,m0, ·, ·).
The following result states that minimizers of the functional J correspond to solution of the
MFG system. This remark was first pointed out in [13] and used repetitively since then in
different contexts.
Proposition 3.1. Under our standing assumptions:
(i) For any t0 ∈ [0, T ] and m0 ∈ P(T
d) there exists a minimum (m,w) ∈ E2 of J(t0,m0, ·, ·).
(ii) Let (m,w) be minimum of J(t0,m0, ·, ·). Then there exists u such that (u,m) is a classical
solution to the MFG system


−∂tu−∆u+H(x,Du) = f(x,m) in T
d × (t0, T ),
∂tm−∆m− div(mDpH(x,Du)) = 0 in T
d × (t0, T )
m(x, t0) = m0(x), u(x, T ) = g(x,m(T )) in T
d
(6)
and w(x, t) = −m(x, t)DpH(x,Du). In particular, any minimizer is a classical solution of
the above system, i.e., u,m ∈ C2,α.
The proof is standard and is closely related to techniques used in optimal transport theory.
However, as it has never been explicitly checked in this specific framework where the potentials
are non convex, we provide the main argument for the sake of completeness.
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Proof. To prove (i) let us consider a minimizing sequence (mn, wn) ∈ E2. By construction
J(mn, wn) ≤ C, thus the coercivity assumption (3) on H implies the following uniform bound:
∫ T
t0
∫
Td
∣∣∣∣ dwn(t)dmn(t) (x)
∣∣∣∣
2
mn(dx, t)dt ≤ C . (7)
We can then argue as in [6, Lemma 3.1] to conclude that the sequence (mn) is uniformly bounded
in C1/2([0, T ],P(Td)). In particular,
∫ T
t0
|wn(t)|dt ≤
(∫ T
t0
∫
Td
∣∣∣∣ dwn(t)dmn(t)
∣∣∣∣
2
mn(dx, t)dt
)1/2( ∫ T
t0
∫
Td
mn(dx, t)dt
)1/2
≤ C.
So, up to a subsequence, wn → w inM((0, T )×T
d,Rd) and (mn) converges in C
0([0, T ],P(Td)).
By standard argument the pair (m,w) belongs to E2. To conclude that the couple (m,w) is a
minimum of the functional J we remark that the functional J is lower semicontinuous on E .
In order to prove (ii) we define on E
Φ(m,w) :=


∫ T
t0
∫
Td
L
(
x,
w(t)
m(t)
)
m(dx, t)dt if (m,w) ∈ E2
+∞ otherwise
and
Ψ(m) :=
∫ T
t0
F (m(t))dt+G(m(T )).
Note that J(m,w) = Φ(m,w) + Ψ(m). Let (m¯, w¯) be a minimum of J . Recall that m¯ ∈
C1/2([0, T ],P(Td)). We first claim that, for any (m,w) ∈ E , we have
−
∫ T
t0
∫
Td
f(x, m¯(t))(m(dx, t) − m¯(dx, t)) −
∫
Td
g(x, m¯(T ))(m(dx, T )− m¯(dx, T ))
≤ Φ(m,w) − Φ(m¯, w¯) .
(8)
Indeed, setting mλ := (1 − λ)m¯ + λm, wλ := (1 − λ)w¯ + λw , λ ∈ (0, 1) we have by minimality
of (m¯, w¯):
Φ(mλ, wλ)− Φ(m¯, w¯) ≥ Ψ(m¯)−Ψ(mλ).
Thus, by the regularity assumptions on F and G and the convexity of Φ, we obtain
λ(Φ(m,w) − Φ(m¯, w¯))
≥ λ
(
−
∫ T
t0
∫
Td
f(x, m¯(t, x))(m − m¯)(dx, t) −
∫
Td
g(x, m¯(x, T ))(m− m¯)(dx, T ))
)
+ o(λ).
Then (8) follows dividing by λ and letting λ tends to 0.
By (8), the pair (m¯, w¯) is a minimizer of the following (local and convex) functional on E :
J˜(m,w) = Φ(m,w) +
∫ T
0
∫
Td
f(x, m¯(t))m(dx, t)dt +
∫
Td
g(x, m¯(T ))m(dx, T ).
We can then follow the standard arguments for convex functionals (see for instance [6]): the
problem of minimizing J˜ on E is the dual problem (in the sense of the Fenchel-Rockafellar
duality theorem) of the problem
inf
u∈C2
{
−
∫
Td
m0(x)u(x, 0)dx : −∂tu−∆u+H(x,Du) ≤ f(x, m¯(t)) and u(x, T ) ≤ g(x, m¯(x, T ))
}
.
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By comparison, there is an obvious minimum to this problem which is the solution u¯ to{
−∂tu¯−∆u¯+H(x,Du¯) = f(x, m¯(t)) in T
d × (0, T )
u(x, T ) = g(x, m¯(x, T )) in Td .
This solution is C2,α because m¯ ∈ C1/2([0, T ),P(Td)). By the Fenchel-Rockafellar duality theo-
rem, see also [6, Lemma 3.2], we have that
0 = J˜(m¯, w¯)−
∫
Td
m0(x)u¯(x, 0)dx .
This means that
0 =
∫ T
t0
∫
Td
(
L
(
x,
dw(t)
dm(t)
)
+ f(x, m¯(t))
)
m¯(dx, t)dt+
∫
Td
g(x, m¯(T ))m¯(dx, T )−
∫
Td
m0(x)u¯(x, 0)dx
=
∫ T
t0
∫
Td
(
L
(
x,
dw(t)
dm(t)
)
+ (−∂tu¯−∆u¯ +H(x,Du¯))
)
m¯(dx, t)dt +
∫
Td
g(x, m¯(T ))m¯(dx, T )
−
∫
Td
m0(x)u¯(x, 0)dx
=
∫ T
t0
∫
Td
(
L
(
x,
dw(t)
dm(t)
)
+H(x,Du¯) +Du · (
dw¯(t)
dm¯(t)
)
)
m¯(dx, t)dt
where we used the equation for u¯ in the second equality and the equation for (m¯, w¯) in the last
one. Recalling that L is the convex conjugate of H which is uniformly convex, we find
dw¯(t)
dm¯(t)
= −DpH(x,Du¯) m¯− a.e.
This means that m¯ solves the Kolmogorov equation
∂tm¯−∆m¯− div(m¯DpH(x,Du¯)) = 0, m¯(·, t0) = m0,
which has a regular drift: thus m¯ is of class C2,α by Schauder theory. Therefore w¯ is also smooth
and the proof of (ii) is complete.
We now explain that, if (m,w) is a minimizers of J(t0,m0, ·, ·), then, for any later time
t1 > t0, (m,w) is the unique minimizer for J(t1,m(t1), ·, ·). The argument borrows ideas in finite
dimensional control theory [4].
Proposition 3.2. Let (m,w) be minimum of J(t0,m0, ·, ·) for a given initial condition m0 at time
t0. Then, for any t1 ∈ (t0, T ), J(t1,m(t1), ·, ·) has a unique minimum, which is the restriction
to [t1, T ] of (m,w).
Proof. By dynamic programming principle, the restriction to [t1, T ] of (m,w) is a minimum of
J(t1,m(t1), ·, ·). Let (m˜, w˜) be another minimum of J(t1,m(t1), ·, ·). Then the following map
(mˆ, wˆ) =
{
(m,w) on Td × [t0, t1)
(m˜, w˜) on Td × [t1, T ]
is also a minimum of J(t0,m0, ·, ·). Thus, by Proposition 3.1, there exist u, uˆ such that (u,m) and
(uˆ, mˆ) are both classical solutions to the MFG system (6), with w = −mDpH(·, Du) and wˆ =
−mˆDpH(·, Duˆ). On T
d× (t0, t1), we have m = mˆ > 0 and −mˆDpH(·, Duˆ) = −mDpH(·, Du), so
that, by uniform convexity of H , we obtain the equality Du = Duˆ on Td× (t0, t1). By continuity
we infer that Du(·, t1) = Duˆ(·, t1). Then Proposition 2.1 implies that (uˆ, mˆ) = (u˜, m˜) = (u,m)
on Td × [t1, T ].
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3.2 An example of multiple solutions
As an application of Proposition 3.1, we provide here a simple example of multiple solutions
for the MFG system. Such examples in the time dependent setting are scarce: we are only
aware of a recent result by Bardi and Fischer [2]. The idea is relatively elementary: we suppose
that the MFG system is symmetric with respect to the x1 variable, but that the potential
favors asymmetric solutions. Then the MFG system enjoys a symmetric solution as well as an
asymmetric one.
To build the example, let τ(x1, x2, . . . , xd) = (−x1, x2, . . . , xd) (viewed as a map on R
d as well
as on Td) and let us denote by Ps(T
d) the subset of measures m ∈ P(Td) such that τ♯m = m.
We suppose, in addition to our general conditions on H , f and g, that:
(1) The function F is nonnegative and symmetric with respect to the x1 variable: F (τ♯ m) =
F (m), ∀m ∈ P(Td). Note that this implies that f(τ(x),m) = f(x,m) for any m ∈ Ps(T
d).
(2) There exists a measure µ ∈ P(Td) such that inf
m∈Ps(Td)
F (m) > F (µ).
(3) The Hamiltonian H is symmetric with respect to the x1 variable: H(τ(x), τ(p)) = H(x, p)
for any (x, p) ∈ Td × Rd. Moreover L is nonnegative.
Given a parameter θ > 0, we consider the MFG system

−∂tu−∆u +H(x,Du) = θ f(x,m) in T
d × (0, T ),
∂tm−∆m− div(mDpH(x,Du)) = 0 in T
d × (0, T )
m(x, 0) = m0(x), u(x, T ) = 0 in T
d.
(9)
Proposition 3.3. Under our assumptions, for any symmetric initial condition m0 ∈ Ps(T
d)
with a smooth density, there exist T > 0 and θ > 0 large enough such that the MFG system (9)
has at least two different solutions.
Proof. Let us first explain that the MFG system has a symmetric solution. For this we build, in
a standard way, a fixed point mapping Φ on Cα([0, T ],Ps(T
d)) (for some fixed α ∈ (0, 1/2)): see
for instance [13]. To m ∈ Cα([0, T ],Ps(T
d)) we first associate the solution to
{
−∂tu−∆u+H(x,Du) = θ f(x,m) in T
d × (0, T ),
u(x, T ) = 0 in Td.
Because of our assumptions, the above equation has a unique classical solution u, which is
therefore symmetric with respect to x1. Moreover, thanks to the uniform convexity of H , Du is
bounded independently of m. Next we consider the solution m˜ to the Kolmogorov equation
{
∂tm˜−∆m˜− div(m˜DpH(x,Du)) = 0 in T
d × (0, T )
m˜(x, 0) = m0(x) in T
d.
Here again there exists a classical solution m˜, which is symmetric with respect to x1. Moreover,
as Du is bounded, m˜ is bounded in C1/2([0, T ],Ps(T
d)) independently of m. Finally we set
Φ(m) := m˜. It is easy to check that Φ has a fixed point, which leads to a symmetric solution to
the MFG system. We denote by (uˆ, mˆ) this symmetric solution and set wˆ := −mˆDpH(x,Duˆ).
Next we show that the symmetric solution cannot minimize the functional J for suitable
choice of T and θ. Let us denote by M the minimum value of the functional F over Ps(T
d).
Recalling that there exists µ such that F (µ) < M . We fix ε, η > 0 such that
M > ε+ max
d1(m,µ)≤η
F (m).
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We then construct (e.g. by convolution) a measure m¯ ∈ P(Td) which is absolutely continuous
and such that (for some constant C > 0)
m¯ ∈ C∞(Td) , d1(m¯, µ) ≤ η ,
1
C
≤ m¯(x) ≤ C.
Setting w¯ = Dm¯, we have −∆m¯− div(w¯) = 0. Then we choose θ ≥ 1 large enough to have
εθ
2
>
∫
Td
L
(
x,
w¯(x)
m¯(x)
)
m¯(x)dx.
Next we define the pair (m,w) which connects m0 and m¯ in time 1 and is equal to (m¯, w¯) after
time 1:
(m(x, t), w(x, t)) := ((1 − t)m0(x) + tm¯(x),−Dφ(x) + (1− t)Dm0(x) + tDm¯(x)) for t ∈ [0, 1],
(where φ is a solution to −∆φ = m0 − m¯ in T
d) and
(m(x, t), w(x, t)) = (m¯(x), w¯(x)) for t ∈ [1, T ].
Then one easily checks that the pair (m,w) belongs to E2. Finally we choose T large enough to
have
sup
m′∈P(Td)
F (m′) +
∫ 1
0
∫
Td
m(x, t)L
(
x,
w(x, t)
m(x, t)
)
dxdt ≤
εθT
2
.
As L ≥ 0, we have
J(mˆ, wˆ) ≥ θ T M > θTε+ θT max
d1(m′,µ)≤η
F (m′).
On the other hand,
J(m,w) =
∫ 1
0
(∫
Td
L(x,
w
m
)mdx+ F (m(t))
)
dt+ (T − 1)
(∫
Td
L(x,
w¯
m¯
)m¯dx + F (m¯)
)
< εθT/2 + (T − 1)εθ/2 + (T − 1) max
d1(m′,µ)≤η
F (m′) < J(mˆ, wˆ).
This proves that (mˆ, wˆ) is not a minimizer of J . As, by Proposition 3.1, J has a minimum which
is associated with a solution of the MFG system (9), there exists a solution to the MFG system
(9) different from (uˆ, mˆ).
4 Stable solution to the MFG system
4.1 Definition and basic property
We say that a solution of the MFG system (1) is stable if the unique solution to linearized system
is the trivial one.
Definition 4.1. Let (u,m) be a solution to the MFG system (1) with initial condition (t0,m0) ∈
[0, T ]× P(Td). We say that the solution (u,m) is stable if (v, µ) = (0, 0) is the unique solution
to the linearized system


−∂tv −∆v +DpH(x,Du) ·Dv =
δf
δm (x,m)(µ) in T
d × (t0, T ),
∂tµ−∆µ− div(µDpH(x,Du))− div(mD
2
ppH(x,Du)Dv) = 0 in T
d × (t0, T )
µ(x, t0) = 0, v(x, T ) =
δg
δm (x,m(T ))(µ(T )) in T
d.
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Before proving that stable solutions do exist, we show that they are isolated.
Proposition 4.2. Let (u,m) be a stable solution starting from an initial position (t0,m0) ∈
[0, T ]× P(Td). Then there is η > 0 such that, for any m10 ∈ P(T
d) with ‖m10 −m(t0)‖C0 ≤ η,
there exists at most one solution (u1,m1) of the MFG system


−∂tu1 −∆u1 +H(x,Du1) = f(x,m1) in T
d × (t0, T ),
∂tm1 −∆m1 − div(m1DpH(x,Du1)) = 0 in T
d × (t0, T )
m1(x, t0) = m
1
0(x), u1(x, T ) = g(x,m1(T )) in T
d.
such that
‖(u,m)− (u1,m1)‖C1,0×C0 ≤ η.
Proof. We argue by contradiction, assuming that there exists two distinct solutions (un,1,mn,1)
and (un,2,mn,2) of the MFG system with mn,1(·, t0) = m
n,2(·, t0) and converging to (u,m) as
n→ +∞ in C1,0 × C0.
We set
(vn, µn) = (ρn)−1
(
(un,2,mn,2)− (un,1,mn,1)
)
,
where
ρn := ‖(un,2,mn,2)− (un,1,mn,1)‖C1,0×C0 .
We note that the pair (vn, µn) solves
{
−∂w −∆w + gn = 0 in Td × (t0, T ),
∂µ−∆µ+ div(hn) = 0 in Td × (t0, T ),
where
gn(x, t) = (ρn)−1
(
H(x,Dun,2(x, t)) −H(x,Dun,1(x, t)) − f(x,mn,2(t)) + f(x,mn,1(t))
)
and
hn(x, t) = (ρn)−1
(
−m2,n(x, t)DpH(x,Du
n,2(x, t)) +m1,n(x, t)DpH(x,Du
n,1(x, t))
)
.
Note that ‖gn‖∞ and ‖h
n‖∞ are bounded by definition of ρ
n. Thus, by standard arguments
in uniform parabolic equations (see for instance, Theorem 9.1 and Theorem 10.1 in [10]), there
exists α ∈ (0, 1) such that (vn) is bounded in C1+α,(1+α)/2 while (µn) is bounded in Cα,α/ε.
Thus, up to a subsequence denoted in the same way, (vn, µn) converges in C1,0 × C0 to some
(v, µ). Note that
‖(v, µ)‖C1,0×C0 = 1
and that (v, µ) is a (a priori weak) solution to the linearized problem


−∂tv −∆v +DpH(x,Du) ·Dv =
δf
δm (x,m)(µ) in T
d × (t0, T ),
∂tµ−∆µ− div(µDpH(x,Du))− div(mD
2
ppH(x,Du)Dv) = 0 in T
d × (t0, T )
µ(x, t1) = 0, v(x, T ) =
δg
δm (x,m(T ))(µ(T )) in T
d.
By parabolic regularity, (v, µ) is actually a classical solution to the above equation. As (u,m) is
a stable solution, one must have (v, µ) = (0, 0). This leads to a contradiction with the fact that
‖(v, µ)‖C1,0×C0 = 1.
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4.2 Existence of stable solutions for potential MFG systems
The next result states that, if (u,m) is a solution to a potential MFG system on the time interval
[t0, T ] which corresponds to a minimizer of J , then the restriction of (u,m) to any subinterval
[t1, T ] (where t1 ∈ (t0, T )) is a stable solution of the MFG system.
Theorem 4.3. Let us assume that the game is potential, i.e, satisfies (5) for some C1 maps
F,G : P(Td) → R. Let (m,w) be minimum of J(t0,m0, ·, ·) for a given initial condition m0 ∈
P(Td) at time t0 ∈ [0, T ]. Let u be such that (u,m) is a solution to the MFG system (1). Then,
for any t1 ∈ (t0, T ), the restriction of (u,m) to the time interval [t1, T ] is a stable solution to the
MFG system.
Note that the Theorem implies that there are many stable solutions to the MFG system. In
particular, the set of initial conditions (t0,m0) for which there is a stable solution is dense.
We now start the proof of Theorem 4.3. We have to show that, for any t1 ∈ (t0, T ), (v, µ) :=
(0, 0) is the unique classical solution to the linearized system


−∂tv −∆v +DpH(x,Du) ·Dv =
δf
δm
(x,m)(µ) in Td × (t1, T ),
∂tµ−∆µ− div(µDpH(x,Du))− div(mD
2
ppH(x,Du)Dv) = 0 in T
d × (t1, T )
µ(x, t1) = 0, v(x, T ) =
δg
δm
(x,m(T ))(µ(T )) in Td.
(10)
The proof requires several steps.
We begin by computing the directional derivative of the map J . For this, let us fix an
admissible direction (µ, z). We assume for a while that (µ, z) is smooth and satisfies
∂tµ−∆µ+ div(z) = 0 in T
d × (t0, T ), µ(t0) = 0. (11)
We also assume that µ = 0 and z = 0 on the time interval [t0, t0 + ε] for some ε > 0. We then
consider the map h → J((m,w) + h(µ, z)) for |h| small. As m > 0 on (t0, T ] and µ = 0 on
[t0, t0 + ε], we have m + hµ > 0 for |h| small enough. Then, by optimality of (m,w) for J , we
have:
d
dh |h=0
J((m,w) + h(µ, z)) = 0,
d2
dh2 |h=0
J((m,w) + h(µ, z)) ≥ 0,
where
d
dh |h=0
J((m,w) + h(µ, z)) =
∫ T
t0
∫
Td
µL(x,
w
m
) +mDqL
(
x,
w
m
)
· (
z
m
−
µw
m2
)
+
∫ T
t0
∫
Td
f(x,m(t))µ +
∫
Td
g(x,m(T ))µ(T )
and
d2
dh2 |h=0
J((m,w) + h(µ, z))
=
∫ T
t0
∫
Td
2µDqL(x,
w
m
) · (
z
m
−
µw
m2
) +mDqL
(
x,
w
m
)
· (−
µz
m2
+ 2
µ2w
m3
−
µz
m2
)
+
∫ T
t0
∫
Td
mD2qqL
(
x,
w
m
)
(
z
m
−
µw
m2
) · (
z
m
−
µw
m2
)
+
∫ T
t0
∫
Td
∫
Td
δf
δm
(x,m(t), y)µ(x, t)µ(y, t) +
∫
Td
∫
Td
δg
δm
(x,m(T ), y)µ(x, T )µ(y, T ).
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Recalling that w = −mDpH(x,Du), we can rearrange the expressions:
d
dh |h=0
J((m,w) + h(µ, z)) =
∫ T
t0
∫
Td
µL(x,
w
m
) +DqL
(
x,
w
m
)
· (z + µDpH(x,Du))
+
∫ T
t0
∫
Td
f(x,m(t))µ+
∫
Td
g(x,m(T ))µ(T )
and
d2
dh2 |h=0
J((m,w) + h(µ, z))
=
∫ T
t0
∫
Td
m−1D2qqL
(
x,
w
m
)
(z + µDpH(x,Du)) · (z + µDpH(x,Du))
+
∫ T
t0
∫
Td
∫
Td
δf
δm
(x,m(t), y)µ(x, t)µ(y, t) +
∫
Td
∫
Td
δg
δm
(x,m(T ), y)µ(x, T )µ(y, T ).
We denote by J (t0,m, u;µ, z) the right-hand side of the above expression:
J (t0,m, u;µ, z)
:=
∫ T
t0
∫
Td
m−1D2qqL
(
x,
w
m
)
(z + µDpH(x,Du)) · (z + µDpH(x,Du))
+
∫ T
t0
∫
Td
∫
Td
δf
δm
(x,m(t), y)µ(x, t)µ(y, t) +
∫
Td
∫
Td
δg
δm
(x,m(T ), y)µ(x, T )µ(y, T ).
Note that J (t0,m, u;µ, z) is defined for µ, z ∈ L
2(Td × (0, T )). By regularization, one has
therefore:
J (t0,m, u;µ, z) ≥ 0
for any µ, z ∈ L2(Td× (t0, T )) such that (11) holds in the sense of distribution. Let us also recall
[8] that the map (x, y)→ δfδm (x,m, y) is not symmetric, but satisfies the relation:
δf
δm
(x,m, y) =
δf
δm
(y,m, x) + f(x,m)− f(y,m).
So, for any µ, µ′ such that
∫
Td
µ =
∫
Td
µ′ = 0, we have
∫
Td
∫
Td
δf
δm
(x,m, y)µ(x)µ′(y) =
∫
Td
∫
Td
δf
δm
(x,m, y)µ(y)µ(x). (12)
Lemma 4.4. Let t1 ∈ [t0, T ). For any (µ, z) ∈ L
2(Td × (t1, T )) such that
∂tµ−∆µ+ div(z) = 0 in T
d × (t1, T ), µ(t1) = 0, (13)
equality J (t1, u,m;µ, z) = 0 holds if and only if there exists v ∈ C
0(Td × (t1, T )) such that the
pair (v, µ) is a solution to the linearized problem (10) and
z = −µDpH(x,Du)−mD
2
ppH(x,Du)Dv.
Proof. Let us first assume that (v, µ) is a solution to the linearized system (10) and let us set
z = −µDpH(x,Du)−mD
2
ppH(x,Du)Dv. Then (µ, z) satisfies (13) and
J (t1, u,m;µ, z)
=
∫ T
t1
∫
Td
mD2qqL
(
x,
w
m
)
D2ppH(x,Du)Dv ·D
2
ppH(x,Du)Dv
+
∫ T
t1
∫
Td
∫
Td
δf
δm
(x,m(t), y)µ(x, t)µ(y, t) +
∫
Td
∫
Td
δg
δm
(x,m(T ), y)µ(x, T )µ(y, T ).
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As H is uniformly convex in the gradient variable and w = −mDpH(x,Du), we have
D2qqL
(
x,
w
m
)
D2ppH(x,Du) = Id, (14)
so that
J (t1, u,m;µ, z)
=
∫ T
t1
∫
Td
mD2ppH(x,Du)Dv ·Dv
+
∫ T
t1
∫
Td
∫
Td
δf
δm
(x,m(t), y)µ(x, t)µ(y, t) +
∫
Td
∫
Td
δg
δm
(x,m(T ), y)µ(x, T )µ(y, T ) = 0,
where the last equality is obtained by integrating the first equation in (10) multiplied by µ and
adding it to the second one multiplied by v.
Conversely let us assume that J (t1, u,m;µ, z) = 0 holds for some (µ, z) satisfying (13). Let
v be the (continuous) solution to


−∂tv −∆v +DpH(x,Du) ·Dv =
δf
δm
(x,m)(µ) in Td × (t1, T ),
v(x, T ) =
δg
δm
(x,m(T ))(µ(T )) in Td.
We first claim that (µ, z) is a minimum point of J (t1, u,m; ·, ·) under the constraint (13). Indeed,
by dynamic programming, (m,w) is optimal for J(t1,m(t1); ·, ·). So J (t1, u,m;µ
′, z′) ≥ 0 =
J (t1, u,m;µ, z) for any (µ
′, z′) ∈ L2 such that (13) holds, which proves the claim.
Next we prove that (v, µ) is a solution to the linearized system (10). As (µ, z) is a minimum
point of the quadratic map J (t1, u,m; ·, ·) under the constraint (13), we have by first order
necessary condition and for any (µ′, z′) such that (13) holds,
∫ T
t1
∫
Td
m−1D2qqL
(
x,
w
m
)
(z + µDpH(x,Du)) · (z
′ + µ′DpH(x,Du))
+
∫ T
t1
∫
Td
∫
Td
δf
δm
(x,m(t), y)µ(x, t)µ′(y, t) +
∫
Td
∫
Td
δg
δm
(x,m(T ), y)µ(x, T )µ′(y, T ) = 0.
(we used (12) in the above equality). Computing as usual ddt
∫
Td
vµ′ and integrating in time we
find:
∫
Td
µ′(T )
δg
δm
(x,m(T ))(µ(T )) =
∫ T
t1
∫
Td
µ′(DpH(x,Du) ·Dv −
δf
δm
(x,m)(µ)) + z′ ·Dv.
Recalling (12), this implies that
∫ T
t1
∫
Td
m−1D2qqL
(
x,
w
m
)
(z + µDpH(x,Du)) · (z
′ + µ′DpH(x,Du))
+
∫ T
t1
∫
Td
(z′ + µ′DpH(x,Du)) ·Dv = 0.
Let us note that, for any α ∈ L2, there exists a unique solution µ′ ∈ L2 to
∂tµ
′ −∆µ′ − div(µ′DpH(x,Du)) + div(α) = 0 in T
d × (t1, T ), µ(t1) = 0.
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Then the pair (µ′, z′), with z′ := −µ′DpH(x,Du) + α, satisfies (13), so that we have
∫ T
t1
∫
Td
(
m−1D2qqL
(
x,
w
m
)
(z + µDpH(x,Du)) +Dv
)
· α = 0
for any α ∈ L2. Therefore
m−1D2qqL
(
x,
w
m
)
(z + µDpH(x,Du)) +Dv = 0,
that, thanks to (14), can be rewritten as
z = −µDpH(x,Du)−mD
2
ppH(x,Du)Dv.
This shows that the pair (v, µ) is a solution to the linearized system (10).
Proof of Theorem 4.3. Let (v, µ) be a solution of the linearized system (10). From Lemma
4.4, one has J (t1, u,m;µ, z) = 0, where z = −µDpH(x,Du) − mD
2
ppH(x,Du)Dv. Let us
extend (µ, z) to Td × [t0, T ] by setting (µ, z) = 0 on T
d × [t0, t1]. Then (µ, z) satisfies (11)
and J (t0, u,m;µ, z) = 0. Using again Lemma 4.4, we know that there exists v˜ such that (v˜, µ)
is a solution to the linearized system (10) on Td × (t0, T ) with initial condition µ(t0) = 0 and
z = −µDpH(x,Du)−mD
2
ppH(x,Du)Dv˜. By parabolic regularity, as (v˜, µ) solves (10), it satisfies
v˜ ∈ C1 and µ ∈ C0. Thus z(t1) = 0 = −µ(t1)DpH(x,Du(t1)) −m(t1)D
2
ppH(x,Du(t1))Dv˜(t1).
Now recalling that µ(t1) = 0, m(t1) > 0 and D
2
ppH > 0, this implies that Dv˜(t1) = 0.
So the pair (Dv˜, µ) is a classical solution to


−∂t(∂xi v˜)−∆(∂xi v˜) + gi = 0 in T
d × (t1, T ), i = 1, . . . , d,
∂tµ−∆µ+ div(h) = 0 in T
d × (t1, T )
µ(x, t1) = 0, Dv˜(x, t1) = 0 in T
d.
where
gi(x, t) = ∂xi
(
DpH(x,Du) ·Dv˜ −
δf
δm
(x,m)(µ)
)
and
h(x, t) = −µDpH(x,Du)−mD
2
ppH(x,Du)Dv˜.
Note that
d∑
i=1
|gi(x, t)|
2 ≤ C
(
|Dv˜|2 + |D2v˜|2 + ‖µ(t)‖2L2
)
while
|h(x, t)|2 ≤ C
(
|µ(x, t)|2 + |Dv˜(x, t)|2
)
and
|div(h)(x, t)|2 ≤ C
(
|Dv˜|2 + |D2v˜|2 + |µ(x, t)|2 + |Dµ(x, t)|2
)
.
Then Theorem 6.1 in the Appendix states that Dv˜ = 0 and µ = 0. As (v, µ) solves (10), this
also implies that v = 0.
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5 Application to a learning procedure
In order to illustrate the notion of stable solution in potential games, we consider a learning
procedure and show that this procedure converges if one starts from a neighborhood of a stable
MFG equilibrium.
In [7] the following algorithm (inspired by the Fictitious Play [3]) was introduced: let µ0 ∈
C0([0, T ],P(Td)) and define by induction (un,mn) the solution to


−∂tu
n+1 −∆un+1 +H(x,Dun+1) = f(x, µn))
∂tm
n+1 −∆mn+1 − div(mn+1DPH(x,Du
n+1)) = 0
mn+1(0) = m0, u
n+1(T, x) = g(x, µn(T ))
(15)
and
µn+1 =
n
n+ 1
µn +
1
n+ 1
mn+1.
Following ideas of Monderer and Shapley [15], it was proved in [7] that the family (un,mn)
is compact in C1,0 × C0 and that any converging subsequence is a solution of the MFG system.
Our main result is the convergence of (un,mn) to a stable solution (u,m) as soon as µ0
is sufficiently close to m. This can be understood as a robustness property of the equilibrium
(u,m).
Theorem 5.1. Assume that the game is potential, i.e., satisfies (5) for some C1 maps F,G :
P(Td) → R. Let (u,m) be a solution to the MFG system (1) starting from (0,m0) with
m0 ∈ P(T
d) and assume that the solution is stable. Then there exists δ > 0 such that, if
sup
t∈[0,T ]
d1(m(t), µ
0(t)) ≤ δ, the sequence (un,mn) defined above converges to (u,m) as n → +∞
in C1,0 × C0.
In other worlds, stable equilibria are local attractors for the learning procedure. Note also
that, in contrast to [7], we show here that the full sequence (un,mn) converges, although the
MFG system may have several solutions.
We now start the proof of Theorem 5.1. Let us recall that, by the stability assumption of the
MFG equilibrium (u,m), the linearized system


−∂tv −∆v +DpH(x,Du) ·Dv =
δf
δm (x,m)(ρ) in T
d × (0, T ),
∂tρ−∆ρ− div(ρDpH(x,Du))− div(mD
2
ppH(x,Du)Dv) = 0 in T
d × (0, T )
ρ(x, 0) = 0, v(x, T ) = δgδm (x,m(T ))(ρ(T )) in T
d.
(16)
has the pair (v, ρ) = (0, 0) as unique solution. As a consequence, we have:
Lemma 5.2. There is a constant C > 0 such that, for any a, b ∈ C0(Td × [0, T ]), c ∈ C0(Td)
and (v, ρ) solution to


−∂tv −∆v +DpH(x,Du) ·Dv =
δf
δm (x,m)(ρ) + a(x, t) in T
d × (0, T ),
∂tρ−∆ρ− div(ρDpH(x,Du))− div(mD
2
ppH(x,Du)Dv) = div(b(x, t)) in T
d × (0, T )
ρ(x, 0) = 0, v(x, T ) = δgδm (x,m(T ))(ρ(T )) + c in T
d,
(17)
one has
‖v‖C1,0 + ‖ρ‖C0 ≤ C (‖a‖C0 + ‖b‖C0 + ‖c‖C0) .
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Proof. We argue by contradiction. Since the system is affine, this means that there exists
an, bn, cn and (vn, ρn) solution to (17) with
‖an‖C0 + ‖b
n‖C0 + ‖c
n‖C0 ≤ 1 and θ
n := ‖vn‖C1,0 + ‖ρ
n‖C0 ≥ n.
Let us set
v˜n :=
vn
θn
, ρ˜n :=
ρn
θn
.
The pair (v˜n, ρ˜n) solves


−∂tv˜
n −∆v˜n +DpH(x,Du) ·Dv˜
n = δfδm (x,m)(ρ˜
n) + an(x, t)/θn in Td × (0, T ),
∂tρ˜
n −∆ρ˜n − div(ρ˜nDpH(x,Du))− div(mD
2
ppH(x,Du)Dv˜
n) = div (bn(x, t)/θn) in Td × (0, T )
ρ˜n(x, 0) = 0, v˜n(x, T ) = δgδm (x,m(T ))(ρ˜(T )) + c
n/θn in Td.
The v˜n satisfy a linear parabolic equation with bounded coefficients. Therefore (see for instance,
Theorem 9.1 and Theorem 10.1 in [10]), the sequences (v˜n) and (Dv˜n) are bounded in C
α,α/2
for some α ∈ (0, 1). In the same way, the ρ˜n satisfy a linear parabolic equation in divergence
form with bounded coefficients, so that the sequence (ρ˜n) is bounded in Cα,α/2. Thus, up to a
subsequence (v˜n) and (Dv˜n) converge uniformly to some v and Dv while (ρ˜
n) converges to some
ρ. Note that, by definition of θn and (v˜n, ρ˜n), we have
‖v‖C1,0 + ‖ρ‖C0 = lim
n→+∞
(‖v˜n‖C1,0 + ‖ρ˜
n‖C0) = 1.
On the other hand, the pair (v, ρ) is a weak solution to the linearized system (16), so that, by
our assumption on this system, (v, ρ) must actually vanish. So there is a contradiction.
Lemma 5.3. There exists η > 0 and C > 0 such that, if
‖D(un+1 − u)‖C0 + ‖m
n+1 −m‖C0 ≤ η,
then
‖un+1 − u‖C1,0 + ‖m
n+1 −m‖C0 ≤ C‖m
n+1 − µn‖C0 .
Proof. We rewrite system (15) as (17) with v = un+1 − u, ρ = mn+1 −m,
a := H(x,Dun+1)−H(x,Du)−DpH(x,Du) ·D(u
n+1 − u)
+f(x, µn(t))− f(x,m(t))−
δf
δm
(m(t))(mn+1(t)−m(t)),
b := mn+1DpH(x,Du
n+1)−mDpH(x,Du)− (m
n+1 −m)DpH(x,Du)
−mD2ppH(x,Du)D(u
n+1 − u)
and
c(x) := g(x, µn(T ))− g(x,m(T ))−
δg
δm
(m(t))(mn+1(T )−m(T )).
Then, by Lemma 5.2, we get
‖un+1 − u‖C1,0 + ‖m
n+1 −m‖C0
≤ C(‖a‖C0 + ‖b‖C0 + ‖c‖C0)
≤ C
(
‖D(un+1 − u)‖2C0 + ‖µ
n −m‖2C0 + ‖m
n+1 − µn‖C0 + ‖m
n+1 −m‖2C0
)
≤ C
(
‖D(un+1 − u)‖2C0 + ‖m
n+1 −m‖2C0 + ‖m
n+1 − µn‖C0
)
where the constant C in the last inequality depends only on the data. Thus, if η > 0 is small
enough and ‖D(un+1 − u)‖C0 + ‖m
n+1 −m‖C0 is not larger than η, one can absorb the square
terms of the right-hand side into the left-hand side to get the conclusion.
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Proof of Theorem 5.1. Following [7], the difference (mn+1−µn) converges to 0 in C0: so we can
find N ≥ 0 large enough so that
‖mn+1 − µn‖C0 ≤ η/(2C) ∀n ≥ N, (18)
where η and C are given by Lemma 5.3.
Next we note that the un are uniformly Lipschitz continuous. So the mn solve a parabolic
equation in divergence form with bounded coefficient and therefore are bounded in Cα,α/2. Thus
so are the µn. Moreover, by definition of µn, we have that
‖µn+1 − µn‖C0 =
1
n
‖mn+1 − µn‖C0 ≤
C
n
.
As un+2 and un+1 solve the same equation with right-hand side given respectively by f(x, µn)
and f(x, µn+1) and terminal condition given by g(x, µn(T )) and g(x, µn+1(T )) respectively, we
conclude that
‖un+2 − un+1‖C1,0 ≤ C
(
‖f(·, µn)− f(·, µn+1)‖C1,0 + ‖g(·, µ
n(T ))− g(·, µn+1(T ))‖C1,0
)
≤
C
n
.
(19)
Plugging this estimate into the equation satisfied by mn+1 −mn+2 also gives
‖mn+1 −mn+2‖C0 ≤
C
n
. (20)
From now on we assume that N is so large that the right-hand sides C/n in (19) and (20) are
less than η/4 for any n ≥ N .
Next we note that, if µ0 is sufficiently close to m, then u1 is close to u (in C1,0) and m1 is
close to m (in C0). This in turn shows that µ1 is close to m (in C0). By induction, we obtain
that, for any fixed n, one can choose µ0 sufficiently close to m so that un+1 is close to u (in
C1,0) and mn+1 is close to m (in C0). Applying this argument to the integer N defined above,
we obtain that one can choose µ0 so close to m that
‖uN+1 − u‖C1,0 + ‖m
N+1 −m‖C0 ≤ η.
We claim that this inequality propagate to any n + 1 ≥ N + 1. Indeed, let us assume that it
holds for some n+ 1. Then, by Lemma 5.3, we have
‖un+1 − u‖C1,0 + ‖m
n+1 −m‖C0 ≤ C‖m
n+1 − µn‖C0 ≤ η/2
thanks to (18). So, by (19) and (20) and the choice of N , we also have
‖un+2 − u‖C1,0 + ‖m
n+2 −m‖C0
≤ ‖un+1 − u‖C1,0 + ‖m
n+1 −m‖C0 + ‖u
n+2 − un+1‖C1,0 + ‖m
n+1 −mn+2‖C0 ≤ η,
which proves the claim.
In particular, we can apply Lemma 5.3 to any n ≥ N to get
‖un+1 − u‖C1,0 + ‖m
n+1 −m‖C0 ≤ C‖m
n+1 − µn‖C0 ,
where the right-hand side tends to 0 as n → +∞ by Theorem 2.1 in [7]. This proves the
convergence of (un) and (mn) to u and m respectively.
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6 Appendix
Let (u, µ) = ((ui)i=1,...,d, µ) be a classical solutions to the forward-backward system{
−∂tui −∆ui + gi(x, t) = 0 in T
d × (0, T ), i = 1, . . . , d,
∂tµ−∆µ+ div(h(x, t)) = 0 in T
d × (0, T )
We suppose that
ui(x, 0) = µ(x, 0) = 0 in T
d, i = 1, . . . , d,
d∑
i=1
|gi(x, t)|
2
≤ C0
(
‖µ(·, t)‖22 + |u(x, t)|
2 + |Du(x, t)|2
)
,
|h(x, t)|2 ≤ C0
(
|µ(x, t)|2 + |u(x, t)|2
)
,
|div(h)(x, t)|2 ≤ C0
(
|µ(x, t)|2 + |Dµ(x, t)|2 + |u(x, t)|2 + |Du(x, t)|2
)
.
Theorem 6.1. Under the above assumptions, one has u(x, t) = 0 and µ(x, t) = 0 on Td× [0, T ].
The argument is standard and goes back to J.L. Lions and B. Malgrange in [14] (see also
Cannarsa-Tessitore [5] for a forward-backward system).
Proof. It is enough to argue for T > 0 sufficiently small and prove that µ = 0 and u = 0 on
[0, T/2]. Let θ : [0, T ] → [0, 1] be a smooth, non increasing function with θ(t) = 1 in [0, T/2],
θ(t) = 0 in [2T/3, T ] and ‖θ′(t)‖∞ ≤ C/T . For κ ≥ 1 we set
u˜i(x, t) = e
κ(t−T )2/2θ(t)ui(x, t), µ˜(x, t) = e
κ(t−T )2/2θ(t)µ(x, t).
Then (u˜, µ˜) = ((u˜i), µ˜) satisfies


(i) −∂tu˜i −∆u˜i + κ(t− T )u˜i + e
κ(t−T )2/2θ′ui + e
κ(t−T )2/2θgi = 0,
(ii) ∂tµ˜−∆µ˜− κ(t− T )µ˜− e
κ(t−T )2/2θ′µ+ eκ(t−T )
2/2θdiv(h) = 0,
(iii) u˜i(x, 0) = µ˜(x, 0) = u˜i(x, T ) = µ˜(x, T ) = 0.
(21)
Multiplying (21)-(ii) by ∂tµ˜ and integrating in time-space, we obtain, after integration by
parts the second term:
∫ T
0
∫
Td
(∂tµ˜)
2 +
1
2
∂t|Dµ˜|
2 −
κ
2
(t− T )∂t(µ˜)
2 − ∂tµ˜
(
eκ(t−T )
2/2θ′µ− eκ(t−T )
2/2θdiv(h)
)
= 0.
We integrate the second term in time and integrate by parts in time the third one: taking into
account the fact that µ˜(·, 0) = µ˜(·, T ) = 0, we get:
∫ T
0
∫
Td
(∂tµ˜)
2 +
κ
2
(µ˜)2 − ∂tµ˜
(
eκ(t−T )
2/2θ′µ− eκ(t−T )
2/2θdiv(h)
)
= 0.
By Young’s inequality we obtain
∫ T
0
∫
Td
1
2
(∂tµ˜)
2 +
κ
2
(µ˜)2 ≤ C
∫ T
0
∫
Td
(
eκ(t−T )
2
(θ′)2µ2 + eκ(t−T )
2
θ2|div(h)|2
)
. (22)
We argue in the same way for ui: we multiply (21)-(i) by ∂tu˜i and integrate in space-time:
∫ T
0
∫
Td
−(∂tu˜i)
2 +
1
2
∂t|Du˜i|
2 +
κ
2
(t− T )∂t(u˜i)
2 + ∂tu˜i
(
eκ(t−T )
2/2θ′ui + e
κ(t−T )2/2θgi
)
= 0.
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This yields to
∫ T
0
∫
Td
1
2
(∂tu˜i)
2 +
κ
2
(u˜i)
2 ≤ C
∫ T
0
∫
Td
(
eκ(t−T )
2
(θ′)2u2i + e
κ(t−T )2θ2g2i
)
. (23)
Next we multiply (21)-(ii) by µ˜ and integrate in time-space: using as usual that µ˜(·, 0) =
µ˜(·, T ) = 0, we obtain
∫ T
0
∫
Td
|Dµ˜|2 − κ(t− T )(µ˜)2 + µ˜(−eκ(t−T )
2/2θ′µ)−Dµ˜ · (eκ(t−T )
2/2θh) = 0.
Hence, by Young’s inequality,
∫ T
0
∫
Td
1
2
|Dµ˜|2 ≤
∫ T
0
∫
Td
µ˜2 + C
(
eκ(t−T )
2
(θ′)2µ2 + eκ(t−T )
2
θ2h2
)
. (24)
In the same way, we multiply (21)-(i) by ui and integrate in time-space:
∫ T
0
∫
Td
|Du˜i|
2 + κ(t− T )(u˜i)
2 + u˜i
(
eκ(t−T )
2/2θ′ui + e
κ(t−T )2/2θgi
)
= 0.
Then, for ε ∈ (0, 1) to be chosen later,
∫ T
0
∫
Td
|Du˜i|
2 ≤
∫ T
0
∫
Td
(κT + ε−1)(u˜i)
2 + Cε
(
eκ(t−T )
2
(θ′)2u2i + e
κ(t−T )2θ2g2i
)
. (25)
We now take into account the assumptions on the gi, h and div(h): (22) becomes
κ
2
∫ T
0
‖µ˜(t)‖22
≤ C
∫ T
0
(
eκ(t−T )
2
(θ′)2‖µ(t)‖22 + e
κ(t−T )2θ2
(
‖u(t)‖22 + ‖Du(t)‖
2
2 + ‖µ(t)‖
2
2 + ‖Dµ(t)‖
2
2
))
.
Rearranging we obtain
κ
∫ T
0
‖µ˜(t)‖22 ≤ C
∫ T
0
(
eκ(t−T )
2
(θ′)2‖µ(t)‖22 + ‖u˜(t)‖
2
H1 + ‖µ˜(t)‖
2
H1
)
. (26)
Note that we used the notation ‖v(t)‖2H1 := ‖v(t)‖
2
2 + ‖Dv(t)‖
2
2. The same argument for (23)
yields to
κ
∫ T
0
‖u˜i(t)‖
2
2 ≤ C
∫ T
0
eκ(t−T )
2
(θ′)2‖ui(t)‖
2
2 + ‖u˜(t)‖
2
H1 + ‖µ˜(t)‖
2
H1 , (27)
while (24) and (25) become respectively:
∫ T
0
‖Dµ˜(t)‖22 ≤ C
∫ T
0
eκ(t−T )
2
(θ′)2‖µ(t)‖22 + ‖u˜(t)‖
2
2 + ‖µ˜(t)‖
2
2, (28)
and
∫ T
0
‖Du˜i(t)‖
2
2 ≤
∫ T
0
(κT + ε−1)‖u˜i(t)‖
2
2 + Cε
(
eκ(t−T )
2
(θ′)2‖ui(t)‖
2
2 + ‖u˜(t)‖
2
H1 + ‖µ˜(t)‖
2
H1
)
.
(29)
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Summing (29) over i yields, for ε small enough (depending only on the constant C in (29)),
∫ T
0
‖Du˜(t)‖22 ≤ C
∫ T
0
(κT + 1)‖u˜(t)‖22 + e
κ(t−T )2(θ′)2‖u(t)‖22 + ‖µ˜(t)‖
2
H1 .
Plugging (28) into the above inequality gives:
∫ T
0
‖Du˜(t)‖22 ≤ C
∫ T
0
(κT + 1)‖u˜(t)‖22 + ‖µ˜(t)‖
2
2 + e
κ(t−T )2(θ′)2(‖u(t)‖22 + ‖µ(t)‖
2
2). (30)
Collecting (26), (27) (summing on i = 1, . . . , d), (28) and (30) yields to
κ
∫ T
0
‖µ˜(t)‖22 + ‖u˜(t)‖
2
2 ≤ C
∫ T
0
eκ(t−T )
2
(θ′)2(‖µ(t)‖22 + ‖u(t)‖
2
2) + ‖u˜(t)‖
2
H1 + ‖µ˜(t)‖
2
H1
≤ C
∫ T
0
eκ(t−T )
2
(θ′)2(‖µ(t)‖22 + ‖u(t)‖
2
2) + (κT + 1)‖u˜(t)‖
2
2 + ‖µ˜(t)‖
2
2
We can now fix T > 0 small enough, so that, for any κ large enough,
κ
2
∫ T
0
‖µ˜(t)‖22 + ‖u˜(t)‖
2
2 ≤ C
∫ T
0
eκ(t−T )
2
(θ′)2(‖µ(t)‖22 + ‖u(t)‖
2
2).
By the choice of θ (namely θ = 1 on [0, T/2] and ‖θ′‖∞ ≤ C/T ), this implies that
κ
2
∫ T/2
0
eκ(t−T )
2 (
‖µ(t)‖22 + ‖u(t)‖
2
2
)
≤
C
T
∫ T
T/2
eκ(t−T )
2
(‖µ(t)‖22 + ‖u(t)‖
2
2).
Hence
κ
2
eκ(T/2)
2
∫ T/2
0
(
‖µ(t)‖22 + ‖u(t)‖
2
2
)
≤
C
T
eκ(T/2)
2
∫ T
T/2
(‖µ(t)‖22 + ‖u(t)‖
2
2).
Dividing by eκ(T/2)
2
and letting κ→ +∞ yields to µ = 0 and u = 0 on [0, T/2].
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