Introduction {#s1}
============

Temporal processing is the process by which cells perceive temporal variations of an applied stimulus. While this process is most commonly associated with neural functions such as auditory processing [@pone.0074205-Mauk1], a growing body of evidence suggests that diverse cell types exhibit temporal processing when exposed to a broad range of stimuli. For example, the literature is replete with cases in which the insertion of rest periods during administration of a particular stimulus results in enhanced or even opposite (i.e., sensitization versus tolerance) effects, despite the same magnitude of stimulus being applied [@pone.0074205-Post1], [@pone.0074205-Samaha1], [@pone.0074205-Goddard1], [@pone.0074205-Frolik1], [@pone.0074205-Srinivasan1]. Interestingly, this phenomenon has been observed in response to diverse signals including pharmacological [@pone.0074205-Samaha1], electrophysiological [@pone.0074205-Goddard1], biochemical [@pone.0074205-Frolik1], and mechanical stimuli [@pone.0074205-Srinivasan1], suggesting the existence of conserved signaling mechanisms that enable temporal processing at the cellular level.

Bone has long been established to be a highly mechanosensitive tissue, capable of undergoing rapid and robust bone formation in response to microscopic deformations [@pone.0074205-Jacobs1]. Given that mechanical loading is one of the primary determinants of bone strength, the mechanotransduction pathway is widely recognized as a promising target for new bone therapeutic strategies [@pone.0074205-Kwon1], [@pone.0074205-Kwon2], [@pone.0074205-Sugiyama1]. During mechanotransduction, bone exhibits temporal processing in a manner that profoundly affects its anabolic response to mechanical loading [@pone.0074205-Srinivasan1], [@pone.0074205-Umemura1], [@pone.0074205-Robling1], [@pone.0074205-LaMothe1], [@pone.0074205-Srinivasan2]. For example, it has been previously shown that selectively removing mechanical signals via insertion of 10 s rest intervals has the potential to transform a low magnitude, non-osteogenic cyclic loading regimen into a potent anabolic signal in mice, despite a ten-fold decrease in the number of load cycles [@pone.0074205-Srinivasan1]. In neural research, this form of temporal processing is referred to as temporal unmasking [@pone.0074205-Shinn1], i.e., heightened perception of a stimulus when presented in a particular temporal pattern. Though significant efforts have been made to elucidate the molecular underpinnings of temporal processing in bone, this phenomenon remains poorly understood. For example, only one pathway (enhanced intracellular Ca2+ mobilization [@pone.0074205-Hung1], [@pone.0074205-Batra1], [@pone.0074205-Donahue1], [@pone.0074205-Donahue2]) has been implicated in this process in the last twenty years.

Investigation of the mechanistic basis of temporal processing presents several unique and fundamental challenges. For example, this phenomenon involves the coordinated actions of multiple signaling pathways, with the predominance of a particular pathway dictated by the temporal pattern of stimulation [@pone.0074205-Robling1]. In accordance with this, in bone, both short- (on the order of seconds) and long- (on the order of tens of minutes to hours) duration rest intervals have been found to enhance loading-induced adaptation, with distinct molecular mechanisms suggested to underlie their anabolic effects [@pone.0074205-Robling1]. The potential involvement of multiple pathways makes the systematic interrogation of this process highly challenging, as it requires probing a spectrum of signaling pathways within a single experimental framework. A second challenge is the fact that temporal processing relies on the amplification of subtle variations in signaling network dynamics. Such amplification can occur, for example, through the cumulative effect of many small perturbations in signaling dynamics as they are propagated through an interconnected signaling network. In this case, at the level of gene expression, acute cell responses arising from temporal variations in stimulation may be very subtle, with the causal pathways driving these small transcriptional changes unapparent when observed in a single gene in isolation.

In this study, our goal was to characterize transcriptomic perturbations arising from the insertion of intermittent rest periods in bone cells subjected to fluid flow, and assess the utility of these perturbations to identify signaling pathways that are differentially activated by this temporal variation. At the level of the genome, we found that the common and differential alterations in gene expression arising from the two flow conditions were distributionally distinct, with the differential alterations characterized by many small changes in a large number of genes. Using bioinformatics analysis, we identified distinct up- and down-regulated gene expression signatures emerging from the insertion of rest intervals, and found that the up-regulation signature was significantly associated with MAPK signaling. Finally, we validated this observation by demonstrating that rest intervals significantly elevated flow-induced activity of the MAPK ERK1/2 by enabling a second spike in phosphorylation that was not observed in response to continuous flow. Together, these studies are the first to characterize transcriptomic perturbations in bone cells subjected to continuous and intermittent stimulation, and directly demonstrate the utility of systems-based transcriptomic analysis to identify novel acute signaling pathways underlying temporal signal processing in bone cells.

Materials and Methods {#s2}
=====================

Cell Culture and Fluid Flow {#s2a}
---------------------------

MC3T3-E1 osteoblastic cells (clone 14, passage 9--12) were cultured on tissue culture plates in growth media (α-MEM with 10% FBS) at 37°C and 5% CO~2~ [@pone.0074205-Kwon3]. Seventy-two hours prior to experimentation, cells were seeded into 6-well plates (Corning) at a density of 2.5×10^4^ cells per well in 2 ml of growth media. For flow experiments, plates were carefully transferred to an orbital shaker (VWR, DS-500) placed in an incubator at 37°C and 5% CO~2~ one hour prior to experimentation. To generate flow, plates were subjected to orbital shaking (2.2 Hz), which resulted in a rotating wave on the fluid surface and dynamic shear stress on the bottom of the well [@pone.0074205-Thomas1]. While the use of parallel plate chambers has several advantages over the use of orbital shaking for the generation of fluid flow (e.g., the ability to apply a well-defined shear stress and to decouple flow velocity from flow frequency [@pone.0074205-Jacobs2]), we used orbital shaking to alleviate the potential for inadvertent activation of acute signaling pathways that can occur during loading of cells into the flow chambers [@pone.0074205-Young1]. Shear stress was estimated using an approximate relation for the maximal wall shear stress [@pone.0074205-Ley1]:where *τ* is the shear stress, *a* is the orbital radius, *η* is the dynamic viscosity, *ρ* is the fluid density, and *f* is the orbital frequency. Using appropriate values for our experimental setup (*f* = 2.2 Hz, *a* = 0.95 cm, η = 0.01P, and ρ = 1.0 g/ml, see [Fig. 1A](#pone-0074205-g001){ref-type="fig"}), we computed *τ* to be ∼0.5Pa. It is important to note that Eq. 1 is only a first-order approximation of the shear stress. This is evident by the fact that shear stress is expected to depend on fluid height above the cell surface as well as the radius of the well [@pone.0074205-Berson1], which are not accounted for in Eq. 1. Given that a peak shear stress of ∼0.1Pa has been previously found experimentally using identical shaking parameters to those used in this study [@pone.0074205-Dardik1], we estimate that peak shear stresses in our system were in the range of 0.1∼0.5Pa.

![*In vitro* model of temporal processing during bone cell mechanotransduction.\
(A) Bone cells were subjected to fluid shear stress by subjecting them to orbital shaking. The schematic depicts quantities in Eq. 1 as well as others expected to influence shear stress. (B) Time course of COX-2 and CFOS gene expression in bone cells subjected to continuous orbital shaking of different durations. Increased expression is observed after one hour of flow for both genes, indicating that the shear stress generated via orbital flow was sufficient to stimulate acute gene expression. \*\*\*p\<0.001 for flow versus no flow. (C) Schematic demonstrating flow profiles for continuous and rest-inserted flow. Rest-inserted flow consisted of 5 min of flow followed by 10 min of rest, repeated four times.](pone.0074205.g001){#pone-0074205-g001}

Real-Time RT-PCR {#s2b}
----------------

For real-time RT-PCR, total RNA was extracted using the RNeasy Mini Kit (Qiagen) according to manufacturer's protocol. cDNA was synthesized using Super Script III reverse transcriptase (Invitrogen), and real-time PCR was performed using SYBR green and the Applied Biosystems 7900 HT sequence detection system (see [Table S1](#pone.0074205.s001){ref-type="supplementary-material"} for primer sequences for each gene). Gene expression levels were quantified using the 2^∧^(−ΔΔC~T~) method [@pone.0074205-Livak1], with either cyclophilin or beta-actin as the housekeeping gene depending on the experiment.

Western Blot {#s2c}
------------

To assess ERK1/2 activity, total cellular protein was isolated in RIPA lysis buffer (50 mM Tris-HCl pH 8, 150 mM NaCl, 1% NP-40, 0.5% sodium deoxycholate, 0.1% SDS), separated by electrophoresis in 4--12% NuPAGE Bis-Tris gels (Invitrogen, Life Technologies) and transferred onto PVDF membranes (GE Healthcare). Membranes were probed with rabbit p-ERK and ERK antibodies (Cell Signaling Technology, 1∶1000). Bound primary antibodies were detected by chemiluminescent detection of HRP-conjugated donkey anti-rabbit IgG antibody (GE Healthcare, 1∶5000).

Microarray Analysis {#s2d}
-------------------

For microarray analysis, RNA was isolated using procedures identical to those described for RT-PCR. RNA was isolated from cells exposed to one of three different flow conditions (no flow, rest-inserted flow, and continuous flow) and one of two different time points (immediately following cessation of flow and one hour post-flow). This resulted in six experimental conditions, henceforth referred to as NF~0~, NF~1~, RF~0~, RF~1~, CF~0~, and CF~1~. For each of the six experimental conditions, RNA samples were pooled from three independent experiments (18 individual samples total). Frozen samples were submitted to the Genetics Core Facility at Benaroya Research Institute and analyzed using MouseWG-6 v2.0 Beadarray Chips (Illumina). Briefly, RNA integrity was measured using a Bioanalyzer 2100 (Agilent), and concentration was assessed using a NanoQuant (Tecan). cRNA was prepared by amplification and labeling using the Illumina TotalPrep RNA Amplification Kit (Life Technologies) and hybridized to Beadarray Chips. Beadchips were scanned on a HiScanSQ (Illumina). Background subtracted data was generated using GenomeStudio Software (Illumina). Data were pre-processed by performing quantile normalization, flooring (raw intensity values less than 10 were set to 10), log2 transformation, and filtering (for each probe, at least one sample was required to have a p-value of less than 0.01). Of the 45,281 genes/probes within the array, 15,686 (34.6%) were found to meet pre-processing filtering criteria. For simplicity, we further filtered out an additional 3716 genes consisting of unnamed RIKEN cDNA genes and probes in which gene symbols were not available, resulting in a final total of 11,970 different genes/probes for analysis. Background subtracted and pre-processed data have been submitted to the Gene Expression Omnibus under the series accession number GSE48177.

Data Transformation {#s2e}
-------------------

Using gene expression profiles obtained from the six experimental conditions (NF~0~, NF~1~, RF~0~, RF~1~, CF~0~, and CF~1~), we computed the log-transformed flow/no flow ratios for cells subjected to continuous and rest-inserted flow for each time point as.

The time-averaged values of the continuous and rest-inserted flow/no flow ratios were computed as.

Data Projection {#s2f}
---------------

For analysis, microarray data were projected into a two-dimensional Euclidean gene expression space denoted as (*x*,*y*) space. Within this space, each gene was projected as a point using its *x* and *y* values as position coordinates. For each point, the *x* coordinate measured its time-averaged fold change in expression following exposure to continuous flow, while the *y* coordinate measured the same in response to rest-inserted flow. In this case, any gene that exhibited identical expression under the two flow conditions laid along the diagonal *y* = *x*. Conversely, for any gene not on the diagonal, its distance from the line *y* = *x* measured its differential expression arising from the insertion of rest intervals. To measure this distance, we also defined a second coordinate system by rotating the original coordinate system by 45° as.

For each gene (*x*,*y*), its *x*' coordinate scaled with distance along the line *y* = x and measured its common alterations in expression under the two flow conditions. In contrast, its *y*' coordinate scaled with distance from the line *y* = *x* and measured its differential expression under the two flow conditions.

Data Analysis {#s2g}
-------------

All data analysis was performed in the open source statistical environment R (<http://www.R-project.org/>). Hierarchical clustering of real time RT-PCR data was performed using Ward's method. Analysis of microarray data was performed using the lumi package within the Bioconductor framework [@pone.0074205-Du1]. Computation of kernel density estimates and relative kernel density estimates was performed using the density function and the reldist package, respectively. GO (Gene Ontology) and KEGG (Kyoto Encyclopedia of Genes and Genomes) analyses were performed using GATHER (Gene Annotation Tool to Help Explain Relationships) [@pone.0074205-Chang1] with mouse as the selected organism and network inference enabled (Bayes Factor\>6 was considered significant). For SPEED (Signaling Pathway Enrichment using Experimental Data sets) analysis, we used the default settings (max absolute z-score percentile: 1%, min percent overlap across experiments: 20%, max expression level percentile: 50%) with all pathways enabled (FDR \<0.05 was considered significant).

Statistics {#s2h}
----------

One-way ANOVA and Fisher's PLSD post-hoc tests were performed for gene expression time course and p-ERK1/2 studies. Differences in distributions were assessed using a two-sample Kolmogorov-Smirnov test. Unless otherwise noted, p\<0.05 was considered statistically significant.

Results {#s3}
=======

Rest-inserted and Continuous Fluid Flow Give Rise to Acute Variations in Gene Expression {#s3a}
----------------------------------------------------------------------------------------

We first implemented and validated an *in vitro* model of bone cell mechanotransduction that exhibited acute differences in gene expression in response to continuous and rest-inserted fluid flow. Cells were exposed to fluid flow by subjecting them to orbital shaking [@pone.0074205-Young1], [@pone.0074205-Ley1]. We estimated that peak shear stresses in our system were in the range of 0.1∼0.5Pa, slightly lower than the 0.8--3.0Pa predicted to occur on the osteocyte cell process [@pone.0074205-Zeng1], [@pone.0074205-You1] but significantly greater than those on the osteocyte cell body (due to the larger pericellular fluid space surrounding the cell body [@pone.0074205-Anderson1], [@pone.0074205-Kwon4]). To confirm the capacity for these relatively low levels of shear to stimulate bone cells, we assessed expression of the early response genes COX-2 [@pone.0074205-Kwon5] and CFOS [@pone.0074205-Chen1] immediately following 1 h, 2 h, or 4 h of flow ([Fig. 1B](#pone-0074205-g001){ref-type="fig"}). We found that flow significantly increased expression of both genes (COX-2: p\<0.001; CFOS: p = 0.003), with peak expression observed following one hour of flow for both genes (COX-2: p\<0.001; CFOS: p\<0.001). Exposure to longer duration flow was not found to be stimulatory. In particular, following one hour of flow, expression of both genes returned back to baseline levels, with no significant differences observed following two hours (COX-2: p = 0.053; CFOS: p = 0.61) or four hours (COX-2: p = 0.30; CFOS: p = 0.41) of flow.

Based on our results indicating that one hour of orbital flow was sufficient to stimulate acute gene expression, we next examined the effects of inserting rest intervals within the flow regimen. Motivated by previous studies indicating that rest intervals on the order of tens of minutes enhance bone adaptation to mechanical loading [@pone.0074205-Robling1], we subjected cells to either one hour of continuous flow or rest-inserted flow consisting of four serial 15 min flow bouts, with each bout consisting of 5 min of flow followed by 10 min of rest ([Fig. 1C](#pone-0074205-g001){ref-type="fig"}).

We first performed a targeted RT-PCR screen to assess the potential for these two flow conditions to give rise to differential gene expression. In particular, using RNA harvested immediately following flow cessation, we assessed a panel of 20 genes selected based on their previous implication in the mechanotransduction (e.g., CFOS, COX-2, etc.) or bone anabolic (e.g., ALP, OSX, etc.) pathways. Consistent with previous studies, we found that most of the genes assessed did not exhibit significant alterations by the insertion of rest intervals [@pone.0074205-Plunkett1]. However, two small gene clusters exhibited noticeable differences in expression following exposure to rest-inserted versus continuous flow ([Fig. 2A](#pone-0074205-g002){ref-type="fig"}). The first cluster of genes (DSCR1, TNF-alpha, OPG, and RUNX2) was down-regulated by continuous flow but not rest-inserted flow; the second cluster of genes (HO1 and OPN) was up-regulated by rest-inserted flow but not continuous flow. Of these six genes, four exhibited significant differences in expression between the two flow conditions (OPG: p = 0.002; RUNX2: p\<0.05; DSCR1: p = 0.02; OPN: p = 0.003) and were subsequently subjected to time course analysis (0 h, 1 h, 3 h, 7 h, and 23 h post-flow). We found that differences in expression observed immediately following continuous or rest-inserted flow were not sustained over long durations. Rather, these changes tended to be highly transient and focused within the 0--1 h period follow cessation of the flow regimen ([Fig. 2B--2E](#pone-0074205-g002){ref-type="fig"}).

![Continuous and rest-inserted fluid flow give rise to acute differences in gene expression that are highly transient.\
(A) Panel of 20 genes screened for differential expression immediately following cessation of continuous or rest-inserted flow. Though most of the genes assessed did not exhibit significant alterations by the insertion of rest intervals, we observed two sub-clusters (highlighted in blue and yellow) that exhibited detectable differences in expression following rest-inserted and continuous flow. Of these six genes, four were found to be significantly different under the two flow conditions: OPG, RUNX2, DSCR1, and OPN. (B--D) Time course of gene expression for these four genes following exposure to one hour of continuous or rest-inserted flow. Differences in expression observed immediately following continuous or rest-inserted flow were highly transient and tended to be focused within the 0--1 h period follow cessation of the flow. \*p\<0.05, \*\*p\<0.01, \*\*\*p\<0.001 for rest-inserted flow vs. continuous flow.](pone.0074205.g002){#pone-0074205-g002}

Genome-wide Gene Expression Profiling Reveals Transcriptomic Variations Arising from the Insertion of Rest Intervals {#s3b}
--------------------------------------------------------------------------------------------------------------------

We next sought to characterize variations in gene expression in cells subjected to rest-inserted versus continuous flow at the level of the genome. To do this, we performed genome-wide gene expression profiling using microarray analysis. In the time course studies described above, differential gene expression between continuous and rest-inserted flow predominated within the 0--1 h period following flow cessation. In this case, for microarray analysis we assessed gene expression at two time points: immediately following cessation of the one hour flow period, and one hour post-flow. Using the genome-wide gene expression profiles obtained from the microarray analysis, we computed log-transformed flow/no flow mRNA ratios for both time points (denoted as *x* ~0~, *x* ~1~, *y* ~0~, and *y* ~1~, see Eq. 2), as well time-averaged quantities (denoted as *x* and *y*, see Eq. 3). In our initial analysis, we found that the variances of the time-averaged quantities were approximately half those of the non-time averaged quantities, with σ^2^ = ∼4×10^−3^ for the former and σ^2^ = ∼8×10^−3^ for the latter. We interpreted the larger variance in the non-time averaged quantities to be due to genes that exhibited large fluctuations in expression between the two time points, which were subsequently smoothed by time-averaging. To increase the specificity of our analysis, we used the time-averaged profiles *x* and *y* for the rest of our studies, enabling us to focus our analysis on the identification of genes that exhibited sustained differences over both time points.

Given that temporal processing relies on the amplification of subtle variations in signaling network dynamics, we speculated that temporal variations in fluid flow would give rise to small perturbations in the expression of a large number of genes rather than large perturbations in a few genes. To assess this, we first visualized gene expression in (x,y) space ([Fig. 3A](#pone-0074205-g003){ref-type="fig"}). We observed that the genes were distributed within an approximately elliptical-shaped region with major axis aligned parallel to y = x. Importantly, genes appeared to be distributed as a single group of points, with no discernable points outside of this group that would be indicative of large perturbations in the expression of a few genes. We fit the boundaries of the data to an ellipse by computing the semi-major and semi-minor axes of the ellipse as x'~max~--x'~min~ = 0.52 and y'~max~--y'~min~ = 0.29 respectively. The ellipse defined the boundaries of an accessible gene expression space outside of which variations under the two flow conditions was not possible for the conditions used in this study. Given that *x*' measures common gene expression under the two flow conditions, while *y*' measures differential expression, the ellipse aspect ratio of ∼1.8 indicated that the range in variations in gene expression arising from the insertion of rest was approximately half of the range in common alterations arising from exposure to the two flow types.

![Genome-wide gene expression profiling reveals transcriptomic variations arising from rest-inserted flow.\
(A) Microarray gene expression data plotted in (x,y) space. Genes were distributed within an approximately elliptical-shaped region with major axis aligned parallel to y = x. The quantities x' and y' (inset) provide measures of common and differential gene expression alterations under the two flow conditions, respectively. (B--C) Density distributions for \|x\| and \|y\| (black and red lines respectively in B) and \|x'\| and \|y'\| (black and red lines respectively in C). (D) Relative distributions for \|y\|/\|x\| (black) \|y'\|/\|x'\| (red). For \|y\|/\|x\|, the distribution was essentially uniform and equal to one. This is in contrast to the relative distribution for \|y'\|/\|x'\|, which exhibited an inverse relation between relative density and quantile.](pone.0074205.g003){#pone-0074205-g003}

Based on the above results suggesting that the range of differential expression arising from the insertion of rest intervals was smaller than the range of common expression induced by flow exposure (i.e., that the range of y' was smaller than x'), we next sought to determine the degree to which the shapes of the distributions of y' and x' were different. In particular, we speculated that not only would the magnitudes of y' be smaller than that of x', but also that the distribution of y' would be shifted toward smaller changes in a larger number of genes. To assess this, we computed the probability density functions for \|*x*\|, \|*y*\|, \|x'\|, and \|y'\|. More specifically, we computed the kernel density estimates for each quantity, resulting in a continuous distribution of the number of genes associated with each value. In doing so, we used the absolute values so that decreases and increases in expression were represented equivalently.

When we first compared the distributions of \|*x*\| and \|*y*\|, we found that they were nearly identical ([Fig. 3B](#pone-0074205-g003){ref-type="fig"}), with no significant difference between \|*x*\| and \|*y*\| as indicated by a Kolmogorov-Smirnov test (p = 0.15). This suggested that at the level of the genome, the gene expression distributions in response to rest-inserted and continuous flow were relatively indistinguishable. In contrast, when we compared the density functions for \|*x*'\| and \|*y*'\|, they were noticeably distinct ([Fig. 3C](#pone-0074205-g003){ref-type="fig"}), with the Kolmogorov-Smirnov test revealing a highly significant difference in the two distributions (p = 2.2×10^−16^). Further analysis revealed three distinct differences between \|*x*'\| and \|*y*'\|. First, in regard to range, the max value of \|*x*'\| was approximately twice that of \|*y*'\| (\|*x*'\|: 0.55, \|*y*'\|: 0.29), consistent with the aspect ratio of ∼2 we observed for the bounding ellipse in (*x*,*y*) space. Second, we found that the average value of \|*x*'\| was also approximately twice that of \|*y*'\| (\|*x*'\|: 0.047, \|*y*'\|: 0.025). This suggested that on average, the gene expression changes associated with exposure to rest were roughly half those associated with exposure to flow. Finally, we found that compared to \|*x*'\|, \|*y*'\| exhibited a higher density of genes at the lower quantiles, and lower density of genes at the higher quantiles. This was more apparent when we computed the relative density distributions [@pone.0074205-Handock1] for \|y'\|/\|x'\| (i.e., the kernel density estimate for \|y'\| divided by that for \|x'\|) and \|y\|/\|x\| ([Fig. 3D](#pone-0074205-g003){ref-type="fig"}). In this case, for \|*y*\|/\|*x*\|, we found that the relative distribution was nearly uniform and approximately equal to one. This was in contrast to the relative distribution for \|*y*'\|/\|*x*'\|, which exhibited an inverse relation between relative density and quantile. In particular, for the lowest quantiles (i.e., genes which exhibited small changes), the density of \|*y*'\| was approximately twice that of \|*x*'\|; for the highest quantiles (i.e., genes which exhibited large changes), the density of \|*y*'\| was approximately one tenth of the density of \|*x*'\|. Collectively, these data suggested that the gene expression variations arising from the insertion of rest intervals (i.e., y') differed from the common alterations under the two flow conditions (i.e., x') in three distinct ways: 1) the magnitudes tended to be much smaller, 2) the range of variation was more narrow, and 3) the number of genes exhibiting variations at the upper end of this range was much more limited.

Pathways Analysis of Transcriptomic Perturbations Implicates MAPK Signaling {#s3c}
---------------------------------------------------------------------------

The above results suggested that the transcriptomic differences between continuous and rest-inserted flow were relatively subtle in magnitude. In this case, to identify biological mechanisms associated with the small gene expression perturbations arising from the insertion of rest intervals, we used over-representation analyses. Our use of this approach was motivated by the fact that over-representation enables the identification of biological associations independently of the specific levels of expression of each gene, making it ideal for investigating phenomena where subtle transcriptional variations in a large group of genes are expected [@pone.0074205-Chang1]. For these analyses, we assessed two gene sets, Group A (120 genes) and Group B (119 genes), which consisted of genes with the top 1% of positive and negative values of y' respectively ([Fig. 4A](#pone-0074205-g004){ref-type="fig"}). Our use of the top 1% as the cutoff was motivated by the fact that it enabled a group membership of ∼100 genes, a group size found to be efficacious for the pathways analysis tools utilized in this study [@pone.0074205-Parikh1]. Physically, Group A contained the most differentially expressed genes which were up-regulated in response to rest, whereas Group B contained the most differentially expressed genes which were down-regulated in response to rest.

![Establishment of Group A and B gene sets.\
(A) Visualization of Group A (black circles) and Group B (white circles), which consisted of genes with the top 1% of positive and negative values of y' respectively. Physically, gene members of Group A and B were those that were the most differentially expressed and which were up-regulated and down-regulated in response to rest, respectively. (B--C) GO analysis results for Groups A and B. The most significant GO terms for Group A were associated with morphogenesis and developmental processes, while Group B terms were primarily associated with inflammatory and defense responses.](pone.0074205.g004){#pone-0074205-g004}

To characterize the gene functions within Groups A and B, we first performed GO analysis. Analysis revealed 68 and 127 significant (i.e., Bayes factor \>6 [@pone.0074205-Chang1]) terms associated with Groups A and B, respectively. For simplicity, we analyzed the top five GO terms for each group, and found distinct functions associated with Group A and B gene signatures. In particular, Group A terms were primarily associated with morphogenesis and developmental processes ([Fig. 4B](#pone-0074205-g004){ref-type="fig"}), while Group B terms were primarily associated with inflammatory and defense responses ([Fig. 4C](#pone-0074205-g004){ref-type="fig"}). The fact that Group A and B gene signatures were associated with distinct functions suggested the potential for distinct causal signaling mechanisms to underlie their expression. To explore this question further, we analyzed Group A and B gene signatures using signaling pathway analysis as described below.

We first explored pathway associations with Group A and B gene signatures using KEGG Pathway analysis. Our use of this approach was motivated by the comprehensiveness of the KEGG database, as well the large body of studies demonstrating its utility in mapping gene expression profiles to specific biological pathways. Using this approach, we found that Group A was significantly associated with MAPK signaling (an intracellular signaling pathway) as well as two pathways associated with extracellular signal transduction: focal adhesion and cytokine-cytokine receptor interactions ([Fig. 5A](#pone-0074205-g005){ref-type="fig"}). In addition, we found that Group B was significantly associated with cytokine-cytokine receptor interactions only ([Fig. 5B](#pone-0074205-g005){ref-type="fig"}). The fact that MAPK signaling was the only intracellular signaling pathway implicated in either group was of particular interest. In particular, these data suggested the potential involvement of the MAPK pathway in mediating rest-induced variations in the expression of Group A genes. However, it is important to note that the focus of KEGG analysis is to identify pathways perturbed as a consequence of altered expression of its components, not pathways responsible for driving their transcription [@pone.0074205-Parikh1]. Recognizing that signaling pathways often alter the expression of its own members through feedback regulation, association of a gene signature in KEGG analysis indirectly implicates it as a potential causal signaling pathway candidate [@pone.0074205-Parikh1], but does not infer a direct causal association. Thus, these results led us to pursue a more direct approach for assessing causal signaling pathways involved in driving Group A and B gene expression.

![Pathways analysis of transcriptomic perturbations implicates MAPK signaling.\
(A--B): Results from KEGG analysis for Groups A and B. Group A was significantly associated with MAPK signaling (an intracellular signaling pathway) as well as two pathways associated with extracellular signal transduction: focal adhesion and cytokine-cytokine receptor interactions. Group B was significantly associated with cytokine-cytokine receptor interactions only. \*Bayes Factor \>6 (C--D): Results from SPEED analysis for Groups A and B. SPEED analysis revealed a significant overlap in Group A genes with the MAPK gene expression signature, and a significant overlap of Group B genes with the TNF-alpha pathway. \*FDR \<0.05.](pone.0074205.g005){#pone-0074205-g005}

For causal pathway analysis, we analyzed Group A and B genes using SPEED [@pone.0074205-Parikh1], which enables gene signature associations to be revealed based on causal influences as opposed to pathway memberships alone [@pone.0074205-Parikh1]. The functionality of SPEED is rooted in the capacity for signaling pathways to regulate a conserved set of genes across diverse cell types and a broad range of experimental conditions, enabling comparison of user data with signature gene lists constructed from pathway perturbation experiments. Interestingly, SPEED analysis revealed a significant overlap in Group A genes with the MAPK gene expression signature ([Fig. 5C](#pone-0074205-g005){ref-type="fig"}), indicating that two functionally distinct approaches (causally-based SPEED analysis and membership-based KEGG analysis) associated MAPK signaling with Group A gene expression. SPEED analysis also revealed a significant overlap of Group B genes with the TNF-alpha pathway ([Fig. 5D](#pone-0074205-g005){ref-type="fig"}). To determine the sensitivity of MAPK and TNF-alpha association on the number of genes associated with each list, we iteratively increased the gene membership of Group A and B up to 200 genes and computed false discovery rate (FDR) for each 5 gene iteration. A significant association of MAPK for Group A was only observed for group sizes of 30 genes or greater, with the minimum FDR occurring when the group size was 50 genes. For Group B, a significant association of TNF-alpha was not observed until the group size was 115 genes, which also coincided with the minimum FDR within the range tested. The fact that a significant association for Group A was observed over a greater range of group sizes relative to Group B suggested that the association of the MAPK pathway was more robust to group membership size compared to TNF-alpha signaling. Taken together, the implication of MAPK signaling by two functionally distinct approaches for pathway analysis strongly suggested the involvement of this pathway in driving Group A gene expression. Based on these results, we focused on testing the predicted involvement of MAPK signaling.

Rest-inserted Flow Enhances p-ERK1/2 Signaling by Enabling Recurring Activation {#s3d}
-------------------------------------------------------------------------------

To confirm the predicted involvement of MAPK signaling in driving transcriptomic perturbations arising from rest, we assessed ERK1/2 phosphorylation dynamics in cells subjected to continuous and rest-inserted flow (profiles were identical to those in our gene expression studies). Our focus on ERK1/2 was motivated by its role as a ubiquitous and well-characterized MAP kinase associated with mechanotransduction [@pone.0074205-Jacobs1]. We assessed p-ERK1/2 at four time points (5 min, 20 min, 35 min, and 50 min) corresponding to the cessation of each of the four rest-inserted flow bouts ([Fig. 6](#pone-0074205-g006){ref-type="fig"}). In cells exposed to continuous flow, we observed a single spike in p-ERK1/2, consisting of a rapid increase by 5 min, a decline by 20 min, and a return to baseline levels by 35 min. In contrast to the single spike in p-ERK1/2 during continuous flow, cells exposed to rest-inserted flow exhibited two significant spikes in p-ERK1/2, one during the first flow bout, and a second during the third flow bout (p = 0.007 and p = 0.019 for rest-inserted flow versus continuous flow and no flow, respectively). Interestingly, the activation following each flow bout was not uniform. In particular, though we observed modest increases in ERK1/2 activity after the second and fourth flow bouts, these increases were not significantly different from levels in cells exposed to continuous flow.

![Rest intervals enhance flow-induced ERK1/2 activation by enabling recurring spikes in activity.\
(A) Western blot for p-ERK1/2 and ERK1/2 for cells subjected to no flow (NF), rest-inserted flow (RF), and continuous flow (CF) following cessation of each of the four flow bouts. (B) Quantification of Western blots from three separate experiments. Cells exposed to continuous flow exhibited a single spike in p-ERK1/2. In contrast, cells exposed to rest-inserted flow exhibited multiple spikes in p-ERK1/2 following each flow bout. We observed only modest increases in ERK1/2 activity after the second and fourth bouts but a significant increase after the third bout, suggesting that ERK1/2 may possess a refractory period of longer than 15 min but shorter than 45 min. \*,\*\*p\<0.05, p\<0.01 when compared to no flow at same time point, respectively. \#p\<0.05 when compared to continuous flow at same time point.](pone.0074205.g006){#pone-0074205-g006}

Discussion {#s4}
==========

Modern gene expression profiling technologies have enabled an unprecedented opportunity to study cellular temporal processing from the viewpoint of the transcriptome. In this study, we used genome-wide gene expression profiling to identify and characterize acute transcriptomic differences in cells subjected to continuous versus rest-inserted mechanical stimulation. Our data establish, for the first time, the capacity for these gene expression variations to correctly identify acute signaling pathways underlying temporal processing in bone cells.

In assessing the potential for the recurring ERK1/2 activity identified in this study to occur in osteocytes residing within mechanically loaded bone, it is important to consider aspects of our model that may influence p-ERK1/2 dynamics. For example, we chose to use an osteoblastic cell line (MC3T3-E1) due to their extremely well-characterized signaling response under flow. However, a growing body of studies indicate that osteocytes and osteoblasts do not respond identically to flow exposure [@pone.0074205-Kamel1], suggesting that osteocytes may exhibit distinct p-ERK1/2 dynamics relative to osteoblasts. In addition, in our investigations we subjected cells to pulsatile flow using orbital shaking, which differs from the oscillatory waveform that is expected to occur *in vivo* [@pone.0074205-Jacobs2]. While recent studies suggest that orbital flow and oscillatory flow give rise to similar bone cell responses for a range of outcomes [@pone.0074205-Young1], further studies are required to determine the degree to which these two flow profiles induce similar (or distinct) p-ERK1/2 dynamics in different bone cell lineages.

While the identified association between enhanced ERK1/2 activity and Group A gene expression was a direct result of our transcriptomic analysis, it should be recognized that this association does not imply causality. In particular, inferential pathway analysis tools like those used in our framework do not discriminate between associations that are causal or coincident. In our study, if signaling mechanisms upstream of ERK1/2 also regulate some or all of Group A genes via distinct pathways, then it is possible that ERK1/2 may have little or no direct effect on regulating Group A gene expression, despite the fact that it is functionally associated with the expression of these genes. While this does not detract from the utility of our approach for pathway discovery (generally, we are equally interested in identifying pathways that are both causal and coincident to gene expression changes), determining the physiological relevance of the MAPK pathway association identified here requires further study. For example, to determine the specific contribution of enhanced p-ERK1/2 in driving Group A gene expression, a potential strategy is to "normalize" the ERK1/2 activity of cells exposed to rest-inserted flow to that of cells exposed to continuous flow. This could be achieved by administering ERK1/2 inhibitors after the initial p-ERK1/2 spike (i.e., immediately after the first bout of rest-inserted flow) to inhibit any secondary spiking that occurs in subsequent flow bouts. Notably, the use of orbital shaking to generate flow is well-suited for such studies, as 6-well plates provide open access to cell media (and thus enable compound delivery in the absence of any further flow exposure).

It has been previously suggested that temporal processing during bone mechanotransduction may involve multiple pathways whose interactions are altered by the dynamics of the applied stimulus [@pone.0074205-Robling1]. For example, both short- (0.5--14 s) and long- (0.5--8 hrs) duration rest intervals have been found to enhance loading-induced bone formation in rodents, with distinct time constants (i.e., relative gains in bone formation per unit time of rest) associated with their anabolic effects [@pone.0074205-Robling1], [@pone.0074205-Srinivasan3]. This time dependence has been speculated to be due to the involvement of distinct mechanisms that are responsive to short- and long-duration rest periods [@pone.0074205-Sugiyama1]. In our studies, mechanically-stimulated ERK1/2 signaling had a refractory period of approximately 30 min (as evidenced by the lack of increase in p-ERK1/2 after the second and fourth flow bouts but a significant increase after the third bout), suggesting a potential role for recurring ERK1/2 activity in mediating enhanced anabolism arising from long-duration rest intervals. Interestingly, *in vitro*, short-duration (10 s) rest intervals have been found to elicit heightened intracellular Ca2+ mobilization in bone cells subjected to fluid flow [@pone.0074205-Srinivasan2]. In addition, previous studies suggest that flow-induced ERK1/2 activation occurs independently of intracellular Ca2+ mobilization in mechanically stimulated bone cells [@pone.0074205-Liu1]. This suggests that enhanced Ca2+ signaling and recurring ERK1/2 activation may dually mediate temporal processing in a manner that is dependent on whether the rest intervals are short (10 s of seconds) or long (10 s of minutes) in duration. There is also the potential for other as of yet unidentified pathways to mediate temporal processing of intermediate rest durations (i.e., greater than 10 s but less than 30 min), an intriguing possibility that our framework is well-suited to explore.

While the focus of our study was on assessing the utility of transcriptomic perturbations arising from temporal variations in stimulation for pathway discovery, these data bring forth the question of whether such small transcriptomic perturbations may play a role in potentiating bone anabolism *in vivo*. In considering this question, it is notable that osteogenesis is mediated by a large number of genes interacting within a vast network. If this "osteogenic gene network" were to be considered as being analogous to a signaling network, its conductivity (e.g., the amount of bone formed per unit of stimulus) may be impacted to a much greater degree by small alterations in a large number of network components compared to a large change in any one component [@pone.0074205-Subramanian1]. In this case, it is possible that small increases in the expression of a large number of osteogenic genes may have a much greater effect on bone formation relative to a large change in any single gene. However, regardless of their biological function, our studies suggest that identifying such transcriptomic perturbations within intact bone may have significant value from an analytical point of view. In particular, when integrated with systems-level analysis, such perturbations may be informative of acute mechanisms and causal signaling pathways enabling heightened bone anabolism in response to rest-inserted loading.

A unique aspect of our temporal processing analytical framework is its utility in revealing the emergence of different pathways in mediating responses to different rest period durations. In particular, by analyzing acute transcriptomic behavior, our framework indirectly probes a broad spectrum of signaling pathways rather than specific signaling pathway components. Importantly, this spectrum of pathways will only increase as new genome annotation databases and bioinformatics tools are developed. In addition, new technologies that enable high-throughput mechanotransduction studies [@pone.0074205-Kim1], [@pone.0074205-Worton1], [@pone.0074205-Riehl1] and transcriptomic analyses [@pone.0074205-Wang1] are rapidly emerging. In this case, our studies may serve as the experimental foundation for future investigations that map the temporal trajectory of every single gene upon mechanical stimulation, and their variations in response to different rest intervals. Such explorations would have clear potential to yield fundamental insights into the mechanisms mediating temporal processing in bone and other tissues that exhibit this phenomenon [@pone.0074205-Sen1], [@pone.0074205-Hanson1].

Several important limitations should be considered when interpreting the findings from this study. First, our use of the time-averaged profiles *x* and *y* likely reduced our sensitivity in identifying differentially regulated genes. In particular, genes that were differentially regulated at one time point but not the other were unlikely be assigned to Group A or B membership. However, it is important to note that our use of time-averaging likely enhanced the robustness of our predictions. In particular, Group membership was restricted to genes that exhibited sustained differences over both time points, which increased the selectivity of these groups. A second limitation is that our causal pathway analysis was performed using SPEED, which is limited to a relatively small number of pathways and uses data from experiments performed in human cells. However, we chose to utilize this approach due to the limited availability of tools for detecting causal signaling pathways and the fact that the majority of mouse and human genes are expected to have conserved biological function. Finally, while our studies demonstrated the ability for transcriptomic perturbations in cells subjected to rest-inserted fluid flow to correctly identify differential activation of the MAPK signaling pathway, it remains to be established whether our framework is able to correctly identify other signaling pathways in other experimental contexts. In this regard, the predicted association between TNF-alpha signaling and Group B gene expression provides a compelling starting point to explore this question further.

In summary, we characterized transcriptomic perturbations arising from the insertion of intermittent rest periods in bone cells subjected to fluid flow, and assessed the utility of these perturbations to identify signaling pathways that are differentially activated by this temporal variation. Our studies directly establish the capacity for transcriptomic perturbations arising from rest to correctly identify acute signaling pathways underlying these variations.
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