The increasing processing power of hearing aids and mobile devices has led to the potential for incorporation of dereverberation algorithms to improve speech quality for the listener. Assessing the effectiveness of deverberation algorithms using subjective listening tests is extremely time consuming and depends on averaging out listener variations over a large number of subjects. Also, most existing instrumental measures are intrusive and require knowledge of the original signal which precludes many practical applications. In this paper we show that the proposed non-intrusive single-channel algorithm is a predictor of the perceived level of reverberation that correlates well with subjective listening test results, outperforming many existing intrusive and non-intrusive measures. The algorithm requires only a single training step and has a very low computational complexity making it suitable for hearing aids and mobile telephone applications. The source code has been made freely available.
INTRODUCTION
Reverberation describes sound reflecting from and being absorbed by multiple surfaces in an enclosed acoustic space. Room reverberation typically comprises the direct sound from the source, early reflections from the floor, ceiling and walls, and late reverberation. Room reverberation has been shown to affect the quality and the intelligibility of speech [1] , and the performance of speech recognition systems is also impaired by reverberation [2] . As the distance between a talker and the listening point increases, the effects of reverberation typically become more pronounced. Hands-free devices are ubiquitous and in order to improve speech quality and intelligibility for the listener -whether human or machine -processing such as dereverberation [3] may be required.
Identifying the most effective processing methods either for evaluation or for real-time dereverberation requires objective analysis. Historically, determining the Perceived Level of Reverberation (PLR) has necessitated lengthy labour-intensive listening tests such as [4] , using acoustic parameters [5, 6] , or using speech quality and intelligibility measures. Such measures, for example Perceptual Evaluation of Speech Quality (PESQ) [7] , and Short-Time Objective Intelligibility Measure (STOI) [8] , however, were not intended to be used to evaluate the impact of reverberation nor dereverberation. Accurate estimates of acoustic parameters such as Reverberation Time (T 60) and Direct-to-Reverberant Ratio (DRR) [3] can be obtained from the Acoustic Impulse Response (AIR), which describes the acoustic channel between a source and microphone. A recent method [9] demonstrates a strong relationship between the PLR and a combination of the T60 and DRR. In many practical cases, however, the AIR is not available and therefore signal-based measures must be used.
When the reference anechoic speech signal is available, measures such as Reverberation Decay Tail (RDT) [10] , and its extensions [11, 12] , can be used. This method identifies time periods most affected by reverberation in the perceptually motivated Bark spectrum by comparing the energy of the reverberant and reference anechoic speech signals. By also analysing decay rates after speech end-points, an estimate of the perceptual impact of the reverberant decay tail is obtained.
When the reference anechoic speech signal is not available, the PLR must be estimated non-intrusively from the reverberant speech signal. Whilst non-intrusive algorithms exist for estimating the T60 and DRR [13] , these algorithms assume certain conditions which in practice may not be possible to fulfil or determine accurately, such as being in the diffuse field beyond the critical distance (when DRR ă 0 dB). Further, the DRR is particularly difficult to estimate using a single microphone or when in the diffuse field [13] . A series of existing non-intrusive methods have been devised around the principle that the modulation spectrum of anechoic speech has a strong spectral peak around 4 Hz, and that reverberation smears this energy into other modulation frequency bands. The Speechto-Reverberation Modulation Energy Ratio (SRMR) and SRMRnorm measures have been shown to correlate with speech quality and intelligibility [14] [15] [16] .
The contributions of this paper are to propose an algorithm that non-intrusively estimates the PLR using the variance of decay rates, and to show that the results correlate well with subjective listening tests and other intrusive measures. The remainder of this paper is organised as follows. In Section 2, the room and speech decay model is presented. In Section 3, the proposed algorithm is presented. In Section 4, the method for evaluating the proposed algorithm against intrusive and non-intrusive measures is described. In Section 5, the results of the evaluation are presented, and in Section 6, conclusions are drawn.
ROOM AND SPEECH DECAY MODEL
Speech consists of a series of concatenated phonemes which may be separated by pauses. At a specific frequency in the Short Time Fourier Transform (STFT) domain, the amplitude envelope of each phoneme has a decay phase. In anechoic conditions, the observed decay phases will be identical to those of the uttered speech phonemes. The decay phases of speech observed in the diffuse field of a room (where DRR ă 0 dB) will be modified by reverberation. The degree of modification is dependent on the T60, but also on the DRR such that a decrease in DRR increases the degree of modification. In reverberant conditions, the decay phases will be extended such that, in a room with a large T60, speech observed in the diffuse field will appear to decay more slowly and the phonemes overlap.
It was observed in [17] that the variance of the gradients of the observed decay phases is strongly correlated with T60 in the diffuse field. Consider an AIR, hptq. In [18, 19] , it was shown that the reverberation in the diffuse field can be modelled as a deterministic signal controlled by a damping constant, δ, whilst the fine structure can be modelled as a statistical process. Therefore in the time domain [19] hptq " bptqe´δ t , for t ě 0,
where bptq is stationary Gaussian noise with a mean of 0, and damping constant, δ. The damping constant is related to the T60 by T60 " 3 log 10{δ.
The model of the room decay is defined from (1) as
where σ 2 b is the variance of bptq, and the decay rate, λ h "´2δ. The decay rate, λ h , in this context describes the rate at which the signal level falls following an abrupt signal end-point. Extending (1) into the frequency dependent room decay model, introducing the initial Power Spectral Density (PSD) of the air, P , and taking the logarithm, gives
where Hpt, f q is the energy of the AIR at time t and frequency f , λ h pt, f q is the decay rate at time t and frequency f , and P pt, f q is the initial PSD of the AIR at time t and frequency f . The decay rate λ h pt, f q can therefore be estimated by applying a linear fit to the natural logarithm of the time-frequency energy envelope of the reverberant speech signal.
In the diffuse field, observed decay rates are the result of the decays from anechoic speech, x, convolved with the AIR. Further, we only consider negative decay rates. Therefore we write the decay rates in the diffuse field as λ x˚h´, where˚denotes the linear convolution operator. For observations at the source we write this decay rates as λ x´. In [17] , it was observed that in the diffuse field, the variance of decay rates in the STFT domain is highly correlated with the T60, therefore
where p indicates an estimated parameter, σ 2 pλ x˚h´q is the variance of decay rates in the diffuse field, and gT p¨q is some function which relates the variance of decay rates in the diffuse field to the T60.
METHOD
The PLR is influenced by reverberation in the diffuse and near fields and the direct signal. Humans have some perception of DRR and have been shown to use it to determine distance [20] . The hypothesis of this paper is therefore that the variance in decay rates in both the diffuse and near fields is related to the PLR. The authors have further observed that for all values of DRR, σ 2 pλ x˚h´q appears to be highly correlated with the PLR. For negative values of DRR, the direct path speech decay rates are convolved with the AIR decay rates, and the variance is unaffected by the magnitude of the DRR. However, for positive values of DRR, the decay rates of the anechoic speech begin to significantly influence the observed decay rates such that in completely anechoic conditions, the variance equals the variance of the speech decay rates. Therefore
where W is the PLR, gap¨q, gnp¨q, and gdp¨q relate the contributions of their respective anechoic speech, and the near and diffuse field variances to the PLR. In practice, the DRR is very difficult to estimate non-intrusively from a reverberant speech signal, particularly from a single microphone, as was shown in [13] . Therefore, for the purposes of creating an algorithm, only the decay rates of the reverberant speech signal are estimated, and the assumption is made that the impact of the direct path can be incorporated into a single function gW p¨q, as W " gW pσ 2 pλ´qq.
The coefficients of gW p¨q are determined by first evaluating σ 2 pλ´q on a reverberant speech corpus and mapping it to a suitable objective estimate of the PLR, as will be described below. Since it was observed in [21] that perceptually-motivated Mel averaging of STFT frequency bands improved robustness to noise and reduced computational complexity, Mel-averaging across frequency bands is incorporated into the algorithm.
A 'ground truth' objective measure of the PLR is required in order to determine the function gW p¨q. Early work to find a relationship between subjective preference for speech in reverberant rooms was presented in [22] where the following relationship was proposed
where Ps is the subjective preference in some arbitrary units, Pmax is the maximum possible preference, and σ 2 I is the Room Spectral Variance (RSV) [23] . Lima et al. [24] showed that the derivation in [22] could be improved by including a term in the denominator for the DRR power ratio, Γ. Subsequent work by Vallado et al. [9] showed that RSV was not a significant factor and that the optimal values for the exponents is α " 0.6, β " 0, and γ " 0.15, giving
where Qm is the generalised QAreverb measure, and α, β, and γ control the contribution of each acoustic parameter. The QAreverb measure has been extensively validated through experimental assessment therefore making it a suitable objective measure of the PLR. QAreverb is therefore used to label reverberant speech to be used for training the proposed algorithm. It is emphasised that QAreverb is an intrusive method whereas the proposed method is non-intrusive.
To obtain the coefficients of 3 rd order polynomial function gW p¨q, least squares regression was used to map Qm onto σ 2 pλ´q for a large number of training cases. Reverberant speech for the σ 2 pλ´q analysis was obtained by convolution with a large number of AIRs, 203 in all, with a speech corpus. Ground truth T60 and DRR values for the computation of Qm in (9) were obtained from the AIRs using the methods from [13] . To ensure a comprehensive set of training cases, AIRs were selected from REVERB [25] , Aachen [26] , and MARDY [27] corpora. Where AIRs had noise floors less than 60 dB below the direct path or were contaminated by Electrical Network Frequency (ENF) noise, they were excluded from the corpus. For the speech signals, 5 utterances were randomly selected from each of the 10 male and 10 female talkers from the REVERB development set -a subset of WSJCAM0 [28] -giving 100 speech signals in all. All signals and AIRs were sampled at 16 kHz. Figure 1 shows the range of T60s and DRRs used for determining the coefficients of gW p¨q. Figure 2 shows the relationship between σ 2 pλ´q and Qm for the 20,300 reverberant speech files grouped by Qm in bins centred at 0.1 intervals of Qm. These are presented as box plots where there is a box shown for each group of AIRs in the training corpus. For each box, the central line is the median, the edges of the box are the 25 th and 75 th percentiles, and the whiskers extend to the most extreme data points not considered outliers. Outliers are plotted individually.
EVALUATION
In order to evaluate the performance of the proposed algorithm, a listening test was performed in which an evaluation corpus of reverberant speech was subjectively assessed by 28 listeners, as will be described in Sections 4.1 and 4.2. The proposed algorithm was then evaluated on this corpus. The Pearson correlation coefficient, ρ, between the proposed measure W and the subjective scores was then calculated to determine its effectiveness as an estimate of the PLR. In addition, ρ was computed for the following other measures against the listening test results on the corpus for the purpose of comparison:
1. T60 and DRR estimated from the AIR using the same methods used [13] (AIR-based, intrusive).
RSV [23] (AIR-based, intrusive)
3. Qm [9] (AIR-based, intrusive) 4. PESQ [7] and STOI [8] (signal-based, intrusive) 5. RDTx [12] (signal-based, intrusive) 6. SRMR [14] and SRMRnorm [15] (signal-based, non-intrusive)
In addition, the Relative Real-Time Factors (RRTFs) of the proposed algorithm and the signal-based algorithms in points 4 to 6 above were computed from their respective CPU usage per unit time, and then normalised to the algorithm with the highest CPU usage.
Evaluation corpus
Reverberant speech signals were created by convolving anechoic speech with real recorded AIRs with additive ambient noise from the same rooms at 25 dB Signal-to-Noise Ratio (SNR). The anechoic speech comprised 8 talkers counting from 0 to 9 in English with durations from 11 s to 17 s taken from the ACE Corpus [13] . Ten different reverberant conditions were obtained by selecting office, meeting room, lecture theatre and building lobby environments from the SMARD [29] , and ACE corpora. Two source-microphone distances were chosen from each environment where available, denoted with subscripts N and F for the near and far source-microphone configurations respectively. The signals were then normalised for equal loudness and verified to not exceed 65 dB SPL [30] using a Brüel and Kjaer (B&K) Type 4153 Artificial Ear and a B&K Type 2610 Measuring Amplifier. All signals and AIRs were sampled at 16 kHz. Figure 3 shows the range of test environments comprising T60s from 170 ms to 1160 ms, and DRRs from 0.65 dB to 16.4 dB. Also shown is the Qm measure which illustrates the relative influence of T60 and DRR on Qm. 
Listening test
In order to determine the PLR of the evaluation corpus, a listening test based on the Multi-stimuli Test with Hidden Reference and Anchor (MUSHRA) [31] standard, but modified for reverberant speech, was employed. The Multi-stimuli Test with Hidden Reference and Anchor for Reverberation (MUSHRAR) [16] test differs from MUSHRA in order to be more intuitive to the listener. Accordingly, the scoring range is inverted so that a more reverberant signal receives a higher score, and the hidden reference, R, and anchor, A, signals use low and high levels of reverberation respectively. The listening test was performed in a sound-proofed chamber with a T60ă 50 ms using an RME Fireface 800 audio interface and Sennheiser HDA200 closed-back headphones. The participants comprised 28 listeners with self-assessed normal hearing. For each participant, 3 speech utterances were selected at random from the 8 utterances in the evaluation corpus for each of the AIRs in the corpus. Reverberant test stimuli were randomly ordered to reduce any effects of training. Assessments were preceded by verbal instructions and a familiarisation phase where samples of the listening test were played. Following the tests, four of the result sets were removed where the hidden reference, anchor, or the most reverberant signal could not be identified by the participant, leaving a total of 24 assessments.
RESULTS AND DISCUSSION
The results of the listening test are show in Fig. 4 . The results are presented as box plots where there is a box shown for each AIR in the evaluation corpus. Comparing Figs. 3 and 4 it can be observed that Qm varies consistently with the listener score, as expected. The close spacing of the medians of Qm is reflected in the results for AIRs AN, AF, and BN. Figure 5 shows the absolute Pearson correlation coefficients for each measure evaluated against the listening test results. The Qm measure is the most highly correlated intrusive measure. The intrusive T60 measure is also highly correlated, which was first demonstrated in [5] . The proposed non-intrusive algorithm shows W has high correlation (ρ "´0.85) with the listening test results. It is better correlated than T60 and is almost as well correlated Qm. The non-intrusive SRMR and SRMRnorm measures show low correlation with the subjective scores from the listening test. Whilst the performance of the SRMR could be attributed to the high interand intra-talker variability that the measure has been known to exhibit [15] , the SRMRnorm had achieved comparatively higher correlations in a previous study [16] . Further, SRMRnorm is well correlated with DRR (ρ " 0.41), though with SRMR less so (ρ " 0.22). As part of an ACE Challenge entry [32] , variants of the SRMR were used to estimate different acoustic parameters, so it may be possible to adjust the operating parameters of the SRMR to produce a variant that is better correlated with the PLR.
The RRTF of the signal-based algorithms is shown in Table 1 . The low computational complexity of the proposed method makes it suitable for real-time applications. Table 1 . RRTF for the signal-based algorithms.
Algorithm RRTF PESQ [7] 0.096 STOI [8] 0.1 RDTx [12] 0.57 SRMR [14] 1 SRMRnorm [15] 0.98 Proposed 0.031
CONCLUSION
Whilst estimating acoustic parameters from reverberant speech is a current research topic involving many researchers [13] , estimating the PLR is a more recent research question where reliable nonintrusive estimators have yet to be proposed. We have presented such an estimator that accurately and non-intrusively estimates the PLR given by the intrusive QAreverb measure using the variance of decay rates 1 . The estimator showed results that are comparable to, or out-perform, intrusive estimators when compared with real listening tests. The proposed method also has low computational complexity making it suitable for hearing aids and mobile applications.
ACKNOWLEDGEMENT
We wish to thank Benjamin Cauchi and Stefan Goetze of the Fraunhofer Institute for Digital Media Technology (IDMT), Germany for their work on the listening test conducted in collaboration with Imperial College London.
