This paper examines in a general equilibrium framework the chain of causality behind that line of thinking. It does so by modeling individual agents' decisions to become formal in relation to their access to a credit market plagued by moral hazard and examining the effect of these decisions on the size of the formal sector and the level of output. The main insight is that while better property rights and less burdensome regulations may under certain conditions facilitate agents' access to formal loans, such reforms interact with the characteristics of the credit market and its environment in ways that crucially shape the ultimate magnitude of the effect on formality and output.
In a nutshell, the modeling strategy relies on an overlapping-generations model where economic agents, when young, undertake productive projects, deciding whether to work in the formal or informal sector. These decisions depend on the trade-off between the costs of entry and the benefits of accessing the formal credit market, itself a function of the quality of enforcement and property rights that allow for efficient loan recovery by lenders. Entrepreneurs save part of their profits for future consumption and these savings constitute the next period's supply of credit in the economy.
In this context, the equilibrium interest rate that results from the interaction between the supply of lendable funds and the demand for credit is a key variable in determining the equilibrium level of formality. Indeed, lower entry costs and better contract enforcement unambiguously imply a larger formal sector, a higher demand for credit, and higher output as long as an infinitely elastic supply of funds is available at the prevailing interest rate (e.g., an open economy with no barriers to international capital flows and a competitive banking sector). However, absent these conditions, an increase in demand resulting from a higher rate of formality increases the interest rate, which weakens the links among reform, formality, and output.
Finally, we present empirical evidence related to the implications of our model. We find that countries with lower entry costs or a higher quality of enforcement tend to have larger credit markets and smaller informal sectors and that this relationship is stronger when the banking sector is more competitive and the economy is more open to international capital flows. Using industry-level measures of financial dependence and controlling for country fixed effects, we show that the results on credit supply also hold in a cross-and within-industry setting.
Introduction
A popular idea in policy circles holds that granting potential entrepreneurs access to formal credit markets by improving public institutions and specific regulations is an important condition for economic development. In particular, reforms allowing economic agents to formalize, and therefore gain better access to formal credit markets, should naturally lead them to invest more and increase their productivity; ultimately, the benefits of higher overall growth would ensue. Such reforms typically include strengthening property rights on land and housing and reducing burdensome registration procedures.
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Related Literature The argument above is composed of two parts. First is the link between better regulations and access to credit at the individual level, which results in increased incentives to enter formality, and second is the link between these individual decisions and output or growth.
It is relatively well understood how light registration procedures and strong property rights interact to provide the necessary conditions to access the credit market. As de Soto (1990) showed in the case of Peru, and further documented by Djankov et al. (2002) for 85 countries, firms first face significant entry costs in the form of registration and license fees to be able to operate formally.
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As Straub (2005) suggested, formal lenders commonly impose an array of requirements on prospective borrowers before entering into legal contractual relationships. These requirements include making operations observable through accounting books, providing credible proof of location, and being able to attach valuable assets as collateral. Paying entry costs is necessary to satisfy these requirements.
3 Moreover, smoothly functioning credit markets also rely on effective property rights in at least two ways. First, the existence of property titles is a necessary condition for collateralized credit. Second, good enforcement of such rights allows lenders to recoup their money in case of failure or conflict. Thus, slow and costly judicial processes may significantly affect access to credit for small borrowers, even in the presence of formal property titles.
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Most microeconometric empirical studies, however, have reported a weak or insignificant effect of improved property rights on credit market access for the poor. For example, Field and Torero (2006) found no evidence that a nationwide titling program in Peru (the biggest of its kind worldwide) increased access to private credit among the poor. The discussion alluded to the fact that banks are likely to face complex changes in the com-2 According to Djankov et al. (2002) , they range from a low of two procedures, taking two days and generating a cost equivalent to 2.3% of per capita GDP in Canada, to a high of 21 procedures, 80 days, and 463% of per capita GDP in the Dominican Republic. Kaplan et al. (2011) and Bruhn (2011) provided microeconomic evidence from a program in Mexico that reducing these costs spurs entry from new entrepreneurs.
3 Of course, this is not to say that such regulations and their costs are efficient. Indeed, in developing countries they often respond to extractive motivations. See Auriol and Warlters (2005) and Djankov et al. (2002) .
4 See, for example, Pagano (2001) for microeconomic evidence and Jappelli et al. (2005) and La Porta et al. (1998) for regional and cross-country evidence.
position of demand for credit and may alter the way they price loans in response to the evolution of foreclosing rules. Besley and Ghatak (2009a) provided a complementary rationale for why informality is so prevalent. They built a model of a de Soto effect and showed that if the degree of credit market competition is low, borrowers may lose from improving property rights and thus may oppose any such reform.
The second part of the story links the level of formality to output. Such a link has been put forward by Easterly (1993) and Loayza (1996) , among others. More recently, Antunes and Cavalcanti (2007) analyzed how much of the variation in size of the informal sector and in the level of per capita income across countries can be explained by regulation costs and enforcement of financial contracts. Calibrating their model to US data, they concluded that it is regulation (a fixed cost of formality) that accounts for most of the differences in the size of informal sectors between the United States and Mediterranean Europe, while for a developing country like Peru contract enforcement appears to be equally important. However, these factors fail to account for most of the income differences among countries. Importantly, Antunes and Cavalcanti assumed that the local lenders have access to world capital markets and borrow or lend any amount at a constant interest rate. In a similar exercise, D'Erasmo and Moscoso Boedo (2012) found that entry costs and imperfect debt enforcement calibrated using the Doing Business database generate a 25% drop in Total Factor Productivity (TFP) relative to the US.
Closer to our paper are Castro et al. (2004) and Antunes et al. (2008) , who presented general equilibrium models with financial frictions and an endogenous interest rate. They found two effects of smaller financial frictions on the economy. First is a standard positive demand effect because individuals obtain more credit. This results in a higher interest rate, which leads to a second negative effect on the future supply of credit. Castro et al. In the open economy, there is only the demand effect because the interest rate is taken as given. In the closed economy, the same demand effect implies a higher interest rate, which reduces the profits and the savings of entrepreneurs and leads to the second negative effect on the supply of credit. Similarly, Antunes et al. (2008) showed that lower intermediation costs or better enforcement have the same two counteracting effects on the economy and the supply effect is quantitatively significant. Our paper focuses on the impact of the quality of enforcement and entry costs on the size of the informal sector and output. Its main insight is to point out the importance of the second general equilibrium negative effect, which has generally been ignored in policy discussions about the merits of reducing the size of the informal sector. We show that this negative supply effect arises when there is low financial openness or weak competition in the banking sector. This finding has implications for the timing of development policies, suggesting that reforms aimed at reducing informality by removing barriers to entry or improving enforcement can be more effective in financially liberalized countries or when coupled with mechanisms to support the credit supply.
The paper is organized as follows. Section 2 develops the model. Section 3 discusses the related empirical evidence. Section 4 concludes.
The Model
This section presents an overlapping-generations model with (i) financial friction arising from a moral hazard problem between investors and entrepreneurs and (ii) an informal and a formal sector.
The Environment
The economy consists of an infinite sequence of two-period lived overlapping generations, with time indexed by t = 0, 1, .... There is no population growth and each generation is normalized to a continuum of size 1. Young individuals are risk-neutral entrepreneurs who invest in a project, the proceeds of which will be used for consumption when they are old.
Young entrepreneurs use a technology that transforms capital k into the final good y:
whereã is a productivity parameter that can be high (ã = A) or low (ã = 0). The probability of success depends on the entrepreneurs' level of effort: they can work, in which case the probability of success is p H , or shirk, in which case the probability is only p L < p H , but they enjoy a non-monetary private benefit Bk (or equivalently save on the cost of effort).
Entrepreneurs are endowed with initial capital X, which is uniformly distributed between 0 and 1, with a cumulative distribution function denoted by D(X). We assume that X provides a part of the planned investment. Borrowers intend to borrow k−X from banks. We follow Holmstrom and Tirole (1997) by assuming that banks can observe the outcome of the project but not the effort of the entrepreneur. These contracts specify the amount of capital to be lent and a repayment r to the lender if the project is successful.
Banks borrow funds at interest rate i and lend them to entrepreneurs. In the benchmark, the banking sector is assumed to be competitive.
Entrepreneurs can decide to enter either the formal or the informal sector. The benefit of entering the formal sector is that they can access the formal credit market, which allows them to borrow more. The downside is that entering the formal sector is costly. This section compares these costs and benefits and infers that which sector entrepreneurs decide to enter is a function of their initial endowment.
Operating Informally
We assume that no lending occurs in the informal sector, for example, because project output is not verifiable and enforcement is impossible. Informal entrepreneurs can nonetheless use their initial endowment to operate a project and their expected payoff is
given by
Alternative informal ways to enforce contracts may exist, as in Straub (2005), but we do not consider them in this paper because our question of interest does not concern the decision to become formal per se but rather the effects of institutional reforms that affect the relative attractiveness of the formal sector. In that sense, we only need the lending technology to be less efficient for informal borrowers. For example, an alternative model could assume that income is verifiable both by informal and formal lenders, but that the latter also enjoy the technical possibility of attaching assets as collateral, so formal borrowers would enjoy higher leverage on their endowment, with similar qualitative results.
Operating Formally
If entrepreneurs decide to operate formally, they must pay a fixed cost C that represents the direct costs of registration or the time spent on procedures. They pay this cost out of their endowment. For a project of size k, they thus now have to borrow k − X + C.
Furthermore, we follow Straub (2005) in assuming that enforcement is imperfect in the sense that only a fraction θ of repayments is left to lenders.
We assume that it is less profitable for banks to lend to shirking entrepreneurs than to retain the funds and that high effort is profitable by setting p L A + B < i < p H A. As a result, banks only offer contracts that induce entrepreneurs to work. This implies that the expected profit of entrepreneurs if they work should be higher than the sum of the expected profit and the private benefit if they shirk. This yields the following incentive compatibility constraint:
Banks are only willing to lend if they expect a positive profit. Their profit is given by the expected repayment r they receive from successful entrepreneurs minus the cost i of borrowing this amount. The break-even constraint of a bank contracting with a formal entrepreneur, who borrows k − (X − C), is given by:
Assuming a competitive banking sector, equations (3) and (4) are binding. Combining these equations gives the following financial contract:
where
Entrepreneurs can thus borrow from banks if they operate in the formal sector. 5 A lower interest rate i, lower entry costs C, better enforcement θ, or higher initial capital X increase the size of the loan k.
Finally, using (3) and (6), the expected profit π F = p H (Ak−r) of a formal entrepreneur can be expressed as:
The Choice between Formal and Informal Sectors
Entrepreneurs trade off the costs and benefits of entering the formal and informal sectors. In the informal sector, entrepreneurs cannot use external financing for their projects but save on the cost of entering the formal sector. Comparing the two surpluses given by equations (2) and (7) shows that there exists a cutoff quantity of initial capital X * below which entrepreneurs prefer to enter the informal sector and above which they prefer to enter the formal sector:
This threshold determines the size of the informal sector. By definition, it is bounded by 0 and 1. Zero entry costs lead to a totally formal economy. There also exists a cutoff level of C above which, and a cutoff level of θ below which, the economy is completely informal. We can demonstrate the following result:
Proposition 1 A lower interest rate i, lower entry costs C, or better quality enforcement θ reduce the size of the informal sector.
A larger interest rate makes entrepreneurs less creditworthy and thus increases the size of the informal sector. Better quality enforcement increases the amount that banks can recover when lending and thus increases the size of loans. The effect of lower entry costs is obvious. These results are consistent with the empirical evidence documented, for example, in Djankov et al. (2002) and Antunes and Cavalcanti (2007) .
Equilibrium in an Open Economy
In this section, we present a version of the model that is consistent with the standard view on informality and economic growth. The main insight is that a larger formal sector benefits the economy because entrepreneurs' ability to access the formal credit market increases overall investment.
Consider a small open economy with free capital flows and no influence on the world interest rate. As a result, agents take the interest rate i * as exogenous. The supply curve of capital is thus represented in Figure 1 by a horizontal line.
Equations (5) and (8) give the aggregate demand for capital, which is equal to the sum of the investments of individual entrepreneurs:
When the interest rate i increases, banks respond by lending less to satisfy their breakeven constraint. An indirect effect is that fewer entrepreneurs are willing to enter the formal sector. Overall, we have a standard demand function decreasing in price, as illustrated in Figure 1 . 
Let Y = p H AK * be the level of output in the economy. Then, the following result holds:
Proposition 2 In an open economy, lower entry costs C and better quality enforcement θ have a positive impact on output Y .
Proof. From Equation (9), the function K d is increasing in k and decreasing in X * ;
from Equation (5), k is increasing in θ and decreasing in C; from Proposition 1, X * is increasing in C and decreasing in θ. This proves Proposition 2.
Intuitively, higher quality enforcement θ and lower entry costs C have two effects on the aggregate demand for capital. First, the amount banks are willing to lend to entrepreneurs increases. Second, more entrepreneurs enter the formal sector and this allows them to borrow more. Such changes shift the demand for capital to the right.
Thus, the equilibrium stock of capital and production increase.
Equilibrium in a Closed Economy
We now show how the mechanism of the previous section is affected by the introduction of restrictions on international capital flows. Closing the economy affects the supply of credit as banks become limited in their capacity to lend based on the size of national savings K s (i). As a consequence, the equilibrium interest rate i c of the economy is endogenously determined by capital supply and demand. We show that, in contrast to the previous section, the effect of smaller entry costs or better quality enforcement on the economy now vanishes.
Because individuals only consume at the end of their life, their savings s t are equal to their profit:
The supply of capital K s t+1 is given by the sum of individual savings s t : The reforms at date t have two effects on the supply of capital at date t + 1. First, these reforms make entrepreneurs more creditworthy for a given interest rate. This implies that they make a higher profit and this increases the supply of credit in the next period.
Only this first and positive effect is present in an open economy. In a closed economy, however, a second negative effect exists. The higher equilibrium interest rate implies that entrepreneurs make a smaller profit. At date t + 1, the supply of capital is thus tighter.
Overall, the net effect of these reforms on the supply of credit at date t + 1 is ambiguous as it is the result of these two countervailing effects, but it is always smaller in a closed
than in an open economy.
The following proposition summarizes and proves these results:
Proposition 3 In a closed economy, the effect of permanent lower entry costs C or of better quality enforcement θ at date t on output Y is nil and is thus lower than in an open economy.
Proof. We are interested in understanding ∂K c /∂C and ∂K c /∂θ. In what follows, we focus on θ but the same logic applies to C.
to K c and θ and rearranging gives
At date t, K c is fixed so this derivative is equal to 0. Thus, a higher θ has no impact on Y t . From Proposition 2, we know that this effect is smaller than the effect in an open economy.
At date t + 1, this derivative is the sum of two components. The first gives us the effect of a higher θ on K c t+1 for a given interest rate. We know from Proposition 2 that this is positive. The second effect goes through the interest rate at date t. We know from Equation (9) that the demand K d is decreasing in the interest rate and that the supply of capital K s is predetermined. Thus, the equilibrium condition given by Equation (13) implies that the equilibrium interest rate i We can further show that these two contradictory effects exactly cancel out. Rearranging Equation (3), we obtain the law of accumulation of capital:
The growth rate of the economy is thus independent of C and θ.
Large Banks
We now relax the assumption of a competitive banking sector. If financial intermediaries have some market power, they ask for a higher repayment, which further reduces the savings of young entrepreneurs and thus the supply of credit.
We follow Besley and Ghatak (2009a) in assuming that the marginal cost of lending is equal to the interest rate i plus a parameter τ . There are two banks in the economy competingà la Bertrand. One has a marginal cost equal to zero (τ = 0) and the other has a strictly positive marginal cost (τ > 0). The efficient bank offers loan contracts such that entrepreneurs do not prefer to contract with the inefficient bank. The parameter τ can thus be thought of as a measure of competition between the two banks. The lower this parameter, the more competitive the banking sector.
We now show how the parameter τ modifies the previous analysis. The break-even constraint of the lender becomes
In an open economy where the interest rate i is given, a higher τ increases the repayment that can be asked of entrepreneurs and reduces the size of the loan. Entrepreneurs thus end up with lower profit and save less. In this setting, a more concentrated banking sector thus reduces the accumulation of capital.
Let us now solve for the equilibrium interest rate in a closed economy. This is done in a simple way with the change of variables I = i + τ . This yields the same result as before, that is I = i c . It implies that the interest rate in an economy with a concentrated banking sector is equal to i c − τ . In the extreme case of a perfectly closed economy, i and τ are thus perfect substitutes. Finally, Proposition 3 is unchanged in the case of large banks in a closed economy.
To summarize, in an open economy, a more concentrated banking sector makes the impact of lower entry costs or better enforcement less positive. In contrast, in a closed economy, the size of banks does not change this impact.
Discussion
Note that the absence of any effects of reforms in the closed economy hinges strongly on our preference specification. Indeed, entrepreneurs save their whole profit without taking into account the future interest rate. This generates the vertical supply curve shown in Figure 2 . Assuming a logarithmic utility function for young individuals would make them willing to save but would not affect the results as savings would still be independent of the interest rate. With a more general utility function (e.g., Constant Relative Risk Aversion), there would be a third effect on savings as the interest rate would then depend on the elasticity of intertemporal substitution. However, for reasonable values of this elasticity, this effect is likely to remain small and thus the impact of reforms would still be lower in a closed economy.
Another important assumption for our results stems from our overlapping-generations structure. Indeed, a higher interest rate redistributes wealth from young entrepreneurs to old consumers in our model. Given that only entrepreneurs save, this decreases savings and reduces the efficiency of reforms. Our results remain relevant, however, if entrepreneurs have a higher propensity to save than the rest of the population, as documented in Gentry and Hubbard (2004) .
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On a more conceptual note, our framework is centered on how institutional reforms may make access to and exchanges on the credit market more efficient. Thus, it is silent on other issues, such as the fact that better enforcement may facilitate reallocation of productive assets or elicit better projects to be submitted by borrowers. Our conclusions naturally complement insights on these related topics. 
Empirical Evidence
In this section, we present empirical results consistent with the key predictions of our model. We start by showing cross-country correlations from a sample of between 100 and 140 countries depending on the specifications. We expect better quality enforcement or 6 See also Castro et al. (2004) for a similar argument. 7 See, for example, Besley and Ghatak (2009b) for a review of issues related to property rights.
lower entry costs to be positively related to the size of the credit market and negatively related to the size of the informal sector. We also expect this relationship to be stronger in economies that are more financially open and have a more competitive credit market.
The channel emphasized in our model, linking the policy variables C and θ to both output and formality, goes through the size of the credit market. For this reason, we study the determinants of both access to credit and informality. While the results are very much in line with our theoretical framework, we cannot rule out the possibility that some unobserved country specific effects drive them. Unfortunately, the lack of time series for some of our key variables makes it impossible to use country-level fixed effects.
To overcome this problem, we perform within-country, cross-industry estimations using a firm-level dataset covering more than 21,000 firms in 67 countries between 2002 and 2006. Our model focuses in particular on how firms' access to credit is constrained by the characteristics of the supply channel. We therefore use a plausible source of exogenous variation in firms' demand for credit within each country, namely, the industry-level financial dependence measure from Rajan and Zingales (1998) , to identify the effect of variations in credit supply on firms' access to credit, while controlling for country fixed effects. We expect the interactions among our policy measures (enforcement and entry costs) and the credit supply characteristics (openness and spread) to matter more for firms in more financially dependent sectors.
Data
Our cross-country characteristics consist of the following variables. We use two de- Credit refers to the ratio of private credit over GDP from the World Bank. To match the date of our informality measure, we average it over the years [2003] [2004] [2005] . It varies from 2% to 276%, with an average of 50%.
As explanatory variables, we use proxies for the cost of entering the formal sector, the quality of enforcement, openness, and the competitiveness of the banking sector.
Steps Formalism is a measure of the quality of contract enforcement from the World Bank, which computed the number of legal procedures used to collect a bounced check in court.
The variable ranges from 21 to 55 procedures, with a mean of 38. A higher value therefore means lower quality of contract enforcement. We take the average of this variable over the years 2003-2005. Spread is the interest rate spread from the World Bank and we use it to proxy for the competitiveness of the banking sector. Indeed, in our model, the measure of concentration τ can also be interpreted as a spread. It is the difference between the lending rate and the deposit rate. This measure is averaged over 2000-2002. We choose to use the lagged values to mitigate the concern that the contemporary spread not only captures the degree of competitiveness of the credit market but that it may also be affected by changes in our steps and formalism measures. The variable ranges between 1 and 56 with a mean of 9. More direct measures of concentration exist but cover fewer countries. Africa) and all levels of income. All firms included are formal units, stratified by broad (two-digit ISIC) industry groups.
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As proxies of the degree of constraint affecting the demand for credit, we use three different variables from the survey. The first is a qualitative variable indicating the extent to which access to finance is a constraint on business. Firms are asked to evaluate this on a scale from 0 (no obstacle) to 4 (very severe obstacle). We generate a dummy variable equal to 1 if their answer indicates a major (3) or very severe (4) obstacle, and 0 otherwise. Additionally, we also use two variables that measure the extent to which firms rely on internal funds and retained earnings to finance either working capital or new investments.
We complete these data with the industry-level financial dependence (FinDep) measure from Rajan and Zingales (1998) . Assuming that industries differ for fundamental technological reasons in terms of how much they depend on external finance, and that these differences partially persist across countries, this measure assigns each three-digit industry group a benchmark value corresponding to the level computed in the US sample 8 See www.enterprisesurveys.org for more details.
of the corresponding industry. We use two alternative measures, capturing the dependence on external finance of all companies or only of mature companies, respectively.
Results
We first look graphically at the relationship across countries between our reform variables (steps and formalism) and outcomes (credit and informal). We look at this relationship in different subsamples that vary along our supply of credit variables (spread and openness). We divide our sample between countries that have low and high openness, and between countries that have a low and a high spread, high meaning above the median and low below. Consistent with the predictions of our model, Figures To further illustrate that pattern, we run ordinary least squares (OLS) regressions of credit and informal on steps or formalism, interacted with openness and spread. More specifically, we estimate the following equation:
where i indexes countries, Y refers to our outcome variable (informal or credit), β 0 is a constant, R is our reform variable (steps or formalism), S is our credit supply variable (openness or spread), C is a set of control variables, and is an error term. Our main coefficient of interest is β 3 , which captures how the variations in entry costs or in the quality of enforcement map into our outcomes depending on the degree of openness or the competitiveness of the banking sector. Tables 1 and 2 show the results.
Column 1 of Table 1 shows that the coefficient of the interaction between spread and steps is positive and significant, suggesting that higher entry costs have a more negative impact on lending in countries with a higher spread. In a country with a spread of 0, a reduction of 10 steps would increase the size of the credit market by 90 percentage points.
However, in a country with an average spread (10), the same reform would be twice less efficient. In a country with a relatively high spread of 20%, this reform would have no impact on the size of the credit market.
In columns 2 and 3, we look at the impact of steps on informality and find consistent results. A smaller number of steps has a larger impact in countries that have a lower spread. The coefficient on the interaction between steps and spread is negative and significant, suggesting that lower entry costs will have a greater impact on reduction in the size of the informal sector in countries with a smaller spread. A reduction of 10 steps reduces the size of the informal sector by 18-19 percentage points in a country with a spread of 0. This reduction would no effect in a country with a spread of 22%.
Column 4 shows that the coefficient of the interaction between openness and steps is negative and significant, which means that higher entry costs have a more negative impact on credit in countries that are more open to international capital flows. In a country with a score of 0 for openness, a reduction of 10 steps would increase the size of the credit market by 40 percentage points. In the most open country (score of 2.45), this increase would be more than 50% larger while in the least open country (score of -1.85) the increase would be almost halved.
In columns 5 and 6, we look at the impact of steps and openness on informality and find consistent results. Reducing the number of steps would have a larger impact in countries that are more open. The coefficient on the interaction between steps and openness is of the expected sign but is only significant with the measure from the WEF.
Column 1 of Table 2 shows that the coefficient of the interaction between spread and formalism is positive and significant, suggesting that a higher quality of enforcement will be more efficient in countries with a more competitive banking sector. Tables 3 and 4 show that almost all our main results are robust to the inclusion of a whole set of additional control variables that are often used in the financial development literature. These controls are government spending, religion, and inflation.
Overall, this first set of results suggests that reducing the cost of entering the formal sector or improving the quality of enforcement can have a positive impact on credit and formality. The results further suggest that this is all the more true in countries that are open to international capital flows or have a low spread (i.e., with a competitive banking sector). The same policies in closed or high-spread countries would have lower or even negative impacts on credit and formality.
Next, we turn to cross-industry results. We now estimate a modified version of equation (7) with firm-level data. Our strategy relies on interacting the R i * S i interaction term with the financial dependence index. As before, we expect that firms will have better access to credit in countries that have lower entry costs and better enforcement, and we expect this to be all the more true in countries that have higher financial openness and a lower spread. Additionally, we also expect this effect to be stronger for firms that depend more on external financing. Thus, we expect the coefficient on the triple interaction term to be positive when the credit supply proxy is the openness variable and negative when it is the spread variable (since our dependent variables are now increasing when the degree of constraints on demand for credit is stronger). Our first objective is to control for unobserved country characteristics that may drive the correlations found above. We start by displaying results including only country fixed effects. The results therefore capture within-country and cross-industry (between and within) variations in the effects of interest.
In Table 5 , panel A, results for the triple interaction among steps, openness, and industry financial dependence are never significant, while as expected the result using spread as a credit supply variable is consistently negative and significant. Thus, controlling for country fixed characteristics, we find that firms' access to credit improving more by lower entry costs in countries with a smaller spread also holds across industries ranked by their degree of financial dependence. Panel B displays similar results using the interaction among formalism, openness, and financial dependence. Again, the conclusion that higher quality enforcement is more beneficial in a more competitive banking sector appears to hold across industries.
Firms included in the Enterprise Surveys are mostly well-established productive units.
Indeed, 78% of the firms in our sample were established before 1997. Table 6 therefore presents a set of robustness checks using the Rajan and Zingales financial dependence index for mature industries only. The results are consistent with those in Table 5 . Table 7 extends the results of Table 5 by adding industry fixed effects. While our theoretical framework does not make specific predictions on the within-industry pattern, we want to see if the results survive this more stringent test, which amounts to controlling also for industry-level invariant characteristics. Indeed, we still find a negative and significant sign for interactions involving the spread variable, although only when the dependent variable is firms' reliance on internal funds and retained earnings to finance working capital.
Finally, in Table 8 , we experiment with an alternative measure of industry-level financial dependence from the Enterprise Surveys themselves. We compute the countryindustry-level average of finance for new investments that is provided by a domestic bank, a foreign bank, or a leasing agreement (i.e., by a formal financing mechanism). We then interact this measure with our reform-credit supply variables, and instrument it with the Rajan and Zingales index to extract the industry-level variation that relates to industries' fundamental characteristics. To further reduce concern regarding potential correlation of this industry financial dependence measure with our dependent variables, we restrict these to the qualitative constraint variable and the measure based on working capital, excluding the variables based on new investments. The results for interactions with openness are again not significant, while those with spread are negative and significant. Overall, these results provide further support for our model predictions by showing that the relationships between the reform-credit supply interactions and firms' access to credit holds also across and to some extent within industries when controlling for countries' time invariant unobserved effects. They also indicate that country-level variation in the degree of competitiveness of the banking sector is the main supply-side factor that matters in shaping firms' access to credit. This is consistent with the cross-country results, which were more systematically significant when using the banking competitiveness proxy (spread) than the openness variable, possibly because openness also captures other countervailing effects (e.g., going through the exchange rate channel).
Conclusion
In this paper, we presented a general equilibrium model with an informal and a formal sector. We analyzed how reforms to entry costs and judicial enforcement can affect formality and output. The conventional wisdom states that such policies should be associated with positive outcomes along these dimensions. We have shown, however, that in the context of our model this prediction becomes less obvious if we take into account characteristics of the credit market like its degree of concentration or its openness to international capital flows. We also presented empirical evidence consistent with these predictions.
Our work is in line with a number of results in the literature pointing to an ambiguous impact of the type of reforms discussed here. It also suggests the importance of taking into account general equilibrium effects when implementing such policies. Indeed, to be effective, incentives to enter formality and access credit may require that the credit supply be free to adjust smoothly to accommodate increases in demand. Both cross-country and firm-level evidence indicates that the competitiveness of the banking sector may be the more important factor in that respect. Table 6 : The impact of Formalism on credit at the industry level (country fixed effects and financial dependence of mature industries) 
