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i概要
自然言語処理において，1次元畳み込みニューラルネットワーク (Temporal Convolutional
Neural Networks; Temporal CNN, ConvNet) を適用する事例が報告されている．ConvNet
の入力として単語の系列や文字の系列が使われるが，後者の文字レベル ConvNetの場合は形
態素解析等の言語に依存する処理が一切不要となる．先行研究では，英語やローマ字化された
中国語のデータセットにおいてニュースカテゴリ分類タスクや感情分析タスクでの有効性が示
された．本研究では，文字レベル ConvNetを日本語へ適用し，その有効性を検証した．その
際，埋め込み層を導入することにより，先行研究で中国語に対して行われていたローマ字化処
理が省かれ，簡便に適用することができた．また，大規模データセットで学習したネットワー
クが抽出する有用な中間表現を再利用すべく，どういった特徴を抽出しているか分析を行っ
た．さらに，画像認識分野において盛んに行われている転移学習について，自然言語処理分野
では研究が少ない．そこで本研究では，文字レベル ConvNetを用いた転移学習を試みた．本
研究における転移学習は主に 2種類あり，1つは，入力層である埋め込み層について言語モデ
ルの 1つである Skip-gramモデルにより事前学習を行うというもの．もう 1つは，畳み込み
層を主とするネットワーク全体について学習済みのモデルから転移を行うというものである．
実験の結果，次のことがわかった．日本語のニュースカテゴリ分類タスクと感情分析タスク
に文字レベル ConvNetを適用した結果，データセットの規模が大きい場合に従来手法である
Bag-of-Words等に比べて精度が向上した．また，文字レベル ConvNetの畳み込みフィルタ 1
枚で複数の N-gramを表現できており，畳み込みフィルタで学習された特徴量の優位性が明ら
かとなった．埋め込み層の転移学習については，事前学習用の大規模データセットと転移先の
データセットのタスクが異なっているにもかかわらず，転移により精度が向上した．更に，他
言語である中国語のデータセットを用いて埋め込み層の事前学習を行い，日本語のタスクへ転
移させたところ精度向上が認められた．また，ネットワーク全体の転移学習については，類似
タスク間の場合に精度が向上した．
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1第 1章
序論
1.1 はじめに
近年，メディア情報処理の分野において，深層学習 (Deep Learning) の研究が盛んになっ
てきている．中でも，画像認識の分野においては，2012 年に開催された ILVRC*1と呼ばれ
る物体認識のコンペティションにおいて，畳み込みニューラルネットワーク (Convolutional
Neural Networks; CNNs, ConvNets) を深層化したモデルである AlexNet[12]を用いたチー
ムが二位のチームに 10%以上もの差をつけて圧勝したことにより衝撃を与えた．また，関連
したドメインの知識やデータを転移して，目標ドメインの問題をより高精度で解くことを狙い
とする転移学習 (Transfer Learning)に関する研究も盛んである．特にここでは，元ドメイン，
目標ドメインの両者について教師ラベルが付いている帰納転移 (Inductive Transfer)のことを
指す．深層学習の画像認識分野における転移学習の例として，ImageNet[4]と呼ばれる大規模
教師付き画像データセットで事前学習した (Pre-trained) ConvNetを用いて，学習対象となる
データセットについて，特徴を抽出し様々な機械学習手法と組み合わせたり，ネットワーク全
体の重みの再学習 (Fine-tuning)を行うといったものがある．自然言語処理の分野における成
功例としては，word2vec[18, 20, 19] と呼ばれる単語の概念ベクトルを分散表現 (Distributed
Representations)として獲得する手法が有名である．自然言語処理の中でも，深層学習をテキ
スト分類や感情分析に用いる研究が盛んに行われている．
従来のテキスト分類，感情分析に関する研究では，いかにして分類に有用な特徴量を作成す
るかが重要であった．例えば，分類したい言語についての形態素解析器をあらかじめ作成して
おき，形態素解析の結果に基づき Bag-of-Words (BoW)モデルや Bag-of-N-gramsモデルを
作成し，サポートベクトルマシン (Support Vector Machines; SVMs)やロジスティック回帰
等の機械学習手法を組み合わせるというものである．
深層学習を用いたテキスト分類，感情分析に関する研究として，Glorotら [10]のAmazonレ
*1 ImageNet Large-scale Visual Recognition Challengeの略
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ビューデータに対し積層型雑音除去自己符号化器 (Stacked Denoising Autoencoders; SDAs)
により感情分析を行うという研究がある．こちらの研究では入力として BoWを用いている．
その他には，Socher ら [27, 28] の構文木に基づく再帰ニューラルネットワーク (Recursive
Neural Networks; RNNs)による感情分析等がある．
以上の研究では，いずれも形態素解析器や構文解析器，特徴語辞書等，言語に依存するシス
テムが必要となり，応用先が別の言語となった場合にそれらをまた一から用意する必要がある
といったデメリットがある．
一方で，1 次元畳み込みニューラルネットワーク (Temporal Convolutional Neural Net-
works; Temporal CNNs, ConvNets) をテキスト分類に適用する事例が報告されている
[11, 24, 25, 5, 6, 32, 33]．1 次元 ConvNet を用いた手法の中には，単語レベルの入力に
ConvNetを適用する手法と，文字レベル，特に表音文字レベルの入力に ConvNetを適用する
手法，両者を組み合わせた手法とがある．後者の文字レベル ConvNetは形態素解析等の言語
に依存したシステムが不要となる．先行研究において，文字レベル ConvNetは英語のみなら
ず中国語のデータセットにおいても有効である事が確認されたが，その他の言語においても有
効であるか不明である．また，画像認識の分野においては ConvNetが抽出している特徴の分
析，活用，転移学習について議論されているが，文字レベル ConvNetは先行研究においてそ
ういった議論がなされていない．
そこで本研究では，未だ検証されていない日本語のデータセットにおける文字レベル
ConvNetの有効性を検証した．また，文字レベル ConvNetが抽出した特徴を活用すべく，ど
ういった特徴を抽出しているか分析を行った．さらに，文字レベル ConvNetを用いた転移学
習を試みた．本研究における転移学習は主に 2種類あり，1つは，入力層である埋め込み層に
ついて言語モデルの 1 つである Skip-gram モデルにより事前学習を行うというもの．もう 1
つは，畳み込み層を主とするネットワーク全体について学習済みのモデルから転移を行うとい
うものである．
本研究の主な貢献は以下の 3 つである．1 つ目は，日本語のデータセットに文字レベル
ConvNetを適用することにより，データセットの規模が大きい場合に従来手法である Bag-of-
Words等に比べて精度を向上させたことである．2つ目は，文字レベル ConvNetが中間層に
おいて抽出した特徴量について N-gram 特徴量と比較，分析することにより，どういった特
徴量が抽出できているか明らかにしたことである．深層学習の研究において，入力が画像以外
の場合ではどういった特徴を抽出しているか理解し難いといった背景があった．今回の試みに
より，1枚の畳み込みフィルタで複数の N-gramを表現できており，効果的な特徴を抽出でき
ていることがわかった．3つ目は，文字レベル ConvNetを用いた転移学習の可能性を明らか
にしたことである．埋め込み層の転移学習については，事前学習用の大規模データセットと転
移先のデータセットのタスクが異なっているにもかかわらず，転移により精度が向上した．更
に，他言語である中国語のデータセットを用いて埋め込み層の事前学習を行い，日本語のタス
クへ転移させたところ精度向上が認められた．また，ネットワーク全体の転移学習について
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は，類似タスク間の場合に精度が向上した．
1.2 論文の構成
本論文の構成は以下のとおりである．以降，本論文は 2章では関連研究を，3章では本研究
で用いる文字レベル ConvNetのモデルと転移学習フレームワークを，4章では実験とその結
果を説明し，5章では考察を行い，最後に 6章で本論文の結論をまとめる．
4第 2章
関連研究
2.1 分散表現学習
分散表現 (Distributed Representations)とは，単語やフレーズを固定長のベクトルで表現
する情報表現の 1つである．一例として，単語の意味的な情報をベクトルで表現する単語埋め
込み (Word Embedding)がある．これらのベクトルは，ある単語の系列が与えられたとき次
に出現する単語の条件付き確率をニューラルネットワークによってモデル化した確率的ニュー
ラル言語モデル (Neural Probabilistic Language Model)[3] 等によって学習することができ
る．単語埋め込みを獲得する高精度なモデルとして，word2vec の名で有名な Continuous
Bag-of-Words (CBoW)モデル (図 2.1)や Skip-gramモデル (図 2.2)等 [18, 20, 19]がある．
use the product of the input!hidden weight matrix and the average vector as the output.
h =
1
C
WT (x1 + x2 + · · · + xC) (17)
=
1
C
(vw1 + vw2 + · · · + vwC )T (18)
where C is the number of words in the context, w1, · · · , wC are the words the in the context,
and vw is the input vector of a word w. The loss function is
E = =   l g p(wO|wI,1, · · · , wI,C) (19)
=  uj⇤ + log
VX
j0=1
exp(uj0) (20)
=  v0wO
T · h+ log
VX
j0=1
exp(v0wj
T · h) (21)
which is the same as (7), the objective of the one-word-context model, except that h is
di↵erent, as defined in (18) instead of (1).
Input layer
Hidden layer Output layer
WV×N
WV×N
WV×N
W'N×V yjhix2k
x1k
xCk
C×V-dim
N-dim
V-dim
Figure 2: Continuous bag-of-word model
6
図 2.1 CBoWモデル q oted from [23] Figure 2.
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Input layer 
Hidden layer 
Output layer 
WV×N!
W'N×V!
C×V-dim!
N-dim!
V-dim!
xk! hi! W'N×V!
W'N×V!
y2,j!
y1,j!
yC,j!
Figure 3: The skip-gram model.
The derivation of parameter update equations is not so di↵erent from the one-word-
context model. The loss function is changed to
E =   log p(wO,1, wO,2, · · · , wO,C |wI) (27)
=   log
CY
c=1
exp(uc,j⇤c )PV
j0=1 exp(uj0)
(28)
=  
CX
c=1
uj⇤c + C · log
VX
j0=1
exp(uj0) (29)
where j⇤c is the index of the actual c-th output context word in the vocabulary.
We take the derivative of E with regard to the net input of every unit on every panel
of the output layer, uc,j and obtain
@E
@uc,j
= yc,j   tc,j := ec,j (30)
which is the prediction error on the unit, the same as in (8). For notation simplicity, we
define a V -dimensional vector EI = {EI1, · · · ,EIV } as the sum of prediction errors over all
8
図 2.2 Skip-g amモデル quoted fro [23] Figure 3.
訓練データが多い場合に CBoW モデルよりも高精度とされ，より多く用いられている
Skip-gram モデルについて説明する．Skip-gram モデルは図 2.2 に表される，入力層，中間
層，出力層の 3層からなる単純なニューラルネットワークで，単語 (入力)から文脈 (出力)を
予測するモデルである．隠れ層は N 次元のベクトルとなっており，word2vec が獲得してい
る概念ベクトルはこれに相当する．単語 wt(入力)が与えられたときに，周辺の単語 wt+j(出
力)が出現する確率の総乗の対数，
1
T
log
T∏
t=1
∏
−c≤j≤c,j ̸=0
p(wt+j |wt) (2.1)
=
1
T
T∑
t=1
∑
−c≤j≤c,j ̸=0
log p(wt+j |wt) (2.2)
の最大化を目的としている．ここで，T は学習に用いる単語列 w1, w2, w3, ..., wT の長さ，c
はコンテキストの長さを表している．単語 wI(入力)が与えられたときに，周辺の単語 wO(出
力)が出現する確率を，以下に示すソフトマックス関数でモデル化している．
p(wO|wI) = exp(v’
T
wO · vwI )∑
wi∈V exp(v’Twi · vwI )
(2.3)
ここで，V はボキャブラリ，vwI と v’wO はそれぞれ入力の単語ベクトルと出力の単語ベクト
ルを意味する．従って，入力の単語ベクトル vwI と実際に出現している出力の単語ベクトル
v’wO の内積が大きくなるように学習を行う．
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その際，式 2.3 の分母の計算量が膨大なため，Negative Sampling と呼ばれるテクニッ
ク等を使って高速化を行う．新たに，ある単語のペア (wI , wO) が出現する確率を考え，
p(D = 1|wI , wO)とする．出現しない確率を p(D = 0|wI , wO)とし，出現する確率を単語の
ベクトル同士の内積値を用いたシグモイド関数 σ とすると，
p(D = 1|wI , wO) = σ(vTwI · v’wO ) (2.4)
p(D = 0|wI , wO) =1− p(D = 1|wI , wO) (2.5)
と表すことができ，新たな目的関数，
log
(
p(D = 1|wI , wO)
∏
wi∈V
p(D = 0|wI , wi)
)
(2.6)
の最大化を考える．この時，全てのボキャブラリについて総乗を計算するのが大変なため，k
個だけサンプリングした Vneg を考えると，
log
(
p(D = 1|wI , wO)
∏
wi∈Vneg
p(D = 0|wI , wi)
)
(2.7)
= log p(D = 1|wI , wO) +
∑
wi∈Vneg
log p(D = 0|wI , wi) (2.8)
= log σ(vTwI · v’wO ) +
∑
wi∈Vneg
log
(
1− p(D = 1|wI , wi)
)
(2.9)
= log σ(vTwI · v’wO ) +
∑
wi∈Vneg
log
(
1− σ(vTwI · v’wi)
)
(2.10)
= log σ(vTwI · v’wO ) +
∑
wi∈Vneg
log
(
1− 1
1 + e−v
T
wI
·v’wi
)
(2.11)
= log σ(vTwI · v’wO ) +
∑
wi∈Vneg
log
(
1
1 + ev
T
wI
·v’wi
)
(2.12)
= log σ(vTwI · v’wO ) +
∑
wi∈Vneg
log σ(−vTwI · v’wi) (2.13)
となる．式 2.3の分母について，|V |回の計算が必要であったが，わずか k 回に抑えることが
でき，計算時間が格段に短くなった．k は一般に 5から 15程度が用いられる．
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2.2 畳み込みニューラルネットワーク
畳み込みニューラルネットワーク (Convolutional Neural Networks; CNNs, ConvNets)
とは，脳の視覚野を参考にして作られた，局所的なニューロンの結合を有するネット
ワークである．ConvNet のアーキテクチャの最初の提案は 1980 年の Fukushima による
Neocognitron[7]であった．1998年になると，LeCunら [14]によって誤差逆伝搬法による学
習方法が確立した．図 2.3に示される ConvNetには，大きく 2つの処理がある．
INPUT 
32x32
Convolutions SubsamplingConvolutions
C1: feature maps 
6@28x28
Subsampling
S2: f. maps
6@14x14
S4: f. maps 16@5x5
C5: layer
120
C3: f. maps 16@10x10
F6: layer
 84
Full connection
Full connection
Gaussian connections
OUTPUT
 10
図 2.3 畳み込みニューラルネットワーク quoted from [14] Figure 2.
1つは，画像の局所的な特徴を抽出する畳み込み処理 (畳み込み層; Convolution Layer)で
ある．通常のニューラルネットワークにおける全結合層 (Fully-Connected Layer)は，入力の
素子数が n で出力の素子数が m であった場合，学習すべき重みパラメータの数は n ×m と
なり，画像等の高次元なデータでは膨大になってしまうため学習が困難であった．畳み込み層
は，畳み込みフィルタ (カーネルとも)と呼ばれる固定サイズの行列として重みを持ち，入力
画像に対してこの畳込みフィルタで畳み込みを行う．畳み込み層 1 層につき複数の畳み込み
フィルタが存在し，畳み込み後は畳み込みフィルタの枚数分だけ特徴マップが出力される (図
2.3中 C1，C3)．
もう 1つは，複数の特徴をまとめ上げ，位置の普遍性を獲得するプーリング処理 (プーリング
層; Pooling Layer)となっている．プーリングはデータを間引くこと (subsumpling)により，
入力画像の低解像度化を行っているため，計算量の削減にも大きく貢献している．一般には，
固定サイズの矩形フィルタを用いて矩形内の最大値を出力する最大プーリング (Max-Pooling)
がよく用いられる．他にも，矩形内の平均値を出力する平均プーリング (Average-Pooling)等
がある．プーリング後は前段の畳込みフィルタの枚数分だけ特徴量マップが出力される (図
2.3中 S2，S4)．
これらの処理を複数回繰り返した後，全結合層 (図 2.3中 C5)につなげることで，学習パラ
メータを大幅に減らすことができる．
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2.3 テキスト分類向け畳み込みニューラルネットワーク
2.3.1 単語レベル畳み込みニューラルネットワークに関する研究
単語レベルの ConvNet をテキスト分類，感情分析に適用した研究として，Kim[11] の研
究や，Severyn ら [24, 25] の研究がある．これらの研究は，テキストを word2vec 等によっ
て事前学習した単語の分散表現の系列として扱う．そして，それらに対して 1 次元畳み込み
(Temporal Convolution)，1次元最大プーリング (Temporal Max-Pooling)を行う．Severyn
らの研究では，Twitterや SMS等の比較的短めのテキストの感情分析においての有効性を検
証した．Kimの研究では，複数のWindow Sizeの畳み込みフィルタを用いる事によって，映
画の評判分析について良好な結果が得られている．いずれのモデルも図 2.4に示される畳み込
み層 1層，全結合層 1層という非常に単純なモデルであった．
wait 
for 
the 
video 
and 
do 
n't 
rent 
it 
n x k representation of 
sentence with static and 
non-static channels 
Convolutional layer with 
multiple filter widths and 
feature maps 
Max-over-time 
pooling 
Fully connected layer 
with dropout and  
softmax output 
Figure 1: Model architecture with two channels for an example sentence.
necessary) is represented as
x1:n = x1   x2   . . .  xn, (1)
where   is the concatenation operator. In gen-
eral, let xi:i+j refer to the concatenation of words
xi,xi+1, . . . ,xi+j . A convolution operation in-
volves a filter w 2 Rhk, which is applied to a
window of h words to produce a new feature. For
example, a feature ci is generated from a window
of words xi:i+h 1 by
ci = f(w · xi:i+h 1 + b). (2)
Here b 2 R is a bias term and f is a non-linear
function such as the hyperbolic tangent. This filter
is applied to each possible window of words in the
sentence {x1:h,x2:h+1, . . . ,xn h+1:n} to produce
a feature map
c = [c1, c2, . . . , cn h+1], (3)
with c 2 Rn h+1. We then apply a max-over-
time pooling operation (Collobert et al., 2011)
over the feature map and take the maximum value
cˆ = max{c} as the feature corresponding to this
particular filter. The idea is to capture the most im-
portant feature—one with the highest value—for
each feature map. This pooling scheme naturally
deals with variable sentence lengths.
We have described the process by which one
feature is extracted from one filter. The model
uses multiple filters (with varying window sizes)
to obtain multiple features. These features form
the penultimate layer and are passed to a fully con-
nected softmax layer whose output is the probabil-
ity distribution over labels.
In one of the model variants, we experiment
with having two ‘channels’ of word vectors—one
that is kept static throughout training and one that
is fine-tuned via backpropagation (section 3.2).2
In the multichannel architecture, illustrated in fig-
ure 1, each filter is applied to both channels and
the results are added to calculate ci in equation
(2). The model is otherwise equivalent to the sin-
gle channel architecture.
2.1 Regularization
For regularization we employ dropout on the
penultimate layer with a constraint on l2-norms of
the weight vectors (Hinton et al., 2012). Dropout
prevents co-adaptation of hidden units by ran-
domly dropping out—i.e., setting to zero—a pro-
portion p of the hidden units during foward-
backpropagation. That is, given the penultimate
layer z = [cˆ1, . . . , cˆm] (note that here we have m
filters), instead of using
y = w · z+ b (4)
for output unit y in forward propagation, dropout
uses
y = w · (z   r) + b, (5)
where   is the element-wise multiplication opera-
tor and r 2 Rm is a ‘masking’ vector of Bernoulli
random variables with probability p of being 1.
Gradients are backpropagated only through the
unmasked units. At test time, the learned weight
vectors are scaled by p such that wˆ = pw, and
wˆ is used (without dropout) to score unseen sen-
tences. We additionally constrain l2-norms of the
weight vectors by rescaling w to have ||w||2 = s
whenever ||w||2 > s after a gradient descent step.
2We employ language from computer vision where a color
image has red, green, and blue channels.
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図 2.4 単語レベル ConvNet quoted from [11] Figure 1.
2.3.2 文字レベル畳み込みニューラルネットワークに関する研究
表音文字レベルの ConvNet をテキスト分類，感情分析に応用した研究として，Santos ら
[5, 6]の研究や，Zhangら [32, 33]の研究がある．Santosらの研究では，入力となるテキスト
をランダムに初期化された文字の分散表現の系列として扱った．それらに対して 1次元方向に
畳み込み，プーリングを行い (図 2.5)，得られた特徴量と単語レベルの畳み込みを行った時に
得られる特徴量を組み合わせる事によって精度向上を図った．
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Figure 1: Convolutional approach to character-level feature extraction.
The convolutional layer computes the j-th element of the vector rwch   Rcl0u , which is the character-level
embedding of w, as follows:
[rwch]j = max
1<m<M
 
W 0zm + b0
 
j
(3)
where W 0   Rcl0u dchrkchr is the weight matrix of the convolutional layer. The same matrix is used to
extract local features around each character window of the given word. Using the max over all character
windows of the word, we extract a “global” fixed-sized feature vector for the word.
Matrices W chr and W 0, and vector b0 are parameters to be learned. The size of the character vector
dchr, the number of convolutional units cl0u (which corresponds to the size of the character-level embed-
ding of a word), and the size of the character context window kchr are hyper-parameters.
2.2 Sentence-Level Representation and Scoring
Given a sentence x with N words {w1, w2, ..., wN}, which have been converted to joint word-level
and character-level embedding {u1, u2, ..., uN}, the next step in CharSCNN consists in extracting a
sentence-level representation rsentx . Methods to extract a sentence-wide feature set most deal with two
main problems: sentences have different sizes; and important information can appear at any position in
the sentence. We tackle these problems by using a convolutional layer to compute the sentence-wide
feature vector rsent. This second convolutional layer in our neural network architecture works in a very
similar way to the one used to extract character-level features for words. This layer produces local
features around each word in the sentence and then combines them using a max operation to create a
fixed-sized feature vector for the sentence.
The second convolutional layer applies a matrix-vector operation to each window of size kwrd of
successive windows in the sequence {u1, u2, ..., uN}. Let us define the vector zn   R(dwrd+cl0u)kwrd as
the concatenation of a sequence of kwrd embeddings, centralized in the n-th word2:
zn =
 
un (kwrd 1)/2, ..., un+(kwrd 1)/2
 T
2We use a special padding token for the words with indices outside of the sentence boundaries.
71
図 2.5 文字レベル畳み込み及びプーリング quoted from [5] Figure 1.
Zhangらの研究では，文字を離散表現 (Discrete Representation) の一つである one-hot表
現と呼ばれるベクトルで表した．one-hot表現とは，対応する特定の要素に対応する次元だけ
1，他の要素が全て 0というベクトルのことである．テキストをそれらの one-hot表現の系列
として扱い，1次元畳み込み，1次元最大プーリングの処理を行う．図 2.6は Zhangらによる
文字レベル ConvNetである．その際ネットワークを畳み込み層 6層，全結合層 3層のアーキ
テクチャへと深層化することにより精度向上を図った．その結果，英語のデータセットだけで
なく，中国語のデータセットにおいても有効性を示した．その際，中国語は文字の種類が多
く，one-hot表現の次元が莫大になってしまうので，pypinyinという Pythonのライブラリ
を用いてローマ字化を行い，one-hot表現の次元を英語と同等にした．
2.3 Model Design
We designed 2 ConvNets – one large and one small. They are both 9 layers deep with 6 convolutional
layers and 3 fully-connect d layers. Figure 1 gives an illustration.
Some Text
Convolutions Max-pooling
Le gth
F
e
a
tu
re
Q
u
a
n
ti
z
a
ti
o
n
...
Conv. and Pool. layers Fully-connected
Figure 1: Illustration of our model
The input have number of features equal to 70 due to our character quantization method, and the
input feature length is 1014. It seems that 1014 characters could already capture most of the texts of
interest. We also insert 2 dropout [10] modules in between the 3 fully-connected layers to regularize.
They have dropout probability of 0.5. Table 1 lists the configurations for convolutional layers, and
table 2 lists the configurations for fully-connected (linear) layers.
Table 1: Convolutional layers used in our experiments. The convolutional layers have stride 1 and
pooling layers are all non-overlapping ones, so we omit the description of their strides.
Layer Large Feature Small Feature Kernel Pool
1 1024 256 7 3
2 1024 256 7 3
3 1024 256 3 N/A
4 1024 256 3 N/A
5 1024 256 3 N/A
6 1024 256 3 3
We initialize the weights using a Gaussian distribution. The mean and standard deviation used for
initializing the large model is (0, 0.02) and small model (0, 0.05).
Table 2: Fully-connected layers used in our experiments. The number of output units for the last
layer is determined by the problem. For example, for a 10-class classification problem it will be 10.
Layer Output Units Large Output Units Small
7 2048 1024
8 2048 1024
9 Depends on the problem
For different problems the input lengths may be different (for example in our case l0 = 1014), and
so are the frame lengths. From our model design, it is easy to know that given input length l0, the
output frame length after the last convolutional layer (but before any of the fully-connected layers)
is l6 = (l0   96)/27. This number multiplied with the frame size at layer 6 will give the input
dimension the first fully-connected layer accepts.
2.4 Data Augmentation using Thesaurus
Many researchers have found that appropriate data augmentation techniques are useful for control-
ling generalization error for deep learning models. These techniques usually work well when we
could find appropriate invariance properties that the model should possess. In terms of texts, it is not
reasonable to augment the data using signal transformations as done in image or speech recognition,
because the exact order of characters may form rigorous syntactic and semantic meaning. Therefore,
3
図 2.6 文字レベル ConvNet quoted from [32] Figure 1.
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2.4 画像認識分野における転移学習
Input
Conv1
Conv2
Conv3
Conv4
Conv5
FC1
FC2
FC3
Input
Conv1
Conv2
Conv3
Conv4
Conv5
feature
Output
Learner 
(SVM,etc)
Pre-trained 
network
Feature 
extractor
Copy wights of network
図 2.7 Pre-trained networkを利用した特徴抽出
Input
Conv1
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Conv3
Conv4
Conv5
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FC3
Output
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network
Fine-tuning
Copy wights of network
Conv1
Conv2
Conv3
Conv4
Conv5
FC1
FC2
Output
Feed forward
Error back-propagation
init
図 2.8 Pre-trained networkを利用した Fine-tuning
深層学習の画像認識分野において，ImageNet[4]と呼ばれる大規模教師付き画像データセッ
トで事前学習した (Pre-trained) ConvNet を用いて，学習対象となるデータセットの特徴を
抽出し，SVMで分類を学習する (図 2.7)といった研究 [26]や，同大規模データセットで事前
学習した ConvNetに対して識別層 (i.e.,出力層)だけを対象のタスクのものに付け替え，誤差
逆伝播法により学習を進める Fine-tuningアプローチ (図 2.8)による研究 [8, 1]がある．一般
に，ConvNetの学習はネットワークの重みの初期値依存性が強いとされており，先の事前学
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習により得られたネットワークの重みを初期値として用いることで，フルスクラッチから学習
するよりも良い結果が得られやすい．特に，訓練データのサンプル数が少ない場合，上記の様
な初期値を得ることが過学習を防ぎ，汎化性能を高める鍵となる．
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第 3章
文字レベル
畳み込みニューラルネットワーク
3.1 概要
本章では 1次元 ConvNetを文字レベルで適用する手法 [5, 6, 32, 33]について説明する．
3.1.1 入力表現
本研究では，2種類の入力表現を用いる．1つは，Zhangらの研究で用いられていた簡便な
one-hot表現である．もう 1つは，文字埋め込み (Character Embedding)である．
Input: i have an apple.
Vocabulary = {'.','a','e','h','i','l','n','p','v'}
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
0 0 0 1 0 0 0 1 0 0 1 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
- '.' 
- 'a' 
- 'e' 
- 'h' 
- 'i' 
- 'l' 
- 'n' 
- 'p' 
- 'v'
To one-hot encoding
i   h a v e   a n   a p p l e .
図 3.1 one-hot表現
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one-hot表現とは，図 3.1に示されるように特定の要素に対応する次元だけ 1，他の要素が
全て 0というベクトルのことである．日本語は平仮名，片仮名，常用漢字等を合わせると合計
約 3000字になり，文字の one-hot表現の次元はそれと同様の約 3000程度になるため，その
スパース性から扱うことが困難になる．
Input: 今日はいい天気。
 0.034  0.001  0.007 -0.021 -0.021  0.024 -0.043 -0.007 
 0.007 -0.020  0.021 -0.004 -0.004  0.013  0.010  0.003 
 0.041 -0.009 -0.018  0.007  0.007  0.014  0.019 -0.026 
 0.003  0.049 -0.014  0.004  0.004  0.005 -0.012 -0.014 
… 
 0.000 -0.000 -0.037  0.008  0.008 -0.019  0.015 -0.007 
-0.028  0.037 -0.006  0.009  0.009 -0.006 -0.016 -0.011 
-0.012 -0.001 -0.028  0.023  0.023  0.032  0.010  0.020 
 0.018  0.013  0.009  0.015  0.015 -0.028  0.013  0.007
To embedding
今     日     は     い     い     天     気     。
n-
di
me
ns
io
ns
 (
n=
50
~1
00
0)
図 3.2 埋め込み表現
埋め込み表現とは，図 3.2に示されるような各要素を 50～1000次元程度の密ベクトルで表
現する形式のことである．これを起用することにより，日本語や中国語のデータセットで必要
であった煩雑で不確実なローマ字化処理を省くことができる．また，日本語の one-hot表現で
は約 3000程度あった次元を任意の固定長で表現することができる．
N 文字からなる文 ({c1, c2, · · · , cN})が与えられた場合を考える．one-hot表現を用いる場
合，それぞれの文字 cn は文字種類数 d次元の one-hot表現 rn ∈ Rd に変換され，N 文字から
なる文は {r1, r2, · · · , rN} ∈ Rd×N となる．
文字埋め込みの場合，更に変換を必要とする．文字埋め込みは下記の様に，埋め込み行列
W e ∈ Rde×d と one-hot表現 rn の積により生成される．
ren = W
ern (3.1)
ここで，文字埋め込みの次元 de はユーザによって決定されるハイパーパラメータ，埋め込み
行列W e は学習パラメータである．したがって，文字埋め込みの場合，N 文字からなる文は，
最終的に {re1, re2, · · · , reN} ∈ Rd
e×N に変換される．
以下の説明では，ベクトル sn を用いてベクトル rn あるいはベクトル ren を表す．
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3.1.2 畳み込み
Window Sizeが k である畳み込みフィルタの適用範囲 zn ∈ Rd×k を考えると，
zn =
(
sn−(k−1)/2, · · · , sn+(k−1)/2
)T
(3.2)
となる．これらから，i番目の畳み込みフィルタによる zn に対する畳み込みの出力は，[
un
]
i
=
[
Wzn + b
]
i
(3.3)
ここで，W ∈ Rf×d×k，b ∈ Rf は，それぞれ f 枚の畳込みフィルタから構成される重み，バイ
アスを表しており，誤差逆伝播法によって学習するパラメータである．畳み込み層において，
パディングと呼ばれる仮想的な 0ベクトルの系列を入力の系列の前後に設けなかった場合は，
畳み込み層の出力の次元は f × (N − (k − 1))となる．
 0.034  0.001  0.007 -0.021 -0.021  0.024 -0.043 -0.007 
 0.007 -0.020  0.021 -0.004 -0.004  0.013  0.010  0.003 
  … 
-0.012 -0.001 -0.028  0.023  0.023  0.032  0.010  0.020 
 0.018  0.013  0.009  0.015  0.015 -0.028  0.013  0.007
0.041 -0.009 -0.018  0.007  0.007  0.014 
… 
0.003  0.049 -0.014  0.004  0.004  0.005
slide
1st convolution filter
feature vector by 1st conv. filter
n-
di
me
ns
io
ns
 
(#
fi
lt
er
s)
feature vector by n-th conv. filter
Temporal Convolution 
(Window Size=3)
図 3.3 1次元畳み込み
3.1.3 プーリング
M = (N − (k − 1))としたとき，畳み込み層における i番目の畳み込みフィルタの出力は，
(v1, v2, · · · , vM )i ∈ RN−(k−1) と表すことができる．最大プーリングサイズ pを用いて，プー
リングが適用される範囲 [ym]i は，[
ym
]
i
=
(
vm−(p−1)/2, · · · , vm+(p−1)/2
)
i
(3.4)
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となり，プーリング層の出力の次元は，f × (N − (k − 1))/pとなる．
0.041 -0.009 -0.018  0.007  0.007  0.014 
… 
0.003  0.049 -0.014  0.004  0.004  0.005
n-
di
me
ns
io
ns
0.041  0.007  0.014 
… 
0.049  0.004  0.005
Temporal 
max-pooling 
(pooling size=2)
n-
di
me
ns
io
ns
図 3.4 1次元プーリング
3.2 モデル設計
本研究では，複数の畳込み/プーリング層を持つ Deepモデルと畳込み/プーリング層が 1層
のみの Shallowモデルを構築した．ShallowモデルはWindow Sizeを超える長さの系列情報
を学習に活用することができないが，Deep モデルはより長い系列情報を考慮することがで
きる．
本研究における英語あるいはローマ字化した日本語の入力の文字は以下の 68文字である．
abcdefghijklmnopqrstuvwxyz0123456789
,;.!?:’/\|_@#$%^&*~‘"+-=<>(){}
また，入力の文の長さは 1014 とした．したがって one-hot 表現の場合，入力行列の次元は
68 × 1014となる．文字埋め込みの次元は 50とした．したがって，埋め込み表現の場合，入
力行列の次元は 50× 1014となる．出力層を除くいずれの層の活性化関数にも ReLU[21]を用
いた．誤差逆伝播法により学習を行う際の最適化アルゴリズムにはモーメント付き確率的勾配
降下法 (Momentum SGD)[2]を用いた．その際，ミニバッチサイズ 50，モーメント項の係数
は 0.9で学習率は初期値 0.01，3 epoch毎に半減させ合計 30 epoch学習させた．ネットワー
クの重みの初期化には，Glorotら [9]の一様乱数に基づく手法を採用した．
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3.2.1 Deepモデル
Zhangら [33] は，6層の畳み込み層と 3層の全結合層のモデルを構築した．そのモデルに
は，畳み込みフィルタの枚数の多い Largeと少ない Smallの 2つがある．畳み込み層のパラ
メータについては表 3.1に，全結合層のパラメータについては表 3.2に示した．表 3.1の列は
それぞれ，層の番号，Largeの畳み込みフィルタの枚数，Smallの畳み込みフィルタの枚数，畳
み込みフィルタのWindowサイズ，最大プーリングのサイズを表している．表 3.2の列はそ
れぞれ，層の番号，Largeの各層の素子数，Smallの各層の素子数を表している．第 9層は出
力層となっており，扱う問題によって素子数が変わってくる (e.g.,ポジティブ/ネガティブの 2
値を判定する場合は素子数は 2 となる．)．このモデルを以下 Large-C6FC3，Small-C6FC3
とする．ここで，Cn1FCn2 は n1 層の畳込み層と n2 層の全結合層を持つネットワークを表
す．また，正則化手法として 3 層ある全結合層の間に Dropout[29] を設けている．いずれも
Dropoutの比率は 0.5とした．
表 3.1 Deepモデル (畳み込み層)
Layer Large Frame Small Frame Window Pool
1 1024 256 7 3
2 1024 256 7 3
3 1024 256 3 N/A
4 1024 256 3 N/A
5 1024 256 3 N/A
6 1024 256 3 3
表 3.2 Deepモデル (全結合層)
Layer Output Units Large Output Units Small
7 2048 1024
8 2048 1024
9 Depends on the Problem
3.2.2 Shallowモデル
本研究において，表 3.3，表 3.4に示される，畳み込み層とプーリング層を各 1層ずつ設け
たシンプルなモデル (以下 Large-C1FC1，Small-C1FC1) を，Zhang らのモデルとの比較・
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分析用に用意した．本研究で使用する日本語データセットの中に比較的規模が小さいものがあ
り，それに対して Zhangらのモデルの表現力が強すぎるため，過学習を起こすことが考えら
れる．それにより，Zhangらのモデルでは日本語データセットに対する ConvNetの有効性を
検証することが難しいと考え，表現力の弱いモデルを分析のために用意した．
表 3.3 Shallowモデル (畳み込み層)
Layer Large Frame Small Frame Kernel Pool
1 1024 256 7 1008
表 3.4 Shallowモデル (全結合層)
Layer Output Units Large Output Units Small
2 Depends on the Problem
3.3 転移学習フレームワーク
3.3.1 埋め込み層の転移学習
自然言語処理分野において，単語レベルの入力を用いる際に，単語の埋め込みベクトルを獲
得する埋め込み層について word2vec等で事前学習することによって良い初期値が得られ，最
終的な学習結果が良くなることが知られている．本研究で用いる入力は文字レベルの入力とな
るが，文字レベルの埋め込み層ついて word2vecを用いて事前学習を行い，全てのモデルで実
験を行い，評価する．以降，word2vecを文字レベルに適用したものについて，char2vecと
呼称する．図 3.5は以下に示す実験に用いたフレームワークの概要である．
Random 文字レベルの埋め込み層について事前学習を行わない通常のモデル．全ての文字の
埋め込みベクトルについて乱数で初期化され，誤差逆伝搬によって学習される．
char2vec 文字レベルの埋め込み層について word2vecのモデルを用いて事前学習を行うモ
デル．事前学習に用いたデータセットに出現しなった未知の文字の埋め込みベクトルは
Random と同様に乱数で初期化される．事前学習したものについても，誤差逆伝搬に
よって再学習される．
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Embedding
Conv1
FC1
Output
Input
Embedding
w
t
Output
Skip-gram model
C1FC1 embedding
Copy wights of embedding layer
w
t-c…w
t-1     w
t+1…w
t+c
図 3.5 char2vecフレームワーク
3.3.2 ネットワーク全体の転移学習
2.4節において深層学習の画像認識分野における転移学習について紹介したが，本研究では
それらのアプローチに習い，Small-C6FC3 に基づく以下のモデルで実験を行い，評価する．
図 3.6は以下に示す実験に用いたフレームワークの概要である．
Scratch 大規模データセットで事前学習を行わない通常のモデル．全ての層の重みについて，
乱数に基づく初期化を行う．
Pre-trained feature 大規模データセットで事前学習を行い，畳み込み層 6層を特徴抽出器と
して用い，出力層にかけての全結合層の重みを乱数に基づいて初期化を行うモデル．入
力層に埋め込み層を用いるモデルについて，事前学習に用いたデータセットに出現し
なった未知の文字の埋め込みベクトルは乱数で初期化し，誤差逆伝播による学習は行わ
ない．誤差逆伝播法で学習を行うのは全結合層の重みのみとなる．
Fine-tuning 大規模データセットで事前学習したモデルの重みを初期値として誤差逆伝播法
によりネットワーク全体の学習を進めるモデル．入力層に埋め込み層を用いるモデルに
ついて，事前学習に用いたデータセットに出現しなった未知の文字の埋め込みベクトル
は乱数で初期化し，全ての文字埋め込みについて誤差逆伝播による学習を行う．
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Copy wights of network
Feed forward
Back-propagation
Input
Conv1
Conv2
Conv3
Conv4
Conv5
FC1
FC2
FC3
Output
Pre-trained 
feature 
framework
Conv6
Input
Conv1
Conv2
Conv3
Conv4
Conv5
FC1
FC2
FC3
Output
Fine-tuning 
Framework
Conv6
Input
Conv1
Conv2
Conv3
Conv4
Conv5
FC1
FC2
FC3
Output
Pre-trained 
network
Conv6
init
Copy wights of network
Feed forward
Back-propagation
init
init
init
図 3.6 Pre-trained featureフレームワーク，Fine-tuningフレームワーク
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第 4章
実験
4.1 ベースライン手法
ベースライン手法として Bag-of-Words (BoW)モデルと Bag-of-N-gramsモデルを用意し
た．両モデルについて，tf-idf特徴量を作り，多項ロジスティック回帰を用いて学習，分類を
行った．
Bag-of-Wordsとは，文書に単語が含まれているかどうかのみが考慮され，語順等は考慮し
ないモデルである．図 4.1 に表されるように，単語が出現した回数等のみがベクトル化され
る．一般に，ベクトル化する前にストップワード (stopwords)と呼ばれる，結果にほとんど影
響しないとされる前置詞や冠詞 (e.g., at, of, the, an, etc.)等が取り除かれる．
Vocabulary = {'a','an','apple','have','i','pen'}
Input: i have a pen.
1 
0 
0 
1 
1 
1
- 'a' 
- 'an' 
- 'apple' 
- 'have' 
- 'i' 
- 'pen'
To BoW vector
Input: i have an apple.
0 
1 
1 
1 
1 
0
- 'a' 
- 'an' 
- 'apple' 
- 'have' 
- 'i' 
- 'pen'
To BoW vector
図 4.1 Bag-of-Words
Bag-of-N-gramsとは，隣り合った文字列または単語の組み合わせである N-gramについて，
Bag-of-Words と同様にその N-gram が出現した回数等のみをベクトル化するモデルである．
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図 4.2は N-gramの一例である．
i have a pineapple
uni-gram : 'i',' ','h','a',...,'p','l','e' 
(1-gram) 
bi-gram  : 'i ',' h', 'ha',...,'pp','pl','le' 
(2-gram) 
tri-gram : 'i h',' ha','hav',...,'app','ppl','ple' 
(3-gram) 
4-gram   : 'i ha',' hav',...,'appl','pple' 
5-gram   : 'i hav',' have',...,'eappl','apple'
bi-gram 
window
4-gram 
window
図 4.2 N-gram
tf-idf 特徴量は，Bag-of-Words や Bag-of-N-grams において単語や N-gram に関する重み
付け方法の一種である．tfは単語の出現頻度 (term frequency)を意味し，idfは文書頻度の逆
数 (inverse document frequency)を意味する．単語 tの文書 dにおける tfは，
tf(t, d) =
nt,d∑
s∈d ns,d
(4.1)
と表され，たくさん出現する単語は重要であるという指標になる．ここで，nt,d は文書 dにお
ける単語 tの出現回数，∑s∈d ns,d は文書 dにおける全ての単語の出現回数を表す．次に，単
語 tの idfは，
idf(t) = log
|D|
df(t)
(4.2)
と表され，たくさんの文書に広く横断的に出現する単語は重要でないという指標になる．ここ
で，|D|は全ての文書数，df(t)は単語 tを含む文書数である．従って，文書 dにおける単語 t
の tf-idf(t, d)は
tf-idf(t, d) = tf(t, d)× idf(t) (4.3)
=
nt,d∑
s∈d ns,d
log
|D|
df(t)
(4.4)
と表される．
それぞれのモデルについて，下記の通り辞書を作成した．
Bag-of-Words 英語のデータセットにおいては，Python のライブラリのである gensim[22]
を用いて前処理等を行った後，ストップワードを除く最頻出の 5000語を辞書として用
いた．日本語のデータセットにおいては，日本語形態素解析器である MeCab[13]を用い
て形態素解析を行い，最頻出の 5000語を辞書として用いた．
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Bag-of-N-grams 英語のデータセットにおいては，1-5gramのうち最頻出の 5000語を辞書と
して用いた．日本語のデータセットにおいては，逆かな (ローマ字)漢字変換ツールで
ある KAKASI*1を用いて，ローマ字に変換した後に英語のデータセットと同様の処理で
辞書を作成した．
4.2 実験内容
本研究では 3 種類の実験を行った．1 つは，文字レベル ConvNet が日本語においても有
効であることを検証するための実験 (ケース 1)．残り 2 つは，転移学習について文字レベル
ConvNet における有効性を検証するための実験 (ケース 2，3) である．更に詳しく説明する
と，ケース 2は，入力層となる埋め込み層について char2vecで事前学習を行ったものを転移
させ，その有効性を検証するための実験，ケース 3は，画像認識分野において有効である畳み
込み層，全結合層の転移学習について，有効性を検証するための実験である．
4.2.1 ケース 1
本節では，文字レベル ConvNetが日本語においても有効であることを検証するための実験
を行う．先行研究の再現を行い，且つ 2種類のタスクで評価すべくカテゴリ分類と感情分析用
の英語データセットを用意した．また，それに合わせて同 2種類のタスクの日本語データセッ
トを用意した．これらの概要を表 4.1に示す．
表 4.1 ケース 1で用いたデータセット概要
Dataset Task Language #Classes #Train #Validation #Test
AFPBB News Categorization Japanese 4 48,000 1,500 1,500
Rakuten review Sentiment Analysis Japanese 2 600,000 40,000 40,000
AG’s news News Categorization English 4 360,000 20,000 20,000
Amazon review Sentiment Analysis English 2 600,000 80,000 80,000
AFPBBデータセット (AFPBB) フランス通信社AFPの日本語版*2の 2006年 5月から 2016
年 5月の記事を独自に収集した．“Lifestyle”，“Politics”，“Science”，“Sports”の 4カ
テゴリがある．それぞれ訓練用に 12,000件，検証用に 500件，評価用に 500件サンプ
リングした．
*1 http://kakasi.namazu.org
*2 http://www.afpbb.com
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楽天市場レビューデータセット (Rakuten review) 楽天データセットを国立情報学研究所情報
学研究データリポジトリ*3から入手した．楽天データセットの内，2012 年 4 月から
2012 年 12 月の楽天市場のレビューデータからレビューの評価の★の数が 1 つと 5 つ
のデータを表 4.1 に示す通りサンプリングし極性分類を行った．なお，Bag-of-Words
モデルと Bag-of-N-gramsモデルにおける辞書は，訓練データから各クラス 100,000件
ずつサンプリングして作成した．
AGニュースデータセット (AG’s news) AG’s corpus of news articles (以下 AG ニュース
データセット) を Gulli らのウェブサイト*4から入手した．記事を多く含む “World”，
“Sports”，“Business”，“Sci/Tech”の 4カテゴリから表 4.1に示す通りサンプリング
した．
Amazonレビューデータセット (Amazon review) Amazon レビューデータセット [17, 16]
を，Stanford Network Analysis Project (SNAP) のウェブサイト*5から入手した．
“Books” や “Electronics” をはじめとする，“Movies and TV”，“CDs and Vinyl”，
“Clothing, Shoes and Jewelry”，“Home and Kitchen”，“Kindle Store”，“Sports and
Outdoors”の合計 8カテゴリからレビューの評価の★の数が 1つと 5つのデータを用
いた．表 4.1に示す通りサンプリングし，極性分類を行った．なお，Bag-of-Wordsモ
デルと Bag-of-N-gramsモデルにおける辞書は，訓練データから各クラス 100,000件ず
つサンプリングして作成した．
4.2.2 ケース 2
本節では，入力層となる埋め込み層について char2vec で事前学習を行ったものを転移さ
せ，その有効性を検証するための実験を行う．
文字レベルの入力に Skip-gramモデル [19]を適用することで，入力となる文字埋め込みを
事前学習した．Skip-gram モデルのコンテキストの長さ c は 5 文字分，出力層にはネガティ
ブサンプリングを用いた．その際のサンプリング数 k は 5とした．学習回数は 20 epochとし
た．事前学習には楽天市場レビューデータセットを表 4.2 に示す通りサンプリングし，用い
た．転移先データセットにはケース 1で用いた表 4.1の AFPBBデータセットを採用した．
また，中国語のデータセットにおいて学習した char2vecを日本のデータセットに転移させ
る実験を行った．中国語のデータセットには中国語版Wikipedia*6の 2017年 1月 1日時点の
ダンプデータ*7から，記事の本文を抽出した．更に日本語を極力排除するために，ひらがな・
*3 http://www.nii.ac.jp/dsc/idr/rakuten/rakuten.html
*4 https://www.di.unipi.it/˜gulli/AG corpus of news articles.html
*5 https://snap.stanford.edu/data/web-Amazon.html
*6 https://zh.wikipedia.org
*7 https://dumps.wikimedia.org/zhwiki/20170101/
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カタカナが含まれる記事を排除し，そこから 20万件をランダムサンプリングして char2vec
の学習を行った．日本語が含まれる記事を極力排除したのは，言語が違っていても転移できる
可能性を模索するためである．
表 4.2 ケース 2で事前学習に用いた楽天市場レビューデータセットの概要
Category #Sample
★ 5 300,000
★ 4 150,000
★ 2 150,000
★ 1 300,000
total 900,000
4.2.3 ケース 3
本節では，画像認識分野において有効である畳み込み層，全結合層の転移学習について，有
効性を検証するための実験を行う．
用いた英語データセットの概要を表 4.3 に示す．事前学習を行うための大規模データセッ
トとして Amazonレビューデータの “Books”，“Video Games”をはじめとする計 16カテゴ
リ (表 4.5) を，転移先データセットとして “Movies and TV”，“Electronics”，“Home and
Kitchen”カテゴリを用いた．更に，転移先データセットしてMaasらの IMDbレビューデー
タセット [15]を用いた．このデータセットは，Maasらがインターネット・ムービー・データ
ベース (IMDb)*8と呼ばれるオンラインデータベースから，10 段階評価で 4 以下のレビュー
を Negative，7以上のレビューを Positiveとして収集したものである．Maasらによって予め
訓練用と評価用に 25,000 件ずつ分割されているが，本研究では訓練用の内，2,500 件をラン
ダムサンプリングとして検証用として用いた．Small-C6FC3 one-hotで事前学習用のデータ
セットに対して学習を行った結果，評価用データセットに対する分類精度は 0.9168となった．
*8 http://www.imdb.com/
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表 4.3 ケース 3で用いた転移学習用英語データセット概要
Dataset #Train #Validation #Test
Pre-train (Amazon) 1200,000 120,000 120,000
Movies (Amazon) 150,000 30,000 30,000
Electronics (Amazon) 150,000 30,000 30,000
Home (Amazon) 60,000 9,000 9,000
IMDb 22,500 2,500 25,000
用いた日本語データセットの概要を表 4.4に示す．事前学習を行うための大規模データセッ
トとして楽天市場レビューデータセットを，転移学習先のデータセットとして楽天トラベルの
レビューデータを用いた．楽天トラベルレビューデータセットは楽天データセットの中に含ま
れるものである．Small-C6FC3 one-hotで事前学習用のデータセットに対して学習を行った
結果，評価用データセットに対する分類精度は 0.9382 となった．Small-C6FC3 embedding
で事前学習用のデータセットに対して学習を行った結果，評価用データセットに対する分類精
度は 0.9459となった．
表 4.4 ケース 3で用いた転移学習用日本データセット概要
Dataset #Train #Validation #Test
Pre-train 900,000 60,000 60,000
Rakuten travel 30,000 15,000 15,000
表 4.5 ケース 3で用いた英語の事前学習用データセットのカテゴリ一覧
Category
Apps for Android Health and Personal Care
Automotive Oﬃce Products
Baby Patio Lawn and Garden
Beauty Pet Supplies
Books Sports and Outdoors
Clothing Shoes and Jewelry Tools and Home Improvement
Digital Music Toys and Games
Grocery and Gourmet Food Video Games
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4.3 実験結果
4.3.1 ケース 1
表 4.6 ケース 1における各データセットに対する結果 (分類精度)
Model AFPBB Rakuten review AG’s news Amazon review
Bag-of-Words 0.9470 0.9548 0.8689 0.8822
Bag-of-N-grams 0.9260 0.9510 0.8767 0.8813
Small-C1FC1 one-hot 0.9385 0.9585 0.8701 0.9113
Large-C1FC1 one-hot 0.9410 0.9637 0.8849 0.9254
Small-C1FC1 embedding 0.9130 0.9677 N/A N/A
Large-C1FC1 embedding 0.9215 0.9699 N/A N/A
Small-C6FC3 one-hot 0.9120 0.9637 0.8710 0.9216
Large-C6FC3 one-hot 0.9295 0.9668 0.8793 0.9319
Small-C6FC3 embedding 0.9400 0.9669 N/A N/A
Large-C6FC3 embedding 0.9380 0.9689 N/A N/A
結果を表 4.6に示す．AFPBBデータセットに対する結果は，Bag-of-Wordsモデルが最も
良い結果となったが，これはデータセットの規模が比較的小さいことに起因すると考えられ
る．また，C6FC3 one-hotモデルは小規模なデータセット且つローマ字化による削減された入
力の情報量に対して表現力が強すぎることから過学習を起こし，低い精度にとどまったと考え
られる．逆に C6FC3 embedding モデルはローマ字化されていない完全な入力の情報量に対
してより適切な表現力であったため精度が比較的良好であった．楽天市場レビューデータセッ
トに対する結果は，Deep モデルと Shallow モデルでは同じ入力形式同士を比較してもさほ
ど差がなかった．AGニュースデータセットに対する結果は，Large-C1FC1モデルが最も良
かったが，どのモデルも適切に特徴語を抽出することができ，さほど差がなかった．Amazon
レビューデータセットに対する結果は，Large-C6FC3モデルが最も良かった．Bag-of-Words
モデルと Bag-of-N-gramsモデルで用いられる最頻出語に基づく辞書は，感情分析タスクにお
ける特徴語を含んでいない可能性があるが，柔軟な ConvNetモデルは特徴語の抽出に成功し
ていると考えられ，その結果約 3-5%分類精度が向上したと考えられる．
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4.3.2 ケース 2
表 4.7 ケース 2における AFPBBデータセットへの埋め込み層の転移学習の結果 (分類精度)
char2vec char2vec
Model Random (日本語版楽天市場) (中国語版Wikiepdia)
Small-C1FC1 one-hot 0.9385 N/A N/A
Large-C1FC1 one-hot 0.941 N/A N/A
Small-C1FC1 embedding 0.9130 0.9355 0.9340
Large-C1FC1 embedding 0.9215 0.9465 0.9420
Small-C6FC3 one-hot 0.9120 N/A N/A
Large-C6FC3 one-hot 0.9295 N/A N/A
Small-C6FC3 embedding 0.9400 0.9455 0.9395
Large-C6FC3 embedding 0.9380 0.9440 0.9375
結果を表 4.7に示す．Shallowモデルについては，char2vecフレームワークを導入するこ
とによって精度が向上したが，Deepモデルについては，精度が向上したとは認められなかっ
た．小規模データにおいて Shallow モデルでは分類に有用な特徴を抽出することができない
問題が，埋め込み層の転移学習によって解消されたと考えられる．一方 Deepモデルは表現力
がすでに強かったため，埋め込み層の転移による恩恵をあまり受けられなかった可能性があ
る．また，転移先の言語とは異なるデータセットで事前学習された結果を用いても，精度向上
が期待できることが明らかとなった．
4.3.3 ケース 3
表 4.8 ケース 3における英語データセットでの転移学習の結果 (分類精度)
Movies Electronics Home IMDb
Model (Amazon) (Amazon) (Amazon)
Bag-of-Words 0.85503 0.86033 0.8524 0.8118
Bag-of-N-grams 0.85603 0.87550 0.8693 0.8328
Scratch 0.85827 0.87854 0.8581 0.7529
Pre-trained feature 0.88697 0.88183 0.8988 0.8741
Fine-tuning 0.8992 0.90523 0.9123 0.8740
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英語データセットに対する実験結果を表 4.8に示す．いずれも大規模データセットで事前学
習を行ったフレームワークが最も良い結果となった．以前の実験と合わせて，データセットの
規模が小さいほど，Scratchフレームワークは Bag-of-N-grams等と同等あるいはそれ未満の
分類精度となることがわかる．このような場合には，転移学習が非常に有効であると考えら
れる．
表 4.9 ケース 3における日本語データセットでの転移学習の結果 (分類精度)
Model Rakuten travel
Bag-of-Words 0.9302
Bag-of-N-grams 0.9208
Scratch one-hot 0.9151
Pre-trained feature one-hot 0.9159
Fine-tuning one-hot 0.9291
Scratch embedding 0.9255
Pre-trained feature embedding 0.9295
Fine-tuning embedding 0.9395
日本語データセットに対する実験結果を表 4.9に示す．埋め込み層を持つモデルについて，
英語データセットと同様の結果が得られ，転移学習が非常に有効であることがわかる．
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5.1 畳み込みフィルタの重みについて
図 5.1は，Amazonレビューデータセットに対し Small-C6FC3 one-hotで学習した第 1層
目のある畳込みフィルタを可視化したものである．横軸は文字の id，縦軸は系列方向 (つま
り，Window Size 分だけある) を表しており，それぞれ白が大きい負の値，グレーが 0 に近
い値，黒が正の大きい値を表している．図の上に対応する文字を表示してあるが，これからも
わかる通りアルファベット abc · · · xyzに対応する部分の分散が大きいことがわかる．これ
は，その他の記号よりもアルファベットについて特徴を学習していることを意味している．図
5.2は，同学習後の畳み込みフィルタをランダムに選んで表示させたものである．先の現象は
図 5.2からもわかる様に，他の畳み込みフィルタでも起こっていることがわかる．AGニュー
スデータセットにおいても同様の現象を確認した．このことは Zhangらの先行研究において
言及されていた．
図 5.1 畳み込みフィルタの重みと対応する文字の可視化
図 5.2 畳み込みフィルタの重みの可視化 (Amazonレビューデータ)
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一方，AFPBB データセットに対し同様に学習した第 1 層目のある畳み込みフィルタが図
5.3 である．こちらはアルファベットとその他の記号とではさほど違わない結果となったが，
これは，データセットが他のものと比べてサンプル数が比較的少なく，第 1 層目の畳み込み
フィルタにおいてより汎用的な特徴を抽出するに至っていないためだと考えられる．
図 5.3 畳み込みフィルタの重みの可視化 (AFPBBデータセット)
5.2 畳み込み層に強く反応する N-gramについて
5.1 節の畳み込みフィルタの重みの可視化は，先行研究においてもなされていたが，重み
の可視化だけでは具体的にはどういった特徴を抽出しているか理解困難である．そこで，畳
み込みフィルタに強く反応する (i.e., 畳み込みフィルタとの畳み込み演算の出力値が大きい)
N-gram特徴量について調査した．本研究で用いた ConvNetのモデルの第 1層目の畳み込み
フィルタのWindow Size は 7 であったので，評価用のデータセットから 7-gram を生成し，
ある畳み込みフィルタとの畳み込み演算を行い，その出力値のランキングを作った．表 5.1は
AFPBBデータセットに対して Large-C1FC1 one-hotで学習を行った結果である．
表 5.1 ある畳み込みフィルタによる畳み込み演算の出力値ランキング (Large-C1FC1
one-hot，AFPBBデータセット)
7-gram Conv. output
,1-2deg 0.50774
a3-2deg 0.50613
a1-1deh 0.49199
a2-2deg 0.48423
a3-2deb 0.48332
a3-2def 0.47848
a1-3deh 0.47644
a3-1deh 0.47461
a2-1deg 0.47368
,3-2deh 0.46938
これらの文字列にマッチングしている記事の部分文字列を調べた結果，“～は数字 (1桁)-数
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字 (1桁)で逆転 (あるいは引き分け)” となっているものが多々見受けられ，これはスポーツの
記事に多く含まれていた．実際，表 5.1の N-gramの文字列を先頭から全て ORで連結した正
規表現 [,a][132][\-][213][d][e][ghbf]に一致する文字列を含む記事数をカテゴリごと
に集計した結果，“Sports”が 20件，その他カテゴリは全て 0件となり畳み込みフィルタの特
徴抽出が働いていることがわかる．つまり，少なく見積もっても約 2×3×1×3×1×1×4 = 72
通りの 7-gramをほぼ単一の特徴量として 1枚の畳み込みフィルタで表現できていることにな
る．また，仮に “逆転”や “gyakuten”を特徴量とするとしても，選挙の逆転当選や支持率の
逆転を報道する記事があった場合，この特徴量のみから “Sports”であると判断することが誤
りあり，畳み込みフィルタで学習された特徴量の優位性が見て取れる．
表 5.2 ある畳み込みフィルタによる畳み込み演算の出力値ランキング (Large-C1FC1
one-hot，AGニュースデータセット)
7-gram Conv. output
ave $70 1.02668
ove $70 0.98627
ave $10 0.97948
ts: $10 0.96571
ise $10 0.95659
the $19 0.95559
9;s $10 0.94505
ove $10 0.93909
ave $72 0.93072
ave $20 0.93069
英語のデータセットである AG ニュースデータセットについても同様の処理を行った．表
5.2は AGニュースデータセットに対して Large-C1FC1 one-hotで学習を行った結果である．
これらの文字列にマッチングしている記事の部分文字列を調べた結果，“save (or above or
raise) $数字”となっており，企業の経費削減や原油の価格高騰等のビジネスに関するものが大
半を占めていた．先と同様に，表 5.2の N-gramの文字列を先頭から全て ORで連結した正規
表現 [aoti9][vsh;][e:s][ ][\$][712][092] に一致する文字列を含む記事数をカテゴリ
ごとに集計した結果，“Business”が 22件，“Sports”が 0件，“World”が 1件，“Sci/Tech”
が 3件となり，畳み込みフィルタによる特徴抽出が働いていることがわかる．
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5.3 転移学習の結果について
5.3.1 埋め込み層の事前学習の結果について
まず，埋め込み層を事前学習した結果得られたベクトルについて議論する．事前学習用
データセットである楽天市場レビューデータセット (表 4.2) で学習した char2vec を t-
Distributed Stochastic Neighbor Embedding (t-SNE) [31, 30] と呼ばれる次元削減アルゴリ
ズムを用いて 2次元空間にプロットした結果が図 5.4である．プロットされている文字は，同
データセットの最頻出 500字である．
図 5.4 t-SNEによる文字埋め込み (楽天市場レビューデータセット)の可視化
図 5.4 から，カタカナ同士が近くなり 1 つのクラスタのようなものを形成したり，文末に
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多く使われると考えられる “★”や “☆”，“！ ”，“？ ”，“♪”，“笑”同士が近くなっており，
word2vecを文字レベルに適用した char2vecの学習が上手くいくことが確認できた．次に同
500字について，転移先である AFPBBデータセットで学習した結果を図 5.5に示す．
図 5.5 t-SNEによる文字埋め込み (AFPBBデータセット)の可視化
図 5.4 と同様に，図 5.5 においても同様の傾向が現れた．しかし，図 5.4 と図 5.5 のみか
らは漢字の意味的な類似性を読み解くのは困難である．そこで，特定の数種類の漢字につい
て正規化を行ったベクトルの内積 (cos 類似度) が大きい順にランキングを作成し，事前学習
用データセットと転移先データセットで比較を行った．表 5.3，表 5.4は，各クエリに対する
char2vecの cos類似度ランキングである．
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表 5.3 各クエリに対する char2vecの cos類似度ランキング (楽天市場レビューデータセット)
Rank
Query 1 2 3 4 5
今 次 毎 昨 爵 朝
春 秋 夏 海 冬 北
良 悪 安 高 怖 可
悪 低 酷 鈍 良 高
非 常 快 愉 当 潔
朝 晩 夕 夜 昼 翌
米 豆 酢 穀 魚 椀
表 5.4 各クエリに対する char2vecの cos類似度ランキング (AFPBBデータセット)
Rank
Query 1 2 3 4 5
今 昨 季 毎 前 そ
春 秋 沐 瑩 飯 韻
良 贅 好 悪 痩 弱
悪 邪 弱 劣 深 良
非 難 常 慨 套 批
朝 鮮 北 咸 韓 側
米 英 韓 仏 陝 欧
両データセットで学習された “今”という漢字については，時間を表す “次”や “毎”，“昨”
等が類似のベクトルとして学習されていた．そこから，両データセットにおける “今”という
漢字の使われ方が近しいことが見て取れる．“春”や “良”，“悪”等についても，意味的に近い
文字が類似度の高い文字として学習されていた．一方で，“米”という漢字に着目すると，楽天
市場レビューデータセットで学習された類似文字は，“豆”や “酢”，“穀”といった食材に関す
る漢字あったが，AFPBBデータセットで学習された類似文字は，“英”や “韓”，“仏”といっ
た国を表す漢字であった．前者の “米”は食材の米を表すのに対し，後者の “米”はアメリカを
表すという大きな違いがある．char2vecの学習に用いるデータセットのドメインによって全
く異なるものが学習されるにも関わらず，4.3.2節の実験では埋め込み層の転移がうまく働い
ていた．このことから，ドメインが異なっていても，両者の言語モデルが部分的に一致してさ
えいれば精度向上が期待できると考えられる．この仮説に基づいて，中国語版Wikipediaの
データを用いて事前学習を行って転移させたところ，楽天市場レビューデータセットにおける
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結果とほとんど遜色ない程度に精度が向上した．図 5.4 と同様に中国語版Wikipedia で学習
した結果を図 5.6にプロットした．
図 5.6 t-SNEによる文字埋め込み (中国語版Wikipedia)の可視化
日本語で学習結果と同様に，“★”や “！ ”，“？ ”，“♪”，同士が比較的近くなっており，こ
れらの記号について似た結果が得られたと思われる．更に，漢字について調査した．表 5.5は
表 5.3と同様の調査をした結果である．なお，AFPBBデータセットに出現する漢字と記号の
みを対象としている．
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表 5.5 各クエリに対する char2vecの cos類似度ランキング (中国語版Wikipedia)
Rank
Query 1 2 3 4 5
今 蕪 迄 陵 昔 岐
春 秋 蓉 棠 徐 桂
良 善 朴 敏 茂 永
悪 超 両 戯 徨 魅
非 痙 常 脆 不 裂
朝 宋 魏 清 唐 廷
米 厘 伏 里 毫 尺
日本語と中国語では漢字の意味や使われ方が違うものが多く存在し，加えてドメインも異な
ることから表 5.4と比べて全体的に異なる結果となった．しかし，“今”のランキング上位に “
昔”が存在したり，“良”のランキング上位に “善”が存在する等，部分的には日本語の結果に
近いものが学習されている．以上の結果から，埋め込み表現の全てが転移先データセットの言
語モデルに準ずる必要はなく，部分的に一致していれば精度向上が期待できると考えられる．
5.3.2 ケース 2における Fine-tuningによる埋め込み層の変化
埋め込み層を char2vecで事前学習して，転移させるフレームワークにおいて，5.3.1節で
は，異なる概念ベクトルが学習されていたにも関わらず，転移学習がうまく行ったことが明ら
かとなった．そこで，Fine-tuningした場合，埋め込み層が Fine-tuningに用いたデータセッ
トのドメインに沿った概念ベクトルに変化しているかどうか調査した．
表 5.6 各クエリに対する文字埋め込みの cos類似度ランキング (ケース 2，Small-C1FC1
で Fine-tuningした埋め込み層を使用)
Rank
Query 1 2 3 4 5
今 次 毎 昨 朝 爵
春 秋 夏 海 冬 北
良 悪 安 高 怖 可
悪 低 酷 鈍 高 良
非 常 快 愉 潔 当
朝 晩 夕 夜 昼 翌
米 豆 酢 穀 魚 酒
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表 5.6 は，Small-C1FC1 embedding を用いて楽天市場レビューデータセットで事前学
習を行い AFPBB データセットで Fine-tuning した際に得られた埋め込み層について，表
5.3と同様の調査をした結果である．AFPBBデータセットで Fine-tuningしたが，AFPBB
データセットで char2vec を学習した結果に近くならず，楽天市場レビューデータセットで
char2vecを学習した結果に近くなった．つまり，Fine-tuningしたが，埋め込み層について
ほとんど変化しなかったことを意味する．同様に，Small-C6FC3 embeddingで調査を行った
結果が表 5.7 である．
表 5.7 各クエリに対する文字埋め込みの cos類似度ランキング (ケース 2，Small-C6FC3
で Fine-tuningした埋め込み層を使用)
Rank
Query 1 2 3 4 5
今 次 毎 昨 爵 朝
春 秋 夏 冬 海 北
良 悪 安 高 怖 可
悪 低 酷 鈍 良 高
非 常 快 愉 当 潔
朝 晩 夕 夜 昼 翌
米 豆 穀 酢 魚 酒
Small-C1FC1 embeddingと同様に，Fine-tuningを行っても埋め込み層についてほとんど
変化しなかったことを意味する．このことから，転移先の言語モデルと一致しない埋め込み層
を転移させた場合，Fine-tuningは埋め込み層自体をチューニングするのではなく，後段の畳
み込み層や全結合層をチューニングすることによって，潜在的に不適切な転移の影響をキャン
セルしている可能性が考えられる．
5.3.3 ネットワーク全体の事前学習の結果について
本研究で用いた Deep モデルは，学習する必要のあるパラメータ数が膨大となっている．
そのため，データセットのサンプル数が少なければ適切なパラメータを学習することは難
しく，過学習を起こしてしまう．4.3.3 節の実験においては全てのデータセットにおいて訓
練サンプル数が比較的少なく，殆どの場合で Scratch フレームワークは Bag-of-Words や
Bag-of-N-gramsモデルと同等やそれ以下の精度となっていたが，転移学習を導入することに
より，精度が大幅に改善した．今回の実験ケースからは，同一言語，類似タスクであれば，学
習した畳み込みフィルタを転移学習で活用することができることがわかった．
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5.3.4 ケース 3における Fine-tuningによる畳み込み層の変化
ケース 3 における Fine-tuning による畳み込み層の変化について議論する．表 5.8 は，
Small-C6FC3 embeddingで事前学習を行ったモデルとその後 Fine-tuningを行ったモデルの
ある畳み込みフィルタについて，5.2節と同様の調査を行った結果である．なお，事前学習用
データセットである楽天市場レビューデータセットの 7-gram のうち最頻出の 10000 語を用
いた．
表 5.8 ある畳込みフィルタによる畳込み演算の出力値ランキング (Small-C6FC3 embed-
ding，楽天市場レビューデータセット)
Pre-training Fine-tuning
7-gram Conv. output 7-gram Conv. output
美味しかったで 0.6554 美味しかったで 0.7621
美味しかったと 0.5839 おいしかったで 0.7113
おいしかったで 0.5789 も可愛かったで 0.6826
も可愛かったで 0.5672 うれしかったで 0.6776
リピートしたい 0.5655 美味しかったと 0.6732
うれしかったで 0.5561 リピートしたい 0.6557
良いね！！ 良い 0.5397 美味しいです！ 0.6377
美味しいです！ 0.5357 満足しておりま 0.6122
良い感じでした 0.5248 美味しかったの 0.6099
満足しておりま 0.5203 良い感じでした 0.6062
Fine-tuning によって若干ランキングの順番が入れ替わったが，全体的に大きな変化はな
かった．同フィルタについて，転移先データセットである楽天トラベルレビューデータセット
の 7-gramのうち最頻出の 10000語について調査した結果を表 5.9に示す．こちらも同程度の
ランキングの入れ替わりがあったものの，全体的に大きな変化はなかった．その他の畳込み
フィルタでも同様の結果が得られた．このことから，Fine-tuningによって第 1層目の畳み込
みフィルタはさほど変化せず，全結合層が変化していると考えられる．
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表 5.9 ある畳込みフィルタによる畳込み演算の出力値ランキング (Small-C6FC3 embed-
ding，楽天トラベルレビューデータセット)
Pre-training Fine-tuning
7-gram Conv. output 7-gram Conv. output
美味しかったし 0.6898 美味しかったし 0.7828
美味しかったで 0.6554 美味しかったで 0.7621
大変気持ちよく 0.5940 おいしかったで 0.7113
おいしかったで 0.5789 うれしかったで 0.6776
リピートしたい 0.5655 大変よかったで 0.6647
うれしかったで 0.5561 大変良かったで 0.6566
大変良かったで 0.5561 リピートしたい 0.6557
大変よかったで 0.5506 麗で良かったで 0.6533
麗で良かったで 0.5474 大変気持ちよく 0.6494
満足しておりま 0.5203 心地よかったで 0.6310
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第 6章
結論
6.1 本論文のまとめ
本研究では，日本語データセットに文字レベル ConvNetを適用した．結果，データセット
の規模が大きい場合に従来手法である Bag-of-Words等に比べて精度が向上した．その際，埋
め込み層を導入することにより，先行研究で中国語に対して行われていたローマ字化処理が省
かれ，簡便に適用することができた．また，文字レベル ConvNetが中間層において抽出した
特徴量について N-gram 特徴量と比較，分析することにより，どういった特徴量が抽出でき
ているか明らかにした．それにより，1枚の畳み込みフィルタで効果的な特徴を抽出できてい
ることがわかった．さらに，画像認識分野において盛んに行われている転移学習について，自
然言語処理分野では研究が少ない．そこで本研究では，文字レベル ConvNetを用いた転移学
習を試みた．本研究における転移学習は主に 2 種類あり，1 つは，入力層である埋め込み層
について言語モデルの 1つである Skip-gramモデルにより事前学習を行うというもので，も
う 1 つは，畳み込み層を主とするネットワーク全体について学習済みのモデルから転移を行
うというものである．埋め込み層の転移学習については，事前学習用の大規模データセットと
転移先のデータセットのドメイン/言語が異なっていたが，転移により精度が向上し，ネット
ワーク全体の転移学習については，類似タスク間の場合の精度が向上した．テキスト分類向け
ConvNet における転移学習に関する研究は未だなされていなかったが，今回の試みにより，
画像認識分野における転移学習と同様に過学習を防ぎ，汎化性能を高める効果があることがわ
かった．
6.2 今後の課題
あるタスクの大規模データセットで事前学習したネットワーク全体を，全く別のタスクの
データセットへ転移学習する手法の検討などが考えられる．このことがもし可能になれば，あ
る 1つのタスクに関する大規模データセットしか存在しない場合でも，そのデータセットで事
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前学習されたモデルがあれば，様々なタスクに転移させることが可能となる．
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