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LIMIT OF GREEN FUNCTIONS AND IDEALS, THE
CASE OF FOUR POLES
DUONG QUANG HAI, PASCAL J. THOMAS
Abstract. We study the limits of pluricomplex Green functions
with four poles tending to the origin in a hyperconvex domain, and
the (related) limits of the ideals of holomorphic functions vanishing
on those points. Taking subsequences, we always assume that the
directions defined by pairs of points stabilize as they tend to 0.
We prove that in a generic case, the limit of the Green functions is
always the same, while the limits of ideals are distinct (in contrast
to the three point case). We also study some exceptional cases,
where only the limits of ideals are determined. In order to do this,
we establish a useful result linking the length of the upper or lower
limits of a family of ideals, and its convergence.
1. Introduction
The definition of multipole pluricomplex Green functions with log-
arithmic singularities, in the wake of Lempert’s seminal work [6], was
motivated by the nonlinearity of the complex Monge-Ampe`re equation,
and generalizations of the Schwarz Lemma, see e.g. Demailly [1], [12],
Lelong [5].
Sometimes it is useful to study the limit case where poles tend to
each other [10], an analogue of multiple zeroes for holomorphic func-
tions, and this leads naturally to the more general notion of the Green
function of an ideal of holomorphic functions:
Definition 1.1. [8] Let Ω be a hyperconvex bounded domain in Cn,
O(Ω) the space of holomorphic functions on this domain.
Let I be an ideal of O(Ω), and ψj its generators. Then
GΩI (z) := sup
{
u(z) : u ∈ PSH−(Ω), u(z) ≤ max
j
log |ψj |+O(1)
}
.
Key words and phrases. pluricomplex Green function, complex Monge-Ampe`re
equation, ideals of holomorphic functions.
This work, in a different form, is part of the first author’s Ph.D. dissertation [3],
defended at the Universite´ Paul Sabatier, Toulouse, July 8th, 2013.
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Note that the condition is meaningful only near a ∈ V (I) := {p ∈
Ω : f(p) = 0, ∀f ∈ I}. Since the domain is pseudoconvex, there are
finitely many global generators ψj ∈ O(Ω) such that for any f ∈ I,
there exists hj ∈ O(Ω) such that f =
∑
j hjψj , see e.g. [4, Theorem
7.2.9, p. 190].
In the special case when S is a finite set in Ω and I = I(S), the
ideal of all functions vanishing on the set S (which we sometimes call
point-based ideal), this reduces to a pluricomplex Green function with
logarithmic singularities; we write GI(S) = GS.
We want to study the limit of GSε when Sε is a set of points tending
to the origin, and relate this to the limit of the ideals I(Sε). It is a
consequence of [9] that if convergence of those Green functions takes
place in the (relatively weak) sense of L1loc(Ω), then that convergence
is actually uniform on compacta of Ω \ {0}, so it will be understood
that all convergence results are in this sense.
The case of 3 poles in dimension n = 2 was worked out in [7, Theorem
1.12, (i)]; a remaining subcase of that study was finally settled in [2].
In the present paper, we explore the case of 4 points tending to
the origin in C2. Unlike in the three-point case, where the limit ideal
was generically M20 and the limits of the Green functions depended
on the directions along which the points tended to 0, here we will see
that, generically (in a sense to be made precise), limGIε = GlimIε, and
that this limit is the same, namely, limGIε = 2max(log |z1|, log |z2|) +
O(1) (Theorem 2.1), whereas the limit ideals very much depend on the
directions of convergence to 0.
Some singular cases are studied in Theorems 2.2 and 2.3, although
here we mostly compute limits of ideals, the Green functions of which
cannot coincide with the limit of our Green functions because of The-
orem 4.2 below. The results of [9] are used to yield some estimates
of the Green functions in those cases, but the complete answer is not
known.
In order to obtain those results, we establish Theorem 2.5, an auxil-
iary result about convergence of ideals which shortens the proofs, and
should be of independent interest.
2. Statement of the results
2.1. Notations. As usual, M0 := I({(0, 0)}) stands for the maximal
ideal at (0, 0), and M20,M
3
0 . . . for its successive powers. For an ideal
I ⊂ O(Ω), its length (or co-length) is ℓ(I) := dimO(Ω)/ dim(I). For
instance, ℓ(Mk0) =
1
2
k(k + 1).
We consider Sε := {a
ε
k, 1 ≤ k ≤ 4} ⊂ Ω, for ε ∈ C, Iε := I(Sε).
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In general we should consider A ⊂ C such that 0 ∈ A¯\A and study
limits along A; quite often we will use some compactness to ensure
convergence and pass to a subsequence included in A. For simplicity,
we will just write lim
ε→0
or limε instead of lim
ε→0,ε∈A
.
We will write several sufficient conditions about convergence of ideals
and Green functions in terms of the asymptotic directions defined by
pairs of poles:
vεij := [a
ε
j − a
ε
i ] ∈ P
1C,
where [·] denotes the class in P1C of an element of C2 \ {(0, 0)}. Since
P1C is compact, by restricting to an appropriate subsequence we as-
sume vij = lim
ε→0
vεij ∈ P
1C, for 1 6 i < j 6 4. When such convergence
does not occur as ε → 0 in an unrestricted fashion, one may consider
the (possible) limits obtained from “convergent” subsequences, and
conclude about global convergence by examining whether the partial
limits coincide or not.
Let
Dε = D(Sε) := {v
ε
ij ∈ P
1C, 1 6 i < j 6 4}, D := {vij ∈ P
1C, 1 6 i < j 6 4}.
Given a subset S˜ε ⊂ Sε, we can define D˜ε and D˜ in a similar manner.
2.2. The generic 4-pole case.
Theorem 2.1. Let Sε satisfy
(2.1) ∀S˜ε ⊂ Sε with #S˜ε = 3, then #D˜ > 2.
and
(2.2) ∀k ∈ {1, 2, 3, 4}, #
{
vkm ∈ P
1C : m ∈ {1, 2, 3, 4}\{k}
}
> 2,
then there exists limε Iε = I, with M30 ⊂ I ⊂ M
2
0 and ℓ(I) = 4; and
limεGε = GJ = 2max(log |z1|, log |z2|) + O(1) depends only on Ω and
not on I.
2.3. Some singular cases. We will see how things change when we
give up the second condition in Theorem 2.1.
Theorem 2.2. Suppose that Sε verifies condition (2.1), and
(2.3) ∃i ∈ I := {1, 2, 3, 4} s.t. #
{
vij ∈ CP
1 : j ∈ I\{i}
}
= 1,
then, after a linear change of variables, lim
ε→0
I
(
Sε
)
= I0 := 〈z1z2, z22 , z
3
1〉,
and
lim inf
ε
Gε ≥ GI0(z) = max
{
log |z1z2|, 2 log |z2|, 3 log |z1|
}
+O(1),
but there is no equality.
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If the situation becomes even more singular, we can have more di-
verse limits for the ideals.
Theorem 2.3. Suppose there exist a 3 point subset S˜ε ⊂ Sε such that
#D˜ = 1. Then
(1) If #D > 3, then, after an appropriate linear change of variables,
lim
ε→0
I
(
Sε
)
= I0.
(2) If #D = 2, then, after passing to a subsequence and an appro-
priate linear change of variables, lim
ε→0
I
(
Sε
)
= I0 or = J0 :=
〈z1z2, z21 + kz
2
2 , z
3
1〉, for some k ∈ C \ {0}.
We suspect that the Green functions do admit a limit, but we haven’t
been able to determine it.
2.4. Upper and lower limits of ideals. We now formalize the notion
of convergence of ideals using upper and lower limits.
Definition 2.4. [7]
(i) lim inf
A∋ε→0
Iε is the ideal consisting of all f ∈ O(Ω) such that
fε → f locally uniformly on Ω, as ε→ 0, where fε ∈ Iε.
(ii) lim sup
A∋ε→0
Iε is the ideal of O(Ω) generated by all functions f such
that fj → f locally uniformly, as j → ∞, for some sequence
εj → 0 in A and fj ∈ Iεj .
(iii) If the two limits are equal, we say that the family Iε converges
and write lim
A∋ε→0
Iε for the common value of the upper and lower
limits.
This last notion of convergence is equivalent to convergence in the
topology of the Douady space [7, Section 3]. Clearly, lim infε Iε ⊂
lim supε Iε and so ℓ(lim infε Iε) ≥ ℓ(lim supε Iε). It also follows from [7,
Lemmas 2.1 and 2.2] that ℓ(lim supε Iε) ≤ lim sup ℓ(Iε) and ℓ(lim infε Iε) ≤
lim inf ℓ(Iε).
Theorem 2.5. Let Iε be a family of ideals based on N distinct points,
so that ℓ(Iε) = N , for any ε.
(i) Let I := lim supε Iε. If ℓ(I) ≥ N (or equivalently = N), then
limε Iε = I.
(ii) Let I := lim infε Iε. If ℓ(I) ≤ N (or equivalently = N), then
limε Iε = I.
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3. Proof of Theorem 2.5
We will proceed by reducing everything to upper and lower limits of
subspaces of a single finite-dimensional vector space.
We use multiindex notation, in particular if α, β ∈ Nn, α ≤ β means
αj ≤ βj , 1 ≤ j ≤ n (and the analogous definition for “<”).
Let πj denote the projection to the j-th coordinate axis. Passing to
a subsequence if needed, Nj := #πj({a
ε
1, . . . , a
ε
N}) is independent of ε.
Let N := (N1, . . . , Nn) and
Pε := π1({a
ε
1, . . . , a
ε
N})× · · · × πn({a
ε
1, . . . , a
ε
N}) (cartesian product)
As in [7, Section 2], we now define a simpler sequence of ideals contained
in each Iε = I({aε1, . . . , a
ε
N}). Let Jε := I(Pε). It is easy to see that
d := ℓ(Jε) = #Pε =
∏n
j=1Nj ≤ N
n, and [7, Lemma 2.3] gives
lim
ε→0
Jε = J := 〈z
N1
1 , . . . , z
Nn
n 〉 =
{
f ∈ O(Ω) :
∂αf
∂zα
: α < N
}
.
Claim. O/Jε ∼= Cd ∼= O/J .
Indeed, denote by bi,εj the elements of πj({a
ε
1, . . . , a
ε
N}). For α ≤ N ,
set Ψα(z) = z
α, and for ζ ∈ C, 1 6 j 6 n, 0 6 k 6 Nj − 1,
ϕεk,j
(
ζ
)
:=
k∏
i=1
(ζ − bi,εj )
Let
Ψεα(z) :=
n∏
j=1
ϕεαj ,j
(
zj
)
.
Since all the bi,εj tend to 0, it is easy to see that for ε small enough
(including ε = 0) the system {Ψεα, α < N} is linearly independent.
Let [·]ε (resp. [·]) denote the class of a function in O/Jε (resp. O/J ).
The natural projection from Span{Ψεα, α ≤ } to O/Jε is injective, thus
bijective, and {[Ψεα]ε, α < N} is a basis of O/Jε. Then the linear
map defined by Φε
([
Ψεα
]
Jε
)
=
[
Ψα
]
, for α < N , is the required
isomorphism.
Lemma 3.1. Suppose that limε fε = f , uniformly on compacta of Ω.
Then, in the finite dimensional vector space O/J ,
{
Φε
(
[fε]Jε
)}
→ [f ]
as ε→ 0.
Proof. There is a unique choice of coefficients cεα(f) such that fε =∑
α<N c
ε
α(fε)Ψ
ε
α + hε, with hε ∈ Jε. It will be enough to show that
cεα(fε)→ cα(f) as ε→ 0, for each α.
6 DUONG QUANG HAI, PASCAL J. THOMAS
By rescaling, we might assume that D
n
⊂ Ω. One can prove by
induction on n (or deduce as an easy special case from the beginning
of [11]) that if |ε| is small enough, then
cεα(fε) =
1
(2iπ)n
∫
(∂D)n
fε(z1, . . . , zn)
Ψεα(z)
dz1
z1
. . .
dzn
zn
,
and one sees that those integrals converge towards the required limit.

We define upper and lower limits for families of subspaces in a finite
dimensional vector space Cd by first choosing a norm on it. Since they
are equivalent, we may as well choose a euclidean norm, and we do.
Then let Lε be a family of subspaces of C
d such that dimLε = k, for
any ε. Let Kε := Lε∩B(0; 1). We can define the upper and lower limits
of Lε by lim infε Lε := Span
(
lim infKε
)
where lim infKε is taken in
the sense of the Hausdorff distance between compacta (and inclusion as
an order relation), and analogously lim supε Lε := Span
(
lim supKε
)
.
Proposition 3.2. (1) lim sup
ε→0
Φε
(
Iε/Jε
)
= (lim sup Iε)/J ,
(2) lim inf
ε→0
Φε
(
Iε/Jε
)
= (lim inf Iε)/J .
Proof. To prove that lim sup Iε/J ⊂ lim sup (Φε(Iε/Jε)), it is enough
to consider elements [f ] where f is in a generating system of lim sup Iε.
So there exist (εj)j∈Z+, εj → 0 as j → +∞ and fj ∈ Iεj such that
fj → f uniformly on compacta of Ω. Proposition 3.1 implies that
Φεj
(
[fj ]Jεj
)
→ [f ].
Conversely, take g ∈ O/J such that there exists (εj)j∈Z+ , εj → 0 as
j → +∞ and gj ∈ Iεj such that ‖Φεj
(
[gj]Jεj
)
− [g]‖ → 0 as j → +∞.
Then |C
εj
α (gj)− Cα(g)| → 0 for any α < N . We can write
g(z) =
∑
α∈Γ
Cα(g)z
α +
n∑
j=1
z
Nj
j Rj(z) and
[
gj(z)
]
Jεj
=
∑
α∈Γ
Cεjα (gj)
[
Ψεjα (z)
]
Jεj
∈ Iεj/Jεj .
Set
fj(z) :=
∑
α∈Γ
Cεjα (gj)Ψ
εj
α (z) +
n∑
j=1
Nj∏
i=1
(
zj − b
i,εj
j
)
Rj(z).
Then fj ∈ Iεj and fj → g uniformly on compacta of Ω.
Since the g’s as above form a generating system for lim sup (Φε(Iε/Jε)),
we are done.
The proof for lim inf is analogous and we omit it. 
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The proof of our theorem then reduces to an elementary fact about
families of finite dimensional spaces.
Lemma 3.3. Let (Lε) be a family of vector subspaces of C
d such that
dimLε = k ≤ n, for any ε.
(1) If dim(lim sup
ε→0
Lε) = k, then lim inf
ε→0
Lε = lim sup
ε→0
Lε.
(2) If dim(lim inf
ε→0
Lε) = k, then lim inf
ε→0
Lε = lim sup
ε→0
Lε.
Proof. (1). Let L stand for lim supLε. For any η ∈ (0,
1
2
), there exists
εη > 0 such that |ε| ≤ εη implies that Lε ∩ B(0; 1) is contained in
an η-neighborhood of L ∩ B(0; 1). So the orthogonal projection of
Lε ∩ B(0; 1) to L must contain at least the ball L ∩ B(0; (1 − η2)1/2),
and any point of L ∩ B(0; 1) is a distance at most η + 1 − (1 − η2)1/2
from Lε ∩ B(0; 1), so L ⊂ lim infε Lε.
(2). Let L := lim inf Lε. If we had lim supLε 6⊂ L, then lim supLε )
L and we can pick a unit vector v ∈ lim supLε ∩ L⊥. We can find
a sequence εj → 0 and vectors vj → v, vj ∈ Lεj . Lεj must also
contain k vectors e
εj
1 , . . . , e
εj
k close to the vectors in an orthonormal
basis e1, . . . , ek of L. For j large enough, the system e
εj
1 , . . . , e
εj
k , vj will
have to be linearly independent, which contradicts dimLεj = k. 
4. Proofs of Theorems 2.1, 2.2 and 2.3
4.1. Previous results.
Definition 4.1. A (point based) ideal is a complete intersection ideal
if and only if it admits a set of n generators, where n is the dimension
of the ambient space.
The main result of [7], Theorem 1.11, states:
Theorem 4.2. Let Iε = I(Sε), where Sε is a set of N points all tending
to 0 and assume that limε→0 Iε = I. Then (GIε) converges to GI locally
uniformly on Ω \ {0} if and only if I is a complete intersection ideal.
The following was also defined in [7].
Definition 4.3. The family of ideals (Iε) satisfies the Uniform Com-
plete Intersection Condition if for any ε, there exists a map Ψ0 and
maps Ψε from a neighborhood of Ω to C
n such that Ψ0 is proper from
Ω to Ψ0(Ω), and
(1) {aεj , 1 ≤ j ≤ N} = Ψ
−1
ε {0}, for all ε;
(2) For all ε 6= 0, 1 ≤ j ≤ N and z in a neighborhood of aεj,∣∣log ‖Ψε(z)‖ − log ‖z − aεj‖∣∣ ≤ C(ε) <∞;
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(3) limε→0Ψε = Ψ = (Ψ
1, . . . ,Ψn), uniformly on Ω.
Notice that the first two conditions imply Iε = 〈Ψ1ε, . . . ,Ψ
n
ε 〉.
This is [7, Theorem 1.8]:
Theorem 4.4. Let (Iε) be a family of ideals satifying the uniform
complete intersection condition, set Sε = V (Iε) and I = 〈Ψ1, . . . ,Ψn〉.
Then
(1) lim
ε→0
Iε = I,
(2) lim
ε→0
Gε = GI , and the convergence is locally uniform on Ω\{0}.
4.2. Proof of Theorem 2.1.
Let lεij, 1 6 i < j 6 4 be the (normalized) equations of the lines
through aεi , a
ε
j and lij := lim
ε→0
lεij , 1 6 i < j 6 4. Set
Lε := {f ε1 := l
ε
12.l
ε
34; f
ε
2 := l
ε
13.l
ε
24; f
ε
3 := l
ε
14.l
ε
23} ⊂ I(Sε),
and fj := lim
ε→0
f εj , j = 1, 2, 3.
We will prove that under the hypotheses of the theorem, there exists
i 6= j ∈ {1, 2, 3} such that if Ψ0 :=
(
fi, fj
)
, then Ψ−10 (0) = {0}.
(One can see that the hypotheses are necessary for this to happen [3,
Remarque 4.1.2, p. 66]). Then we conclude using Theorem 4.4 with
Ψε := f
ε
i f
ε
j . Notice that since Ψ0 is homogeneous of degree 2 and
‖Ψ0‖ is bounded and bounded away from 0 on the unit sphere, then
log ‖Ψ0‖ = log ‖z‖2 + O(1), and the same estimate holds for GI . An
application of the generalized maximum principle of Rashkovskii and
Sigurdsson [8, Lemma 4.1] shows that the limit does not depend on the
particular value of ‖Ψ0‖: there is only one maximal plurisubharmonic
function with boundary values 0 on ∂Ω and a singularity equivalent to
log ‖z‖2.
We proceed with the proof that we can find an “independent” pair
of fi’s.
Case 1: For any three point subset S˜ε ⊂ Sε, the set of limit direc-
tions satisfies #D˜ = 3. So whenever {i, j} and {i′, j′} have an element
in common, lij is independent from li′j′ and so for any 1 ≤ k < k′ ≤ 3,
fk and fk′ have no common factor. So Ψ
−1
0 (0) = {0}.
Case 2: Suppose that there exists a three point subset S ′ε ⊂ Sε such
that the set D′ of limit directions satisfies #D′ = 2. Without loss of
generality, S ′ε = {a
ε
1, a
ε
2, a
ε
3} ⊂ Sε.
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Write vij for the direction in P
1 defined by lij. With our hypothesis,
we may assume v23 = v12 6= v13. It will be convenient to write
A1 := {v13, v24} ∩ {v12, v34},
A2 := {v13, v24} ∩ {v14, v23},
A3 := {v12, v34} ∩ {v14, v23}.
So here A3 6= ∅. We will show that there exists p ∈ {1, 2} such that
Ap = ∅ (and thus the corresponding couple of function fi will be with-
out a common factor, and the proof concluded).
Suppose A1 6= ∅. Since v23 = v12 6= v13, by (2.2), v12 6= v24. Conse-
quently, v34 ∈ {v13, v24}.
We study A2. Since v23 = v12 6= v24, v23 /∈ {v13, v24}. So we need to
study v14.
Case 2.1: v34 = v13.
Then (2.1) implies that v14 6= v13 = v34. We will see that v14 = v24
is impossible. For this, we need to take some coordinates.
Using translations, we may assume aε1 = 0 ∈ D
2, for any ε. Choose
vectors v˜ij ∈ C2 such that ||v˜ij|| = 1 and [v˜ij] = vij ∈ P1C, 1 6 i < j 6
4. Since v23 = v12 6= v13, we can choose an invertible linear map Φ such
that [Φ(v˜12)] = [1 : 0], [Φ(v˜13)] = [0 : 1]. So we can study Φ(Sε), where
Φ(aε1) = b
ε
1 = (0, 0), Φ(a
ε
2) = b
ε
2 = (ρ2(ε), η2(ε)),
Φ(aε3) = b
ε
3 = (η3(ε), ρ3(ε)), Φ(a
ε
4) = b
ε
4 = (α(ε), β(ε))
in which all coordinates tend to 0 and lim
ε→0
ηj(ε)/ρj(ε) = 0, j = 2, 3. We
retain the notation vij ∈ P1C, 1 6 i < j 6 4, and vij := limε vεij where
this last is the direction of the line through bεi and b
ε
j . Let
γ(ε) :=
ρ3(ε)− η2(ε)
η3(ε)− ρ2(ε)
,
then vε23 = [1 : γ(ε)]. Since v23 = v12 = [1 : 0], lim
ε→0
γ(ε) = 0. Thus
lim
ε→0
ρ3(ε)
ρ2(ε)
= lim
ε→0
γ(ε)− η2(ε)
ρ2(ε)
γ(ε) · η3(ε)
ρ3(ε)
− 1
= 0.
Assume now that v14 = v24. Then [1 : 0] = v12 6= v14 = v24 6= v34 =
[0 : 1]. Write v14 = [1 : ℓ], i.e. β/α → ℓ 6= 0,∞. Consider ρ2/α. If
‖ρ2/α‖ 6 C2 < ∞, as ε → 0 (or even along a subsequence εk → 0),
then
α− η3
β − ρ3
=
1− η3
ρ3
· ρ3
ρ2
· ρ2
α
β
α
− ρ3
ρ2
· ρ2
α
→ ℓ 6= 0, as ε→ 0.
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This contradicts limε→0[α−η3 : β−ρ3] = v34 = v13 = [0 : 1]. Therefore
we have α/ρ2 → 0, so
β − η2
α− ρ2
=
β
α
· α
ρ2
− η2
ρ2
α
ρ2
− 1
→ 0, as ε→ 0.
This contradicts limε→0[α − ρ2 : β − η2] = v24 = v14 6= v12 = [1 : 0].
This is the contradiction we sought.
Case 2.2: v34 = v24.
In an analogous way, we will see that A2 = ∅. We still have v23 /∈
{v13, v24}. By condition (2.2), on a v14 6= v24 = v34. We still use the
coordinates above.
Suppose that v14 = v13 = [0 : 1]. This implies α/β → 0. If 0 <
‖ρ2/β‖ 6 C4 <∞ as ε→ 0,
α− η3
β − ρ3
=
α/β − η3/ρ3.ρ3/ρ2.ρ2/β
1− ρ3/ρ2.ρ2/β
→ 0, as ε→ 0.
This contradicts v34 = v24 6= v23 = [0 : 1]. Thus β/ρ2 → 0, therefore
β − η2
α− ρ2
=
β/ρ2 − η2/ρ2
α/β.β/ρ2 − 1
→ 0, as ε→ 0.
This contradicts v24 = v34 6= v23 = [1 : 0]. So v14 6= v13.
In a similar way, we can prove that if A2 6= ∅, then A1 = ∅. 
To finish the proof of Theorem 2.1, we need to prove the statements
about the limit ideal. General properties of convergence show that
ℓ(I) = 4 and the form of the generators show that I ⊂M20. It remains
to prove that I ⊃M30, which is a consequence of a more general fact.
Proposition 4.5. Suppose that all the directions in D(Sε) admit a
limit, and that #D > 2. Then M30 ⊂ lim
ε→0
inf Iε. Furthermore,
lim sup
ε
Iε ⊂M
2
0.
Proof. M30 is invariant under invertible linear maps. Since #D > 2,
there exists i ∈ {1, 2, 3, 4} such that vik 6= vik′, with k 6= k′ and k, k′ ∈
{1, 2, 3, 4}\{i}; otherwise it is easy to show that all directions are equal,
in contradiction with the hypothesis.
Without loss of generality, assume v12 6= v13 and after a linear trans-
formation, v12 = [1 : 0], v13 = [0 : 1].
We reduce ourselves by translations to the case aε1 = (0, 0). Let
aε2 = (ρ2(ε), δ2(ε)) and a
ε
3 − a
ε
1 = (δ3(ε), ρ3(ε)), where δj(ε) = o(ρj(ε)),
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j = 2, 3. Let aε4 = (x4(ε), y4(ε)) tending to (0, ). For any ε, set
ψε1 :=
[
z1 − x1(ε)−
δ3(ε)
ρ3(ε)
(z2 − x2(ε))
][
z1 − x1(ε)− ρ2(ε)
][
z1 − x1(ε)− x4(ε)],
ψε2 :=
[
z1 − x1(ε)−
δ3(ε)
ρ3(ε)
(z2 − x2(ε))
][
z1 − x1(ε)− ρ2(ε)
][
z2 − x2(ε)− y4(ε)
]
,
ψε3 :=
[
z1 − x1(ε)−
δ3(ε)
ρ3(ε)
(z2 − x2(ε))
][
z2 − x2(ε)−
δ2(ε)
ρ2(ε)
(z1 − x1(ε))
][
z2 − x2(ε)− y4(ε)
]
ψε4 :=
[
z2 − x2(ε)−
δ2(ε)
ρ2(ε)
(z1 − x1(ε))
][
z2 − x2(ε)− ρ3(ε)
][
z2 − x2(ε)− y4(ε)
]
.
Then ψεj ∈ Iε, 1 6 j 6 4, and, with uniform convergence on compacta
of Ω,
z31 = lim
ε→0
ψε1 ∈ lim
ε→0
inf Iε
z21z2 = lim
ε→0
ψε2 ∈ lim
ε→0
inf Iε
z1z
2
2 = lim
ε→0
ψε3 ∈ lim
ε→0
inf Iε
z32 = lim
ε→0
ψε4 ∈ lim
ε→0
inf Iε.
Thus M30 = 〈z
3
1 , z
2
1z2, z1z
2
2 , z
3
2〉 ⊂ lim
ε→0
inf Iε.
To get the other inclusion, we make the same normalizations (using
the fact that M20 is invariant under invertible linear transformations,
too). Write S˜ε = {aε1, a
ε
2, a
ε
3}. By [7, Theorem 1.12, i], lim
ε→0
I
(
S˜ε
)
= M20.
Since Iε ⊂ I
(
S˜ε
)
,lim sup
ε→0
Iε ⊂ lim sup
ε→0
I
(
S˜ε
)
= M20. 
4.3. Proof of Theorem 2.2. The fact that the limit inferior of the
Green functions is greater than the Green function of the ideal, but not
equal to it, follows from Theorem 4.2 since here I0 has 3 generators.
Remark. It would be desirable to have a better estimate of the
limits of Green functions. Some explicit computations were carried out
in [3, Section 4.3], using the methods from [9]. It concerned the family
of poles given by Sε := {(0; 0), (ε; 0), (0; ε), (γε; 0)}, with γ 6= 1. Since
the family is homogeneous in ǫ, in particular is given by a hyperplane
section of a (singular) holomorphic curve, [9, Example 5.8] shows that
the limit of the Green functions does exist.
The following estimates are obtained:
(1) lim
ε→0
GIε(z) > 2 log ‖z‖ +O(1), for z2 6= 0;
(2) lim
ε→0
GIε(z) >
5
3
log ‖z‖+O(1), for z1z22(z1 + z2)(z1 + γz2) 6= 0.
This is far from a complete answer, even in this case, but the compu-
tations involved are getting increasingly tedious.
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We now proceed with the proof of convergence of the family of ideals.
As before, we may assume aε1 = 0 ∈ Ω. Since #D˜ > 2, for any
three-point set S˜ε ⊂ Sε, #D > 2. Without loss of generality, assume
v12 6= v13. By (2.3), we may assume that for i = 2, v12 = v23 = v24.
Then we claim that #D > 3. Indeed, if we had #D = 2, then
D = {v12, v13}. Three cases may occur.
•) If v14 = v12, then v12 = v14 = v24. This contradicts (2.1).
•) If v34 = v12, then v23 = v34 = v24. This contradicts (2.1).
•) Si v14 = v34 = v13, then the this contradicts (2.1).
This proves the claim.
We can chose an invertible linear map Φ : C2 → C2 such that
[Φ(v˜12)] = [1 : 0] and [Φ(v˜13)] = [0 : 1],
where v˜12, v˜13 ∈ C2 are chosen so that ‖v˜12‖ = ‖v˜13‖ = 1 and [v˜12] = v12,
[v˜13] = v13. Then
Φ
(
Sε
)
= S ′ε = {b
ε
1 = (0, 0), b
ε
2, b
ε
3, b
ε
4}.
For this new system v12 = [1 : 0] 6= v13 = [0 : 1]. We can choose lεij(z),
normalized equations of the lines through the pairs of points bεi and b
ε
j ,
1 6 i < j 6 4 such that lim
ε→0
lε12(z) = lim
ε→0
lε23(z) = lim
ε→0
lε24(z) = z2 and
lim
ε→0
lε13(z) = z1. This implies
z1z2 = lim
ε→0
lε13(z)l
ε
24(z) ∈ lim inf
ε
Iε,
z31 = lim
ε→0
lε13(z)
[
z1 − z1(b
ε
2)
][
z1 − z1(b
ε
4)
]
∈ lim inf
ε
Iε.
So 〈z1z2, z31〉 ⊂ I∗.
Since #D > 3, there exists (i, j) ∈ {(1, 3), (1, 4), (3, 4)} such that
vεij → [1 : t], with t 6= 0,∞. So lim
ε→0
lεij(z) = z2 − tz1 ∈ lim infε Iε. This
implies
z22 = lim
ε→0
(
lεij(z)l
ε
km(z) + tl
ε
13(z)l
ε
24(z)
)
∈ lim inf
ε
Iε,
since 2 ∈ {k,m} = {1, 2, 3, 4} \ {i, j}. Thus I0 := 〈z1z2, z22 , z
3
1〉 ⊂
lim infε I, with ℓ
(
I0
)
= 4. By Theorem 2.5, lim
ε→0
I
(
Sε
)
= I0. 
4.4. Proof of Theorem 2.3. By the hypothesis #D > 2, we may
assume v12 6= v13. Just as in the proof of Theorem 2.2, we perform a
translation to reduce ourselves to aε1 = (0, 0), and we choose a linear
map Φ so that we are reduced to v12 = [1 : 0] 6= v13 = [0 : 1]. We adopt
the same notation S ′ε = {b
ε
k, 1 ≤ k ≤ 4}.
Since there is a 3 point subset S˜ ′ε ⊂ S ′ε such that #D˜
′ = 1, we may
assume that S˜ ′ε = {1, 2, 4}, so v12 = v14 = v24 = [1 : 0]. Again we may
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choose line equations so that lim
ε→0
lε12(z) = lim
ε→0
lε14(z) = lim
ε→0
lε24(z) = z2
and lim
ε→0
lε13(z) = z1.
The proof in case (i) can then be completed exactly as the proof of
Theorem 2.2 above.
Case (ii): #D = 2.
Either there exists (i, j) ∈ {(2, 3), (3, 4)} such that vεij → vij = [1 : 0]
or v23 = v34 = [0 : 1].
Case (ii.1): there exists (i, j) ∈ {(2, 3), (3, 4)} such that vεij → vij =
[1 : 0].
Then lim
ε→0
lεij(z) = z2. Then, again,
z22 = lim
ε→0
lεij(z)l
ε
km(z) ∈ lim inf
ε
Iε,
since 2 ∈ {k,m} = {1, 2, 3, 4}\{i, j}. Again, as in the proof of Theorem
2.2, we find that lim
ε→0
I
(
Sε
)
= I0.
Case (ii.2): v23 = v34 = [0 : 1].
Thus v13 = v23 = v34 = [0 : 1] and v12 = v14 = v24 = [1 : 0].
As in [2], where systems of three points tending to the origin along
a single direction are considered, we reparametrize {bε1, b
ε
2, b
ε
4} in such
a way that |ε| = ‖bε2 − b
ε
1‖ and choose a coordinate system depending
on ε such that
bε1 = (0, 0), b
ε
2 = (ε, 0), b
ε
4 =
(
ρ(ε), δ(ε)ρ(ε)
)
where 0 < |ρ(ε)| 6
1
2
|ε|, δ(ε)→ 0,
as ε→ 0. Denote bε3 =
(
α(ε), β(ε)
)
. Since vε13 = [α(ε) : β(ε)]→ [0 : 1],
lim
ε→0
α(ε)
β(ε)
= 0. We will write ρ = ρ(ε), δ = δ(ε), α = α(ε), β = β(ε). For
δ small enough, set
δ˜ :=
δ
1−
α
β
δ
, ρ˜ := ρ
(
1−
α
β
δ
)
.
Clearly δ˜, ρ˜→ 0. Furthermore,
δ˜
ρ˜− ε
=
δ/(ρ− ε)(
1−
α
β
δρ
ρ− ε
)(
1−
α
β
δ
) ,
so if lim
ε→0
δ
ρ−ε = m, then limε→0
δ˜
ρ˜−ε = m. Consider the following biholo-
morphism (a small perturbation of the identity map):
Φ1,ε : C
2 −→ C2, z 7→ Φ1,ε(z) =
(
z1 −
α
β
z2, z2
)
,
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Then Φ1,ε
(
S ′ε
)
= S1,ε =
{
(0, 0), (ε, 0), (ρ˜, δ˜ρ˜), (0, β)
}
. Since v23 = [0 : 1]
and v13 = [0 : 1], |α− ε| ≪
1
2
|β| et |α| ≪ 1
2
|β|. So |ε| 6 |α− ε|+ |α| ≪
|β|.
The proof is concluded with the following result. Notice that this
limit ideal in case (ii.2) is deduced from I0 by exchanging the coor-
dinates z1 and z2, so is again equivalent to it by a linear invertible
map.
Proposition 4.6. Let Sε = {(0, 0), (ε, 0), (ρ, δρ), (0, β)} tend to (0, 0)
as ε → 0, with ρ := ρ(ε), δ := δ(ε), β := β(ε) and 0 < |ρ| 6 1
2
|ε|,
|ε| ≪ |β|. Then
(i) If lim
ε→0
δ
ρ− ε
= m 6=∞, lim
ε→0
I
(
Sε
)
= I0 := 〈z1z2, z22 , z
3
1〉 .
ii) If lim
ε→0
δ
ε
=∞, we have two cases:
ii.1) If lim
ε→0
ρ− ε
δβ
= k /∈ {0,∞}, then lim
ε→0
I
(
Sε
)
= J0 := 〈z1z2, z21 + kz
2
2 , z
3
1〉 .
ii.2) If lim
ε→0
ρ− ε
δβ
= k ∈ {0,∞}, then limε I
(
Sε
)
= I0, if k =∞ and
I1 := 〈z1z2, z21 , z
3
2〉, if k = 0.
Proof. Since |ε| ≪ |β|,
z1z2 = lim
ε→0
(
z2 − ρz1
)[
z1 +
ε
β
z2 − ε
]
∈ lim inf
ε
Iε, and
z31 = lim
ε→0
z1(z1 − ρ)(z1 − ε) ∈ lim inf
ε
Iε.
Thus 〈z1z2, z31〉 ⊂ lim infε Iε.
Now we need to look at various cases separately.
i) Since lim
ε→0
δ
ρ− ε
= m 6=∞ and the polynomial
Qε(z) :=
δε
ρ− ε
(δρ− β)z1 − βz2 −
δ
ρ− ε
(δρ− β)z21 + z
2
2 ∈ I
(
Sε
)
,
we obtain z22 = lim
ε→0
Qε(z) ∈ lim infε Iε. So I0 := 〈z1z2, z22 , z
3
1〉 ⊂
lim infε Iε. Since ℓ(I0) = 4, applying Theorem 2.5 lim
ε→0
I
(
Sε
)
= I0.
ii) Since 0 < |ρ| 6 1
2
|ε|, |ε|
2
6 |ρ − ε| 6 |ε|, so if lim
ε→0
δ
ε
= ∞,
lim
ε→0
ρ− ε
δ
= lim
ε→0
ρ− ε
ε
ε
δ
= 0.
We consider two subcases:
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ii.1) Suppose lim
ε→0
ρ− ε
δβ
= k /∈ {0,∞}. Consider the polynomial
(4.1) Pε(z) := −εz1 +
ρ− ε
δβ
β
δρ
β
− 1
z2 + z
2
1 −
ρ− ε
δβ
1
δρ
β
− 1
z22 .
We can check that Pε(z) ∈ I
(
Sε
)
. Since |δρ| ≪ |ρ| 6 1
2
|ε| ≪ |β|, il
vient δρ
β
→ 0. So
z21 + kz
2
2 = lim
ε→0
Pε(z) ∈ lim inf
ε
Iε.
Thus J0 := 〈z1z2, z
2
1 + kz
2
2 , z
3
1〉 ⊂ lim infε Iε. But the class [z
2
1 ] = [z
2
1 +
kz22 ]−k[z
2
2 ] = −k[z
2
2 ] ∈ O(Ω)/J0, thusO(Ω)/J0 = Span{[1], [z1], [z2], [z
2
2 ]}
and ℓ(J0) = 4. Using Theorem 2.5, we conclude lim
ε→0
I
(
Sε
)
= J0.
ii.2) Suppose lim
ε→0
ρ− ε
δβ
= k ∈ {0,∞}. Analogously to (4.1), consider
the polynomial
Rε(z) :=
δβ
ε
(δρ
β
− 1
) ε
ρ− ε
εz1 − βz2 −
δβ
ε
(δρ
β
− 1
) ε
ρ− ε
z21 + z
2
2 .
We can check that Rε(z) ∈ I
(
Sε
)
. If k =∞, then |δβ| ≪ |ρ−ε| ≪ |δ|,
and
lim
ε→0
δβ
ε
= lim
ε→0
δβ
ρ− ε
ρ− ε
ε
= 0.
Thus z22 = lim
ε→0
Pε(z) ∈ lim infε Iε. Then I0 ⊂ lim infε Iε. Since ℓ(I0) =
4, using Theorem 2.5, we conclude lim
ε→0
I
(
Sε
)
= I0.
Finally, if k = 0, |ρ − ε| ≪ |δβ| ≪ |δ|. From (4.1) we deduce
z21 = lim
ε→0
Pε(z) ∈ lim infε Iε. In addition, z32 = lim
ε→0
z2(z2− δρ)(z2−β) ∈
lim infε Iε.
Therefore I1 := 〈z1z2, z21, z
3
2〉 ⊂ lim infε Iε. We conclude as before.

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