Purpose: There is relatively little empirical research that has been taken to understand how the underlying economy affects customers' subsequent financial product purchase behaviours. Understanding this influence would improve prediction of when purchases will occur and hence is important for the Customer lifetime value models of financial service organisations. This paper undertakes an examination of the impacts of socio-demographic and economic variables on the probability of purchasing financial products.
Introduction
This work considers survival analysis as a way of studying customers' financial policy purchase. Initially the focus in marketing was who would be most likely to purchase a product, using for example propensity modelling or which product a customer is most likely to purchase, using for example choice models. The last decade saw the introduction of marketing models based on survival analysis which estimated the time until the next purchase (Jain and Vilcassim 1991 , Vilcassim and Jain 1991 , Seetharaman and Chintaguta 2003 , Thomas et al 2005 . At the same time there was a similar change in emphasis in consumer credit risk analysis as lenders moved from default scoring (who will default) to profit scoring, which requires estimates of how long before consumers will default. The advantages of applying such analysis are impressive. Firstly, survival analysis leads to useful insights on the full span of customers' financial policy purchasing and usage processes and by using competing risk models allows one to estimate all these features at the same time. This allows one to develop coherent customer lifetime value models. Secondly as this paper shows, because survival analysis models the dynamics of the customer's behaviour it allows one to include how changes in the economic conditions can affect this behaviour.
Such models are of special interest to financial institutions where the products involved such as investment, life insurance and pension savings can have life times which are approaching the life-times of the customer and hence will be strongly affected by the changes in economic conditions over such long time scales.
The literature on the dynamics involved in the purchase and usage of financial products is quite limited. In the case of usage, research has tended to concentrate on discriminating between users and non-users of credit cards (Lindley et. al., 1989) , (Crook 1999) , (White 1975) , (Carow and Staten 1999) or on predicting the amount purchased (Volker 1982) , (Hirschman 1982) , (Banasik et. al., 2001) . As to purchases, Till (Till et. al., 2001 ) investigated the number of transactions and the time between transactions using a store card. He suggested the former could be modelled by a negative binomial variable and the latter as a Weibull distribution. Andreeva (2004) used Cox proportional hazards model to look at the times between purchases of a credit card targeted at substantial purchases in three European countries. Ansell et. al. (2001) examined the purchasing behaviour of UK insurance company customers using a proportional hazards model to aid marketing decisions. It concentrated on the age and financial sophistication of the customer. van den Poel and Lariviere( 2003) looked at a similar approach using Belgium data, while van den Poel and Leunis (1998) highlighted the importance of including time-dependent customer characteristics in such models because of their more accurate forecasts. None of these models though considered the impact of the state of the economy as well as the customer characteristics on purchases decisions and it was only very recently (Thomas et. al., 2005) this has been considered. In that case the model was a simple version of the Cox proportional hazard model akin to what we describe as the vanilla model.
The two approaches to survival analysis for heterogeneous populations: parametric models which include both accelerated failure time (AFT) models and proportional hazard models and the semi-parametric Cox proportional hazard approach ( Cox 1972) . In both the AFT parametric and the PH parametric approaches the Weibull distribution is the most commonly used -perhaps because it is the most general distribution that appears to satisfy both the AFT and the PH assumptions. On the other hand, though Cox's proportional hazard regression is distribution free, proportional hazard models make the strong assumption that the hazard rates for different individuals are proportional to one another over all time. This means that the same people are the most likely to have the event of interest occurring to them whatever the time. Relatively little empirical work appears to have been done on comparing the parametric and semi-parametric approaches in the application of financial policy purchase studies. The first objective of this study is to evaluate the performances of the two approaches from the perspective of predictive accuracy. The second objective was to investigate how best to incorporate the variables describing the state of the economy into such models and in particular to identify what are the implications of these models for marketing decisions.
This study is organised as follows. In the next section we recall the definitions of proportional hazards and accelerated life models, and indicate why we need timedependent variables in order to estimate the probability of when a customer will purchase the next financial product. Then we present the description of the dataset and variables to be used in our analysis. The parameter estimators in the parametric and non-parametric models, their comparison and a discussion of the results are presented in the penultimate section. A summary of the study is given in the last section.
Methodology: explanation, estimation and validation
Initially in mortality and reliability, but more recently in marketing and credit risk analysis, survival analysis -the ways of measuring the duration of a life time so as to gain insights on the full span of the history process of interest -has become an important modelling methodology. In this paper we concentrate on the time between financial product purchases as the duration of interest, i.e. "survival" means not having yet made a further purchase. The heterogeneity in the purchase patterns is described by two type sets of characteristics x 1 , x 2 ,…, x n and y 1 (s), y 2 (s),…, y m (s), where x =(x 1 , x 2 ,…, x n ) is a vector of socio-demographic characteristics describing the static characteristics ( which will mainly be the socio-demographic information of the customers) and y(s) = (y 1 (s), y 2 (s),…, y m (s)) is the vector of external economic condition variables at time s.
The basic proportional hazards assumption is that if it is t since the last purchase and that happened at time s, then the hazard rate ( ) s h t -the probability of purchase in the next time period for those who have not purchased for time t -if the individual and environment characteristics are given by x, y(.), is
where h 0 (t) terms represents the baseline hazard, i.e., the propensity of a purchase event occurring when all independent variables equal zero. α and β denote the coefficients associated with the variables. There are two approaches in defining h 0 (.), α, and β -the parametric and the non-parametric (or at least the semi-parametric). In the parametric approach the lifetime distribution and hence the hazard rate is chosen to be of a certain form; e.g. if exponential then h 0 (t) = λ, if Weibull with shape parameter k and scale parameter λ, h 0 (t) = k( λt) k-1 . The parameters of the distribution as well as α and β coefficients are then estimated from the data. The more commonly used approach is the semi-parametric one of Cox's proportional hazard function (Cox (1972) , Kalbfleisch and Prentice (1980) ) where the coefficients α and β can be estimated without having to assume a specific distributional form for h 0 (t), and the latter can be backed out of the data using the Kaplan-Meier estimation procedure.
Purchase data is only updated monthly in most retail financial organisation and so one has to use discrete time proportional hazards models or use the Efron approximation (Efron 1972) to allow the log-likelihood optimization to be computationally feasible because of the large number of ties that occur with such discrete time data. We use this approach, recommended by Allison ( Allison 1995) for both parametric and nonparametric models. It is normally stated that the Weibull distribution gives a model which is both a proportional hazards and an accelerated life model but in our case it is not an accelerated life distribution because of the time dependencies of the characteristics.
Proportional hazards requires that the relative purchase hazards of two different customers remain the same when they face identical economic conditions. This may be too strong an assumption as the relative hazard of the characteristics may vary as the time since the last purchase increases. One can relax this assumption by making the coefficients α, depend on the time t since the last purchase ( one could require the same of β but since the corresponding variable is also changing it would be difficult to be sure it is not being affected by the time dependence of the economic variables). This time dependence is introduced by considering characteristics x, tx, y(s+t), so the relative hazard becomes αx+γtx+βy(s+t) = (α+γt)x+βy(s+t).
Two validation procedures are applied to compare Cox and Weibull regressions. The first tests the relative ranking. In this procedure, we estimate the Cox proportion hazard and Weibull models based on training data sample. Then we use the estimated coefficients to predict the financial policy purchasing probabilities for the holdout sample and rank them in likelihood of purchase. We compare these ranking with who actually made purchases over different time periods. In the case of constant coefficients with no interaction variables between the economic and socio-demographic characteristics, this ranking is independent of the economic variables since the same economic conditions apply to all the consumers.
Secondly we compare the predictions from the two models of the number of purchases in the future again using the holdout sample. These predictions depend on our forecast of the values of the economic variables and to concentrate on the validity of the model, we will take these predicted economic values to be the actual ones that occurred in practice. In the case of non-independent coefficients and no interactions between the economic and socio-demographic variables, the ratio of the predicted number of purchases in different time periods is independent of the sociodemographic variables. Thus the prediction of the total number of purchases is essentially a function of the economic variables.
Data description
The dataset used in this study is provided by an international insurance company based in the UK. It covers the purchase, payment and termination history of just under 50,000 customers (24,797 male and 24,977 female), who used the direct sales channel, almost all of whom were based in the UK. This history was available from January 1999 until July 2003. The advantage of this data is the detail record of accurate information for every customer financial product purchasing history. The information on customers included their gender, age, and Financial Acorn category which described their financial status. The information on their previous purchase included whether the purchase was one involving just a single payment or whether there were monthly or annual instalments and for all policies purchased one had the policy start date and the policy end date. There are three kinds of financial policy groups that customers can purchase. The first policy group is collective investment policy, such as unit trust and ISA; the second group is life insurance; and the last group is protection. Three quarters of the purchases during this period were of collective investments.
The outcomes of both the age and financial acorn variables were split into sets using the coarse classifying approach for survival analysis outlined in Stepanova and Thomas (2002) . This involved splitting the answers into a fine classification (every 5 years for age, every category for Financial Acorn) and using a binary variable to describe inclusion in this set. A proportional hazards model is then built just using the binary variables for each finely classified category of the original variable and the coefficients of these binary variables in the proportional hazards model examined.
Adjacent categories with similar coefficients are then combined into coarse classes. In this way one can allow for possible non-linearities in the relationship between the independent variables like age and the probability of purchasing. In this case this led us to split age into four groups -under 20; 20 to 35; 35 to 55; and over 55-where we have a binary variable for each of the last three categories while the first was the reference age group. For financial Acorn, a similar analysis split it into three categories into A, B, and {C, D}, where we use B as our reference group.
In addition to the variables that are recorded in the dataset, five external economic variables are also included in the analysis, since purchasing decisions made by customers may be influenced by external economic environment conditions. It should be noted that these economic variables are exogenous. The consumer price and the confidence index are the traditional consumer demand drivers, and while the house price index was also considered it was correlated with these variables and hence left out of the model. The FTSE Index and the Base interest rate reflect the returns from alternative saving investments and the latter also proxies the impact of mortgage rates on disposable income. Transformations of these variables are considered, as is usual in the macro economic literature, to avoid the problems of non-stationary time series and to have variables that relate to the way consumers perceive the economic conditions. We also looked at which variant of the economic variable is most significant in the proportional hazards model when it can only variants of that variable. In the light of this we used the following forms of the economic variables.
• Consumer Prices: The yearly difference of the consumer prices is used as this is representative of a price inflation that a consumer experience. Higher inflation may be considered to have a negative effect on buying savings' products • Confidence Index: The quarterly index level is used because this is a stationary process representing the difference between those who are more or less confident about the future of the economy. Throughout this period this variable is negative and this must be remembered when considering the effect of its coefficient. More confident customers would be expected to buy more financial products.
• Unemployment rate: The yearly difference in the unemployment rate is used as it represents the increase or decrease in jobs for consumers. It will also give information regarding the business cycle in addition to that given by the Confidence Index.
• Stock return: The impact of the stock market is measured by its return which is defined as the quarterly difference in the natural logarithm of the FTSE100 index. A buoyant stock market may encourage customers with a greater tendency to buy financial products .
• Interest Rate: The rate level at the start of the quarter is used in the model.
This usually impacts consumers through the effect on the mortgage repayment rate, and hence affect disposable income available for savings. It also reflects the opportunity cost of switching from a bank deposit into a financial product.
We randomly split the whole dataset sample into training sample and holdout sample. The sample size for training sample is 39,820 customers, with 3,742 customers making further purchases during the period. The size of the holdout dataset sample is 9,954 customers of whom 935 made further financial policy purchases. We use the training data to estimate the maximum likelihood estimation (MLE) of relevant coefficients and use these estimated coefficients to predict the purchasing probabilities for customers in the holdout data sample.
Analysis and results
We estimated several Cox and Weibull models with different combinations of sociodemographic and economic variables to identify the determinants of the probability of purchasing. Customers with higher confidence of current or future economic activity and higher stock market returns are expected to associate with higher purchasing hazards, while the rise of consumer prices or interest rates could damp customers purchasing hazards because they raise the opportunity cost. High unemployment rates are also expected to have negative impacts on customers' willingness to buy further financial products. We then complete the analysis by validating both models in terms of their predicting abilities. Table 1 Another way of ensuring both economic and socio-demographic variables play a part in both the relative propensity to purchase of the customers and the expected total number of purchases in each period is to allow interaction variables between the two groups. For example if we believe that the unemployment rate is a big factor for the middle aged (35-55 say) but less so for others, then define the variable unempl(35-55) which, if the unemployment rate is y(t) at time t, would take the value y(t) for those in that age group and 0 for those in the other age groups.
The coefficients of the models with interaction terms included are given in Table 2 . In both models all five economic variables are significant (interest rate enters the Weibull model through its interaction terms) as are gender, age and payment pattern. Again the last is the only one which has a different effect in the two models.
Looking at the significant interaction terms one sees that the Financial Acorn A group customers are less affected by rises in consumer prices than others and those aged over 55 in this group are not affected at all. Consumer confidence does seem to affect the age groups in different ways, with it having least effect on the 20-35 year olds but increasing impact on the older and younger groups. As it stands it seems as if increases in unemployment lead to increases in purchases but this is only for the under 20 age group who are really not affected by unemployment. For the other age groups the interaction terms turn the effect the other way around with those aged 35 or over being the ones most affected. Similarly rises or falls in interest rate have much more effect on the over 20s than the under 20s, making them more likely to purchase if the interest rate falls. Perhaps this is partly the effect of falls in the mortgage rate and partly that investing in cash accounts look less attractive. This may be reinforced by the fact that it is the Financial Acorn A group who are most affected. Interestingly there is no significant interaction between changes in the stock market yield and the socio-demographic variables.
When time dependent coefficients are used on the socio-demographic variables in the vanilla models, the main impact, as seen in Table 3 , could be described as "regression to the mean" in that with the exception of one insignificant coefficient the time effect decreases the initial impact of the coefficients. The time-dependence also brings the effect of payment frequency into agreement between the Cox and Weibull models in that in both cases monthly payments make it more likely for another purchase to be made in the first 8 quarters since the last purchase but less likely thereafter. The impact of age, with the over 20s much more likely to make repeat purchases, also decreases over time though it disappears in the Weibull model after about 10 quarters and in the Cox model after about 18 quarters. Again all the economic variables are strongly significant and their effect in both models is the same as in the vanilla cases.
Finally we look at the Cox model with time dependent coefficients on the socio-demographic variables and interaction terms between these and the economic variables. The performance of the previous Weibull models meant we did not feel that approach merited such a complex extension. Table 4 shows the coefficient estimates of this extended Cox model and it shows all the economic variables are highly significant ( with interest rate entering through the interaction terms) as well as age and payment frequency. Gender is not now significant and financial status just splits into the two AB or CD groups. For all the significant socio-demographic variables, time diminishes the value of the coefficients with the impact of monthly payments changing sign after 9 quarters but the impact of age lasting more than 20 quarters.
There is still no significant interaction between stock market returns and the socioeconomic variable. Rises in consumer prices decrease the likelihood of purchases but this impact decreases with age and is wiped out for the Financial Acorn A group who are over 55. Increasing consumer confidence leads to increases in the probability of purchasing but this is least marked among the 20-35 age group followed by the 35-55 aged group. The impact of unemployment seems to have the wrong sign attached to it until one looks at the interaction terms. It seems that for anyone over 20 especially the 35-55 age group falls in unemployment leads to rises in purchasing and this effect is most pronounced among the Financial Acorn A group. Lastly a fall in interest rates (since there were mainly falls during this period) leads to an increasing propensity to purchase as people get older and also this effect is again more pronounced on the wealthier Financial Acorn A group.
Among all the results that are reported in Tables 1 through 4 It is clear that all are better than the vanilla version but it is the interaction terms that make the greatest improvement in the forecasting of the relative ranking. Adding time dependent coefficients if anything makes the ranking predictions worse.
The other method of validation we use is to estimate the number of purchases in the future. To do this we take the models prediction of the probability of purchase over each quarter in the time period being considered for each customer in the holdout sample and sum up all these probabilities. We then compare this expected number of purchases with the actual numbers made during that period. If we are interested in more than one quarter ahead then to make our predictions we have to estimate what the economic variables are likely to be at the start of the subsequent quarters. In order to concentrate on the model validity rather than the economic predictions we take these estimates to be the actual values that occurred. Figure 3 shows the results for predictions over time periods ranging from 1 to 19 quarters-the total time period available. What is clear is that even the basic Cox model is much superior to the basic Weibull model which essentially gets significant errors in the long run predictions. This is where the flexibility of the Cox model to allow for the non-monotonic in the hazard rate comes into its own. The time dependence of the coefficients makes little difference in the short term but improves the long term forecasts considerably. The interaction models over-estimate the number of purchases slightly in the short term but underestimate them slightly in the long term, while the original model underestimated throughout. Again if you were forced to choose a best estimator it would be the Cox model with interaction terms but no time dependent variables.
Conclusions
A better understanding of customers' financial product purchasing decisions and the determinants of these decisions can help the financial service industry develop useful customer lifetime value models. The paper has investigated the use of several survival analysis approaches to model and forecast the propensity for customers of a financial institution to make repeated purchases. The results show the important role economic variables play, along with individual-specific characteristics, in determining customers purchasing behaviours. In particular, it emerges that different customers in terms of age and financial status respond differently to changes in the economy.
However for this data set the economic influences are the most important. To put it bluntly, if the economy is not "favourable" then the marketing departments of financial institutions need to be very selective in targeting their products because only certain groups are likely to be purchasing. Thus if unemployment starts to rise the ones who purchasing drops off least are the rich ( Financial Acorn A) and the over 55s. On the other hand if the stock market starts to fall the over 55s will cut back on purchases the most. If consumer prices rise then the oldest are least affected and the youngest are the most affected, while increases in interest rate affect the under 20s
hardly at all..
The paper also compared semi-parametric (Cox proportional hazards) and parametric (Weibull proportional hazards) models and it appears that the flexibility in the choice of hazard function allowed by the semi-parametric models more than outweighs the robustness of the parametric models for this data set. The paper looked at introducing both socio-demographic and economic variables into the models and pointed out that in the basic model the former essentially gives the relative ranking among the customers of their propensity to purchase while the latter gives the estimates on the total number of purchases. It looked at more complex models with time -dependent coefficients and interaction terms between the economic and sociodemographic variables and the results indicate that these models are superior to the basic model. It is this interaction between socio-demographic and economic variables which is most important in improving both the targeting of the customers by providing the most predictive purchase rankings and in providing accurate forecasts of future purchases. Predicted  and  actual  purchases  on  holdout  sample 
