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Abstract
In this paper we study representations of permutation groups as automorphism groups of colored graphs and supergraphs. In
particular, we consider how such representations for various products of permutation groups can be obtained from representations
of factors and how the degree of complexity increases in such constructions.
© 2007 Elsevier B.V. All rights reserved.
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We investigate the representability of permutation groups bymeans of symmetries of graphical structures. In general,
by graphical complexity of a permutation group P we mean the degree of complexity of a graphical structure whose
symmetry group (automorphism group) is P. In this paper we consider graphs with colored edges and supergraphs.
It is well known that while every abstract group is isomorphic to the automorphism group of a graph, not every
permutation group can be represented directly as the automorphism group of a concrete graph. Also, colored graphs
do not sufﬁce to this aim. In [7], it has been shown that fairly simple graphical structures whose automorphism groups
include all permutation groups are supergraphs.
Supergraphs can be viewed as ordinary graphs which apart from edges (called superedges of rank 1) may have
additional superedges of rank k > 1 joining superedges of lower rank (see deﬁnition below).
The graphical complexity gc(P ) of a permutation group P is the least rank of a supergraph whose automorphism
group is P. The class of all permutation groups P with gc(P ) = k will be denoted SGR(k). By GR(k) we denote the
class of the automorphism groups of k-(edge) colored graphs, and by DGR(k) the class of the automorphism groups of
k-(edge) colored directed graphs. Investigation of these classes is intended as a new approach to the study of concrete
permutation groups initiated in [11] and another attempt to understand better the structure of such groups. We would
like to ﬁnd a reason of high graphical complexity. In particular, a natural question which remains open is whether there
are permutation groups in GR(k)\GR(k − 1) for arbitrary large k. In this paper we try to do a step in this very direction
investigating whether the complexity classes above are closed under various natural products of permutation groups.
The paper is organized as follows. More precise deﬁnitions and further comments are given in Section 1. In Section
2, we consider constructions of direct sum and direct product of permutation groups. Section 3 deals with the wreath
product in its imprimitive actions, and the ﬁnal Section 4 deals with the wreath product in the product action. Generally,
we prove that the classes SGR(k) are closed under each of these constructions, which shows that the considered
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constructions do not increase graphical complexity of permutation groups. Yet, the classes GR(k) fail to be closed in
general, and in view of our results, the possibility that some of these construction may be used to obtain members of
GR(k)\GR(k − 1) for larger k, remains open.
1. Preliminaries
The terminology used in this paper is standard. The reader is referred to [4,6,7,9,10] for earlier results of our research
group and to [1,2,12] for more general background. In this study permutation groups are ﬁnite and are considered up to
permutation isomorphism: two permutation groups P and Q on the sets V and W, respectively, are treated as identical
if there is a bijection :V → W such that after the identiﬁcation of corresponding elements both the groups as the
collections of permutations coincide.
A k-colored graph is a pairG=(V ,E), whereV is the set of vertices, andE a function from the setP2(V ) of unordered
pairs into the set of colors {0, 1, . . . , k − 1}, called the edge-color function. For a k-colored digraph the domain of the
edge-color function E is the set V × V of ordered pairs. Thus, a colored digraph, in contrast with a colored graph, has
loops by deﬁnition, which may be viewed as coloring vertices. Automorphisms are those permutations  that preserve
the edge function; in symbols: E(v,w)=E(v, w), for all v,w ∈ V . (We use multiplication from the right to denote
actions.)
A supergraph is a pairH= (V ,E), where V is a set of vertices, and E ⊆ Ek for some k1, with E1 = P2(V ), and
Ek+1 =P2(V ∪Ek) for all k; we require that E satisﬁes the following heridetarity condition: if {s, t} ∈ E, and s is not a
vertex, then s ∈ E. The elements of Ek\Ek−1 are called the superedges of rank k; the maximum of ranks of superedges
is the rank of the supergraph. An automorphism of a supergraphH= (V ,E) is the permutation  of the vertices such
that {s, t} ∈ E if and only if {s, t} ∈ E, where the action of  is extended on the superedges in the natural way.
The group of automorphisms of a graph (digraph, supergraph) G is denoted Aut(G). If a permutation group P is
in GR(k) (or DGR(k), SGR(k)) we say that P is k-representable by a colored graph (colored digraph, supergraph).
The graph (digraph, supergraph) in question is said also to represent P in such a case. We notice that in Wielandt’s
terminology [11] the permutation groups in the union DGR of all DGR(k) are called 2-closed, and those in the union
GR of all GR(k) are called 2∗-closed. By the result of [7], the union of all SGR(k) contains all permutation groups.
For example, no double transitive group is inDGR,with exception of the symmetry groups Sn which are representable
by simple graphs. In fact, the symmetry groups form the class GR(1) = DGR(1). Dihedral groups and one-generated
groups belong to DGR(2), but not all of them are in GR(2) (see [4,7]). Observe that GR(k) ⊆ DGR(k) ⊆ SGR(k) for
all k2. In [7] it is proved that GR(k) ⊆ SGR(2) and DGR(k) ⊆ SGR(3) for all k.
We also deﬁne GR∗(k) = GR(k)\GR(k − 1) for k2, and GR∗(1) = GR(1). Groups in GR∗(k) are called strictly
k-representable by a colored graph. We introduce analogous notions for colored digraphs and supergraphs.
Themain problem in this area iswhether the classesGR(k) andDGR(k) form real hierarchies of 2-closed permutation
groups, that is, whether sets GR∗(k) and DGR∗(k) are nonempty for all k. So far we know only that this is true for k6
for graphs, and k5 for digraphs (cf. [5]). For supergraphs, it has been proved that SGR(k) form a strictly ascending
chain (but see [7] for another form of the problem above and other open problems).
The study of the automorphism groups of supergraphs is facilitated by the fact that superedges come in a variety of
types that have to be preserved by automorphisms. We say that a superedge e={s, t} in a supergraph S is of type (m, n)
if the superedges s and t are of ranks m and n, respectively. The degree of superedge e is the number of superedges
outcoming from e (i.e. the number of superedges of the form {e, r} ∈ S, where r is any superedge). The outcoming
edges may be further partitioned with respect to types leading to relative degrees, and more types.
2. Direct products
Given two permutation groupsP,Q acting on setsV andW, respectively, by the direct sumP ⊕Q ofP andQwemean
the permutation group on the disjoint union of V and W whose elements are ordered pairs (p, q) with p ∈ P, q ∈ Q,
and the action is given by v(p, q) = vp for v ∈ V and w(p, q) = wq for w ∈ W . (This construction is often called
the “direct product”, and so was called in [4,9].Yet, when we consider various actions of the direct product of abstract
groups, and generally, from the point of view of concrete permutation groups, the term “direct sum”, used e.g. in [8],
seems more appropriate.)
1144 M. Grech et al. / Discrete Mathematics 308 (2008) 1142–1152
Generally, the classes deﬁned above are closed under the direct sum construction. Exceptions, in the case of graphs,
are connected with the following notion introduced in [4]. A permutation group P ∈ GR(k) is called uniquely k-
representable (by a graph), if there exists a unique up to isomorphism k-colored graph G such that Aut(G) = P .
Summarizing results from [4,7] we have:
Theorem 2.1. Classes DGR(k) and SGR(k) are closed under the direct sum for all k2. Also, if P,Q ∈ GR(k), for
some k2, then P ⊕Q ∈ GR(k), except if P =Q is a uniquely k-representable transitive permutation group, in which
case P ⊕ P ∈ GR(k + 1).
The result does not hold for k = 1, since the direct sum of symmetric groups is not a symmetric group. In turn,
SGR(1) = GR(2) is the class of simple graphs, which by the result above is not closed under the direct sum. On the
other hand, observe that if we consider undirected graphs with loops, then the corresponding classes GR0(k) behave
much better: they are all closed under the direct sum.
This is connected with the fact that the use of direct sum in looking for elements in GR∗(k) with higher values of k is
a very restricted tool. It allows us only to go one step higher in case of uniquely k-representable transitive permutation
groups. The result is no longer a group of this type, so we cannot continue with this construction. If we admit loops in
graphs, then every group is represented by at least two graphs, and that is why GR0(k) is closed under the direct sum
with no exceptions.
Now, we consider another natural action of the direct product of abstract groups, that on the direct product of
underlying sets. Namely, for permutation groups P,Q, acting onV andW, respectively, by the direct product P ×Q of
P and Q we mean the permutation group acting on the direct product V × W whose elements are ordered pairs (p, q)
with p ∈ P, q ∈ Q, and the action is given by (v,w)(p, q) = (vp,wq) for v ∈ V,w ∈ W .
Theorem 2.2. For each k2,
(i) if P,Q ∈ GR(k), then P × Q ∈ GR(k + 1),
(ii) if P,Q ∈ DGR(k), then P × Q ∈ DGR(k + 1),
(iii) if P,Q ∈ SGR(k), then P × Q ∈ SGR(k).
Proof. First observe that if any group P or Q is trivial (i.e. one-element) then the claims are obvious, so we may assume
that both P,Q are nontrivial.
We prove the ﬁrst statement. Let colored graphsG1 = (V ,E1),G2 = (W,E2), with at most k colors, represent groups
P and Q, respectively. We can assume that G1 is X-connected with X = {1, . . . , k − 1}, i.e. that every two vertices are
connected by a path using only colors from X. In addition, we assume that the set of the colors of G2 is contained in
{1, . . . , k} (rather than in {0, . . . , k − 1}), and that there is at least one edge of color k in G2. Then we deﬁne a graph
G, whose set of vertices is V × W , and the edge function is deﬁned as follows:
E((v1, w1), (v2, w2)) =
{
E1(v1, v2) if w1 = w2,
E2(w1, w2) if v1 = v2,
0 otherwise.
The subgraphs spanned by the sets of the form {v} × W and V × {w} will be called rows and columns, respectively
(cf. Fig. 1; note that, as in matrices, the ﬁrst coordinate denotes the number of a row!).
We show that Aut(G) = P × Q. The inclusion ⊇ is obvious. For the converse, we consider images of rows and
columns under an automorphism. First observe that each row has no edge of color 0. Hence, its image is either a row
or is contained in a column. The latter is excluded, since each row has an edge of color k, while columns have no edges
of this color. Therefore rows are mapped onto rows. It follows, in particular, that two different elements of a column
cannot be mapped onto elements in the same row. Consequently, since columns are X-connected, they are mapped
onto columns. Thus, each automorphism  ∈ Aut(G) is determined by a pair consisting of a permutation of rows and
a permutation of columns. By the deﬁnition of G, these permutations preserve the colors of the edges in G1 and G2,
respectively, which implies that Aut(G) ⊆ P × Q, as required.
The same argument works for the second statement, provided the coloring of loops is suitably chosen. We may
simply rewrite the deﬁnition of the edge function; then it is well deﬁned, except for loops. For loops we extend our





Fig. 1. A scheme of graph G representing Aut(G1) × Aut(G2).
deﬁnition as follows. First, unlike for edges, we assume that the set of colors of loops both for G1 and G2 is contained
in {0, 1, . . . , k − 1}; moreover we assume that 0 occurs both in coloring a loop in G1 and G2. Then we put
E((v,w), (v,w)) =
{
k if E1(v) = E2(w) = 0,
E1(v) + E2(w) otherwise
with addition taken modulo k. This guarantees that loop coloring works as required for each row and each column;
color k protects a certain composition of cyclic permutations of rows and columns. The details are left to the reader.
We prove the third statement. Suppose now thatG1 =(V ,E1) andG2 =(W,E2) are supergraphs representing groups
P and Q, respectively. Again, we assume that both G1 and G2 are nontrivial. Moreover, we assume that each of them
has at least one nontrivial superedge (of rank 1); otherwise, G1 or G2 may be replaced by a complete graph. We try to
follow the ideas in the previous argument.
We deﬁne a supergraphH, whose set of vertices is again V ×W . Columns and rows (i.e. subsupergraphs induced by
sets of the form V ×{w} and {v}×W ) are copies of supergraphsG1 andG2, respectively.We add some new superedges.
First, for every superedge e of rank 1 in any row, and every superedge f of rank 1 in any column, we add a superedge
{e, f } joining e and f. This superedge is of rank 2, of type (1, 1). Next, for every pair of vertices a, b in the same row
or in the same column, which are not joined by a superedge {a, b} we add such a superedge (thus making rows and
columns complete with respect to superedges of rank 1). Now (taking into account recently added superedges) for
every superedge e of rank 1 in any row and every vertex a in any other row we add a superedge {e, a}. This superedge
is of rank 2, of type (1, 0). Note, that for every e we add in such a way a total number of (n − 1)m such superedges,
where n and m are the number of vertices in G1 and G2, respectively. Fig. 2 illustrates three steps of this construction.
Let us consider superedges of rank 1 inH. First observe that each such superedge in G belongs either to a row or to a
column. Those in rows are end-elements of at least (n−1)m superedges of type (1, 0) involving three different vertices,
while those in columns are end-elements of at most n−2 superedges of this type (i.e. involving three different vertices;
they have to belong to the same column, if there are any). Since P and Q are assumed to be nontrivial, (n−1)m>n−2.
It follows that under any automorphism ofH each such superedge in a row is mapped onto a superedge in a row, and
each such superedge in a column is mapped onto a superedge in a column. Since both rows and columns are connected
with respect to superedges of rank 1, it follows that under any automorphism of G rows are mapped onto rows, and
columns are mapped onto columns.
Moreover, the choice of additional superedges guarantees that columns are permuted according to Aut(G2), while
rows are permuted according to Aut(G1). Indeed, this follows from the fact that the superedges of rank 1 that are
end-elements of superedges of type (1, 1) reﬂect the structures of G1 in rows, and G1 in columns. Consequently,
Aut(G) ⊆ Aut(G1) × Aut(G2). The equality follows from the fact that the set of additional superedges is preserved
by any automorphism in Sn × Sm ⊇ Aut(G1) × Aut(G2). 
For now, we do not know if k + 1 in the statements (i) and (ii) of the theorem above can be replaced by k.








Fig. 2. Three types of additional edges in the construction of supergraphH.
3. Wreath product with imprimitive action
We consider the wreath product in its natural imprimitive action. To simplify the deﬁnition, we assume that permuta-
tion groupsP andQ act on setsV ={1, 2, . . . , n} andW ={1, 2, . . . , m}, respectively. Then, by the (imprimitive)wreath
product of P and Q, denoted P wr Q, we mean the permutation group, whose elements are ordered (m + 1)-tuples
 = (p1, . . . , pm, q) with pi ∈ P, q ∈ Q, and action on the direct product V × W is given by (v,w) = (vpw,wq).
To visualize this action it is convenient to view the set V × W as a n × m matrix, columns of which (called ﬁbers) are
indexed by elements ofW (called the index set). Now, permutations p1, . . . , pn in  permute elements in corresponding
ﬁbers, and q permutes the whole ﬁbers. Abstractly, the wreath product is the semi-direct product of Pm and Q; for this
fact and more general deﬁnitions, including the inﬁnite case, see [3].
In this section, we prove that the classes of permutation groups GR(k) and SGR(k) are closed under the imprimitive
wreath product construction.
Theorem 3.1. For each k2, if P,Q ∈ GR(k), then P wr Q ∈ GR(k). If P,Q ∈ SGR(k), then P wr Q ∈ SGR(k).
Proof. Again, we start from colored graphs assuming that G1 = (V ,E1), G2 = (W,E2) have at most k colors, and
represent groups P and Q, respectively. To represent P wr Q, we deﬁne a graph G, whose set of vertices is V ×W , and
the edge function is deﬁned
E((v1, w1), (v2, w2)) =
{
E1(v1, v2) if w1 = w2,
E2(w1, w2) otherwise.
Thus, viewing V × W as a matrix, the columns of G are copies of G1 spanned on ﬁbers, the rows of G are copies of
G2, and if the edge between two points in G2 has color c, then all the edges between any two points of corresponding
ﬁbers have color c (cf. Fig. 3; the latter fact is symbolized by crossing edges). Obviously, P wr Q ⊆ Aut(G), and to
prove the converse it is enough to show that Aut(G) preserves the partition into ﬁbers (because then ﬁbers are permuted
according to Q).
However, in general, this need not be true. We improve our construction by partitioning the copies of G1 in G into
the sets corresponding to orbits of G2, and admitting the possibility that in each such a set the colors of edges are
rearranged according to a chosen permutation. Then in each such a set the copies of G1 are identical, and the situation
is still the same: P wr Q ⊆ Aut(G), and to get equality we need only to prove that Aut(G) preserves the partition into
ﬁbers.
To this end, assume the contrary. This means that there are two points (v1, w), (v2, w) in some ﬁber, and  ∈ Aut(G),
such that (v1, w) = (vi, wr), and (v2, w) = (vj , ws) with r 	= s (cf. Fig. 3). Note that under this assumption the











Fig. 3. Graph representing Aut(G1)wr Aut(G2).
edge (v1, v2) in the column G1 has the same color as the edge (wr,ws) in the row G2. Denote this color c0. We ﬁrst
prove the following.
Lemma 3.2. Under the assumptions above:
(i) For every color c, vertices wr and ws have exactly the same c-neighbors in G2 (excluding wr and ws themselves,
in color c0).
(ii) Each vertex v in G1 is joined either with v1 or with v2 by the edge of color c0.
Proof. Let us ﬁx a color c, and calculate, in G, the number of c-neighbors of (v1, w), on one hand, and the number of
c-neighbors of (vi, wr), on the other hand. Since by the properties of automorphisms these numbers have to be equal,
we obtain
nN2(w) + N1(v1) = nN2(wr) + N1(vi),
where N1(x) and N2(x) denote the number of c-neighbors of x in G1 and G2, respectively. Since N1(v1), N1(vi)< n,
we get
N1(vi) = N1(v1), (1)
N2(wr) = N2(w). (2)
Similarly
N1(vj ) = N1(v2), (3)
N2(ws) = N2(w). (4)
In an analogous way, calculating the number of common c-neighbors for (v1, w) and (v2, w), which has to be the
same as the number of common c-neighbors for (vi, wr) and (vj , ws), for c 	= c0 we obtain
nC2(wr,ws) = nN2(w) + C1(v1, v2),
where C1 and C2 denote the number of common c-neighbors in G1 and G2, respectively. Since C1(v1, v2)<n, we
have C1(v1, v2) = 0, and consequently, C2(wr,ws) = N2(w), which means that wr and ws have exactly the same
c-neighbors. As this holds for every c 	= c0, it holds also for c = c0 (for neighbors other than wr and ws themselves).
The same calculation for c = c0 yields
nC2(wr,ws) + N1(vi) + N1(vj ) = nN2(w) + C1(v1, v2).
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SinceC1(v1, v2)<n, andN1(vi)+N1(vj )< 2n, these two terms are either equal or differ by n. The equality is excluded
by the fact that v1 and v2 are joined by an edge of color c0. Hence we have
n + C1(v1, v2) = N1(vi) + N1(vj ).
Using (1) and (3) we get
n + C1(v1, v2) = N1(v1) + N1(v2). (5)
This means that each vertex v of G1 is joined either with v1 or with v2 by the edge of color c0. 
The latter property may hold also for other colors c 	= c0. Yet, in fact, a stronger property holds, determining c0
uniquely.
Lemma 3.3. In G1, every vertex v′ has a c0-neighbor v′′ such that for each vertex v either v′ or v′′ is a c0-neighbor
of v. No other color c 	= c0 has this property.
Proof. We know that v′ is a c0-neighbor of either v1 or v2. Suppose that it is the edge (v′, v1) that is of color c0. If it
is moved by  into an edge spanned between two ﬁbers, then (v′, v1) has exactly the same property as (v1, v2), and in
the same way we may prove that each vertex v of G1 is joined either with v′ or with v1 by the edge of color c0. Hence,
v′′ = v1 is as required.
If the edge (v′, v1) is not moved by  into an edge spanned between two ﬁbers, then its image is contained in the
column corresponding to wr . In such a case, the image of (v′, v2) is spanned between ﬁbers corresponding to wr and
ws , and hence, it is of color c0. Consequently, the color of (v′, v2) is c0, too, and repeating the argument, we ﬁnd that,
in this case, v′′ = v2 is as required.
For the second claim, suppose that c′ has the same property, and let v3 be that c′-neighbor of v1 for which every
vertex v is either a c′-neighbor of v1 or of v3. Then (v2, v3) has color c′, since (v2, v1) has color c0. On the other hand
(v2, v3) has color c0 because of the property of v1 and v2 given in Lemma 3.2 (ii). Hence, c′ = c0. 
In the sequel, the color c0 from the lemma above will referred to as dominating in G1. Obviously, this property is
invariant under automorphisms. We will also say that wx and wy are c-twins (in G2), if wx and wy are joined by an
edge of color c, and have exactly the same c′-neighbors for every color c′. By Lemma 3.2(i), wr and ws are c0-twins.
Given a color c, we deﬁne the set Wc of those w ∈ W which have a c-twin in G2. Note that for different colors c
and d, Wc and Wd are disjoint. Indeed, if x ∈ (Wc ∩ Wd), and wc and wd are c- and d-twins of x, respectively, then
(wc,wd) has color c (as wd is a common neighbor of x and wc), and color d (as wc is a common neighbor of x and
wd ), a contradiction. Since conditions deﬁning Wc are invariant under automorphisms, each Wc is a union of orbits of
Q. Thus, the sets Wc together with the set of those points that do not belong to any Wc form the partition of W.
Now,we complete the deﬁnition ofG by rearranging colors in some copies ofG1.Namely,we redeﬁneG=(V ×W,E)
putting for the pairs of vertices in the same ﬁber:
E((v,w), (v′, w)) =
{
E1(v, v′) + c − c0 + 1 if w ∈ Wc,
E1(v, v′) if w /∈Wc for any c,
and for the pairs of vertices in different ﬁbers:
E((v,w), (v′, w′)) = E2(w,w′) if w 	= w′
(addition of colors above is taken modulo k). Note that by this deﬁnition the copies ofG1 in any set corresponding to an
orbit ofG2 are identical. Hence, everything we proved so far applies. In particular, since we have assumed that the color
of edges (v1, v2) in G1 and (wr,ws) in G2 is c0, this is also the dominating color in the copy Gw1 of G1 corresponding
to w. On the other hand, since wr and ws are c0-twins, the dominating color in the copies Gwr1 and G
ws
1 (corresponding
to wr and ws) is, by deﬁnition, c0 + 1.
It will be convenient for the ﬁnal argument to denote the vertices (v1, w) and (v2, w) in G by A and B, and their
-images by A′ and B ′, respectively (see Fig. 4). Since A′ and B ′ are in different ﬁbers, by assumption, it follows that
there is a vertex C′ = (vh,wr) in the copy Gwr1 whose inverse image C = C′−1 = (vg, wt ) is not in Gw1 . Applying
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Fig. 4. Final argument in the proof of the ﬁrst statement of Theorem 3.1.
Fig. 5. Three steps of the construction of supergraphH in the proof of Theorem 3.1.
for A′ and C′ the same argument as for A and B above, we infer that the edge (A′, C′) (joining vh and vi) has the
dominating color in Gwr1 , which is, as we have established, c0 + 1. Hence, this is also the color of the edge (A,C), and
all the corresponding edges between the ﬁbers. In particular, (B,C) has the same color c0 + 1, which contradicts the
fact that its image (B ′, C′) under  has color c0. This completes the proof of the ﬁrst statement.
To prove the second statement, we combine the ideas used in the proof of the ﬁrst case and of the second case in the
previous theorem.Assuming now thatG1 = (V ,E1), andG2 = (W,E2) are supergraphs of rank at most k, representing
groups P and Q, respectively, we deﬁne a supergraphH on V ×W by putting the copies of G1 in columns, and copies
of G2 in rows. Further, since the columns are supposed to be permuted independently, for any superedge in a row
involving vertices v1, . . . , vk , we put a corresponding superedge on vertices v′1, . . . , v′k; this is done for any choice of
the vertices v′1, . . . , v′k such that for all i = 1, . . . , k, vi is in the same column as v′i . (This corresponds to the fact in
the previous case that all the edges spanned between two given ﬁbers are of the same color.) Now, we add some extra
superedges to make sure that columns will be mapped into columns.
First, for each pair of edges e = {(v1, w), (v2, w)} and e′ = {(v′1, w′), (v′2, w′)} of rank 1 belonging to different
columns (determined by w and w′), we add a superedge {e′, e} of rank 2 and type (1, 1). Thus, each superedge of rank
1 connecting vertices in the same column gets a bunch of outcoming edges of type (1, 1). At the second step, for every
pair of vertices in the same column not joined by a superedge of rank 1, we add a suitable superedge, so that every pair
of vertices in any column is joined now by a superedge of rank one. Finally, for every superedge e of rank 1 joining
a pair of vertices in the same column and every vertex v in a different column we add a superedge {e, v} of rank 2
and type (1, 0). In such a way there are (m − 1)n additional superedges of rank 2 outcoming from every superedge e
of rank 1 joining vertices in the same column. Fig. 5 illustrates the three steps of this construction. It guarantees that
columns are mapped into columns under any automorphism. Assuming that G1 has at least one edge (which we may
do without loss of generality), it is now routine to check that, Aut(G) = P wr Q, as required. 
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The case of directed graphs seems very different. Our proof for undirected graphs does not generalize for this case.
We have only the proof that if P,Q ∈ DGR(k), then P wr Q ∈ DGR(2k), but we believe that this may be improved
substantially with some other approach.
4. Wreath product with product action
Now we consider the wreath product with the so-called product action. Again, we assume that permutation groups
P and Q act on sets V = {1, 2, . . . , n} and W = {1, 2, . . . , m}, respectively. The product action may be deﬁned on
m-dimensional discrete hypercube Vm using the formula
(v1, . . . , vm)(p1, . . . , pm, q) = (v1qp1, . . . , vmqpm),
that is,P acts onVm coordinatewise,whileQ permutes coordinates.The group of all such permutations,whichwedenote
here by P Wr Q, may be deﬁned as one generated by elements of the form (1, . . . , 1, q) and (1, . . . , 1, pi, 1, . . . , 1, 1).
It will be useful to visualize the action of the latter permutation as permuting the (m − 1)-dimensional hypercubes
(those determined by ﬁxing the ith coordinate), according to pi .We will refer to such hypercubes as (m−1)-subspaces.
Generally, in the proof below, subsets of points of Vm determined by ﬁxing any k coordinates will be called (m − k)-
subspaces. In particular, 1-subspaces and 2-subspaces will be called lines and planes of Vm, respectively. (Note,
however, that our terminology refers only to special subspaces: those determined by ﬁxing some coordinates.) Two
such k-spaces will be called parallel, if they have exactly the same coordinates ﬁxed. Two points in Wm which differ
exactly in coordinates i1, . . . , ir will be referred to as (i1, . . . , ir )-different (r is sometimes referred as the Hamming
distance of the points). The ith coordinate of x ∈ Wm will be denoted by xi .
For now, we are able to prove only the following result for simple graphs.
Theorem 4.1. For each k, 2, if P ∈ GR(k), and Q ∈ GR(), then P Wr Q ∈ GR(k + ). If P,Q ∈ SGR(k), then
P Wr Q ∈ SGR(k).
Proof. We construct a graph G on the set of vertices Vm to represent P Wr Q. We assume, that G1 = (V ,E1) and




E1(xi, yi) whenever x, y are (i)-different,
E2(i, j) whenever x, y are (i, j)-different,
c0 otherwise.
Thus, we simply put a copy ofG1 on each line ofVm, and useG2 to color other edges in planes: each plane is determined
by two nonﬁxed coordinates, which is a pair corresponding to an edge in G2.
First we show that Aut(G) ⊇ P Wr Q. To this end it is enough to see that permutations of P Wr Q preserve the
above deﬁned function E(x, y). Indeed, it is enough to consider two kinds of generating permutations. First, if the
permutation is of the form  = (1, . . . , 1, q) permuting coordinates, and x and y are (i)-different, then x and y are
(j)-different for j = iq, and E1(xi, yi) = E1((x)j , (y)j ), as required; if x and y are (i, j)-different, then x and
y are (iq, jq)-different, and since q ∈ Q, E1(i, j) = E2(iq, jq), again. In turn, if the permutation is of the form
 = (1, . . . , 1, pi, 1, . . . , 1, 1), and x and y are (i)-different, then x and y remain (i)-different, and since pi ∈ P ,
E1(xi, yi) = E1(xipi, yipi), as required; if x and y are (i, j)-different, then x and y remain (i, j)-different, and the
value of E(x, y) does not change. From these remarks, the claim follows easily.
The converse, that Aut(G) ⊆ P Wr Q, will be proved in a number of steps. First, notice that under any automorphism
 ∈ Aut(G) each line is mapped into a line; this is so, since if two vertices are not in the same line (differ in more than
one coordinate), then they are joined by an edge of a color occurring in graph G2, while two vertices in the same line
are always joined by an edge of a color in G1.
Next, we show that two parallel lines (i.e. with the same free coordinate) are moved into parallel lines. This may
be shown by induction as follows. If the lines  and 1 have identical m − 2 ﬁxed coordinates, e.g. are of the form
 = (x, x2, z3, . . . , zm) and 1 = (y, y2, z3, . . . , zm), with x and y free, then there are precisely m lines having exactly
one point in common with each of  and 1, deﬁned by ﬁxing x = y and taking the second coordinate free (they may
be viewed as “orthogonal” to  and 1, which by assumption are contained in a common plane). Conversely, if for any
M. Grech et al. / Discrete Mathematics 308 (2008) 1142–1152 1151
two disjoint lines, there are exactly m lines having exactly one point in common with each of the lines, then it is not
difﬁcult to see that these lines have to have identical m − 2 ﬁxed coordinates. Hence, in this case, parallel lines are
moved into parallel lines. If two parallel lines  and 1 have exactly m − 3 identical ﬁxed coordinates, then there is a
line ′′ parallel both to  and 1, having with each of these lines m − 2 identical ﬁxed coordinates. This generalizes
easily to an inductive argument.
Since each k-subspace S, k > 1, may be presented as the union of parallel lines having a point in common with a
(k − 1)-subspace S′, an easy induction shows that, under any automorphism  ∈ Aut(G), the image of a k-subspace is
a k-subspace, for all 0<k<n.
Now we will use this fact for k = n − 1. Two different (n − 1)-subspaces are either parallel (whenever they have
the same coordinate ﬁxed) or have a point in common, otherwise. Hence, parallel (n − 1)-subspaces are moved into
parallel (n − 1)-subspaces, under any automorphism. It follows that each  ∈ Aut(G) induces a permutation of the
classes of parallel (n − 1)-subspaces, and since each such class is determined uniquely by a ﬁxed coordinate, each 
induces a permutation on the coordinates {1, 2, . . . , m}. Denote the later by q.
We show that q ∈ Q. Let (i, j) be an edge in G2. Consider two (n − 1)-subspaces Hi and Hj determined by
ﬁxed coordinates i and j, respectively, and let xi ∈ Hi and yj ∈ Hj be two points in Vm that do not belong to the
intersection Hi ∩ Hj . Then, xi and yi differ at least in coordinates i and j, and therefore, by deﬁnition of E(x, y), the
edge (xi, yj ) ∈ G has either the color of edge (i, j) or color c0. The same has to be true for the images Hi and Hj 
determined by ﬁxed coordinates i and j. It follows that q preserves the colors of edges in G2, as required.
Let ′ be a permutation obtained by composing  with the permutation of the form (1, . . . , 1, q) ∈ P Wr Q, where
q = q−1 . Then, ′ ∈ Aut(G) keeps all the classes of parallel (n − 1)-subspaces ﬁxed.
Now, for any ﬁxed coordinate i, ′ induces a permutation pi of the line determined by the free coordinate i. This
permutation preserves the colors of the graph G1 spanned on the line, and therefore (p1, p2, . . . , pn, 1) ∈ P Wr Q.
Composing ′ with the inverse of these permutation we obtain a permutation ′′ ∈ Aut(G) ﬁxing individually all (n−1)-
subspaces. It is clear that ′′ ﬁxes each point, i.e. is the identity. Consequently,  is a composition of permutations in
P Wr Q, which completes the proof of the ﬁrst statement.
The proof of the second statement is a combination of ideas and arguments used so far. We assume, as before, that
G1 = (V ,E1), and G2 = (W,E2) are supergraphs of rank at most k, representing groups P and Q, respectively. We
deﬁne a supergraphH on Vm by putting a copy of G1 in each line, and adding extra edges, to distinguish edges in
lines from other edges which are going to represent G2. The three steps are analogous to those applied in the proof of
Theorem 3.1. In the present case, we apply them to lines rather than to columns.
First, for each pair of edges e and e′ of rank 1 belonging to parallel lines we add a superedge {e′, e} of rank 2 and
type (1, 1). At the second step, for every pair of vertices in the same line not joined by a superedge of rank 1, we
add a suitable superedge, so that every pair of vertices in any line is joined now by a superedge of rank 1. Finally, for
every superedge e of rank 1 joining a pair of vertices in the same line and every vertex v not in this line we add a
superedge {e, v} of rank 2 and type (1, 0). In such a way there are nm−n additional superedges of type (1, 0) outcoming
from every superedge e of rank 1 joining vertices in a line. This guarantees that lines are mapped into lines under any
automorphism, provided further additional superedges have smaller number of outcoming superedges of type (1, 0).
The second part is more tricky. We wish to put superedges to make sure that allowed permutations of coordinates
coincide with Aut(G2). First (following the idea in the proof of the ﬁrst statement) for every pair of vertices that differ
exactly in two coordinates i and j we put a superedge (of rank 1) whenever {i, j} ∈ G2. In such a way a single superedge
of rank 1 in G2 is represented by a class of superedges inH. We denote this class by C(i, j). To represent superedges
of type (1, 0), we have to represent somehow single coordinates: the idea is that to represent a coordinate i we take the
class of all superedges of rank 1 joining vertices that differ only in the ith coordinate. Denote this class by C(i). Then,
to represent a superedge {{i, j}, h} we take a class of all superedges joining an element from C(i, j) with an element
in C(h). These superedges are of rank 2 of type (1, 1). Similarly, we represent superedges of higher rank by classes of
superedges inH.
Now, the argument similar to that in the proof of the ﬁrst statement shows thatH= P Wr Q. The details are left to
the reader. 
Our results concerning the classes GR(k) are not sharp. They leave a room either for improvement or for showing
that the constructions of the wreath products lead in particular cases to increasing the parameter k. The latter could
settle the problem whether the classes GR∗(k) are nonempty for large k. We still do not know (except for the case of
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the direct sum) whether similar results can be obtained for the classes DGR∗(k). This seems to require applying other
ideas, which may be interesting by itself.
On the other hand, we have proved that the classes SGR(k) are closed under all the considered constructions. This
suggests to look for other constructions, perhaps less natural, which could result in increasing graphical complexity.
References
[1] L. Babai, Automorphism groups isomorphism reconstruction, in: Handbook of Combinatories, Elsevier Science, Amsterdam, 1995, pp.
1447–1540.
[2] P.J. Cameron, Permutation groups, in: R.L. Graham, M. Grötschel, L. Lovás (Eds.), Handbook of Combinatorics, Elsevier, Amsterdam, 1995.
[3] J.D. Dixon, B. Mortimer, Permutation Groups, GTM 163, Springer, Berlin, 1996.
[4] M. Grech, A. Kisielewicz, Direct product of automorphisms of colored graphs, Discrete Math. 283 (2004) 81–86.
[5] M. Grech, A. Kisielewicz, Totally symmetric colored graphs, to appear.
[6] A. Kisielewicz, Symmetry groups of Boolean functions and constructions of permutation groups, J. Algebra 199 (1998) 379–403.
[7] A. Kisielewicz, Supergraphs and graphical complexity of permutation groups, Ars Combin., in press.
[8] M.Ch. Klin, R. Pöschel, K. Rosenbaum, Angewandte Algebra fur Mathematiker und Informatiker, VEB, Berlin, 1988.
[9] W. Peisert, Direct product and uniqueness of automorphism groups of graphs, Discrete Math. 207 (1999) 189–197.
[10] W. Peisert, All self-complementary symmetric graphs, J. Algebra 240 (2001) 209–229.
[11] H. Wielandt, Permutation groups through invariant relations and invariant functions, in: B. Huppert, H. Schneider (Eds.), Mathematische
Werke/Mathematical Works, vol. 1, Group Theory, Walter de Gruyter Co., Berlin, 1994, pp. 237–266.
[12] H.P.Yap, Some Topics in Graph Theory, Cambridge University Press, Cambridge, 1986.
