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Abstract
The k-d tree is widely used in graphics and vision applications for accelerating re-
trieval from large sets of geometric entities in Rk. Despite speeding up an otherwise
brute force search, the time to construct and traverse the k-d tree remain a bottle-
neck in many applications. Increasing parallelism in modern processors offers hope
for further speedups. But while traversal is easily parallelized over a large number of
queries, construction is not as easily parallelized and will become a serial bottleneck if
left unparallelized. This thesis studies parallel k-d tree construction and its applica-
tions. The results are new multicore parallelizations of SAH k-d tree and FLANN k-d
tree variants, and new ways of utilizing these parallelizations for accelerating object
detection and scripting point algorithms.
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1. Introduction
The k-d tree is widely used in graphics and vision applications for accelerating retrieval
from large sets of geometric entities in Rk. Despite speeding up an otherwise brute
force search, the time to construct and traverse the k-d tree remain a bottleneck in
many applications. Increasing parallelism in modern processors offers hope for further
speedups. But while traversal is easily parallelized over a large number of queries,
construction is not as easily parallelized and will become a serial bottleneck if left
unparallelized. This thesis studies parallel k-d tree construction and explores new
applications enabled by it.
This introductory chapter is organized as follows. Section 1.1 reviews background
knowledge relating to k-d trees. Section 1.2 describes several applications that may
benefit from a fast parallel k-d tree builder. Section 1.3 summarizes existing ap-
proaches to parallelizing k-d tree construction. Section 1.4 states the contributions
of this thesis.
1.1 Background
Consider the following spatial queries in Euclidean space.
• Given a set of triangles in R3, find the triangle(s) intersected by a given ray.
• Given a set of points in Rk, find the nearest neighbors to a given position in Rk
A brute force search can accomplish these tasks by examining all entities in the set,
but when performing m queries on a set of n entities, the resulting O(mn) running
time is too slow for most applications.
The k-d tree [12] defines a recursive partitioning of Rk using hyperplanes orthog-
onal to one of the coordinate axes. By organizing geometric entities according to this
partitioning, the spatial queries mentioned above can be performed more quickly by
examining only the entities residing in relevant partitions (i.e. paritions intersecting
a given ray, partitions near a given query position).
The k-d tree has many variants, each characterized mainly by how the splitting
planes are chosen. The spatial median heuristic splits halfway along the widest di-
mension of the current node extent. More sophisticated heuristics choose a splitting
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Definition
nearest neighbor argminp∈P ||p− q||
K-nearest neighbors
X ⊆ P s.t. |X| = K and ||x− q|| ≤ ||y − q||
for any x ∈ X and y ∈ P\X
r-near neighbors {p ∈ P : ||p− q|| < r}
(i.e. range query)
Table 1.1: Let P denote a set of points in Rk, q a query point in Rk.
plane by analyzing the spatial distribution of a node’s entities. This thesis focuses on
surface area heuristic (SAH) k-d trees and the high dimensional k-d tree implemented
in the Fast Library for Approximate Nearest Neighbors (FLANN).
SAH k-d trees The surface area heuristic [45, 71] strives to minimize the running
time for finding nearest ray-triangles intersections. It chooses splitting planes by
minimizing a cost function defined as follows. Given a node N and a splitting plane
S, let NL and NR denote the left and right child nodes resulting from S, respectively.
Let A, AL, and AR denote the surface areas of N , NL, and NR, respectively. And let
n, nL and nR denote the number of triangles overlappingN , NL, andNR, respectively.
The cost of splitting at S is then defined as
C(S) = CT + CI
(
nL
AL
A
+ nR
AR
A
)
(1.1)
where CT and CI are constants modeling the running time costs for visiting a node
and for performing a ray-triangle intersection test, respectively. The state of the art
sequential SAH k-d tree construction algorithm by Wald and Havran [104] minimizes
Equation 1.1 using an efficient O(n) plane sweep algorithm which evaluates Equa-
tion 1.1 at the discrete set of events where the sweeping plane enters and leaves a
triangle. Using Wald and Havran’s algorithm, the entire k-d tree rooted at N can
then be constructed in O(n log n) time. Chapter 2 describes a parallelization of this
variant of the k-d tree.
FLANN k-d trees This k-d tree variant organizes high dimensional feature vectors
for the purpose of accelerating approximate nearest neighbors searches. Its construc-
tion proceeds as follows. At each recursive step, it randomly picks one of the five
dimensions with highest variance, estimated using a random subset (e.g . 100) of the
nodes’s data points. It then splits along the chosen dimension at its mean value, es-
timated on the same 100 element subset. A node is made a leaf if it contains exactly
one point. Chapter 3 describes a parallelization of this variant of the k-d tree.
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Other methods The above mentioned spatial queries can be accelerated via a large
number of other methods and data structures. For nearest ray-triangle intersections,
bounding volume hierarchies (BVHs) have been a popular choice. For low dimen-
sional nearest neighbors (e.g . k = 2, 3), there are uniform grids, octrees [75], and R
trees [48] (i.e. bounding volume hierarchies). For high dimensional nearest neighbors,
many data structures and methods have been studied for their theoretical properties
(see papers cited in [49]), but to my knowledge the ones useful in practice are high
dimensional variants of the k-d tree [77, 78], locality sensitve hashing (LSH) [31], and
massively parallelized brute force search. PatchMatch [8, 9] can quickly compute a
nearest neighbor field over all patches in an image. Despite these many options, the
k-d tree remains a practical choice for many applications
1.2 Applications
Emerging applications in photorealistic rendering and physically based simulation of
dynamic virtual environments requires frequent updates to spatial data structures.
Another class of applications are handed a novel image and must quickly construct
a data structure for accelerating subsequent searches within the image. These appli-
cations may all benefit from a fast k-d tree builder. This section describes some of
these applications.
Real time ray tracing Photorealistic renderers such as OptiX [85] simulate visual
effects such as reflection, refraction, and indirect illumination, by tracing rays through
a given scene. These renderers organize scene geometry into an acceleration structure,
such as a k-d tree, to accelerate subsequent queries for the nearest surface point
intersected by a given ray. Adapting these renderers to real time dynamic scenes will
require frequent updating or rebuilding of acceleration structures, hence the need for
a fast k-d tree builder.
Point based 3-d modeling Methods for digitizing real-world objects ranging from
faces [10], large statues [67], to entire cities [80] commonly rely on an acquisition
front end (e.g . depth cameras, LIDAR, multi-view stereo [50], or structured-light [91])
that outputs a discrete sampling of the real-world object (i.e. a point cloud). The
continuous surface that the point cloud was generated from can then be reconstructed
via methods based on projection [6, 66, 68], implicit function surfaces [56, 29, 24,
81], or triangulation [13]. Other useful operations include deformation [96], normal
estimation [56], and alignment [92]. Many of these operations need to know the
neighbors to a given position in R3. Neighbors are easily identified when points are
“structured,” such as by a depth image. But such a structure may not always exist,
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as is the case when multiple depth images are aligned and merged. With the advent
of affordable real time depth cameras such as Kinect, fast construction of spatial data
structures will become increasingly important.
Particle based simulation Methods such as photon mapping [60] and smoothed
particle hydrodynamics (SPH) [2, 3] record physical quantities such as incident ra-
diance and velocity at a discrete unstructured set of sample locations, as opposed to
the structured set of locations on a uniform grid. Quantities anywhere in space are
then estimated as weighted sums of the quantities recorded at nearby sample loca-
tions. These nearby samples can be quickly found when samples are organized in a
spatial data structure. But such a spatial data structure will need frequent updating
or rebuilding, as sample locations change from one time step to the next.
Image search Several vision algorithms search an existing collection of images.
Hays and Efros [52] fill missing image regions by searching millions of photographs for
suitable replacements. Boiman et al . [20] infer labels on images by transferring labels
of similar images in a repository of already labeled images. Other vision algorithms
search within a novel input image. This include recent methods for example based
inpainting by Criminisi et al . [28], single image super resolution by Boiman et al . [20],
non-local means denoising by Buades et al . [23] and object detection (Chapter 4).
Similarity of entire images and localized regions within an image are often measured
by the Euclidean distance between their feature vectors (e.g . GIST [82], HOG [30],
SIFT [69]). Image search is thus often a nearest neighbor search in Euclidean space.
A k-d tree can accelerate the search step in these applications but only after the tree
has been built.
1.3 Existing Parallelizations
The need for fast construction of k-d trees (mainly for real time ray tracing) has
motivated researchers to develop parallel construction algorithms.
Node parallel construction Earlier parallelizations by Benthen [11], Popov et
al . [87] and Bikker [14] parallelize at the granularity of nodes and subtrees. Specifi-
cally, Benthin [11] and Popov et al . [87] sequentially construct the SAH k-d tree up
to a level where there are at least as many nodes as processors and then parallelize
over the construction of subtrees rooted at these nodes. Bikker [14] forks at each
recursive step a new thread to process the larger of the two resulting child nodes.
These methods are straightforward to implement but suffer from limited parallelism
in the upper levels of tree construction, causing Popov et al . [87] to report only up to
2.43× speedup on 4 cores and Bikker [14] to note “not much” speedups. Chapter 3
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Figure 1.1: Patterns for parallel k-d tree construction. (left) Node level parallelism.
(right) Geometry level parallelism in upper levels of tree construction.
analyzes the scalability of node parallelism and shows despite being ill-suited for SAH
k-d trees, when applied instead to FLANN k-d trees, node parallel construction can
be actually surprisingly effective.
Geometry parallel construction Methods by Shevtsov et al . [94], Zhou et al . [111],
Choi et al . [27], and Wu et al . [109] seek finer grain parallelism within the processing
of a node to ensure all processors are utilized in the upper levels of tree construction.
For SAH k-d trees, this involves parallelizing the plane sweep step in the state of the
art sequential algorithm by Wald and Havran [104]. Methods by [94, 111] sidestep
the problem by opting for simpler heuristics such as object count median and spa-
tial median in the upper levels, thereby simplifying geometry parallelism but at the
cost of poorer tree quality. Chapter 2, adapted from [27], presents the first geometry
parallel algorithms, nested and in-place, that exactly parallelize Wald and Havran’s
algorithm. An exact parallelization for GPUs was presented in the subsequent work
by [109].
Space-filling curves Recent methods by Lauterbach et al . [65], Pantaleoni and
Leubke [84], Garanzha et al . [40], and Karras [61] parallelize BVH construction by
sorting triangles along a z-order curve and then extracting the spatial median hi-
erarchy implied by the result of the sort. These methods are extremely fast since
the most expensive sorting step can directly leverage highly optimized GPU sorting
routines [76]. Karras constructs a BVH for the 174k triangle “fairy forest” scene in
just 0.89 ms, whereas Zhou et al . [111]’s k-d tree construction takes 77 ms, albeit on
an older hardware. However, trees obtained by these methods have poorer quality
due to the implicit use of spatial median splits. Recent work by Karras and Alia [62]
addresses this problem by by rearranging subtrees in real time to achieve tree qualities
rivaling that of SAH BVHs
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High dimensional k-d trees Most existing parallelizations focus on low dimen-
sional points and triangles. To my knowledge, the only previous works claiming to
parallelize k-d tree construction for high dimensional points are Al-Furaih et al . [5]
and Adams et al . [1]. Al-Furaih et al . consider k-d trees based on the less commonly
used point median split heuristic (as opposed to the widely used FLANN heuristic)
and they parallelize on the distributed memory CM-5 machine. The utility of their
method for high dimensional search on modern multicore CPUs is thus question-
able. Adams et al . present a GPU parallel construction of a k-d tree specialized for
high dimensional filtering; their k-d tree splits halfway along the widest spread, i.e.
(maxxi −minxi)/2. Chapter 3 presents the first multicore parallelization of a high
dimensional k-d tree, specifically, the variant implemented in the widely used FLANN
library [78].
1.4 Contributions
The body of this thesis can be divided into two parts. Chapters 2 and 3 focus on par-
allelizing specific variants of the k-d tree. Chapters 4 and 5 present new applications
enabled by these parallelizations.
Chapter 2 focuses on SAH k-d trees, the best known variant for accelerating near-
est ray-triangle intersection search. Earlier parallelizations by prior papers exhibited
poor scalability for not utilizing all cores during the initial levels of tree construction.
This chapter presents the first parallel algorithms to fully utilize all core throughout
all levels of SAH k-d tree construction.
Chapter 3 focuses on high dimensional FLANN k-d trees, a widely used variant
for accelerating high dimensional approximate nearest neighbor search. This chapter
demonstrates that a node parallel strategy can be surprisingly effective for paralleliz-
ing this variant of the k-d tree. This also represents the first published parallelization
of high dimensional FLANN k-d tree construction.
Chapter 4 presents a novel method for using the k-d tree to accelerate modern
object detection systems. Modern techniques for detecting objects in images apply
linear classifiers to a large set of image windows (rectangular regions in the image),
searching the set of windows whose feature vectors have a sufficiently large dot product
with the weight vector of a given linear classifier. As will be explained, this search can
be understood as a range query and can thus be accelerated within acceptable levels
of accuracy using a k-d tree. Using the parallelization from Chapter 3 to mitigate the
upfront running time cost of constructing the k-d tree, we demonstrate the ability
to trade detection accuracy for significant speedups in the overall detection times of
various existing object detection systems.
Chapter 5 uses fast k-d tree construction to facilitate scripting of point cloud pro-
cessing tasks, tasks that must perform matrix calculations over all neighborhoods in a
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point cloud. As will be explained, existing tools for scripting matrix calculations (e.g .
NumPy and Matlab) are ill-suited for implementing these tasks. They are inefficient,
due to running time overheads for repeatedly invoking a matrix operation; and cum-
bersome, due to the need for explicit management of a spatial data structure (e.g . a
k-d tree). This chapter addresses these problems via the following improvements: (1)
a point cloud data type that leverages parallel k-d tree construction to quickly and
automatically rebuild the k-d tree whenever a change is made to the point cloud, and
(2) efficient batched matrix operations. As will be shown, these improvements enable
us to express point cloud processing tasks in fewer lines of code, and to still achieve
running times rivaling that of fast but verbose C++ implementations.
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2. Parallel SAH k-d Tree
Construction
The k-d tree is a well-studied acceleration data structure for ray tracing. It is used
to organize primitives in a scene to allow efficient execution of intersection opera-
tions between rays and the primitives. The highest quality k-d tree can be obtained
using greedy cost optimization based on a surface area heuristc (SAH). While the
high quality enables very fast ray tracing times, a key drawback is that the k-d tree
construction time remains prohibitively expensive. This cost is unreasonable for ren-
dering dynamic scenes for future visual computing applications on emerging multicore
systems. Much work has therefore been focused on faster parallel k-d tree construction
performance at the expense of approximating or ignoring SAH computation, which
produces k-d trees that degrade rendering time. In this chapter1, we present two
new parallel algorithms for building precise SAH-optimized k-d trees, with different
tradeoffs between the total work done and parallel scalability. The algorithms achieve
up to 8× speedup on 32 cores, without degrading tree quality and rendering time,
yielding the best reported speedups so far for precise-SAH k-d tree construction.
2.1 Introduction
We foresee an evolution of visual experiences into shared online visual simulations
whose user-generated content (including self-scanned avatars) changes dynamically
and unpredictably. Unlike modern videogames, which achieve lush visual effects
through heavy precomputation of predefined content, the real-time rendering, mesh-
ing, and simulation of dynamic content will require the rapid construction and update
of hierarchical spatial data structures. For example, these spatial data structures are
well known rendering accelerators for both ray tracing [106] and rasterization [47], and
form integral components of recent parallel real time ray tracers [108, 25, 93, 70, 46].
However, existing parallel algorithms designed to rapidly build dynamic spatial hier-
archies will soon face a serious roadblock as processor parallelism continues to grow.
1This chapter was adapted from the conference paper Choi et al . [27], which I contributed to its
parallel development and measurements.
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The previous work summarized in Sec. 2.2 and the emergent pattern analyzed
in Sec. 2.3 reveal that parallel hierarchy construction algorithms load balance well
when the frontier of hierarchy nodes needing processing exceed the number of parallel
processors, but struggle with the initial stages of construction when the hierarchy
contains too few nodes. Some parallel approaches suffer reduced throughput at these
initial levels [11, 87, 57], whereas others use alternative subdivision heuristics that
can reduce hierarchy quality [94, 111, 65]. Fig. 2.1 shows that as processor parallelism
continues to scale up, the number of initial steps in parallel hierarchy construction
grows, and current subdivision heuristic sacrifices made to maintain throughput cause
increasing degradation in tree quality and ultimately rendering rates.
Figure 2.1: Degradation in hierarchy quality using spatial median vs. precise-SAH to
select splitting planes for the upper level nodes. The vertical axis indicates the rendering
rate in normalized frames per second for ray tracing the fairy scene on the Dunnington
machine described in Sec. 2.7 (the performance of the best configuration is normalized to
a target of 30 fps). The horizontal axis indicates the depth at which current parallel kD-
tree construction algorithms switch from using a spatial median to using SAH. This switch
occurs when the depth approximately equals log2 number of processors. As the number
of processors continue to double biannually, the hierarchies generated by existing parallel
algorithms eventually degrades rendering performance, whereas the rendering rate remains
constant for our (fully SAH) parallel k-d trees.
This chapter presents two new parallel algorithms for improving throughput when
constructing these initial upper levels of a k-d tree. The first algorithm, “nested,” is a
depth-first task parallelization of sequential k-d tree construction that nests geometry-
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level parallelism within the node-level parallelism for these upper level nodes. The
second algorithm, “in-place,” builds the upper nodes of the hierarchy breadth-first,
one level at a time, storing in each triangle the node(s) it belongs to at that level. This
reduces geometry data movement and allows an entire level’s nodes to be computed
across a single data parallel geometry stream.
These new algorithms regain throughput without sacrificing spatial hierarchy qual-
ity, as measured by rendering performance gains. They compute a precise surface area
heuristic (SAH) that subdivides geometry into regions of small surface area that con-
tain many triangles [45, 71]. Spatial hierarchies formed by subdividing at the spatial
median (e.g., the octree) [111] or at the object median (e.g., into children of approx-
imately equal numbers of primitives) [94] can be computed faster than SAH but the
resulting hierarchies render slower than SAH hierarchies, as shown in Fig. 2.1 for the
spatial median.
Hierarchy quality can be further justified by the relationship between hierarchy
rendering time and construction time. Recent renderers that focus on real-time di-
rect ray tracing of dynamic content currently experience about a 1:1 rendering-to-
construction speed ratio. For these, some approaches justify a degraded hierarchy
quality that increases the rendering time by a corresponding decrease in hierarchy
construction time, and given a few processors, the upper-level nodes may not even
incur a quality degradation. Such a relationship might continue as the triangle count
grows but only to a ceiling level on the order of one REYES-micropolygon triangle per
pixel since frame rates and display resolutions remain fairly constant. As processor
parallelism nevertheless continues to grow, we will see increased global illumination
Monte-Carlo effects and hundreds of rays per pixel which would cause the rendering-
to-construction speed ratio to grow to 100:1 such that even a 1% degradation in
rendering rate could not be tolerated by a hierarchy construction acceleration.
Our implementation is designed to measure the efficiency and throughput of the
parallelism of our approach, as opposed to the raw performance of SAH k-d tree con-
struction and rendering. For example, we compute SAH directly at the endpoints
of triangle extents in each direction, and do not implement “binned SAH” approxi-
mations or “split clipping” triangle subdivision which would affect raw performance
but their impact on scalability results from less work for binning [103] and similar
but greater dynamic growth in per-level triangles for split clipping. We believe our
parallel construction algorithms are general enough to permit both enhancements in
a production enviroment. We similarly focus on the construction of k-d trees, but
believe our parallel algorithms can also be adapted to bounding volume hierarchies
(BVHs). BVHs can be constructed and maintained more efficiently [103, 105, 65]
but k-d trees better accelerate ray tracing [51] which would make them the preferred
choice for high rendering-to-construction speed ratio applications.
Sec. 2.7 examines the results of our two approaches on a 32-core shared-memory
CPU platform for five input models, indicating scalability of these difficult upper
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levels up to depth 8. For these configurations, the algorithms achieve speedups of
up to 8X, with in-place outperforming nested for two input models and vice versa
for the other three. A deeper analysis of the scalability of the two algorithms reveals
that while nested performs less work overall, in-place has better parallel scalability
and is likely a better choice for future machines with larger core counts. To our
knowledge, these results represent the first multicore speedups on the upper levels of
k-d tree construction using precise SAH, and the best parallel approach for working
with these levels in general.
2.2 Related Work
Wald and Havran [104] describe an optimal sequential O(n log n) SAH k-d tree con-
struction algorithm that initially sorts the geometry bounding box extents in the
three coordinate axes, peforms linear-time sorted-order coordinate sweeps to com-
pute the SAH to find the best partitioning plane, and maintains this sorted order as
the bounding boxes and their constituent geometries are moved and subdivided. We
describe this algorithm in more detail in Section 2.4 and use it as our baseline state-
of-the-art sequential algorithm. Our contribution is to develop a parallel approach
that produces the same k-d tree as this sequential algorithm but at a much higher
level of performance.
Some have accelerated SAH computation by approximation, replacing the initial
O(n log n) sort with an O(n) binned radix sort along each axis, and interpolating the
SAH measured only between triangle bins [87, 57, 94] for both sequential and parallel
acceleration. Even with a binned approximate sort, the k-d tree construction cost
nevertheless remains O(n log n) since all n of the triangles are processed for each of
the log n levels.
Many have worked on parallel SAH k-d tree construction. Several versions use a
single thread to create the top levels of the tree until each subtree can be assigned to
each core in a 2- or 4-core system [11, 87, 57], limiting 4-core speedup to only 2.5×.
Shevtsov et al . [94] also implemented a 4-core parallel SAH k-d tree builder,
but used a parallel triangle-count median instead of SAH to find splitting planes at
the top levels of the tree, which degraded k-d tree quality by 15%. They did not
report a construction time speedup, but they did report a 4-core speedup of 3.9 for a
construction combined with rendering, which includes millions of k-d tree traversals.
This algorithm was also used for Larrabee’s real-time ray tracer [93], which reports
the real-time construction of a 25MB k-d tree of a 234K triangle scene rendered with
4M rays and similar scalability for total time-to-render.
Kun Zhou et al. [111] built k-d trees on the GPU, using a data-parallel spatial
median algorithm for the upper levels of the tree, to a level where each node’s subtree
could be generated by each of the GPU’s streaming processors. Their 128-core GPU
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version achieved speedups of 6 ∼ 15× over a single-core CPU, and of 3 ∼ 6× over
16-cores of the GPU for scenes ranging from 11K to 252K triangles. Their speedups
improved for larger models, but their SAH and median approximations degraded the
k-d trees and corresponding rendering times of these larger models, by as much as
10% for scenes over 100K triangles. Like Zhou et al.’s GPU algorithm, both our
nested and in-place algorithms use scan primitives for data parallelism, but our new
algorithms compute SAH precisely at all levels and propagate information differently
from level to level.
Several authors have also examined the construction of dynamic bounding volume
hierarchies. Wald et al. [103] explore BVH maintenance for dynamic scenes for real-
time rendering, showing them to be faster to construct but slower to render than
similar k-d tree approaches. Wald [102] describes a binned SAH BVH approach
using “horizontal” and “vertical” parallelism, which resembles the node and geometry
parallelism described in the next section, and reports CPU bandwidth limitations (as
does our results section).
Lauterbach et al. [65] constructed a dynamic BVH on the GPU, using a breadth-
first approximated SAH computation using GPU work queues optimized for SIMD
processing by compaction. Similar to previous k-d tree approaches, they observe low
utilization for the upper-level nodes and instead sort along a space filling curve to
organize the upper levels into a linearized grid-like structure that serves effectively as
a flattened spatial median tree.
2.3 Parallel Patterns for k-d Trees
Software patterns emerge from recurring program designs [39], and have evolved to
include parallel programming [74]. Fig. 2.2 illustrates patterns for parallel k-d tree
construction that emerge from the analysis of previous work.
The initial phases of a breadth-first top-down hierarchy construction consist of
cases where large amounts of geometry need to be analyzed and divided among a few
nodes. These cases suggest an approach where scene geometry is streamed across any
number of processors whose goal is to analyze the geometry to determine the best
partition, and categorize the geometry based on that partition. Previous serial and
parallel versions of this streaming approach to SAH computation [104, 87, 57, 94]
all share this same pattern at the top of their hierarchies (as do breadth-first GPU
constructions based on median finding [111, 44]), which can be efficiently parallelized
by the techniques discussed in this chapter.
Once the hierarchy has descended to a level whose number of nodes exceeds the
number of cores or threads, then a node-parallel construction with depth-first traversal
per node becomes appropriate. Here each subtree is assigned to a separate thread
and is computed independently. Even on the GPU this parallelism is independent
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Figure 2.2: Parallel k-d Tree Patterns. Each level of the upper (green) portion of the tree
has fewer nodes than cores, so multiple cores must cooperate on node creation leading to a
breadth-first stream process that organizes all of the triangles into the current level’s nodes.
When the number of nodes at a level meets or exceeds the number of cores, then each node’s
subtree can be processed per core independently. The dashed dividing line (orange) where
the number of nodes equals the number of processors descends one level every 1.5 to 2 years,
indicating that the upper (green) pattern will eventually dominate k-d tree construction.
in that it needs no interprocessor communication, though the processes would run
in SIMD lock step. If the subtrees vary in size, then load balancing via task over-
decomposition/work stealing or other methods can be employed.
The most recent parallel SAH k-d tree construction algorithms ignore SAH in the
top half of the tree, instead using the triangle count median [94] or the spatial median
[111]. We see from Figure 2.1 that using median splitting planes for upper levels in a
k-d tree degrades tree quality and rendering times significantly. In contrast, all the
algorithms described in the rest of this chapter compute precise SAH at all levels of
the tree for high tree quality and rendering performance.
2.4 State-of-the-Art Sequential Algorithm
We begin by summarizing the best known sequential algorithm for precise SAH k-d
tree construction [104]. Algorithm 1 shows that it finds the best SAH splitting plane
for each node by an axis-aligned sweep across each of the three axes. It takes as input
three pre-sorted lists (one per axis) of “events” (edges of the axis-aligned bounding
box, one pair per triangle), and an axis-aligned bounding box representing the space
covered by the node. The bounding box of the root node consists of the per-coordinate
minima and maxima of the triangle vertices. For a descendant node, this bounding
box is refined by intersection with the node’s ancestry of splitting planes.
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Algorithm 1: Sequential k-d Tree Construction
BuildTree(Ex,y,z, ) returns Node
/* E[axis] - sorted events,  - Extent */
C ←∞ // SAH cost
foreach axis′ ∈ {x, y, z} do
FindBestPlane(E[axis′],) → (pos′, C ′, i′)
if C ′ < C then (C, pos, axis, isplit)← (C ′, pos′, axis′, i′)
if C > CI × |E[axis]| then return Leaf Node
ClassifyTriangles(E[axis], isplit)
FilterGeom(E, pos, axis) → (EL, ER)
Subdivide  into L,R at pos along axis.
NodeL ← BuildTree(EL,L)
NodeR ← BuildTree(ER,R)
return Node(pos, axis,NodeL, NodeR)
FindBestPlane(E[axis],) returns (pos′, C ′, i′)
C ′ ←∞, S ← surface area of , nL ← 0, nR ← |E[axis]|2
foreach ei ∈ E[axis] do
if ei.type is END then decr nR
let SL, SR be surface areas of  split at ei.pos
C ← CT + CI(nL SLS + nR SRS ) // SAH
if C < C ′ then (pos′, C ′, i′)← (ei.pos, C, i)
if ei.type is START then incr nL
return (pos′, C ′, i′)
ClassifyTriangles(E[axis], isplit)
/* Lbit, Rbit cleared for every 4 by prev. sweep */
for i← 0 . . . isplit do
if ei.type is START then set E[axis][i].4 .Lbit
for i← isplit . . . |E[axis]| − 1 do
if ei.type is END then set E[axis][i].4.Rbit
FilterGeom(E) returns (EL, ER)
foreach axis ∈ {x, y, z} do
foreach e ∈ E[axis] do
if e.4.Lbit then EL[axis].append(e)
if e.4.Rbit then ER[axis].append(e)
return (EL, ER) // EL, ER sorted
This single-thread sequential version builds a k-d tree in depth-first order, as
revealed by the tail recursion. It achieves its O(n log n) efficiency due to its three
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axial sweeps through E[axis] that compute SAH for each of the O(n) events for each
of the O(log n) levels of the k-d tree.
The SAH need only be evaluated at each event where the sweep encounters a
new triangle or passes the end of a triangle [51, (p. 57)]. Each event contains three
members: its 1-D position along the axis, its type (START or END), and a reference
to the triangle generating the event.
The three event lists E[x], E[y], E[z] are each provided in position sorted order,
and when two events share the same positions, in type order, where START < END.
These three sorts are a pre-process and also require O(n log n) time.
The algorithm consists of three phases. The first phase, FindBestPlane, deter-
mines the axis, position, and corresponding event index of the splitting plane yielding
the lowest SAH cost over the events in E. FindBestPlane evaluates SAH at each
event position (redundantly computing SAH even for coplanar events). The SAH
evaluation at each event utilizes the triangle counts nL, nR to the left and right of the
current splitting plane, which are maintained and updated as the sweep passes each
event in each axis’ sorted list. The SAH computation utilizes constants CI , the cost
of ray intersection, and CT , the cost of traversal. Triangles that intersect the splitting
plane are added to both sides. When the splitting plane sweep passes an END event,
one less triangle is on its right side, and when it passes a START event, one more
triangle is on its left side.
The next two phases divide the event lists into (not necessarily disjoint) subsets
left and right of the splitting plane. ClassifyTriangles sweeps over the triangles,
marking them as left or right, or both if they intersect the splitting plane. Filter-
Geometry divides the event lists into two portions, duplicating the splitting-plane
straddling events, and maintaining the sorted order of the events for each axis.
2.5 Nested Parallel Algorithm
As Figure 2.2 illustrates, an obvious source of parallelism comes from independent
nodes in the tree. Given two children of a node, the sub-trees under each child can
be built indepedently (node-level parallelism). The problem with solely pursuing this
approach is the lack of parallelism at the top levels of the tree. Unfortunately, at the
top levels of the tree, each node has a larger number of events than at the bottom; the
lack of node-level parallelism at these levels becomes a severe bottleneck. To alleviate
this problem, we exploit a second source of parallelism: we parallelize the work on the
large number of events (triangles) within a given node, referred to as geometry-level
parallelism. Thus, our parallel algorithm nests two levels of parallelism. This is similar
to the nested parallelism popularized by the NESL programming language [16, 15].
Expressing node-level parallelism is relatively straightforward in lightweight task
programming environments such as Cilk [17] or Intel’s Threading Building Blocks
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(TBB) [58] that allow recursive creation of light-weight tasks that are load balanced
through a work stealing task scheduler. (We use TBB for our code.)
Within the computation of each node, we again use light-weight tasks to par-
allelize each of the major functions in the sequential computation (Algorithm 1) –
FindBestPlane, ClassifyTriangles, and FilterGeom – as follows.
2.5.1 FindBestPlane
Figure 2.3 depicts how FindBestPlane works. Given an array of events (the top
row of boxes, S=START E=END), the sequential “1 thread” box shows how Find-
BestPlane in Algorithm 1 proceeds. The left-to-right sorted axis sweep maintains
a running count of NL and NR, immediately incrementing NL for each START event,
and decrementing the next NR for each END event. Recall that some triangles strad-
dle the splitting plane and are counted in both NL and NR, and this post-decrement
processing of END events accounts for such triangles. The remaining values needed
for SAH evaluation are constants and O(1) surface area computations. Hence as each
event is processed, the current NL, NR counts generate the current SAH, which is
compared against the previous minimal SAH to determine the minimal SAH splitting
plane at the end of the sweep.
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Figure 2.3: Parallel SAH.
We parallelize FindBestPlane using a parallel prefix style operation [54], with
three sub-phases: PreScan, Push, and SAHScan as illustrated in the lower (parallel)
box of Fig. 2.3. We first decompose the event list into n contiguous chunks, allocating
one chunk per task. For the PreScan phase, each of n − 1 tasks counts the number
16
of START and END edges in its corresponding chunk. (The last chunk need not be
PreScanned.) Next, a single thread executes the Push phase, adding the total NL, NR
of previous chunks to the current chunk totals, yielding correct NL, NR values at the
beginning of each chunk. (In a typical parallel prefix, this is also done in parallel, but
we did not find that necessary for the relatively few cores in our system.) For the final
SAHScan phase, each of the n tasks processes its corresponding chunk, propagating its
starting NL, NR values through the chunk and computing the minimum SAH value
for its chunk. A final (sequential) reduction yields the minimum SAH across all n
chunks.
2.5.2 ClassifyTriangles
The ClassifyTriangles phase classifies whether a triangle will fall into the left
and/or right child of the current node, depending on its position with respect to the
splitting plane. We can parallelize this phase by sweeping through the event array
corresponding to the splitting plane axis, finding the corresponding triangle index
for the event, and updating the right or left membership bit of the triangle. This
is conceptually a parallelizable computation across the events; however, we found
that it incurs significant false-sharing making it not profitable to parallelize. Our
experiments reported in Sec. 2.7, therefore, do not parallelize this phase.
2.5.3 FilterGeom
The FilterGeom phase divides (for each of x, y, and z axes) one big array of events
into two smaller arrays, duplicating some entries corresponding to plane straddling
triangles, while preserving the sorted ordering from the original. On the face of
it, this splitting with potential duplication of geometries into two sorted arrays of
unknown length may appear to have limited parallelism (the length of the new arrays
is currently unknown because some triangles may need to be duplicated). However,
we can use the same observations as for parallelizing the FindBestPlane phase
here. We map the above to a parallel prefix style computation again, performing a
parallel PreScan, a short sequential Push, and a parallel FilterScan. The parallel
PreScan determines how many triangles in its chunk need to go to the left and right
arrays. The Push accumulates all of the per-chunk information so that each chunk
now knows how many triangles to its left will enter each of the two new arrays. This
gives each chunk the correct starting location in the new arrays. All chunks can thus
proceed in parallel to update their own independent portions of the two new arrays,
creating a fully sorted pair of arrays in parallel in the FilterScan phase. (Note that
the information about whether an event goes to the left or right new array is obtained
from the Lbit and Rbit flags of the triangle corresponding to the event, as set in the
ClassifyTriangles phase.)
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2.6 In-Place Parallel Algorithm
One major drawback of the state-of-the-art sequential Alg. 1 in Sec. 2.4 is that the
division and distribution of triangle and event lists from a node to its two children re-
quire a lot of data movement. Worse yet, there exists a slight growth in the aggregate
working set size due to triangles intersecting the splitting plane, which is proportional
to the square root of the number of triangles in the node [104]. Since the parallel ver-
sion in Sec. 2.5 essentially follows the structure of the sequential algorithm, it inherits
these problems as well.
In an attempt to eliminate the cost of this data movement, we developed a new
“in-place” algorithm. This algorithm is based on the insight that, although each node
can contain many triangles, each triangle belongs to a small number of nodes at any
given time during the construction of the top-levels of the tree. Our experiments
revealed that triangles usually belong to a single node (most don’t intersect splitting
planes) and even in the worst case they belong to no more than eleven nodes for the
tree depth of eight for the inputs used in this chapter.
Our “in-place” algorithm overcomes the expense of data movement by letting the
triangles keep track of which of a level’s nodes they belong to. This is in contrast
to the previous approach that required nodes to keep track of which triangles they
contained. When FilterGeom processes each level, it moves triangle and event data
from the parent node into its two child nodes. In “in-place,” we instead update the
“membership” of each triangle.
Zhou et al. [111] employ an analogous strategy of keeping events (split candidates)
in-place during a small node precise SAH construction phase, but the strategy relies
on a bit mask representation of triangle sets which is only feasible for small numbers
of triangles and is hence only viable for lower level construction. In contrast, our
approach keeps events in-place throughout top level construction as well.
This new approach has the following implications:
1. The triangle data structure and the axial event elements are not moved in
memory. Instead, the triangle’s “nodes” membership field is updated.
2. A post-process at the end of k-d tree construction is necessary to produce the
output in a desired format, which involves scanning the entire array of triangles
and collecting them into appropriate node containers.
3. Since event elements remain fixed in memory, no re-sorting of any form is nec-
essary at any stage.
4. Triangles can be more easily organized in a struct-of-arrays instead of an array-
of-structs for a more cache-friendly memory access pattern. This particular
optimization is not as easily applicable in the previous nested parallel algorithm
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due to the FilterGeom phase that mutates the array structure. The ordering
must be preserved at the object granularity, which is difficult to achieve with
the array of objects in struct-of-arrays format.
5. The in-place algorithm operates one level of the tree at a time, with sweeps on
the entire array (instead of chopping the array into increasingly smaller pieces).
This type of access pattern incurs worse cache behavior but is arguably more
amenable to SIMD instructions and GPUs – this tradeoff remains to be studied
since we do not focus on SIMD or GPUs in this chapter.
Event events[6]
Node nodes[]
...
events on X axis
...
events on Y axis
...
events on Z axis
...
trianglesTriangle *tri
Figure 2.4: Data structures used in the in-place algorithm.
2.6.1 Algorithm
The algorithm operates on the data structure shown in Fig. 2.4. The three axial event
arrays hold the events in position sorted order, and each event includes a pointer to
the triangle that generated it. Each element of the triangle array contains pointers to
the six events it generates, and a list of the current level’s nodes to which it belongs.
One of the major differences between the nested-parallel approach in Sec. 2.5 and
the in-place approach is that the latter is constructed in a breadth-first search manner,
which makes more geometry parallelism available to tasks. The in-place approach
processes the entire triangle stream and updates all the nodes of the current level,
whereas the nested-parallel version switches between geometry processing and node
construction phases. Therefore, it is a good choice for the geometry-parallel upper
levels of k-d tree construction, and it should terminate when the number of nodes at
the current level meets or exceeds the number of processing cores. From that point,
subtrees can be constructed independently in parallel by each processor.
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Algorithm 2: Outline of the in-place algorithm.
Data: List of triangles (T) in the scene
Result: Pointer to the root of the constructed kd-tree
live ← {root ← new kdTreeNode() };
foreach 4 ∈ T do
4.nodes ← {root};
while nodes at current level < cores do
// FindBestPlane phase (84.84% of time)
foreach e ∈ E[x] ∪ E[y] ∪ E[z] do
foreach node ∈ e.4.nodes do
SAH ← CalculateSAH(e, node.extent);
if SAH is better than node.bestSAH then
node.bestEdge ← e ;
node.bestSAH ← SAH ;
// Newgen phase (0.04% of time)
nextLive ← {};
foreach node ∈ live do
if node.bestEdge found then
nextLive += (node.left ← new kdTreeNode()) ;
nextLive += (node.right ← new kdTreeNode()) ;
// ClassifyTriangles phase (14.60% of time)
foreach 4 ∈ T do
oldNodes ← 4.nodes ;
clear 4.nodes ;
foreach node ∈ oldNodes do
if no node.bestEdge found then
// leaf node
insert 4 in node.triangles ;
else
if 4 left of node.bestEdge then
insert node.left in 4.nodes ;
if 4 right of node.bestEdge then
insert node.right in 4.nodes ;
live ← nextLive;
// Fill phase (0.52% of time)
foreach 4 ∈ T do
foreach node in 4.nodes do
insert 4 in node.triangles ;
return root
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Alg. 2 outlines this approach. Current level’s nodes are called “live,” and each of
them are considered for an SAH-guided split. It consists of four main phases:
FindBestPlane Expanded from the FindBestPlane phase in Sec. 2.5, this phase
considers all live nodes in parallel instead of just one node. This phase outputs
a splitting plane for each live node that is not to become a leaf.
Newgen This phase extends the tree by one level, creating two child nodes for each
split live node. The decision to extend the tree is made dynamically since the
SAH-based k-d trees are usually sparse.
ClassifyTriangles This phase updates each triangle’s node list using the next gen-
eration nodes created in Newgen.
Fill This phase occurs once at the very end of the tree-building process, outside
the main loop. It is essentially a glue phase that translates the generated tree
into the format of the trees generated by the sequential and the nested parallel
algorithms.
2.6.2 Parallelization
As shown in Alg. 2, FindBestPlane and ClassifyTriangles phases together
account for virtually all the build time. Therefore, we focused on parallelizing these
two phases.
As in the nested-parallel algorithm, we employ the parallel prefix operators to
compute FindBestPlane. However, instead of a single pair of nL, nR, we maintain
a list of pairs, one for each live node. In the nested algorithm, the goal of Find-
BestPlane was to find one best plane that splits the given node. However, in the
in-place algorithm, the end goal is to find a best plane for each live node.
ClassifyTriangles phase is fully-parallel, since all of the information needed
to update the node membership of each triangle object is found locally. Therefore,
each thread can operate on a subsection of the triangle array in isolation.
2.7 Results
Methodology and metrics. We demonstrate the algorithms using the five test
models shown in Fig. 2.5 for triangle counts varying from 60K to 1M. We measured the
performance of the geometry parallel construction of the top eight levels of the tree,
which on completion yields 256 subtree tasks that can be processed independently in
parallel.
We performed experiments on the two machines shown in Table 2.1, which we
refer to by Intel’s product codename “Beckton” and “Dunnington.” Both machines
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(a)
Bunny
69,451
(b)
Fairy
172,669
(c)
Angel
474,048
(d)
Dragon
871,306
(e)
Happy
1,087,474
Figure 2.5: Test models with triangle counts. Bunny, Dragon, and Happy courtesy of
Stanford U., Angel courtesy of Georgia Tech, and Fairy courtesy of U. Utah.
run CentOS 5.4. Beckton represents the state of the art, while results obtained
using Dunnington are used to show how the algorithms exploit increased resources on
new generations of machines (e.g., larger caches and memory bandwidth). We did not
utilize Beckton’s hyperthreading capability as we experimentally concluded that there
were no significant advantages. We compiled the executables with GCC 4.1.2 with -O3
-funroll-loops -fomit-frame-pointer flags and linked against Intel TBB 2.2.
Processor
Xeon E7450 Xeon X7550
(“Dunnington”) (“Beckton”)
Microarchitecture Core Nehalem
Core Count 24 32
Socket Count 4 4
Last-level Shared Cache Size 12 MB (L2) 18 MB (L3)
Frequency 2.4 GHz 2.0 GHz
Memory Bandwidth 1x 9x
Memory Size 48 GB 64GB
Table 2.1: Experimental Setup
Nested In-Place
Model Best-serial 1-core 32-core 1-core 32-core
Bunny 0.304 0.455 0.068 0.512 0.050
Fairy 0.737 1.10 0.146 1.50 0.116
Angel 2.16 3.09 0.337 6.98 0.387
Dragon 3.75 5.50 0.654 8.63 0.744
Happy 4.67 6.89 0.835 11.8 0.951
Table 2.2: Running times, in seconds, on Beckton.
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We present results in terms of speedup, measured both in absolute and self-relative
terms. Absolute speedup numbers are measured using, as a 1× baseline, our optimized
implementation of the sequential algorithm (Alg. 1), which outperformed Manta’s se-
quential k-d tree builder [98]. We report self-relative speedups solely to understand
parallel scalability of the algorithms. These use the single-thread runs of the par-
allel nested and in-place implementations as their 1× baseline. These single-thread
versions do the same “work” as the parallel versions, including the unnecessary pres-
can portions of the parallelized phases. For reference, Table 2.2 lists running times,
in seconds, for the best-serial, nested, and in-place algorithms on the Beckton ma-
chine, which also clarifies the difference between best-serial algorithm performance
and one-core parallel algorithm performance.
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Figure 2.6: Absolute speedup of the nested and in-place parallel algorithms for five inputs
on the Beckton machine.
Performance on state-of-the-art machine. Fig. 2.6 shows the absolute speedups
of nested (left) and in-place (right), measured on the Beckton machine. Nested
achieves nearly 8x speedup on Angel and in-place reaches 7x on Fairy. These represent
the best parallel speedup for the upper levels of precise-SAH k-d tree construction to
date.
The absolute speedup plot shows that for smaller Bunny (scanned) and Fairy
(gaming, varying-sized triangle) inputs, in-place performs better than nested, whereas
nested outpeforms in-place on larger (scanned, uniform-sized triangles) inputs. The
performance of both algorithms saturates as the number of cores increase. Nested
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gives increasing performance up to 20 threads, whereas in-place gives increasing per-
formance through 24 threads. In fact, nested’s performance degrades significantly
from the peak in all cases. Thus, although nested outperforms in-place for three out
of five cases on the evaluated machine, the results indicate that in-place is more scal-
able. We next investigate in more detail the scalability of the two algorithms and the
implications for future machines.
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Figure 2.7: Self-relative speedup of the nested and in-place parallel algorithms for five
inputs, on the Beckton (solid lines) and Dunnington (dashed lines) machines.
Scalability and performance on future machines. Fig. 2.7 shows the self-
relative speedup of nested (left) and in-place (right) over our five inputs. This metric
removes the impact of the increased amount of work done in the parallel algorithms
(compared to the best sequential algorithm). By fixing the amount of work done
across different thread counts, it provides us with a deeper insight on how effectively
each algorithm exploits parallelism. The higher the self-relative speedup, the higher
the potential for future larger machines with more cores to mitigate the cost of the
increased work with increased parallelism. To further understand the effectiveness of
the two algorithms in exploiting additional resources in new generations of machines
(e.g., larger caches and memory bandwidth), we show self-relative speedups for both
the newer Beckton (solid line) and the older Dunnington (dashed lines) machines.
The figure immediately shows that in-place is more effective at exploiting paral-
lelism than nested for all inputs on both machines. Although both algorithms perform
better on the newer machine, in-place is better able to exploit the resources of the
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newer machine. Fig. 2.8 quantifies this effect by showing the ratio of the best speedup
of in-place relative to nested for both machines (> 1 implies that in-place is faster).
The figure clearly shows that for the two inputs where in-place starts out better on
the older machine, its performance advantage increases further on the new machine.
Conversely, for the cases where nested starts better, its performance advantage re-
duces on the new machine. Although in-place performance does not yet catch up
with nested on the new machine for these cases, the following analysis shows that it
is likely that in-place will continue to show higher scalability than nested in newer
machines, potentially outperforming it for all cases.
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Figure 2.8: Performance of in-place relative to nested on the Dunnington and Beckton
machines, on all five inputs (> 1 means in-place is better).
The main bottleneck to scalability for nested is its hard-to-parallelize Classify-
Triangles phase. Amdahl’s law [7] states that the theoretical maximum speedup
attainable usingN threads for a program whose parallelizeable fraction is P is given by
1/((1−P ) + (P/N)). Table 2.3 indicates these maximum absolute (and self-relative)
speedups for nested, based on measurements of the fraction of the execution time
spent in ClassifyTriangles on the Beckton machine.
For example, nested achieves close to 8x absolute speedup on Angel using 20
threads, whereas Table 2.3 indicates the theoretical maximum speedup of the nested
algorithm is slightly less than 10.1x using 20 threads. Thus, nested is already seeing
most of its theoretical maximum speedup. The degradation beyond that point is
likely due to the increased communication and parallelization overhead with larger
number of threads that is not mitigated enough by the increased parallelism.
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Input 24 threads 32 threads ∞ threads
bunny 11.5 (14.2) 12.9 (16.5) 21.0 (33.1)
fairy 11.6 (14.4) 13.1 (16.8) 21.6 (34.4)
angel 10.1 (13.5) 11.2 (15.6) 16.7 (29.6)
dragon 9.4 (13.4) 10.3 (15.5) 14.7 (29.3)
happy 9.4 (13.2) 10.3 (15.2) 14.8 (28.1)
Table 2.3: Theoretical maximum absolute (and self-relative) speedups achievable by the
nested algorithm, based on parallelizable fraction on the Beckton machine.
The in-place algorithm, on the other hand, does not suffer from such a bottle-
neck since it does not contain any significant sequential portion. The performance
saturation at larger core counts seen in in-place is likely due to limited system re-
sources; e.g., cache size and memory bandwidth. To investigate this hypothesis, we
ran our experiments with all threads scheduled in as few sockets as possible (the
default scheduler spreads the threads among the sockets) – this had the positive ef-
fect of more cache sharing for smaller input sizes and the negative effect of reduced
available pin bandwidth for larger input sizes. We found that the performance of
our algorithms was indeed sensitive to the thread placement, showing both the above
positive and negative effects (detailed results not shown here).
In summary, we believe that higher core counts coupled with larger caches and
memory bandwidth in future machines will allow in-place to continue seeing perfor-
mance improvements. The performance scalability for nested, however, is likely to be
limited by its serial bottleneck.
2.8 Conclusion
We have presented and analyzed a pair of algorithms designed to address the lack of
scalability and/or lack of quality in the upper levels of spatial hierarchies construction.
Using our prototype implementations, we showed that our two algorithms, nested
and in-place, can achieve speedups of up to 8x and 7x, respectively, over the best
sequential performance on a state-of-the-art 32-core cache-coherent shared-memory
machine. To our knowledge, these algorithms provide the best known speedups for
precise SAH-based high quality k-d tree construction, relative to a sequential case
that is better than the best publicly available code.
Each algorithm outperforms the other on some of our inputs for the current state-
of-the-art machine, but the in-place approach showed better scalability. Using data
obtained from two machines that are a product generation apart, we show that in-
place is more effective in harnessing the additional system resources of new machine
generations (e.g., cache size and memory bandwidth) than nested. We showed that
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nested is limited in scalability by a sequential Amdahl’s law bottleneck. Overall, we
conclude that the in-place algorithm has more potential to scale in future generation
multicore hardware.
An interesting future research topic is a GPU implementation of the in-place
algorithm. The streaming nature of the in-place algorithm makes it more amenable
to a GPU’s SIMD-style computation model than the nested algorithm’s inherent
recursive approach. We are currently investigating various ways to map in-place onto
a GPU, and are not aware of any prior work on fully precise SAH based high quality
k-d tree construction on the GPU platform.
Another topic for further research centers around the bandwidth limitations of
hierarchical data structures identified here and by previous publications, both on
CPU and GPU platforms. We have identified some optimizations for the current
implementations to improve locality, but these remain to be fully explored.
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3. Parallel FLANN k-d Tree
Construction
3.1 Introduction
The prevalence of digital cameras and Internet image hosting services, such as flickr,
has created an explosion of online digital imagery, and with it many exciting new ways
to utilize these large image databases. For example, 3-D reconstructions of the city of
Rome have been built by finding and registering matching elements in the hundreds
of thousands of photos on flickr tagged with the keyword “rome” [4]. Other examples
use millions of photographs to perform scene completion [52], recognise panoramas
in image collections [22], and infer labels on unknown images given a collection of
labeled images[20].
These techniques are all built around the ability to find similar images to a given
image, based on some kind of large vector representation of the image. Entire im-
ages can be represented by a low-resolution version of the image [100] or by a GIST
descriptor [82]. Localized regions within an image can be represented by the con-
catenation of its underlying RGB values or by vectors computed using SIFT [69] or
HOG feature transforms [30]. Similarity between images or their regions can then be
measured by the Euclidean distance of their vectors.
Hence, finding similar images or parts of images amounts to solving the nearest
neighbor problem: Given P a set of n k-dimensional data points in Rk, construct a
data structure that helps us quickly find the nearest neighbor p∗ = minp∈P d(p, q) to
any query point q ∈ Rk.
When dealing with high dimensional point data, such as image and region de-
scriptors, existing nearest neighbor methods invariably suffer from the curse of di-
mensionality, which degrades search time to that of a brute force search. To regain
algorithmic efficiency, approximate nearest neighbor methods find query results within
a user specified error bound of the exact nearest neighbor. This is often acceptable for
image searches since the descriptor vector distance is not necessarily the “perceptual
distance” between two images or image regions.
The k-d tree[12] is a popular method for finding exact and approximate nearest
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neighbors. Its hierarchical data structure can be constructed in O(n log n) time and
supports queries in O(log n) time. Once constructed, the nearest neighbor to a query
point can be quickly found by examining only the data points residing in nearby leaf
nodes and culling entire subtrees that are too far away. By examining a restricted
number of leaf nodes, search is further accelerated, but at the risk of missing the
exact nearest neighbor and being left instead with an approximate one.
While k-d trees speedup an otherwise brute force search, its construction can still
represent a significant bottleneck in a variety of applications. Several recent methods
in example-based inpainting [28], super resolution upsampling [43], non-local mean
denoising [23], and object detection (Chapter 4) must first construct a k-d tree for
each received image in order to facilitate subsequent nearest neighbor queries into the
image. The interactivity of these methods thus depends very much on how quickly
the k-d tree can be constructed.
The parallelism found in modern multicore CPUs offers the hope of accelerating
k-d tree construction, but is not yet realized in any existing high dimensional k-d
tree implementations, such as the widely used FLANN (Fast Library for Approximate
Nearest Neighbors) [78] and ANN [77]. The latest version 1.8.0 of FLANN parallelizes
across separate queries and contains a GPU k-d tree builder specifically for 3-d points,
but construction of high dimensional k-d trees remains single threaded.
We present here the first parallelization of FLANN’s high dimensional k-d tree
builder. This paper is structured as follows. Section 3.2 reviews previous methods for
parallelizing k-d tree construction. Section 3.4 describes our node-parallel strategy
and its implementation. Section 3.5 demonstrates the scalability of our approach.
Section 3.6 illustrates the importance of our work in a concrete real world application:
logo detection.
3.2 Related Work
Many methods exist for finding nearest neighbors in high dimensional space, some
more useful than others in specific situations. For example, hashing approaches, such
as locality sensitive hashing (LSH) [31], have been investigated for their theoretical
and qualitative benefits though they can underperform compared to alternatives in
practical situations [79]. Vantage point (VP) tree [110] methods have been shown
to achieve favorable search efficiency on image patches [63], but may take longer to
build than k-d trees: when partitioning, VP trees must compute full vector distances
to a chosen vantage point, whereas k-d trees split on an axis aligned plane which
requires examining only a single vector component. A brute force search using the
GPU can find exact nearest neighbors more quickly than a k-d tree [41], but cannot
benefit from the further speedups enabled by approximate methods. Special purpose
methods such as PatchMatch [9] outperform alternatives on their special cases (for
29
PatchMatch that of finding similar image regions). Our work does not claim to be
the “size that fits all,” but instead we accelerate the situations where k-d trees are
most useful.
Deciding on the proper nearest neighbor method for a given task may require
much trial and error. The FLANN library implements a variety of these methods,
while providing a mechanism for their automatic selection [79]. Our parallel k-d tree
builder can be used as a drop in replacement for FLANN’s k-d tree builder, once
again benefitting the situations where k-d trees are most useful.
Much of the previous work on parallel construction of k-d trees have focused on low
dimensional (3-d) versions, and focus their parallel performance on the computation
of a surface area heuristic (SAH) over all elements to find the appropriate position
of each splitting plane. For example, GPU methods for computing SAH k-d trees
for accelerating ray tracing [111, 27, 109] construct the top levels of the tree in a
breadth-first manner that streams through all elements at each level to compute the
best splitting plane positions. Such an approach would not work well for FLANN-style
computation of approximate nearest neighbors, which uses a small (e.g. 100-element)
subset of points to discover the dimensions of greatest variance.
3.3 Analysis of Node Parallelism
Previous approaches to parallel low-dimensional k-d tree construction sought parallel
work within the processing of each node to avoid being bottlenecked at the top levels
of tree construction where the number of nodes is small. FLANN computes the
splitting plane for each node using only a subset of the contained points, and so
does not benefit from such breadth first strategies in the upper levels of the tree.
This section analyzes the extent to which overall speedup is limited by the lack of
parallelism in the top levels of the construction of FLANN k-D trees.
The computation is modelled as a directed acyclic graph (DAG) G = (V,E)
consisting of nodes that represent single time step instructions and edges that specify
instruction dependencies (i.e. i1 → i2 means i1 must execute before i2). Let T1,
TP , and T∞ denote the number of time steps required to execute the computation
on a single, P and infinite number of processors, respectively. Note that the serial
time T1 is simply |V |, and the infinitely parallel computation time T∞ is still limited
by the number of instructions along the longest dependency chain in G. The greedy
scheduling theorem then states that for any greedy scheduling of the instructions in
G on to P processors, we have
TP <
T1
P
+ T∞ (3.1)
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Defining speedup on P processors as SP =
TP
T1
then gives
SP >
P
1 + P T∞
T1
(3.2)
The statement and proof of the greedy scheduling theorem was given in [18] and
[34] and is reproduced here for completeness.
Theorem 1. Given a computation represented as a directed acyclic graph G = (V,E),
where vertices are unit time step instructions and edge i1 → i2 specifies that i1 must
execute before i2, any greedy scheduling of the computation on to P processors com-
pletes in number of time steps TP <
T1
P
+ T∞, where T1 is the number of instructions
in the entire computation (i.e. |V |) and T∞ the number of instructions along the
longest chain of dependency.
Proof. Denote H(i) as the subgraph of G representing the computation not yet com-
pleted at the start of time step i. Let L(i) be the number of instructions along the
longest dependency chain in H(i). Note L(i) decreases monotonically from L(1) = T∞
to L(TP ) = 1. At the start of any time step, there is at least one ready instruction v
whose execution causes L(i) to decrease by 1. Any time step where L(i) does not de-
crease must thus have exactly P busy processors, otherwise greedy scheduling would
have caused v’s execution. Time steps where L(i) decrease can have at most P − 1
idle processors. Since L(i) decreases by 1 on exactly T∞ number of time steps, Tidle,
the number of idle time steps summed over all processors, is at most (P −1)T∞. Thus
PTP = T1 + Tidle ≤ T1 + (P − 1)T∞ < T1 + PT∞
The processing of a node containing x data points involves (1) computing the
mean and variance of at most 100 randomly selected data points contained in the
node, (2) selecting the five dimensions of largest variance and setting the splitting
plane along the mean of one of the five dimensions (again, chosen randomly), and
(3) partitioning the data points (specifically, indices) into left and right subsets to be
passed to children nodes. Assume k to be fixed. Step 1 is proportional to min(100, x).
Step 2 is a fixed cost paid across all values of x. And step 3 is proportional to x. The
time W (x) to process a node containing x data points is thus modelled piece wise
linearly as
W (x) =
{
c1 min(100, x) + c2 + c3x if x > 1
0 if x = 1
(3.3)
Proportionality constants c1, c2 and c3 were estimated (Table 3.1) from running
time vs. node size data (Figure 3.1) measured by profiling k-d tree construction on a
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small input of about 10K points, chosen to avoid effects of cache misses. For each type
of data (e.g. SIFT), a line was least squares fitted to the data points corresponding
to node sizes less than 100. This yields the constants c2 and c1 + c3. Using c1 + c3
as constraint, another line is then least squares fitted to data points with x ≥ 100 to
obtain constants c1 and c3.
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Figure 3.1: Modelling W (x) (Equation 3.3). Data measured on server (see Table 3.3).
Each set of data points (shaded in different colors) represents measurements for a different
type of high dimensional point data. From top to bottom, these are patches, tiny images,
GIST and SIFT descriptors. Each curve is W (x) using constants (Table 3.1) determined
from least squares fitting.
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Data type c1 (ns/pt.) c2 (µs) c3 (ns/pts)
SIFT 123.67 1.0591 17.154
GIST 383.23 1.3306 15.971
Tiny 925.92 3.4604 16.976
Patches 4031.2 9.8131 42.324
Table 3.1: Proportionality constants in Equation 3.3. Estimated from data in Figure 3.1.
Figure 3.2 shows that build time T1 (Equation 3.8) predicted using these constants
is fairly similar to actual build times. This suggests our model is indeed reasonable.
The predicted time tends to be smaller than actual time; this is probably because
leaf processing time is ignored and a tree has many leaves.
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Figure 3.2: Verifying W (x)
The dag of node parallel FLANN k-d tree construction is then constructed by
adding an edge from the last instruction for processing a node to the first instructions
of each children nodes.
3.3.1 Perfect Binary Tree
Consider as example the case where a perfect binary tree is built. Thus the total
number of points can be written as n = 2L, where L+ 1 is the number of tree levels.
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And formulas for T1 and T∞ can then be derived as follows.
T1 =
L−1∑
i=0
W (
n
2i
)2i
= c1(
121
16
n− 100) + c2(n− 1) + c3nL (3.4)
T∞ =
L−1∑
i=0
W (
n
2i
)
= c1(100L− 474) + c2L+ c3(2n− 2) (3.5)
These expressions together with estimated model parameters (Table 3.1) can then be
substituted back into Equation 3.1 to compute lower bounds on parallel speedup for
various values of n and P (Table 3.2).
n = 215 n = 220
Data type P = 32 P = 64 P = 32 P = 64
SIFT 20.7x 30.5x 21.7x 32.9x
GIST 24.3x 39.1x 26.0x 43.9x
Tiny 26.8x 46.2x 29.0x 52.9x
Patches 27.4x 47.9x 29.9x 56.1x
c1 = c2 = 0
6.08x 6.71x 7.61x 8.65x
(7.50x) (10.0x)
Table 3.2: Lower bound on parallel speedup achievable on perfect binary tree. Computed
using Equations 3.1, 3.4 and 3.5 and constants in Table 3.1 for various values of n and P .
Setting c1 = c2 = 0 emulates node parallel SAH k-d tree construction; the upper bounds
for this case are shown in parenthesis.
A balanced binary tree achieves minimal tree height, and hence minimal T∞, for
a given input size. However, trees built on real data are rarely balanced, leading to
a larger T∞, and potentially poorer parallel scalability. In the extreme case of a left
skewed, T∞ is identical to T1 and there is no opportunity for parallel speedups. In
the more realistic cases where only a moderate amounts of tree imbalance is present,
it is less clear the impact of tree imbalance on parallel scalability.
3.3.2 Trees Based on Real Data
Real world data generates imperfect trees which affect parallel scalability.
Let xi denote the size (number of points) in a node i and Γ(i) the set of nodes
along the root to leaf path taken to reach the ith data point. Let Ni be the number
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Figure 3.3: Theoretical lower bound on parallel speedup achievable on various high di-
mensional data computed using Equations 3.2, 3.8 and 3.9 and parameters in Table 3.1.
Lower bound for balanced tree given identical input size computed for comparison (“With-
out imbalance”).
of nodes with size i, and define
Si =
∑
j∈Γ(i)
max(100, xj) (3.6)
S¯i =
∑
j∈Γ(i)
xj (3.7)
where 1 ≤ i ≤ n. Then,
T∞ =
∑
∀node i
W (xi)
= c1
n∑
i=2
max(i, 100)Ni + c2(n− 1) + c3
n∑
i=2
iNi (3.8)
T1 = max
i
∑
j∈Γ(i)
W (xj)
= c1(max
i
S¯i − 1) + c2(h− 1) + c3(max
i
Si − 1) (3.9)
Lower bounds on the achievable speedup were computed using Equations 3.8,
3.9 and 3.2 for a variety of inputs (described in Section 3.5 with varying size and
dimensionality. These results are shown in Figure 3.3. For comparison, lower bounds
corresponding to balanced trees built on hypothetical inputs of the same sizes were
also computed and are overlayed in the same figure. These results show parallel
scalability is indeed negatively impacted by tree imbalance, but not by very much.
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3.3.3 Limitations
The lower bounds derived in this section and shown in Table 3.2 and Figure 3.3
suggest near linear speedup is achievable by a straightfoward node parallel k-d tree
builder. But there are several reasons why this should not hold in practice.
Constants in Table 3.1 were estimated on data obtained by profiling construction
over small input sizes in order to remove cache miss effects and simplify the task of
modeling. In reality, cache misses will be more severe near the root of the tree, where
node parallelism is less abundant.
Equation 3.2 assume zero scheduling overhead, that at the start of each time step,
each processor is able to instantly find an instruction ready for execution. Clearly
this is not true and T∞ and T1 computed based on this assumption will be less than
the actual value.
Nevertheless, although this analysis may not accurately predict true parallel speedup,
it shows how much speedup is possible if one were somehow able to schedule instruc-
tions very efficiently. The analysis also predicts certain trends that are consistent
with measured data. For instance, it shows that achievable speedup increases with k
and n.
3.4 Implementation
Briefly, FLANN’s recursive k-d tree construction algorithm proceeds as follows. On
each recursive step, the algorithm picks one of the five dimensions with highest vari-
ance, estimated using a random subset (e.g. 100) of the node’s data points, and splits
its data along this dimension at its mean value, estimated on the same 100 element
subset. Random subset selection is achieved by randomizing the list of vectors just
once at the start of build and picking the first 100 at each recursive step. A node is
made a leaf if it contains exactly one point.
We parallelize computations across nodes by mapping nodes to parallel tasks and
within nodes by vectorizing its mean and variance estimation steps. Parallel tasks
are spawned dynamically as new child nodes are created, while a task scheduler (here
TBB [58]) takes care of mapping their executions onto physical cores. Section 3.4.1
describes the details of implementing this strategy.
Standard k-d tree builders such as in FLANN expect an explicit listing of its input
vectors. When feature vectors are defined on overlapping windows in an image (e.g.
32× 32 patches), explicit listings become especially memory inefficient, as each pixel
value is relisted each time it is overlapped by a window. For example, a 1024 × 768
RGB image takes just 2.25MB, whereas an explicitly listing of its 32 × 32 patches
requires up to 2.09GB! Section 3.4.2 describes modifications for avoiding this explicit
listing, thus achieving orders of magnitude savings in memory.
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3.4.1 Parallelization and Vectorization
Our implementation leverages two recent advances in programming tools for utilizing
multicore parallelism:
Support for nested task parallelism in the form of libraries and language
extensions such as TBB, Cilk Plus, OpenMP and WOOL allow programs to dynam-
ically spawn tasks and tasks to spawn additional tasks, while a runtime scheduler,
such as [38, 19], takes care of mapping tasks to physical processors. This style of
parallel programming maps naturally to node parallel k-d tree construction, where
tasks encapsulate the processing of a node and tasks are spawned when recursing on
children nodes.
Auto vectorization capabilities of modern compilers coupled with preprocessor
directives and the restrict keyword provide an almost effortless way in many cases
for utilizing the wide vector units (now 8-wide) in recent processors. In our imple-
mentation, we vectorized the mean and variance computation during tree build and
the distance computations during traversal. Specifically, with the Intel C++ Com-
piler (icc), we use the restrict keyword to assure the compiler that source and
target arrays do not overlap, we added #pragma simd’s before for-loops and used the
-vec-report2 compiler option to check whether vectorization took place. Vectoriza-
tion speedups is slightly sublinear due to overheads such as moving single byte chars
into 4 byte vector register slots.
We avoid racing on a global random number generator (RNG) state and suffering
the penalties of false sharing, by using a reentrant RNG. We explicitly pass a RNG
state into each node task, and pass the updated RNG state to the left child task
and an arbitrarily offseted RNG state to the right child task. In practice, search
performance does not degrade from this pseudo-random hack.
During parallel tree build, all threads will be simultaneously making requests to
allocate new nodes. To handle this in a scalable fashion, we use TBB’s scalable
allocator.
Computing mean and variance requires scratch space with size proportional to k.
To avoid dynamically allocating this space for each task, we maintain preallocated
per thread scratch space using TBB’s enumerable thread specific template.
3.4.2 Memory Efficient Indexing of Image Patches
The problem at hand is stated in the following generalized setting: Given R a raster
grid of length d subvectors vi,j ∈ Rd (Eq. 3.10), we define the vector v ∈ RM×N×d,
at each M ×N window on the raster grid, as the concatenation of the vi,j subvectors
covered by the window (Eq. 3.11). There may be multiple R’s of different rectangular
shapes, but all must have the same subvector length d. The goal is then to constuct a
k-d tree on the set of all such v’s without having to explicit list them but by instead
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Figure 3.4: Layout of HOG pyramid in memory. A vector defined on a 2× 2 cell window
and its array elements in memory are shaded in gray.
operating directly on the raster grids.
R =

...
...
· · · vi,j · · · vi,j+N−1 · · ·
...
. . .
...
· · · vi+M−1,j · · · vi+M−1,j+N−1 · · ·
...
...
 (3.10)
v = [vi,j, · · · , vi+M−1,j, · · · , vi,j+N−1, · · · , vi+M−1,j+N−1] (3.11)
To make concrete, for 32 × 32 RGB patches, we have M = N = 32 and d = 3.
When considering the Felzenszwalb variant [37] of the HOG feature vector, we have
M = N = 8 and d = 31. In both cases, the plurality of raster grids may correspond
to different images or separate levels in a pyramid.
We assume in memory the raster grids are laid out in a single array pyr as the con-
catenation of the raster grids, each of which is itself a concatenation of its subvectors
in column major order.
In standard builders, each vector is represented by an offset into the array of
vectors and its i-th component is indexed by offset + i. When reordering a list of
vectors, such as during partitioning or during the initial randomizing of list ordering,
the array of offset’s is rearranged to avoiding the massive data movement of directly
rearranging the array of vectors.
In our modified builder, in addition to an offset into pyr specifying the start of
the top left subvector of a window, we also record for each vector a stride, which is
the number of array elements in a column of subvector in the level that the vector is
38
in. The index of the i-th component of a vector represented by offset and stride
is then computed in C/C++ as (see Figure 3.4):
index = offset
+ i/d/M ∗ stride
+ i/d%M ∗ d
+ i%d
(3.12)
In practice, one never has to evaluate the full expression each time a vector com-
ponent is accessed. During partitioning, when a set of vectors is split along the i-th
dimension, a large portion of the computation in Eq. 3.12 is constant across iterations
and can thus be moved outside the loop (Code 3.1). When computing the mean and
variance of a set of vectors, indexing becomes even simpler, since most components
in the same vector are in fact contiguous in pyr (Code 3.2). We also observed that
vectorizing the inner loop of Code 3.2 is profitable since the loop usually iterates
over a sufficiently large number of contiguous elements in pyr (248 for HOGs, 96 for
32× 32 RGB patches).
It is sometimes useful to consider the set of all unit normalized vectors (i.e. v||v||),
as in Chapter 4. Since each subvector is shared by multiple vectors, the unit length
normalization cannot be pre-applied to the subvectors beforehand. Instead, we can
precompute and store per vector “normalization constants” in a separate array and
index it with offset / d each time a component is accessed and normalize it using
the retrieved constant.
1 int c1 = i / d / M;
2 int c2 = i / d % M * d + i % d;
3 for (int j = 0; j < n; j++) {
4 int idx = offsets[j] +
5 c1 * strides[j] + c2;
6 if (pyr[idx] < split_val) {
7 ... // sort left
8 } else {
9 ... // sort right
10 }
11 }
Code 3.1: Iterating over i-th components of a set of n vectors specified by arrays offsets
and strides
39
1 int idx = offset;
2 int width = M * d;
3 for (int j = 0; j < N; j++) {
4 // following loop can be easily vectorized
5 for (int l = 0; l < width; l++) {
6 ... // work on pyr[idx + l]
7 }
8 idx += stride;
9 }
Code 3.2: Iterating over components of single vector specified by offset and stride
3.5 Results
We evaluated our parallel k-d tree builder by characterizing its performance on a
range of inputs and hardware platforms.
Test inputs. We considered uchar 128-d SIFT keypoint descriptors [69], float
384-d GIST image descriptors [82], uchar 1024-d 32 × 32 tiny images, and uchar
4096-d 64 × 64 image patches. For SIFT, we used the first 0.5M, 1M and 5M SIFT
vectors from cd in Stewenius et al.’s dataset [99]. For GIST and tiny images, we
used the first 0.5M, 1M and 5M GIST vectors and tiny images from the Tiny Images
Dataset [100]. For image patches, we randomly selected two subsets of size 0.1M and
1M from Winder et al.’s dataset [107].
Name Machine description
desktop
Intel Core i5-3550 @ 3.30GHz
(4 cores, 8 vector lanes)
16 GB RAM
64-bit Fedora Linux 16, kernel 3.2.9-2
server
Intel Xeon L7555 @ 1.87 GHz
(4×8 cores, 4 vector lanes, 24 MB L3)
64 GB RAM
64-bit Sci. Linux 6.2, kernel 2.6.32-220
Table 3.3: Machines used in this work
Hardware platforms. Experiments were performed on a desktop machine rep-
resentative of a consumer level computer and a high end server machine (Table 3.3).
All programs were compiled using icc version 12.1.0, with options -O3 and -xSSE4.2
on server and -xAVX on desktop.
Figure 3.5 compares the single threaded running time (P = 1) of our parallel
builder against FLANN version 1.7.1’s k-d tree builder. FLANN compiled “fresh out
of the box” was not auto-vectorized but was easily modified (Section 3.4.1) to allow for
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Figure 3.5: Comparison of serial k-d tree build times in seconds achieved by FLANN ver-
sion 1.7.1 compiled “fresh out of the box,” a FLANN modified to ensure auto vectorization
by the compiler, and our parallel builder with number of threads set at P = 1.
the compiler to do so. Figure 3.5 shows the huge speedups achievable by ensuring the
compiler indeed vectorizes. Unsurpisingly, once vectorized, FLANN’s k-d tree builder
runs at virtually the same speed as our parallel builder at P = 1. This comparison
verifies that our single threaded running time, relative to which subsequent parallel
speedups shall be computed, is indeed competitive.
Figure 3.6 reports parallel speedups relative to “Ours(P = 1)” in Figure 3.5. As
shown, our parallel k-d tree builder achieves scalable speedup and tremendous time
savings across all chosen test inputs and hardware platforms. Compared to the non-
vectorized “fresh out of the box” FLANN, our parallel k-d tree builder is up to 91.5x
faster (Figure 3.7).
Not shown in figure 3.6, is that for smaller input sizes, we actually experience
a slight parallel slow down. This is probably due to excessive stealing and limited
parallelism in small inputs. But in most use cases this is okay since small inputs
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Figure 3.6: Parallel k-d tree construction times in seconds (top) and self relative speedups
(bottom) measured on a variety of input types (from left to right: SIFT, GIST, Tiny,
Patches) and sizes (0.1M, 0.5M, 1M, 5M). Solid lines were obtained on server and dashed
on desktop (Table 3.3).
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Figure 3.7: Total speedup of our node parallel k-d tree builder after parallelization and
vectorization. Speedups here computed relative to “FLANN” in Figure 3.5
already build in less than a second.
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3.6 Application: Logo Detection
We examine the benefits of using our parallel k-d tree builder in a larger application
by applying it to the logo detector described in Chapter 4, which works as follows.
First, a set of part vectors are trained, each corresponding to a specific part of a
specific logo class. Given a novel image, the image is then searched for patches whose
HOG vector is sufficiently close in Euclidean Distance to any of the part vectors. This
search can then be performed using either a k-d tree or any other nearest neighbor
method.
We used a 4×10 core Intel Xeon E7-4860 machine running at 2.27 GHz to measure
detection time over a range of core counts. We reimplemented the logo detector in
Section 4.5 entirely in C++ and compiled using gcc 4.4.7 with option -O2. Both
brute force and k-d tree based logo detection are parallelized across part vectors and
distance computations vectorized using SSE intrinsics. The unit length normalization
required in Section 4.4 was implemented as described at the end of Section 3.4.2.
Following Section 4.5.1, we train a set of 512 part vectors. Detection was performed
on a 1024× 768 image from the FlickrLogos32 dataset.
Figure 3.8 shows detection time with and without a parallelized k-d tree builder.
As core count increases, the time to build a k-d tree serially quickly dominates the
overall detection running time, thus limiting further parallel speedups. And as the
easily parallelized brute force detection continues to scale linearly, the k-d tree detec-
tors advantage over a brute force detection quickly diminishes and is in fact overtaken
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at 32 cores. Thus, as the number of cores increase, a parallelized k-d tree construction
is crucial for helping k-d tree methods stay competitive with a massively parallelizable
brute force method.
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4. Accelerating Linear Classifiers
with Approximate Range Queries
Modern object detection methods apply binary linear classifiers on Euclidean feature
vectors. This paper shows that projecting feature vectors onto a hypersphere allows
an approximate range query to accelerate these detectors within acceptable levels of
accuracy. The expense of constructing the k-d tree used by these range queries is jus-
tified when many detectors are used. We demonstrate this performance with a sliding
window logo detector trained on hyperspherical feature vectors on the FlickrLogos32
dataset, and show that approximate range queries can detect logos at least half as
well at 11x the speed of the full fidelity method.
4.1 Introduction
Recent work on object detection relies on the application of an array of m detectors to
a set of n feature vectors of an input image [21][37][72], leading to an O(mn) complex-
ity. When we run a large number of detectors over the same image, we could achieve
better performance by first inserting the image’s feature vectors into a hierarchical
spatial data structure, in time O(n log n), then the detectors implemented as range
queries over the feature vectors would run in time O(m log n). If m > log n, then the
acceleration of the detection would justify the cost of the spatial data structure, if a
range query can be used as a detector.
The detectors used by these approaches are binary linear classifiers based on hy-
perplanes whose infinite extent defies range queries. We show how a binary linear
detector on k-dimensional Euclidean feature vectors can be altered to work on unit-
length feature vectors on a (k − 1)-dimensional hypersphere. In this form, these
hypersphere feature vectors can be organized into a spatial data structure such that a
single range query can quickly return all feature vectors that pass a suitably trained
binary linear classifier.
We consider detectors that compute at each window in an image a score given by
the dot product of a discriminatively trained weight vector w and a feature vector
x representing the local appearance of the image at that window (e.g. image patch,
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(a) (b) (c)
Figure 4.1: (a) A decision plane (trained on Euclidean feature vectors) is applied to
every input feature vector to determine which ones satisfy it. (b) A different decision plane
results when trained on feature vectors that have been projected onto a hypersphere. (c)
The hypersphere feature points satisfying this decision plane can be found more efficiently
using a range query.
histogram of gradients) and that declare a positive detection if the score is greater
than a decision threshold b. Geometrically, this corresponds to testing that x lies in
the half space defined by w ·x− b ≥ 0. Sliding window detection finds all such points
in a brute force fashion.
For multiple detectors, this brute force approach tests every feature vector with
every binary linear detector, as shown in Fig. 4.1(a). Sec. 4.2 reviews existing meth-
ods for accelerating this brute force approach. We propose a novel feature vector
transformation that allows a range query to more quickly find the feature vectors
that satisfy each detector. We first project the k-dimensional feature vectors onto a
k − 1-dimensional hypersphere, and train the binary linear detectors on hypersphere
projected feature vectors of the training data, as shown in Fig. 4.1(b). We then build
a k-d tree on the hypersphere feature vectors, consisting of a hierarchy of splitting
planes, that can perform range queries (e.g. all feature vectors within a given distance
to a given query vector) in logarithmic time. As shown in Fig. 4.1(c) and proven in
Sec. 4.3, the hyperspherical feature points that satisfy a binary linear detector can be
equivalently located by a range query.
4.2 Related Work
The need to accelerate detection has motivated others to examine ways for acceler-
ating sliding window detection. Dubout et al . [33] uses the Fast Fourier Fransform
(FFT) to exactly compute classification scores at all windows up to 7 times more
quickly. But their method relies on precomputing and storing the Fourier Transform
(FT) of all classifiers, which becomes expensive for a large number of classifiers and
large image sizes, as shown in section 4.5.5.
Hinterstoisser et al . [55] uses a novel image representation together with a suitably
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defined similarity measure that enables efficient brute force window search on modern
processor architectures.
Cascade methods such as [101, 36] train a sequence of classifiers, where negatively
classified windows are removed from consideration by subsequent classifiers. However,
an exhaustive search is still required by the first classifier, which is designed to be
cheaper to compute. As demonstrated in section 4.6, our method can be used to
accelerate this initial exhaustive search, thus giving further speedups.
Lampert et al . [64] uses branch and bound to find the highest scoring window
in an image enabling them to just examine on average less than 20, 000 windows
compared to the > 10 billion windows present in a 640×480 image. Our method also
avoids brute force search and is similar to [64] in that we perform branch and bound
style range queries via a k-d tree, except [64] performs the search over the 4-d space
of image windows, while our method searches in k-dimensional space. Further, while
[64] only shows efficient bounds for feature vectors based on bag of word histograms,
and hence does not currently work for the popular Histogram of Oriented Gradients
(HOG) feature vector, our method works for any feature vector definition where
vectors are unit length and for those where vectors can be made to be unit length. As
demonstrated in section 4.6, our method can also be used in the general case where
vectors have non-uniform length.
Pedersoli et al . [86] proposes a coarse to fine method which uses the results of
an exhuastive search at a coarse resolution to restricts the search at finer image
resolutions. Their method detects objects in VOC2007 images [35] 12 times more
quickly and without any loss in accuracy, relative to the state of the art deformable
parts model (DPM) detector [37]. However, to use their method, one must train a
multi resolution classifier specifically to work with their algorithm. In contrast, our
method can be directly used to accelerate any linear classifier.
Jain et al . [59] also explores the idea of using a hyperplane to query a set of points,
except their work seeks the nearest point to a novel hyperplane, while ours seeks the
farthest.
Recent work by Dean et al . [32] accelerates the millions of linear classifiers corre-
sponding to 100,000 object categories. Their work avoids an exhaustive application
of all classifiers to a given image window by using locality sensitive hashing to retrieve
a subset of classifiers whose weight vectors are likely to have large dot products with
the windows feature vector. Our method accelerates linear classifiers by retrieving
the subset of image windows likely to have large dot product with a given classifiers
weight vector.
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4.3 Detection as a Range Query Problem
Our approach is based on the observation that when feature vectors are known to lie
on the unit sphere centered at the origin, the sliding window problem is equivalent
to a range query problem, whose approximate solution can be found efficiently using
the k-d tree.
Let X = {xi} ⊂ Rk be a given set of unit-length feature vectors ||xi|| = 1, and let
Hw,b = {x ∈ Rk : w · x− b ≥ 0} (4.1)
represent a decision half-space, with w and b scaled such that (without loss of gener-
ality) ||w|| = 1. Then the detection problem seeks to find Hw,b ∩X.
Observation: Hw,b ∩X = B(w,
√
2− 2b) ∩X where B(x, r) denotes a closed ball
with radius r centered at x.
Proof: w · x− b ≥ 0,
2− 2w · x ≤ 2− 2b,
||x− w||2 ≤ 2− 2b. 
Thus the detection problem becomes a range query problem where we try to find
all points in X that are at most a distance
√
2− 2b away from w.
The k-d tree enables efficient range queries for low-dimensional vectors, but search
efficiency degrades to that of a linear search for high-dimensional vectors. To continue
to perform fast queries in high dimensional space, approximate range queries are
commonly employed, e.g. FLANN [79]. Such approximate range queries limit the
number of leaf node visits (i.e. the number distance computations). As a result, only
a subset of the vectors are examined, but at the risk of not finding all vectors inside
the query ball.
The unit-length transformation of feature vectors is also used by the normal-
ized cross correlation (NCC), which computes its dot product after a zero mean
unit length transformation. The transformation helps the NCC to better detect per-
ceptual similarities across changes in brightness and contrast, such as when finding
correspondences between stereo pairs. In our later application where feature vectors
are generated by histograms of gradients, this unit-length transformation results in a
form of blockwise histogram equalization.
The performance gained by these range queries comes at the expense of preci-
sion and accuracy. We lose one dimension of information in the projection from
k-dimensional Euclidean feature space onto the k− 1-dimensional hypersphere. This
information could be preserved by using homogeneous feature vectors, by first ap-
pending an element equal to one to each feature vector, embedding the feature space
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into Rk+1 before projection onto Sk. This step is not practical as we already sacri-
fice some fidelity through the strategic use of approximate high-dimensional range
queries.
4.4 Feature Vectors for Image Windows
We use the variant of Histogram of Oriented Gradients (HOG) described in [37] as
feature vectors for image windows. Given an image, the procedure in [37] chops up
the image into a grid of cells each of size 8 pixels × 8 pixels and computes for each
(i, j)-th cell a length d = 31 feature vector vi,j. Grids of HOG cells are computed
from successively downsampled version of the given image to obtain a HOG pyramid
(10 levels per octave in this paper). The HOG vector for a window whose extent
coincides with that of a M ×N block of cells is formed by concatenating the vi,j’s at
these cells into a single vector of length k = d×M ×N .
Now given a window, we compute a unit length feature vector, by taking its
HOG vector v and computing a unitized HOG (uHOG) vector u = (v− µ)/σ where
µ = 1
k
∑k
i=1 vi and σ
2 =
∑k
i=1 (vi − µ)2. Note NCC of two HOG vectors is equal to
dot product of their uHOG vectors.
4.5 Large Scale Logo Detection
We implement a logo detection system to test our approach. The system uses a
large number of classifiers to capture the variety of appearances exhibited by the
logos of this world under a range of viewing conditions (i.e. different view points and
presence of occlusion). Each classifier is trained to detect instances of a specific part
of a specific logo. Given an image, each detected part instance is used to generate a
hypothesis on the extent of the full logo.
4.5.1 Training Logo Part Classifiers
For a given logo class, we assume training images with pixel level annotations (i.e.
each pixel is labeled as either logo/non-logo). Our procedure then randomly selects
from these images a high contrast window that overlaps a logo instance, mines the
images for other perceptually similar windows, trains a classifier using these windows
as positive examples, and repeats itself P times to obtain P part classifiers. The
following paragraphs explains these steps in greater detail.
Preliminary. We consider only windows, along with their corresponding uHOG
vectors, that coincide with the extent of a M × N (8 × 8) block of HOG cells. A
window is considered high contrast if at least 1/4 of its cells have variance in pixel
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Figure 4.2: Normalized coordinates (xn, yn,Wn, Hn) of part window at (xP , yP ,WP , HP )
with respect to logo window at (xL, yL,WL, HL).
luminance greater than 302. And a window is said to overlap a logo instance if at least
1/4 of its cells overlap the logo. Windows that overlap a logo are logo windows, while
those that do not are non-logo windows. We specify a window’s relative position with
respect to a logo instance in normalized coordinates, which we define and calculate
by applying the same transformation that maps the full logo’s bounding box to the
unit square (Figure 4.2). All classifiers are trained using libsvm [26] with C = 10
and maximum 5 iterations of hard negative mining. Prior application of the non-
max suppression procedure in [36] with 10% overlap threshold (to disregard slightly
offseted windows that are essentially the same) is implicit when referring to “positive
detections/windows” or “nearest windows.”
Random part selection. We consider the set of all high contrast logo-overlapping
windows. Uniform random sampling of this set may result in many close-up windows.
Instead we use stratified random sampling to ensure a comparable number of close-up
and far-away windows. Specifically, we partition the set of windows by their size in
normalized coordinates and sample uniformly within each of these partitions.
Positive example mining. Additional instances of the same logo part are collected
by computing the K nearest windows according to dot product of uHOG vectors and
keeping only those that overlap a logo (columns 1-2 of Fig 4.3). This set of windows
is further expanded and refined by an iterative procedure in the spirit of [95]. In each
iteration, a classifier is trained using the current set of windows as positive examples
and all non-logo windows as negative examples. Under the newly trained classifier,
the K highest scoring windows are identified. And among them, windows scoring
more than 0.999 together with logo windows whose extent in normalized coordinates
overlaps with that of the highest scoring window by at least 50% become the new set
of positive examples (columns 3-6 of Fig 4.3). This is repeated for Q iterations. As
shown by the initial set of positive examples in Figure 4.3, dot product alone is not
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K-NN (K=10) Iteration 1 Iteration 2
Figure 4.3: K = 10 highest scoring windows in each iteration of positive example mining.
Resulting set of positive examples in each iteration are outlined in green. The top window
in column 1 was the randomly chosen window that started the process.
always good at finding perceptually similar windows.
Training the classifier A final classifier is trained on positive training examples
obtained from the previous mining procedure. Unlike previous iterations which used
only negative examples from training images of a single logo class, this time we use
uHOG vectors from images of all logo classes.
Computing classifier part position(s). All positive windows under a given
classifier that in fact overlap a logo are mapped into a common normalized coordinate
frame. The resulting set of boxes are clustered by a procedure where cluster centers
are obtained using the non-max suppression in [37] again with 10% overlap threshold
and boxes are added to the cluster whose center they overlap most with. Each cluster
represents a part of the logo that the given classifier fires on. A single box is generated
from each cluster by taking the median of its boxes (i.e. top of median box is computed
as median of box tops). See Figure 4.4.
4.5.2 Detection
For each window at some (x, y,W,H) classified as positive by a classifier with normal-
ized part position (xn, yn,Wn, Hn), a hypothesis for the full logo extent is computed
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(0,0)
(1,1)
Figure 4.4: The set of positive logo windows among training images identified by a given
classifier (left) and their positions in a normalized coordinate frame (right) are used to
compute the part fired on by the classifier (depicted as shaded box).
as
(x− W
Wn
xn, y − H
Hn
yn,
W
Wn
,
H
Hn
) (4.2)
The set of all hypothesized boxes are clustered and a single box generated from each
cluster by the same procedure as used for computing classifier part positions.
4.5.3 Evaluation on FlickrLogos32
We implement the described system using P = 16, K = 50, Q = 3 and M = N = 8
(k = 1984). We evaluate on the FlickrLogos32 dataset[90] for the tasks of classification
(i.e. determining absence/presence of a certain logo type) and detection (i.e. putting
a box around the logo if it exists). The dataset contains 32 logo classes, 70 images
per class, 10+30 of which are for training and validation and the other 30 for testing.
Since our training procedure does not require a separate validation set, we treat all
10 + 30 images as the training set.
Image classification . Following previous papers[90][89] using this dataset, we mea-
sure classification accuracy by computing recall as 1
32
∑32
i=1 |Ai ∩Bi|/|Ai| and preci-
sion as 1
32
∑32
i=1 |Ai ∩Bi|/|Bi|, where Ai is the set of images containing a class i logo
and Bi is the set of images detected as having a class i logo. Our system achieves
state of the art performance on FlickrLogos32. At a similar precision of 98.8%, our
system achieves 77.3% recall compared to Revaud et al . [89]’s 72.6% recall at 98%
precision (Figure 4.1). We believe the higher recall achieved by our system is due to
the use of discriminatively trained window classifiers. This is in contrast to previous
systems which rely on keypoints defined based on generic image properties such as
local extrema of difference of gaussians (i.e. SIFT keypoints). And although the use
of window classifiers limits detection to patterns at roughly fixed rotations, unlike
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Approach % Recall % Precision
Ours(θ = 1) 82.97 90.74
Ours(θ = 2) 80.08 96.52
Ours(θ = 3) 77.30 98.81
Revaud et al . [89] 72.6 > 98
Romberg et al . [90] 61.2 98.2
Table 4.1: Classification performance compared with previous logo detection systems.
Precision and recall are varied by adjusting θ, defined as a threshold on the size of the box
cluster (described in section 4.5.2), above which a box is considered a detection.
previous systems using rotation invariant keypoint descriptors, our system is ulti-
mately able to perform better due to a higher recall on the common case of upright
logos.
Logo detection . This work represents the first detection results on FlickrLogos32.
We follow the VOC2012 protocol for evaluating detection performance.
4.5.4 Approximate Acceleration Using k-d Trees
Since we use uHOG vectors, the brute force sliding window search in the logo detector
(section 4.5) can be readily replaced by an approximate range query, as explained in
section 4.3.
All time measurements were performed on a dual 3GHz Xeon X5472 (total 8 cores)
with 16GB RAM. The logo detector implementation is a mix of MATLAB and C++
code. Sliding window search has been parallelized and vectorized using OpenMP and
Microsoft Visual C++ compiler intrinsics. We do not include the time to compute
HOG pyramids, as this step is common in both approaches, and is also abundant
with opportunities for data level parallelization.
Figure 4.7 summarizes per image computations times. Thanks to a fully paralel-
lized and vectorized builder in Chapter 3, where k-d tree construction time is at most
0.6s for all images in FlickrLogos32 the total detection time can be much less than
brute force search.
Figure 4.6 characterizes the impact on detection accuracy of our approximate
speedup technique and demonstrates its ability to favorably tradeoff detection accu-
racy for speedup. In particlar, at 128 checks, our method is able to achieve on average
up to 11.0x detection speedup, while still retaining 34% overall AP (“All”), roughly
half of the brute force AP of 61%. This is significantly more accurate than 11% AP
achieved by randomly sampling the same number of windows.
Further, the per logo APs shown in Figure 4.6 reveal that there are in fact certain
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Figure 4.5: Precision recall performance on FlickrLogos32 benchmark for varying number
of window checks. Left plot corresponds to window selection via approximate range queries.
Right plot corresponds to a baseline random window selection.
logo classes that work very well with our speedup technique. In particular, the “gui-
ness” logo achieves the same 90% AP as brute force search with as few as 1K checks,
and AP remains surprisingly high at 75% with only 64 checks.
4.5.5 Exact Acceleration Using FFTs
We compare our approximate acceleration technique with the exact technique of
Dubout et al . [33]. We incorporate their method into our system by using the code
provided on the author’s website (specifically, Patchwork.cpp), and observed on av-
erage a 3.7x speedup over brute force detection. This is faster than the 3.4x average
speedup achieved by our method at 4096 checks, and suffers no loss in accuracy. Our
method however provides the option of gaining even greater speedups if a loss in ac-
curacy is tolerable. In particular, at 2048 checks, a faster 5.3x average speedup may
be preferable if a 5% drop in overall AP is acceptable. We verify in Figure 4.7(center
right and right), that at 2048 checks, our method is consistently faster across almost
FlickrLogos32 images.
The point-wise multiplication of FTs requires that both the grid of HOG cells and
the classifier are padded to a same size of MFFT × NFFT × d prior to taking their
FTs. The space required for storing the FTs of m classifiers padded to a height and
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Figure 4.6: Detection accuracy (AP) and speedup for various window search methods.
Rows 1-7 correspond to our approximate acceleration technique for a variety of accuracy
settings, specfied in number of checks. Row “FFT” corresponds to the exact acceleration
technique by Dubout et al . [33]. All speedups computed from times measured starting
immediately after the HOG pyramid is constructed to when a detection box is outputted
(includes k-d tree build time). Column “All” is the AP computed on all detection boxes,
which was generated from the precision recall curves in Figure 4.5. Other columns contain
APs computed on detections for a single logo class. The last “Random” column is the AP
computed on all detections obtained by randomly sampling a given number of windows (64,
128, etc.). Number of ground truth detections for each logo class indicated in parenthesis.
width of MFFT by NFFT is given by
m×MFFT ×
(⌊
NFFT
2
⌋
+ 1
)
× d× (8 Bytes) (4.3)
where 8 Bytes is the size of a single precision complex number and the division by 2 is
the space saved from exploiting symmetries in FTs of real data. For MFFT = NFFT =
144, chosen to accomodate the largest 1024×1024 (128×128 HOG cells), this is 1.24
GB compared to the 3.875 MB required to store the non-transformed classifiers.
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Figure 4.7: Timing statistics as a function of image size, using images from FlickrLogos32
test set. Here image size is measured as the number of 8× 8 cell windows in an image. F -
256.  - 512 checks. N -1024 checks. H - 2048 checks. • - 4096 checks. . - FFT.  - brute
force.
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733× 1024 1024× 768 683× 1024
0.40 + 0.46 (6.66) 0.43 + 0.52 (6.93) 0.37 + 0.35 (6.17)
375× 500 683× 1024 500× 375
0.08 + 0.17 (1.63) 0.34 + 0.30 (6.26) 0.08 + 0.12 (1.60)
1024× 685 768× 1024 500× 333
0.37 + 0.40 (6.07) 0.42 + 0.47 (7.06) 0.07 + 0.17 (1.38)
1024× 768 1024× 768 1024× 768
0.42 + 0.32 (6.92) 0.42 + 0.33 (7.22) 0.41 + 0.47 (6.87)
Figure 4.8: Example detections. Image size and detection time reported below each
example. Detections by brute force sliding window search outlined in yellow. Detections
by our fast approximate window search using 1024 checks outlined and shaded in green.
Detection times are reported as k-d tree build time + query time followed by brute force
search time in parentheses all in seconds.
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1Figure 4.9: Acclerating linear classifiers on unnormalized feature vectors
4.6 Accelerating Existing Detectors
Scanning window detectors based on linear classifiers over HOG features are integral
components of many existing state of the art object recognition systems. The k-d
trees are a natural fit for accelerating many of these methods by replacing the costly
convolutions with efficient queries. Since these methods are based on raw HOG
features rather than the normalized uHOG features used above, we first show how
to augment the query process to work with these unnormalized features. By using
unnormlized features and models, we can directly use existing pre-trained models
without requiring any specialized training procedure. We show how to accelerate two
different object detection approaches: the cascaded Deformable Parts Model [37, 36]
(cDPM) and the Exemplar SVM [72] (eSVM).
4.6.1 Range Queries with Unnormalized Features
Using notation from section 4.3, assume without loss of generality that for all xi in X,
||xi|| < 1 and that ||w|| = 1, then the second equivalence in the proof of Observation
1 no longer holds and we instead have Hw,b ∩X ⊂ B(w,
√
2− 2b) ∩X.
Thus a range query for the set of vectors within
√
2− 2b of w is guaranteed to
return the set of vectors satisfying w · x− b, but may contain additional vectors that
do not (see red dots in green circle in Figure 4.9). We then compute w · x− b on the
range query results to obtain the exact set of vectors satisfying w · x− b. In practice,
this is implemented efficiently by replacing the L2 distance computations during k-d
tree traversal with dot products. Note this modification to the implementation is
only possible because in high dimensions, the distance to the farthest vector found so
far is almost always farther than the closest leaf node and thus exact L2 distance is
not useful for culling tree traversal.
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4.6.2 Cascaded Deformable Parts Model
The deformable parts model is a widely used object detection algorithm that models
each category as a mixture of appearance models, with each component corresponding
to a dominant mode of appearance (typically six components). The appearance is
modeled by a low resolution root filter as well as a number of higher resolution parts
which are allowed to deform from their expected position relative to the root filter.
The score for each model is computed efficiently with dynamic programming.
Although inference is tractable, it requires exhaustively computing the score of
every filter at every location. To address computation concerns, a followup work [36]
introduces a cascaded version which iterates between applying a filter and pruning
the set of candidate detections that fall below a learned threshold. The first stage of
this cascade still has to exhaustively compute the score of every window, accounting
for up to 50% of the total computation. In spite of this, the cascade is an order of
magnitude faster than the dynamic programming based inference.
Speeding up cDPM We can directly replace the exhaustive convolution of the first
pruning stage with a k-d tree. We perform an approximate range search by retrieving
the first K leaf nodes from the k-d tree and pass these candidates on to the next
stage of the cascade. The cascade then proceeds unmodified as in [36, 42].
4.6.3 Exemplar SVM
The exemplar SVM approach takes the recognition by components paradigm to an
extreme by training a separate object detector for each training example. The re-
sponses from all of these detectors can be combined into object detection hypotheses
or provide detailed recognition such as segmentation by directly transfering detailed
annotations from training example. However, capturing the full variation of an object
class requires evaluating hundreds of detectors for every category.
Naive application of these filters using convolution can take on the order of minutes
per image for each category. The authors speed up detection performance by an
order of magnitude on multithreaded architectures by explicitly constructing a feature
vector for every window and simultaneously computing dot products with all models
with a single matrix multiplication. This approach is especially efficient for large
numbers of models because it takes advantage of highly tuned multithreaded linear
algebra packages, leading to an especially strong baseline.
Speeding up ESVM ESVM based recognition retrieves windows that score above
a given threshold, which are then processed for detection or label transfer. k-d tree
queries are directly compatible with this setting, as only the highest scoring detections
are required during further processing, allowing us to replace the matrix multiplication
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with approximate queries. Note that this k-d tree acceleration could be applied in
the same way to Poselets [21] which similarly use the consensus of a large collection
of simple filters based on parts rather than object windows.
4.6.4 Experiments: PASCAL VOC2007
We evaluate our k-d tree acceleration for both ESVM and cDPM on PASCAL VOC2007
[35] using the models provided by the authors. These models are trained on the
train/val sets and we test on the held out test set. Timing for PASCAL results was
measured on a dual 2.67GHz Intel Xeon X5650 (12 cores) with 24GB RAM.
Baselines We compare each method to two baselines: the original exhaustive search
of each method (convolutions for the first stage of cDPM and matrix multiplications
for ESVM); and randomly sampled windows in place of k-d tree queries.
Evaluation We report the mean average precision over 20 categories for each
method, as well as the total speedup of the k-d tree acceleration over the exhaus-
tive search. Speedup is computed from the total time to apply all category models,
excluding the time to compute features. For our approach, this total time includes
the time to construct the k-d tree which is shared across all categories. For both
random sampling and k-d queries, we sweep the number of retrieved windows from
64 to 4096 in powers of two.
Results Average precision and timing results are summarized in Table 4.2 and
precision-recall curves for several categories in Figure 4.10. For both methods, we can
obtain two fold speedups with relatively small drops in average precision. Note that
these speedups are relative to methods that are both already an order of magnitude
faster than their naive convolution based counterparts.
Inspecting the precision-recall curves shows that for many categories there is little
degradation in performance at high precision, especially for DPM. This is especially
appealing for accelerating search based applications that only need to retrieve a small
number of detections from a large set of images. In this setting, a small number of
checks could be used to retrieve the top examples more than five times. Note that
with a small number of retrieved samples, random sampling performs significantly
worse.
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Exemplar SVM Cascade DPM
Checks Spdup mAP Rand Spdup mAP Rand
64 10.0 9.5 4.1 6.6 7.8 3.1
128 9.1 10.6 5.8 6.2 10.4 5.9
256 8.0 12.1 7.7 5.6 13.6 9.2
512 6.6 13.6 10.2 4.8 17.3 14.2
1024 5.0 14.9 13.1 4.0 21.1 18.6
2048 3.4 16.5 15.4 3.2 24.6 22.4
4096 2.1 18.0 17.1 2.5 26.6 25.4
8192 1.2 19.0 18.8 1.9 28.0 27.2
Full 1.0 19.7 - 1.0 29.6 -
Table 4.2: PASCAL VOC2007 comparision of k-d tree queries to exhaustive ESVM and
cDPM. “Rand” indicates the mAP for randomly sampled windows in place of queries.
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Figure 4.10: Precision-Recall curves from a selection of categories from Pascal VOC2007.
Note that for many cases, with few checks the recall remains high at high precision . See
supplemental material for all categories.
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4.7 Limitations
Separate trees are needed for different windows of different block sizes. Approximate
range queries leads to degraded accuracy and the actual degradation is hard to pre-
dict without running experiments. The method works specifically for linear window
classifiers. And one may potentially need more classifiers to compensate for missed
detections due to using an approximate range query.
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5. Scripting 3-d Point Cloud
Algorithms
Scripting languages such as Python, Perl, and Tcl balance programmer productivity
and running time performance by implementing core operations in high performance
system languages such as C/C++ and the less critical system integration code using
the scripting language [83]. Recently, Matlab and NumPy are becoming increasingly
viable options for prototyping lower level computations such as those of Matrix calcu-
lations. The point cloud (i.e. set of 3-d points) is a widely encountered data primitive
in computations such as rendering [60], simulation and modeling [6]. This chapter
presents ways of extending existing scripting languages for efficient scripting of point
cloud algorithms.
Point cloud algorithms often perform matrix operations over all neighborhoods in
a point cloud. However, the implementations of matrix operations in existing scripting
tools such as Matlab and NumPy are inefficient for doing so. Despite having many
of its matrix operations implemented in high performance compiled code, for small
problem sizes, the running time is dominated by an overhead, irrespective of the
input size, that when considered by itself is negligible but when incurred over all
neighborhoods in a point cloud, magnifies into a significant slowdown. As shown
in Figure 5.1, 1 for the sum function, this overhead is roughly 1µs in Matlab, and
8µs in NumPy. Since the number of neighborhoods in a point cloud is easily in the
millions, this overhead easily magnifies into several seconds of additional running
time. Worse, there are functions whose implementations are partly implemented in
interpreted code: the mean function in both Matlab and NumPy are implemented in
terms of their sum functions. In this case, the overhead is roughly 20µs per invocation
and when invoked a million times results in 20 seconds of additional time!
Another problem is that existing scripting tools for neighborhood lookup, such
as scipy.spatial.cKDTree and FLANN’s Python and Matlab bindings, requires the
1Function running times for a given length were measured by map-ing (cellfun-ing) the function
on to a list (cell array) of 106 arrays of the given length. This is to avoid including the execution of
interpreted for statements in the function running time. Further, assign the results of map (cellfun)
to a variable so that it is not garbage collected, causing deallocation time to get included in the
measurements.
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Figure 5.1: Running times in seconds of sum(x) (left) and mean(x) (right) in NumPy
and Matlab and a straightforward implementation in C++, for varying lengths of x, a
1-dimensional array of randomly generated 32-bit floats.
programmer to decide on the type of spatial data structure to use (k-d tree, octree,
uniform grid, etc.) and to explicitly write code to manage its construction and main-
tenance. Point cloud algorithms are often concerned with obtaining the k-nearest
neighbors or the r-near neighbors, but rarely with how these neighbors are obtained.
The choice of a k-d tree or an octree is often just a performance consideration and
can distract from higher level programming.
This chapter presents ways of extending scripting languages for efficient scripting
of point cloud algorithms. In Section 5.2 we describe a point cloud data type that
supports a variety of neighborhood lookups and automatically manages the construc-
tion and maintenance of the spatial data structures for supporting these lookups. In
Section 5.4 we describe batched operations for efficiently performing matrix opera-
tions over all neighborhoods in a point cloud. For sake of concreteness, We describe
our methods in terms of extensions to Python, noting that the ideas are general and
can be analogized to other scripting languages.
5.1 Related Work
There exists a number of tools for facilitating point cloud processing. PointShop3D
by Zwicker et al . [112] provides a GUI for interactive editing of point clouds, but
supports only a predefined set of operations. Point Cloud Library (PCL) by Rasu
and Cousins [88] is a C++ library with efficient implementations for a variety of
existing point cloud algorithms, which can then be used as building blocks in devel-
oping even more sophisticated algorithms. PCL also has a point cloud data type but
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Figure 5.2: Existing tools such as PointShop3D (left) and MeshLab (center) use a GUI to
provide convenient access to a variety of point cloud operations, but are relatively difficult
to extend with new operations.
spatial queries are performed via a separate spatial data structure such as the k-d
tree, which must be explicitly managed by the user. PCL also does not exploit per-
formance optimization opportunities of batched queries. Heinzle et al . [53] develop a
hardware point set processing unit. ParaView [97, 73] provides a GUI for managing
and authoring filters that operate on point clouds and intermediate results in a chain
of filters can be easily visualized. Our point cloud data type can be used to make
ParaView filters even easier to write.
5.2 The points Data Type
We propose a point cloud data type, called points, with the following qualities. In
the following description, P and Q are points objects.
Behaves like a matrix
Treating a set of m n-dimensional points as a m × n matrix has the benefit
that many basic point cloud operations can be concisely expressed using matrix
operations. For example, P[i] gives i-th point, dot(P,R.T) rotates all points
in P by rotation matrix R, mean(P,axis=0) computes the centroid of P, and
min(P,axis=0) computes the lower bounds of P. These behaviors were easily
realized by implementing points as a subclass of numpy.matrix
Supports a variety of neighborhood lookups
Neighborhood lookup is performed via a nbhds method with the following sig-
nature:
points.nbhds(Q = None, k = 1, r = inf)
Different types of lookups (k-nearest, r-near, or a combination) can be triggered
via various combinations of the keyword arguments. For example, P.nbhds()
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returns the all 1-nearest neighbors, P.nbhds(Q,k=64) returns the 64-nearest
neighbors of query points Q. In all cases, nbhds returns a list of list of indices
(e.g .[[1,2],[3,2],[0,5]]), encapsulated in an expression object 2 , with
the i-th sublist correspond to the i-th neighborhood in P.
Automatic maintenance of spatial data structures
We use FLANN’s low-dimensional k-d tree to support neighborhood lookups
and the node parallel strategy of Chapter 3 to shorten k-d tree build time, thus
improving interactivity of our tool. We save the user from having to explicitly
invoke its construction, by automatically performing the construction whenever
nbhds is invoked. Further, a build is triggered only if P does not already have
a k-d tree or if P’s last modification time 3 is more recent than the k-d tree’s
last update time. Behind the simplicity of nbhds’ interface, one has the option
of implementing more complicated mechanisms for data structure maintenance.
For example, one might automatically select a suitble data structure type (e.g .
k-d tree, octree, uniform grid) based on statistics of P and query parameters.
5.3 Reducing Operation Overheads
Functions implemented for use in a dynamic languages, even if implemented in C++,
must perform many checks at runtime to determine information about its inputs. The
overheads observed in (Figure 5.1) is to some extent due to this — specifically, that of
handling various array element types (int, float, etc.) and general n-dimensional ar-
rays. We reimplemented a subset of NumPy’s array operations and specialized them
for matrices (2-d arrays) of single precision floats. As shown in Figure 5.3, our reim-
plementation achieves significant speedups over the corresponding implementations
in NumPy and Matlab
Note the speedups in Figure 5.3 should not be mistaken as the benefits of special-
izing to float matrices, as other factors may have contributed to the speedup, such
as that of simply having a more efficient implementation.
5.4 Batched Operations
Even if the overheads within an operation can be completely eliminated, overheads
for applying it to all neighborhoods still exist — specifically,
2In our system, a list returned by nbhds or any batched operation (Section 5.4) is encapsulated
as an expression object. We do this instead of using a plain Python list in order to implement
the memory optimizations described in Section 5.4.2.
3Rather than associate last modification time with a points object, we associate it with a
memory address via a Python dict to account for the possibility of separate points sharing the
same memory block
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Figure 5.3: Running time of NumPy and Matlab operations relative to our reimplemen-
tation specialized for float matrices. Relative times were computed using absolute times
from columns ii, iv and vi in Table 5.1, Note functions add, subtract, multiply, divide,
dot correspond respectively to plus, minus, times, rdivide, mtimes in Matlab.
i. Interpreting the for statement
ii. Interpreting the function call statement
iii. Variable/function name lookups
This section introduce a syntax for batched operations. This syntax enables us to
almost eliminate (ii) and (iii) by having them occur just once at the start of the
batched operation and to mitigate (i) by performing the loop more efficiently in
C++. Batched syntax is also more concise.
Batched operations improve operation throughput but must comsume and pro-
duce intermediate results in their entirety. The storage requirements for intermediate
results can be significant. For example, storage for 1M point requires only 12MB, but
storing all neighborhoods of size 64 requires 768MB! Section 5.4.2 describes a lazy
chunked evaluation scheme to alleviate this problem.
5.4.1 Syntax, Semantics and Benefits
For each existing array operation (e.g . mean, sum, etc.), we introduce a modified
version which operates instead on a list performing the same operation over all
items in the list. Given a unary operation f, we define its batched version F to have
the following semantics
F([x1,...,xn])→ [f(x1),...,f(xn)] (5.1)
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Figure 5.4: Speedup gained by a batched syntax compared against that of using map to
realize the same semantics, Speedups computed using columns in v, vi, and vii in Table 5.1,
where v is the baseline.
Similarly the batched version G of a binary operator g is defined to have semantics as
follows:
G([x1,...,xn],[y1,...,yn])→ [f(x1,y1),...,f(xn,yn)] (5.2)
G([x],[y1,...,yn])→ [f(x,y1),...,f(x,yn)] (5.3)
G([x1,...,xn],[y])→ [f(x1,y),...,f(xn,y)] (5.4)
The indexing operation (e.g .P[i]) is an example of a binary operation and there-
fore allows a batched verison. The semantics of batched indexing allows us to use the
results of nbhds, a list of list of indices [i1,...in], to directly index P and get back
[P[i1],...P[i2]].
Figure 5.4 shows batched syntax can enable up to 2x speedup for our reimplemen-
tation of NumPy operations (Section 5.3).
Python’s map and Matlab’s cellfun methods can also provide batched semantics
for any operation but is slightly slower than our batched versions (Figure 5.4). This
is probably due to a batched implementation’s ability to inline calculations, whereas
map must repeatedly call the operation it is mapping. Also, mapping mean(·,axis=0)
on to list X requires writing map(lambda x:mean(x,axis=1),X), which is slow due
to the use of lambda. And also, MEAN(X,axis=1) looks nicer.
In general, the benefits of a batched syntax depends on the running time of over-
heads (i), (ii) and (iii) relative to the running time of the operation itself. As shown in
Figure 5.5, there is a much greater speedup from moving from for loop to cellfun,
than in NumPy from moving from for loop to map This suggests the relative over-
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Figure 5.5: Benefits of batching operations via map in NumPy and cellfun in Matlab.
Speedups computed using columns i, ii, iii and iv in Table 5.1
heads of (i), (ii) and (iii) are greater in Matlab.
5.4.2 Alleviating Intermediate Storage Requirements
Eager evaluators such as map and cellfun consume and produce input and output
lists in their entirety, thus requiring large buffers for their storage. However, the
output from a single operation is often just intermediary, and several more operations
applied in sequence are needed before an output worth having in its entirety is arrived
at (e.g . output to be saved to a file or sent to a viewer).
Our batched operators avoid storing large intermediate lists by following a lazy
evaluation scheme. Upon invocation, the operator returns a deferred expression
object containing information (e.g . references to its operands) needed for its evalua-
tion at a later time, hence the name deferred. The deferred expression may contain
references to operands that are themselves also deferred expressions.
When an expression is finally evaluated, the output is generated in chunks. From
Eqs. 5.1, 5.2, 5.3 and 5.4 it is easy to see that the i-th item in the output list depends
only on the i-th output of any predecessor node in the “expression graph.” The same
intermediate storage can thus be reused for subsequent output chunks. Chunking
thus gives a reduction in intermediate storage by a factor equal to the number of
chunks used to construct the final output list.
Users expect immediate evaluation of an expression upon typing it into the prompt.
We provide an illusion of this by overriding the repr method to evaluate and print
the first and last three output items separated by an ellipsis. It is sometimes useful
to inspect intermediate results by indexing its i-th item. We override the getitem
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Figure 5.6: Time to evaluate estimate mean (Code 5.1) on campus (330309 points) versus
the peak intermediate storage size required for supporting the evaluation. The number of
chunks increases in powers of two from right to left, starting with one chunk at the rightmost
data point.
method to evaluate and return the indexed item, again providing the illusion that the
expression has already been evaluated in its entirety.
Chunking introduces overheads, including that of having an extra level of itera-
tion over chunks. But as shown in Figure 5.6, a moderate amount of chunking can
give huge memory savings while having no noticeable slowdowns. In fact, chunking
actually gives a slight speedup (at 128 chunks). This is probably due to a friendlier
size of memory allocations (i.e. allocating many small memory blocks may be faster
than allocating a single large memory block).
The peak intermediate storage requirement in Figure 5.6 is estimated as the sum
of input and output sizes to the DOT operation on line 5 in (Code 5.1), which is
12n(2k + 3) Bytes, where n is the number of points and k is the neighborhood size.
5.5 Point Cloud Algorithms as Matrix Operations
This section demonstrates how point cloud algorithms can be understood as matrix
operations over all neighborhoods.
Notational convention The following descriptions denote scalars by lower case
letters (e.g . v), row vectors by lower case letters in boldface (e.g . v) and matrices by
capital letters (e.g . V ). A subscripted scalar vi is understood as the i-th element of a
row vector v. Similarly, vi is the i-th row of matrix V. Arithmetic operations involving
a matrix X and a row vector y is understood as an operation on X and a matrix Y ,
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1 def estimate_normals(P):
2 I = P.nbhds(k=64)
3 S = P[I]
4 X = S-MEAN(S,axis =0)
5 W,V = EIGH(DOT(X.T,X)).unzip()
6 return V[:,ARGMIN(W)]. evaluate ()
Code 5.1: Normal estimation implemented using our tools. The function
estimate normals receiving a points object P and returning an expression object
encapsulating a list of normals.
whose rows are identically y. The ◦ symbol denotes element wise multiplication.
In normal estimation , we compute for each neighborhood comprising of points
{pi} the eigenvector corresponding to the smallest eigenvalue of the covariance matrix
defined as ∑
i
(pi − µ)T (pi − µ) = (P − µ)T (P − µ) (5.5)
where µ is the mean neighbor position.
In photon mapping , the exitant radiance at a position x with surface normal n is
computed in terms of the incident directions {wi}, radiances {li} and positions {pi}
of the neighboring photons as∑
i
fi(wi · n)li =
(
f ◦ (WnT )T )L (5.6)
where fi =
3
pi
(
1− di
dmax
)
, di = ||pi − x||2 and dmax = maxi di.
5.6 Experimental Setup
All experiments in this chapter were performed on a MacBook Pro 2.3GHz dual core
Intel Core i5 with 8GB memory running Python 2.7.3, gcc 4.2.1, NumPy 1.7.1, Eigen
3.2.0, and Matlab 2012a.
5.7 Evaluation and Conclusion
We conclude this chapter by implementing normal estimation (Equation 5.5) using
the tools developed in this chapter. Table 5.2 summarizes the running times of normal
estimation implemented using our batched operations (Code 5.1), using NumPy ma-
71
Matlab Python+NumPy Python+Ours
for cellfun for map for map batch
+ 5.210 2.278 1.819 1.424 0.771 0.510 0.397
- 5.233 2.265 1.807 1.430 0.730 0.507 0.387
* 5.520 2.472 1.835 1.439 0.759 0.507 0.398
/ 5.157 2.130 2.323 1.940 0.756 0.531 0.413
dot 3.626 1.208 1.873 1.367 0.776 0.548 0.431
sum 5.818 0.976 8.854 8.401 0.814 0.654 0.508
prod 5.802 0.937 7.893 7.500 0.833 0.632 0.511
min 6.065 0.966 8.387 7.975 0.831 0.637 0.513
max 5.939 0.979 8.362 7.951 0.818 0.626 0.513
all 5.741 0.896 9.439 9.065 0.703 0.536 0.418
any 5.649 0.878 9.397 9.038 0.698 0.540 0.428
mean 35.127 27.222 23.107 22.659 0.829 0.624 0.519
argmin - - 2.383 2.100 0.823 0.620 0.517
argmax - - 2.403 2.104 0.817 0.624 0.519
transpose 5.384 0.620 0.804 0.654 0.587 0.443 0.340
eigh 9.372 3.328 49.547 49.135 3.251 2.958 2.724
Table 5.1
1 def estimate_normals(P):
2 N = zeros(P.shape).view(matrix)
3 for i,I in enumerate(P.nbhds(k=64)):
4 X = P[I]-mean(P[I],axis =0)
5 W,V = eigh(X.T*X)
6 N[i] = V[:,argmin(W)].T
7 return N
Code 5.2: Normal estimation implemented using NumPy operations.
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1 typedef Matrix <float ,Dynamic ,3,RowMajor > Vectors;
2 void estimate_normals(Vectors & normals ,
3 const vector <float > & points , const std:: size_t k) {
4 size_t numPoints = points.size() / 3;
5 Map <const Vectors > P(& points [0], numPoints , 3);
6 KdTree tree(points , 3);
7 normals.resize(numPoints , NoChange);
8 for (int i = 0; i < numPoints; i++) {
9 vector <int > indices;
10 vector <float > distances;
11 vector <float > q(P.data() + i * 3, P.data() + (i + 1) * 3);
12 tree.nearest(q, k, indices , distances);
13 Vectors X(k, 3);
14 for (size_t j = 0; j < k; j++)
15 X.row(j) = P.row(indices[j]);
16 X.rowwise () -= X.colwise ().mean();
17 Matrix3f C = X.transpose () * X;
18 SelfAdjointEigenSolver <Matrix3f > es(C);
19 normals.row(i) = es.eigenvectors ().col (0).transpose ();
20 }
21 }
Code 5.3: Normal estimation implemented using C++ and the Eigen matrix library.
C++ 4.538
Ours 7.716
NumPy 180.526
Table 5.2: Time in seconds to estimate normals on campus (330309 points) using C++
with the Eigen matrix library, our batched operations (Code 5.1) and NumPy’s operations
(Code 5.2)
trix operations (Code 5.2), and using the C++ Eigen matrix library (Code 5.3). As
shown, our code is just as concise as NumPy’s. And yet, the running time resulting
from using our batched operations is almost as fast as the C++ version and orders
of magnitude faster than from using NumPy’s non-batched operations.
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6. Conclusion
This chapter summarizes the contributions of this thesis and indicates future work.
Chapter 2 presented and analyzed a pair of algorithms designed to address the
lack of scalability and/or lack of quality in the upper levels of spatial hierarchies
construction. Using our prototype implementations, we showed that our two algo-
rithms, nested and in-place, can achieve speedups of up to 8x and 7x, respectively,
over the best sequential performance on a state-of-the-art 32-core cache-coherent
shared-memory machine. To our knowledge, these algorithms provide the best known
speedups for precise SAH-based high quality k-d tree construction, relative to a se-
quential case that is better than the best publicly available code.
Chapter 3 presented the first parallelization of high dimensional FLANN k-d trees.
We analyzed the theoretical speedups achievable by adopting a simple node parallel
strategy. Our analysis revealed that the node parallel strategy can be suprprisingly
effective when applied specifically to FLANN k-d trees. We described the implemen-
tation of a node parallel FLANN k-d tree builder for multicore CPUs. The resulting
implementation achieves up to 16.8× self relative speedup on a 32-core machine. With
speedups from SIMD vectorization accounted for, our implementaiton achieves up to
91.5× relative to FLANN’s implementation.
Chapter 4 presented a novel method for using the k-d tree to accelerate existing
modern object detection systems. We showed how object detection using linear clas-
sifiers can be understood as a set of range queries. Using this insight, together with
the parallel FLANN k-d tree builder from Chapter 3, we demonstrated significant
speedups on various existing object detection systems. Comparing to the competing
method of Dubout et al . [33] for accelerating existing linear detectors, our method is
able to trade off detection accuracy to achieve even greater speedups.
Chapter 5 presented new ways of improving the suitability of existing tools for
scripting point cloud processing tasks. Specifically, we presented a point cloud data
type that allows the programmer to directly lookup neighborhoods without having
to write code to manage the underlying spatial data structure. We also presented
batched matrix operations for reducing the running time overhead associated with
applying a matrix operation over all neighborhoods. Using these new constructs,
point cloud processing tasks can be expressed more concisely, while still achieving
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running times comparable to a C++ implementation.
6.1 Future Work
Extensions to the in-place algorithm One problem of the in-place algorithm of
Chapter 2 is that a triangle can belong to multiple leaf nodes, thus necessitating a
dynamically sized array of membership ids for each triangle. A point, on the other
hand, must belong to exactly one leaf node, thus allowing a fix sized membership field,
which can be implemented more efficiently. Another problem is that each processor
must maintain information for all nodes on the current level of construction. As the
number of nodes is roughly doubled with each level of construction, this array of per
node information will eventually spill out of each processor’s cache. This has not
been a problem, since in-place is only used in the upper levels of construction. But
if in-place is to be used throughout all levels of construction, then perhaps a better
strategy is an interleaving of nested and in-place parallelism.
Improving accuracy of approximate range query for object detection The
technique in Chapter 4 accelerates detection by reducing the number of k-d tree leaf
node checks, but in doing so, runs the risk of missing a detection. We saw that certain
object classes (e.g . Guinness and Ford) continued to be detected with relatively high
accuracy as the number of checks is decreased. What is it about these visual patterns
that enables them to be so easily retrievable using a k-d tree? The answer to this
question may help us better understand the cases where this technique is most useful,
without having to resort to trial and error. The answer may also lead us to new
heuristics of constructing the k-d tree to better suit this technique.
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