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表 1．東京都区部の不動産情報データ（一部）．
えられ，それらに従来の各種多変量解析手法を拡張する研究が Bock and Diday（2000），Billard
and Diday（2006），Diday and Noirhomme-Fraiture（2008）などにまとめられている．それら以
外にも，シンボリックデータに対するクラスタリングに関しては Verde（2004）や Irpino and













して 2次までのモーメントに関する統計量を用い，それをグループを表す ASDと考える．第 2
節で連続変数とカテゴリー変数が混在する多次元データにおける ASDを定義し，その意味を
考える．第 3節では ASD間の非類似度をカイ 2乗統計量を用いて表す手法を提案する．第 4






ここでは p個の連続変数および q個のカテゴリー変数からなる n個の個体データが与えられ
ている場合を考える．それらの個体データは G個の自然な意味のあるグループに分かれると
仮定する．グループ gに含まれる個体データの数を n(g) とし，グループ gの個体 iの連続変数
lの値を x(g)il と書く．カテゴリー変数 k は mk 個のカテゴリー値を取るとすると，それは mk
個のダミー変数で表すことができる．すなわちグループ gの個体 iのカテゴリー変数 kが j 番
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まず，重要な情報としてグループ g の個体数 n(g) が考えられる．これはデータの値の 0乗
（=1）の合計と考えると 0次のモーメントと言える．
次に 1次のモーメントは各変数ごとの和に対応する．これは X(g) に関しては
(2.3) 1′n(g)X




1 , . . . , pˆ
(g,1)
m1 , . . . , pˆ
(g,q)
1 , . . . , pˆ
(g,q)
mq ]
282 統計数理 第 66 巻 第 2 号 2018
と同じ情報である．ここで 1′












































2 = S(g,k1k2) が
カテゴリー変数 k1 とカテゴリー変数 k2 に対する分割表となることを考えると，S
(g)
22 はそれら
を部分行列とする Burt行列である．S(g)12 は連続変数とカテゴリー変数に関する 2次のモーメ




2 の (l, j)成分はカ








まず，2 つの ASD g1, g2 における異なる 2 つのカテゴリー変数 (k1, k2) の組により形成
される分割表の間の非類似度を考える．2 つのグループの分割表は S(g1,k1k2) = [s(g1,k1k2)j1j2 ]，










n(g1) + n(g2) n





と考える．この場合， ̂E(s(ga,k1k2)j1j2 )が分母になるので，これが 0になるときは無視しなくては
ならない．すなわち s(g1,k1k2)j1j2 = s
(g2,k1k2)
























を (k1, k2)の組による分割表におけるASD間の非類似度と考えることができる．これを k1 < k2
なる全ての (k1, k2) に関して考え，その総和をとったものが Burt行列における ASD間の非類
似度











2つの連続変数 l1, l2 のデータは 2次元平面上にプロットできる．その平面を格子状に分割
し，それぞれの格子をカテゴリー値と考える．2次元平面 (−∞, ∞) × (−∞, ∞)を各次元ごと
に N 個ずつの区間に分割するとし，その各区間の境界値 h(l)j (j = 0, 1, . . . , N)について
−∞ = h(l)0 < h(l)1 < · · · < h(l)N−1 < h(l)N = ∞
とする．われわれは ASDのみを保持していると考えるので，各格子内に何個のデータがある









































































となる．これより，異なる 2 つの連続変数 (l1, l2) の組による N×N 分割表をそれぞれ











(g1) + pˆ(g2,l1l2)j1j2 n
(g2)
n(g1) + n(g2) n
(ga) (a = 1, 2)
と書ける．カテゴリー変数同士の組み合わせの場合と同様の基準でカイ 2乗統計量を考える場
合， ̂E(s(ga,l1l2)j1j2 )で割ることになるので，これが 0もしくは極端に小さな値となるときは無視
しなくてはならない．そこで，pˆ(g1,l1l2)j1j2 n
(g1) + pˆ(g2,l1l2)j1j2 n
(g2) < 1 となるセルは無視してカイ 2
乗統計量を考える．これより

























































を用いた 1次元正規分布 ϕ(xl|μˆl, σˆll)が各区間でそれぞれ 1/N ずつの確率を持つように h(l)j を






連続変数 l とカテゴリー変数 k のペアを考える．連続変数に関しては前節と同様にカテゴ
リー化する．このペアの場合の 2次モーメントは（2.4）式の S(g)12 に対応するが，この中にはカ
テゴリー変数 kの各カテゴリー値が j2となる個体における連続変数 lの標本分散に対応する値
は含まれない．そのため，この場合の標本分散に関しては全て同一の値，すなわち σˆ(g)ll を使用
せざるを得ないことに注意する．
ここで保持する情報からだと，カテゴリー変数 k のカテゴリー値が j2 である場合の連続変
数 lの実現値 x(g,k)j2l の分布は，標本平均が μˆ
(g,k)
j2l






ll ) と書く．すると ASD g に
















∣∣∣ μˆ(g,k)j2l , σˆ(g)ll ) dx(g,k)j2l
となる．ただし，h(l)j1 は前節と同じものである．これより，連続変数とカテゴリー変数 (l, k)の
組による分割表をそれぞれ S(g1,lk)  [pˆ(g1,lk)j1j2 n
(g1,k)
j2 ]，S
(g2,lk)  [pˆ(g2,lk)j1j2 n
(g2,k)
j2 ] で近似できる．




















































































































割数 N が 3 ∼ 9の場合においてそれぞれ計算した．そして，それらを用いてまず階層的クラス
タリングを行う．ここでは最長距離法（Defays, 1977），最短距離法（Sibson, 1973），群平均法
（Sokal and Michener, 1958）の 3種類の手法を用いる．なお，連続変数を含む部分の非類似度に
関しては N の値により異なる値が得られることに注意する．
階層的クラスタリングにおいては，連続変数を含む部分のみの非類似度を用いた場合，全て
の変数の組み合わせの非類似度を用いた場合についてのいずれでも，N = 4以下では N の値
により大きな変化があったのに対し，N = 5以上ではどの N についても手法ごとの結果に大
きな変化がみられなかった．そのため，ここでは N = 5の場合を主として考えることにする．







その結果を図 6に示す．1 ≤ g1 < g2 ≤ 23 に対し，図 6における各 ASD間のユークリッド距
離 dˆ(g1g2) と元々の非類似度行列における非類似度 d(g1g2) の相関係数の 2乗値（決定係数）は
R2 = 0.996となり，非類似度行列による布置が高い精度で保持されていることがわかる．
階層的クラスタリングにおいてはクラスターをまとめるための基準により手法が特徴づけら




























リー値 2が鉄骨鉄筋造りなど，カテゴリー値 3が鉄骨造りなど，カテゴリー値 4が軽量鉄骨造
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（a）最長距離法 （b）最短距離法 （c）群平均法
図 5．不動産情報データの集約的シンボリックデータの階層的クラスタリング（N = 5）．

















の数に対してカテゴリー変数の数が圧倒的に多いため，どの g1 および g2 についても，d
(g1g2)
(rr)
および d(g1g2)(rc) よりも d
(g1g2)
(cc) の値の方がずっと大きくなる．すなわち，カテゴリー変数同士の
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Dissimilarity between Aggregated Symbolic Data Using Chi-squared
Statistics and Its Application to Real Estate Data
Nobuo Shimizu1, Junji Nakano1 and Yoshikazu Yamamoto2
1Institute of the Statistical Mathemetics
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In recent service science research, we often have huge amount of individual data with
both continuous and categorical variables. These data sets can sometimes be divided into
rather small number of naturally defined groups. In such situations, we are interested
in inference and analysis for these groups, not for individual data. For describing these
groups, we consider a set of descriptive statistics, and call it “aggregated symbolic data”
(ASD). We propose to use up to second moments descriptive statistics for both continu-
ous and categorical variables as ASD, and define a dissimilarity as the sum of chi-squared
statistics among all variables including continuous variables. We apply our method to
real estate data in Tokyo metropolitan area. We consider 23 cities in Tokyo as ASD and
calculate dissimilarity among 23 ASDs, and investigate some characteristics relationships
among ASDs by using hierarchical clustering and multidimensional scaling.
Key words: Big data, Burt matrix, chi-square statistics, hierarchical clustering, multidimensional scaling.
