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Evaluating multi-channel multi-device speech
separation algorithms in the wild: a
hardware-software solution
Enea Ceolini, Student Member, IEEE, Ilya Kiselev, Student Member, IEEE, and Shih-Chii Liu, Senior
Member, IEEE
Abstract—Evaluation methods for multi-channel speech sepa-
ration algorithms in the real world are becoming increasingly im-
portant as the number of applications involving audio assistants
and hearing aid devices continues to grow. To make such evalu-
ations easier, this paper presents a multi-microphone hardware
platform, WHISPER, built specifically for this purpose and its
subsequent use for evaluating speech processing algorithms. The
platform can also be constructed as an ad-hoc wireless acoustic
sensor network (WASN) with high synchronization precision.
Using WHISPER, we describe real-world experiments where
an example speech separation algorithm is applied to mixtures
of varying number of talkers and signal-to-noise ratios. The
results when compared with those from a simulated environment,
show the usefulness of WASNs and that simulations tend to
underestimate the difficulty of speech separation in real-world
scenarios. This work represents an important step towards
developing a hardware-software framework for evaluating speech
processing algorithms in the wild.
Index Terms—array signal processing, wireless acoustic sensor
networks, speech separation, submicrosecond synchronization.
I. INTRODUCTION
THE problem of speech separation has widely been stud-ied for applications involving speech enhancement and
speech recognition. Different approaches have been proposed
over the years with promising results coming most recently
from the use of deep learning methods [1]–[3]. Because single-
channel demixing by itself is challenging, a better approach to
speech separation in a difficult auditory scene (e.g. speech in
noise, multiple simultaneous speakers) is the use of multiple
microphones in a framework known as multi-channel audio
source separation (MASS) [4]–[7]. Indeed, in the last decade,
a lot of attention has been placed on multi-channel approaches
which are more robust than single-channel solutions [8].
Often, algorithms for speech separation such as beamform-
ing or neural network models are tested either with artificial
speech mixtures created from simulated environments [9]–[12]
or with speech convolved with room impulse responses (RIRs)
recorded in controlled environments [7], [13]–[15]. Typically
they are not tested with real-world recordings. Because of this,
it is difficult to know how well these algorithms perform in the
real world. Moreover, it is hard to assess how the performance
of these algorithms would change when implemented on an
embedded portable platform. Naturally, not all applications
The authors are with the Institute of Neuroinformatics at
the University of Zurich and ETH Zurich, Zurich, CH (email:
enea.ceolini,kiselev,shih@ini.uzh.ch)
need to address the issue of portability or restricted computa-
tional power. Nevertheless, modern applications such as audio
assistive devices and hearing aids need to function within these
constraints.
The additional step of validating the algorithms in the real
world is useful for one to know if a subset of algorithms work
better in real world conditions even though they show similar
performance in simulations using artificial mixtures. With
the increasing applicability of speech separation techniques,
knowing which algorithms work best in the wild is impor-
tant [16]. For manageable testing of these algorithms using
a flexible hardware setup, wireless acoustic sensor networks
(WASNs) incorporating spatially distributed microphones are
especially relevant. These networks offer an advantage in
that microphones can be arbitrarily placed to cover a space,
however, a major challenge is the online synchronization of
audio samples collected from the distributed microphones.
Even though certain speech separation algorithms do not
need perfect synchronization between the sampling times of
distributed microphones (e.g. beamforming algorithms [17]–
[19] can deal with any systematic delay within the analysis
window), sampling rate offsets due to internal clock drift
on different network modules (therefore their microphones)
will lead to degradation of the algorithm output [20]. Some
work has been carried out in the field of blind synchro-
nization of asynchronous recordings [21]–[25]. Nevertheless,
these approaches usually use offline methods and do not
provide a solution for low-latency applications targeted by the
framework presented in this work.
This paper introduces work on two fronts. First, we present a
speech separation WASN hardware platform called WHISPER
that allows researchers to validate MASS algorithms in the
wild. Second, we compare the performance of an example
speech separation algorithm that could be implemented on
this hardware platform against its performance in a similar
simulation environment. This platform also allows one to study
how the implemented algorithms are impacted by factors such
as the level of clock synchronization in the WASN and the
maximum computing power available at each network module.
The remainder of the paper is organized as follows: Sec-
tion II describes the hardware and software components of the
platform. Section III presents the methods used to analyze the
usability of WHISPER in the context of evaluating an example
speaker separation and speech enhancement algorithm in a
MASS setting. Section IV presents the results of this algorithm
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when applied on data collected in a real-world scenario and
compares them against the results obtained from applying this
algorithms in a similar simulated setting.
II. WHISPER FOR A WASN
An important aspect of a wireless sensor network (WSN)
is the timing synchronization across modules in the network.
Synchronization protocols for distributed sensor networks vary
depending on the required synchronization precision needed
of the application. The IEEE 1588 standard [26] is an early
established standard for synchronizing distributed devices on
a local network. Even now, there are hardly any low-cost
commercial devices that implement this standard for a WSN.
In wireless networks, developed synchronization protocols
deal with sources of error such as the transmit and receive
times of the signal, the propagation time and the clock skew
and drift across the network modules. Many solutions rely on
offline algorithms [20], [22], [23] and, more importantly, they
consider model-based approaches to the problem of drifting
clocks across modules. Because the estimation is done offline,
these algorithms do not allow for real-time implementation
of MASS algorithms [27]. Online estimation methods for
synchronizing the receivers in a WSN have been suggested,
for example, in [28]. This method has some similarities
to our synchronization method proposed here but requires
estimation of the receivers’ positions. In addition, the reported
synchronization results are based on numerical experiments
and not from a hardware implementation.
In a WASN, because of the lower signal frequencies and the
shorter distances between microphones, we can use a simpler
synchronization algorithm implemented through commercially
available components. We developed an easy-to-build modular
multi-channel hardware platform (WHISPER) which allows
testing of audio processing algorithms in real time and in
the wild. This platform was originally developed as a speech
separation front-end for a cognitive-controlled hearing aid
system [29], [30], and is intended for use in a medium-sized
room (5-10 m on a side). The platform consists of multiple
modules that can be placed at arbitrary locations within an
area of 3 m x 3 m. Each module can interface up to four
microphones (see Figure 1) and has computing capabilities
for supporting audio signal processing algorithms similar to
[20], [31]–[33]. This platform can be easily scaled, i.e., it can
be extended to an arbitrary number of modules. Because of
the modular design, the construction of an ad-hoc array of
microphones using this platform was made easy.
A key feature of our platform is our developed online com-
plete hardware-based synchronization algorithm that corrects
for the frequency and phase offsets between the sampling
clocks on the different modules. In this work, we improved
the WHISPER platform design of [30] by supporting better
quality I2S digital microphones and improving the synchro-
nization algorithm so as to reduce further the phase jitter of
the sampling clocks in each module.
A. The hardware
WHISPER is built using commercial off-the-shelf compo-































Fig. 1: A WHISPER module. (a) Photograph of WHISPER
(yellow box) with four microphones (cyan box) and the RF
synchronizer (red box). (b) Hardware component details.
custom hardware development. The two basic building blocks
are a CPU-based computing unit, the Raspberry Pi Model
3b+ 1, and a field programmable gate array (FPGA) board,
namely the LOGI-PI-2 board from ValentF(x) 2. The two
boards are connected together through a high speed SPI in-
terface. Both computing platforms are necessary, because they
provide a different and complementary set of interfaces. The
FPGA is used to implement the synchronization algorithm.
It is also used to sample the microphones because we can
then directly control the sampling clock which is necessary
for synchronization purposes. The versatility of the FPGA
allows for an easy interface with other digital sensors such
as accelerometers [34].
The Raspberry Pi, on the other hand, offers a way of
embedding floating point computation, which would be harder
to implement on the FPGA. It also provides a set of net-
work connections including Wi-Fi, Bluetooth and Ethernet.
The remaining hardware components of WHISPER are the
digital microphones and the radio frequency (RF) modules.
The digital microphones are 24 bit MEMS microphones from
InvenSense (ICS-43432). They have better power supply re-
jection ratio and higher output resolution compared to the
microphones used in the original design [30]. We use only 16
bits of the output to reduce the bandwidth requirements of the
1https://www.raspberrypi.org/
2http://valentfx.com/logi-pi
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platform. The RF transceiver from Microchip Technology Inc.
(MRF89XAM9A 3) is used for implementing the synchroniza-
tion algorithm described in Section II-C. This module, when
operated as a transmitter, can transmit a continuous stream of
data. When operated as a receiver, it allows access to the clock
recovered from the transmitted data. This recovered clock
is necessary to the implementation of our synchronization
algorithm. Most of the other data communication modules
only provide packetized data therefore timing information is
impossible to recover.
B. The software
The Raspberry Pi on each WHISPER module runs a light
version of a Linux OS and has a CPU that supports floating
point operations needed for speech processing algorithms
[35]. Because algorithms are usually developed on CPUs, the
transition step between lab prototyping and deployment of
an algorithm in the real world is made easier. The software
on WHISPER provides an easy interface to collect the data
transmitted via UDP (either via Wi-Fi or via Ethernet Cable)
from all modules. This data can include the outputs of MASS
algorithms deployed on this platform.
C. The synchronization algorithm
The challenge to putting a WASN in operation in real-time
so that MASS algorithms can be deployed is not trivial. Real-
time online synchronization of the clocks on the local modules
especially for ad-hoc arrays in unconstrained spaces, is still
an active topic of investigation. A short review of various
synchronization methods is given in [20]. Highly reliable
synchronization solutions that operate across modules in an
unconstrained physical space have been proposed in [20], [33]
but many of these algorithms rely on offline estimations.
1) Algorithm description: Many reported methods use a
2-way message passing algorithm because they estimate the
propagation delays between modules in the network in order
to synchronize the clocks. Our synchronization algorithm uses
only unidirectional message passing where the reference clock
is generated by a master clock generator (MCG). This clock is
broadcast wirelessly to all the data acquisition modules. The
receiving modules adjust the frequency and the phase of their
sampling clock to match the received reference clock.
In our target scenario of a medium-sized room (5-10 m on
a side), we assume that the modules will be placed within an
area of 3 m x 3 m, thus the difference in the radio wave
propagation delay is only about 10 ns which is negligible
compared to the audio sampling clock period of ≈ 40 μs
(24 kHz).
The outline of the reference clock recovery algorithm on the
receiving module is described next: The first step is to recover
the clock from the two signals (RFclock, RFdata) transmitted
by the RF module.
In order to estimate the phase and frequency of the reference
clock, the RFclock is oversampled by the 120MHz clock on
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Fig. 2: Signals from the synchronization algorithm imple-
mented on WHISPER. The gray vertical lines delineate the pe-
riod of the reference clock. The numbers above the waveforms
depict the individual cycle lengths measured by the number of
FPGA clock cycles.
has the correct frequency and phase on average but the phase
jitter of this clock is too high for our needs (see Figure 3 panel
(a).
In an earlier version of our synchronization algorithm [30],
the RFclock is used to generate the audio sampling clock
directly. The new algorithm described here introduces an
additional step which first generates a new clock (Generated
clock in Figure 2) that is phase-locked with RFclock but has
much less jitter. This clock is then used to generate the audio
sampling clock. Because of the reduced jitter, the noise in the
sampled audio is decreased with respect to [30].
The synchronization algorithm needs to guarantee that there
is no difference in the frequency and little phase difference
between the sampling clocks on different modules. Having
only a small phase difference between sampling clocks is
essential for algorithms that exploit knowledge of the relative
positions of audio sources and microphones. These algorithms
require implicit spatial location estimation with precision in
the order of one degree. In order to fulfill this requirement, we
aim to achieve with our synchronization algorithm, an inter-
module clock synchronization precision of less than 1 μs for a
sampling frequency of 24 kHz. The synchronization algorithm
addresses two problems: The first is to maintain a phase shift
of less than one sampling clock cycle between clocks on
different modules. The second is to have low clock jitter across
time on each module.
To show how synchronization is achieved, we first define
ri and gi to be the absolute times of the rising edges of the
respective received and generated clocks on the ith reference
clock cycle (see Figure 2 for an example) and further assume
that the frequency difference of these clocks is small.
By applying a quadratic loss function to the phase error of
the generated clock on the ith clock cycle, i.e, Ei = (ri−gi)
2,
the accumulated phase error over the most recent N clock











We then estimate the phase shift, ǫ, needed for the generated
clock so that the accumulated phase error L is minimized:















(ri−j − gi−j)/N (4)
This phase shift is simply a moving average of the phase
difference between received and generated clocks, which cor-
responds to a finite impulse response (FIR) filter with the
memory length N . In order to reduce the memory usage of the
filter on an FPGA, we used an infinite impulse response (IIR)
filter that has similar characteristics but requires just one reg-
ister. Simulations show that qualitatively there is no difference
in the synchronization outcome. Thus, instead of computing
moving average, we compute an exponential moving average
of the phase difference over time:
ǫ̃i = (ri − gi)k1 + ǫi−1(1− k1) (5)
where k1 is the integration constant chosen to match a decay
time equal to N clock cycles. In our experiments, k1 = 1/N =
1/2048.
If this estimated phase shift ǫ̃ exceeds a half of the FPGA
clock cycle, we make a phase correction of the generated clock
by one FPGA clock cycle. The correction is done by either
decreasing or increasing the length of the next generated clock
cycle according to the sign of ǫ̃i over time, therefore the next







gi + r̃i + 1, ǫ̃i > 1/2
gi + r̃i − 1, ǫ̃i < −1/2
gi + r̃i, otherwise
(6)
where r̃i = (ri−ri−1)k2+r̃i−1(1−k2) is an exponential mov-
ing average of the received clock period. After the correction
is done, the estimation of ǫ starts anew. We set k2 = 1/65536,
that corresponds to a 0.33 s averaging window. The window
determines the time taken to track the frequency drift of the
RFclock.
This synchronization process is shown in Figure 2. The
phase error between the received master clock and the gener-
ated clock is accumulated over time. When the accumulated
phase error exceeds the threshold, the period of the generated
clock is corrected.
The described method provides the sampling clock fre-
quency and phase synchronization. In addition, the absolute
time counters at the modules also need to be synchronized
in order to properly align in time, the data collected at
different modules. For this purpose, the data stream (RFdata)
transmitted from the synchronization master is used. The data
is transmitted with the bitrate of the reference clock, i.e.
200 kHz. The continuous data stream is logically divided into
1600-bit packets. Each packet has a header and a data payload.
The header is comprised of a 13-bit pattern known as a Barker
code of length of 13, followed by a 7-bit timestamp. Because
of its low-autocorrelation property, the Barker code is used
to detect the start of the packet reliably even in poor radio
conditions. Each slave module keeps track of the absolute
time by counting received reference clock cycles, and also
by comparing its own time counter with the timestamp sent
by the synchronization master in the packet header. The data
payload consists of a sequence of alternating 1’s and 0’s. The
execution of the algorithm on the platform is described by
Algorithm 1.
Algorithm 1 WHISPER synchronization
1: Synchronization master starts continuously transmitting
the synchronization data sequence
2: Slave module recovers the master reference clock from
the data stream and continuously estimates its period r̃i
3: Slave module generates its own clock gi with the period
r̃i and measures its average phase shift ǫ̃i with respect to
the received reference clock ri
4: Slave module compares the average phase shift ǫ̃i with
the threshold ±1/2 and updates the length of the next
generated clock cycle gi+1 according to Eq. 6
5: The average phase shift ǫ̃i is set to 0 and the step 2 repeats
2) Measurements: We show measurement results from
experiments that evaluated two aspects of the synchroniza-
tion algorithm. The first experiment measures the amount
of synchronization between the generated clock of a single
module and the received master clock. The second experiment
measures the synchronization error between the generated
clocks on 4 different modules. The error is measured as the
phase shift between the clock of a reference module and the
clocks of the other 3 modules.
The results from the first experiment are presented in
Figure 3. We first show the empirical distribution of the
deviation of the received clock period length from the master
clock period length over 30E6 clock cycles in subfigure (a).
Measurements are done for three conditions, namely in the
absence of radio noise (clean), and in the presence of radio
noise with two SNR levels (9 dB and 6 dB). The radio noise is
generated by another RF transmitter for which we can set the
transmission power and thus we can control the SNR. From
these curves, we first see that the period deviation is quantized
because the clock frequency of the RF module (6.4 MHz)
is resampled using the faster FPGA clock which runs at
120 MHz. We also see that the means of the distributions




6dB = 0.007%), while the standard deviations increase from




6dB = 1.40%) in the 9 dB and 6 dB SNR cases,
respectively. The small probabilities associated with the tails
of the distributions in the RF noise cases show the effect of
the noise but do not compromise the synchronization.
Figure 3 (b) shows the distribution of the phase difference
between the generated clock of the slave module and its
received reference clock. The shape of this distribution is due
primarily to the phase jitter of the received reference clock
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Fig. 3: Deviation of period and phase of the received reference
clock in three conditions: clean, RF noise with 9dB SNR
and RF noise with 6dB SNR. (a) Deviation of the received
clock period with respect to the master clock period. The y-
axis is discontinuous in order to show the extremes of the
distribution. (b) Phase difference distribution between received
and generated clock signals.
because the generated clock has substantially lower phase jitter
(see Figure 5). Similarly to panel (a), the means of the distri-




6dB = 0.070%), and the standard deviations of the
probability distributions increase from (σbclean = 1.27%) for
the clean case to (σb
9dB = 2.38%) and (σ
b
6dB = 5.96%) for
the 9 dB and 6 dB SNR cases, respectively. The results show
that, even in noisy conditions when the jitter increases, the
synchronization algorithm is successful in keeping the average
phase difference between the reference and generated clocks
around 0.
From the same experiment, we measured the accumulated
phase error between the received reference clock and the
generated clock at one module (Figure 4). We can clearly
see that in both clean (blue) and noisy condition (green
for 9 dB and red for 6 dB), this accumulated phase error
saturates quickly. The accumulated phase error curve for the
clean case looks flat because the variance is significantly
smaller (σclean = 0.1%) than the variance for all the other
cases (σ9dB = 2.3%, σ6dB = 4.5%, σgauss = 8.7%). We
compare these measurements with the output of a simulated
scenario where the error distribution is the same as in the
noisy condition with 9 dB SNR, i.e, a Gaussian distribution
with μ = 0% and σ = 2.38%. In the simulation, the phase
errors are independently drawn in sequence. In this case (gray
curve in Figure 4), the accumulated phase error grows over
time. This difference seen between the curves suggests that the
errors in the received clock period of the hardware platform
are not independent because probably the errors cancel out
over time. This shows that even in noisy conditions the error
does not grow indefinitely and can be corrected appropriately.
In the second experiment, we measure the level of synchro-
nization between the generated clocks of four modules placed
in different spatial arrangements from recordings of 1 minute.
Figure 5 shows the measured phase shift and jitter of the clocks
of 3 modules with respect to the clock of a reference module
for 4 different spatial arrangements. The recordings are done
in 2 rooms. The measured distributions in Figures 5 (a)-(c)
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Fig. 4: Accumulated phase error between generated clock and
received clock for the simulated case of independent phase
error (gray) and measured from the hardware platform in the
cases where RF noise is absent (blue) or present with SNR of
9 dB (green) or 6 dB (red).
come from a room with fewer RF-reflective surfaces than the
room used for the measured data shown in Figure 5 (d).
For all spatial arrangements that we tested, the phase shift
was less than 200 ns which is well within our specifications
for precise localization and beamforming.
The corresponding jitter, as measured by the standard de-
viation of the phase difference distribution, was less than
9 ns for the spatial arrangements used in Figures 5 (a)-(c).
The increased jitter in Figure 5 (d) is very likely due to the
increased RF-reflective material in the second room instead of
the spatial arrangement of the modules.
The jitter value of around 9 ns (which is 0.025% of the
24kHz sampling clock period) is low enough to guarantee that
the sampling noise introduced by the jitter still yields high
SNR of the sampled signal [36].
3) Functionality range: The results from the experiments
in this section indicate that WHISPER is expected to work
with most configuration of the nodes within a space of
3 m x 3 m, and in the presence of radio noise down to a
SNR of 6 dB. Below these values, the synchronization is
not expected to work well, in particular we assessed that
synchronization fails in the presence of 3 dB radio noise.
The amount of RF reflective material such as large metal
and concrete surfaces [37] will also affect the synchronization
quality. However, a synchronization signal on the WHISPER
module indicates in a short time if the system will work in a
chosen space.
III. METHODS
This section describes the methods for testing the speaker
separation and speech enhancement algorithms deployed on
the platform. It also describes an experimental setup where
the performance of a MASS algorithm is validated in a real-
world environment.
A. Real-world setup
Using the WHISPER platform with four modules corre-
sponding to 16 randomly placed microphones, we record an
DRAFT OF IEEE/ACM TALSP JOURNAL ARTICLE 6
















































































Fig. 5: Distribution of phase differences between the clock
of a reference module and the clock of other 3 modules
for 4 spatial configurations. (a) Square arrangement with an
edge length of 2.5 m. (b) Line arrangement with a spacing of
0.8 m between modules. (c) Random arrangement where all
modules are equidistant (1 m) from the transmitter. (d) Random
arrangement within a radius of 2 m. The data for panels (a),
(b) and (c) was recorded in a room with fewer RF-reflective
surfaces than the room in which the data for panel (d) was
recorded. The mean (’Shift’) and standard deviation (’Jitter’)
of the distributions are reported within the panels.
extensive dataset of multiple talkers speaking concurrently and
also of a single talker speaking in the presence of babble
noise at different signal-to-noise ratio (SNR) levels 4. The
recording is done in two separate sessions corresponding
to different configurations of microphones and loudspeakers.
The minimum and maximum microphone spacing is 10 cm
and 2.3 m respectively. The average is ≈ 0.5 m. The 5 m x
6 m room used for the recordings has a reverberation time
T60 = 0.2s.
For testing the speaker separation algorithms, we record
scenarios with 2, 3 and 4 competing talkers. The talkers’ voices
are normalized to unit power so that each talker has the same
power. For a mixture of 2 talkers, the resulting SNR for a
single talker is 0 dB, while for a mixture of 3 talkers, the SNR
is −6 dB and for a mixture of 4 talkers, the SNR is −9.5 dB.
We also validated that the average SNR values computed from
the microphone recordings are similar to the theoretical SNRs.
The talkers are readers of Audiobooks freely available from
LibriVox 5.
4The dataset is publicly available on Zenodo at https://doi.org/10.5281/
zenodo.3688540
5https://librivox.org/
Each recording has two phases: A first phase where every
talker in the mixture speaks alone for 15 seconds; and a second
phase where all talkers speak concurrently for another 15
seconds. The recording of the first phase can be used for
the calibration phase of the speaker separation algorithms.
The dataset includes 30 recordings for each of the scenarios
corresponding to 2, 3 or 4 talkers.
For testing the speech enhancement algorithms, we record
a single talker in the presence of diffuse babble noise at SNR
levels of [0,−5,−10] dB. As in the speaker separation case,
these SNR values are valid on average at all the microphones.
Additionally, each recording has two phases: A first phase
where the talker speaks in the absence of noise for 15 seconds,
and a second phase where the talker speaks in the presence
of the noise for another 15 seconds. The dataset includes 30
recordings for each of the three SNR scenarios.
Even though the number of recordings is limited (i.e. 180
recordings for both the separation and enhancement scenarios),
the use of 16 microphones allows us to produce more sam-
ples with different ad-hoc array configurations. For example,
one sample corresponds to 254 recordings if one combines
the recordings across all possible subsets of 8 microphone
arrangements. This large number of recordings allows us to
obtain meaningful statistics on the planned experiments.
B. Simulated data
A simulation of the real world setup described in Sec-
tion III-A is also carried out so we can compare the results
of the simulations against those of the real-world recordings.
In the simulations, the room size is kept the same and the
reverberation time is set to the average value measured in
the real room using a sound meter sensor 6. The RIRs
for all the combinations of speakers and microphones are
simulated with a GPU version of the image method [38]. The
simulated speaker separation and speech enhancement scenes
are generated for the same speakers and noise conditions of the
real-world data. In total, there are 90 samples for the speaker
separation task, with 2, 3, and 4 speakers; and 90 samples for
the speech enhancement task with SNR values of 0, −5 and
−10 dB.
C. The challenge of evaluating a speech enhancement algo-
rithm in the wild
Despite the numerous techniques developed for assessing
the output speech quality of a speech separation algorithm,
it is still challenging to find a universal accepted metric for
evaluating the quality of the separate speech signals. One
big challenge is that the quality of speech is domain and
application specific. There are two main methods of assessing
speech enhancement success: via speech recognition tasks and
via subjective or objective measures. Unfortunately, the results
reported by the two methods might be different since the
quality required by a speech recognition algorithm might not
correspond to the quality in terms of speech intelligibility for
6Brüel & Kjaer Type 2250-S
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humans. Since we do not address the problem of speech recog-
nition here, we only take into account objective measures that
evaluate the quality of the signal or its intelligibility. We use
scale-invariant signal-to-distortion ratio (SI-SDR) to determine
signal quality instead of the classic signal-to-distortion ratio
(SDR), one of the used BSS evaluation measures [39]. Our
choice is motivated by recent findings that SI-SDR mitigates
some of the limitations of SDR [40]. In particular SDR allows,
during the evaluation, for modifications to the target speech
and a frequency weighting which could lead potentially to
high scores, but very poor signal quality. Moreover, because
of the way it is defined, SDR can be improved by simply
rescaling the estimated signal, while SI-SDR guarantees the
scale independence of the result. For the speech intelligibility
evaluation, we use short-time objective intelligibility (STOI)
metrics [41].
Besides the choice of speech metrics, another big challenge
is how one can evaluate an algorithm in the real world where
ground truth is not available. One could play recordings from
a recorded dataset through a loudspeaker, and then compare
the separated signal of a particular speech enhancement algo-
rithm with the original ground truth signal in the recordings.
However, this evaluation could yield poor results in terms of
objective measures [42] due to the interference and signal
distortions introduced by the loudspeaker system and the
microphones. In addition, the algorithm itself might reduce the
objective quality even if the algorithm has effectively cancelled
the undesired interference.
In order to minimize the influence of these distortions, we
follow the procedure described here: Let xa and xb be the
two component signals of a mixture for a speech separation
scenario. Assuming that the distortions introduced by the
loudspeakers and the microphones are captured in x̂i:
x̂i = xi + ηi for i ∈ {a, b} (7)
the recorded mixture, y, can be described as
y = xa + xb + ηa + ηb = x̂a + x̂b. (8)
When using an algorithm (Fa) to estimate xa, Fa(y) = x̃a,
this estimate (x̃a) will suffer from some error, that is
x̃a = x̂a + μa (9)
where μa is due to reverberation, leakage from other audio
sources or ambient noise. When using xa as ground truth
during evaluation, the full error μa+ηa will be attributed to the
algorithm which nevertheless can only correct for μa but has
no way of correcting for the error ηa. To avoid the incorrect
attribution of the error ηa to the algorithm, we first do separate
recordings of x̂a and x̂b. We then record y and after applying
our speech separation algorithm, we can directly compare x̃a
with x̂a excluding errors that the algorithms cannot correct.
While this way of evaluating an algorithm compensates for
some errors that the algorithm cannot correct, it is limited by
the assumption that ηi stays the same across recordings which
might not be the case in general. Moreover, this technique
cannot be applied when evaluating the dereverberation power
of a speech separation algorithm.
D. Minimum variance beamforming
We describe here experiments for the evaluation of a
beamforming algorithm on the multi-microphone WHISPER
platform. These experiments will help demonstrate the im-
portance of synchronizing the microphone sampling clocks
in ad-hoc multi-microphone arrays and the potential benefits
for speech separation. We considered two scenarios: speech
separation and speech enhancement. In the first scenario, the
goal is to extract a single speaker from multiple concurrent
speakers. In the second scenario, a single speaker is talking
in the presence of diffused babble noise and the goal is to
maximally reduce the noise in order to enhance the speech of
the speaker. For both scenarios, we used minimum variance
distortionless response (MVDR), a beamforming algorithm
which is simple to implement but at the same time fast to
execute and robust to reverberant environments [43]. Given
that the classic formulation of MVDR is in the frequency
domain, we will consider signals in the short-time Fourier
transform (STFT) domain.
Consider j point sources and m microphones. Then the
signals for time point n and frequency bin f collected by
the microphones can be written in matrix form as
x(n, f) = A(n, f)s(n, f) + u(n, f) (10)
where A(n, f) = [a1(n, f), ...,aj(n, f)] is the mixing matrix
of direct paths plus reflections from each source to each
microphone, s(n, f) = [s1(n, f), ..., sj(n, f)]
T
are the source
signals and u(n, f) corresponds to the diffuse noise source.
Without loss of generality, we will consider s1(n, f) as being
the source of interest, rendering a1(n, f) the look direction of
our beamformer. Note that in the scenario of speech separation,
u(n, f) is 0 as no diffuse noise is present in the scene
but only concurrent speakers are present. Conversely, in the
scenario of speech enhancement u(n, f) represents the diffuse
noise, while the matrix A(n, f) reduces to simply the vector
a1(n, f) since only one source is present in the scene. For
sake of clarity, in the reminder of the section we will omit the
dependence of the quantities on (n, f).
We compute the beamformer weights w such that the
estimated signal d̂ = wHx is as close as possible to the desired
signal s1, while maintaining a distortionless response. The
optimal weights can be calculated depending on the imposed
system constraints. In the MVDR case, we minimize the
overall power of the signals while guaranteeing a fixed gain







1 w = q (11)
where Σx is the sample covariance matrix and q is the gain in
the desired direction, usually set to 1. This optimization leads







The algorithm can also be easily implemented in the time
domain (e.g. following [44]) depending on the desired latency
and computational capability constraints on the platform.
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Another important aspect of ad-hoc beamforming is the
estimation of the steering vector. While the concept of a
steering vector is well defined for an array geometry such
as a straight line or a circle, it is not the case for an ad-hoc
microphone array. The simplest way of estimating the steering
vector is by calculating the principal component of the sample
covariance matrix ΣAs collected during periods of activity of
the desired speaker [45]. Since these periods are generally hard
to detect when continuous noise is present, if one knows that
only one speaker is present it is easier to use a voice activity
detection (VAD) algorithm to compute the covariances of the
noise (Σu) and of the speaker plus noise (Σx). ΣAs can then
be estimated following
Σ̂As = Σx −Σu. (13)
In the case of multiple speakers, more sophisticated algo-
rithms, e.g. [42], are needed to estimate and combine the brief
periods when a single talker is active. In this work, we do
not address the problem of finding periods of activity of the
desired speaker, thus we do not utilize a VAD nor the methods
described in [42]. Instead, we estimate the covariance matrix
ΣAs directly from the first 15 seconds (first phase) of each
recording as reported in Section III-A.
IV. RESULTS
This section presents the results from applying MVDR on
the dataset described in Section III-A and from simulations
described in Section III-B.
These results show how we can easily evaluate a speech
separation algorithm for both the simulation and the real world
because of the framework of WHISPER.
A. Experimental setup
For all experiments in this section, the WHISPER platform
was used in the configuration described in Section III-A,
namely with 4 modules and thus a total of 16 microphones.
The modules are connected via a Ethernet cable to a local
network which features also a laptop. The microphone data
from the modules was transferred and stored on the laptop
so that the application of the beamforming algorithm was
done offline. The reason for doing the beamforming offline is
that we averaged the performance over multiple utterances for
many possible configurations of the ad-hoc array in order to
obtain meaningful statistics. Since the speech separation was
done offline, we did not use a VAD algorithm or the method
described in [42] for finding the periods when the speakers
were active. Instead, as briefly mentioned in Section III-A, the
calculation of the covariance matrix needed to determine the
steering vector of the beamformer, was done on the segments
with a single speaker. These segments were also used as
ground truth for evaluation of the speech quality.
B. Real world results
1) Speaker separation: Speaker separation experiments are
carried out for multiple scenarios involving different numbers
of concurrent speakers. First, we show results averaged over
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Fig. 6: SDR for speaker separation averaged over all possi-
ble numbers of concurrent speakers. Significance has been
calculated from a Mann-Whitney statistical test [46] with
p-values: *(p < 0.05), **(p < 0.01), ***(p < 0.001),
****(p < 0.0001).
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Fig. 7: SDR of separated speech in a speaker separation
scenario. Results are for an increasing number of microphones
tested on one mixture and across mixtures with 2, 3, and 4
speakers.
utterances recorded in all scenarios and analyze the effect of
adding microphones to the ad-hoc array. Then we consider
separately each scenario with a different number of speakers.
In the analysis, we show results for an even number of
microphones between two and sixteen.
We report the statistical significance only for the cases
where the number of microphones is a multiple of four,
corresponding to an integer number of WHISPER modules.
As shown by the SDR results in Figure 6, there is a significant
increase in signal quality as more modules (i.e. channels) are
included. The effect of increasing the number of microphones
while considering different number of speakers in the mixture,
is shown in Figure 7. The gain in SDR when adding new
modules is more significant for a mixture of four speakers
compared to a mixture of two speakers. Theoretically, using
more microphones than speakers in a mixture should not
give any benefit in the separation. In an ad-hoc arrangement,
because of the varying distances of the microphones to the
sources, the use of more microphones can statistically lead to
an increasing SDR with more channels. However the gains
with the use of increasingly more microphones saturate as
shown in the figure.
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Fig. 8: STOI of enhanced speech in a speech enhancement
scenario for an increasing number of microphones and tested
across three different input SNRs of speech in noise.
2) Speech enhancement: In these experiments, we extract
a single speaker from a mixture and consider the rest as
noise. The experiments include scenarios with speech at SNR
levels of [0,−5,−10] dB. Similar to the speaker separation
experiments, we include the results from using an increasing
number of WHISPER modules but instead of using signal
quality, we show speech intelligibility which is more important
for speech enhancement metrics. Figure 8 shows that the
benefits of increasing the number of channels apply not only
for the -10 dB case but also for input at 0 dB. Clearly,
the gain saturates earlier for the easier scenarios (see the
curves for 0 dB SNR), and there is no significant gain with
more than 10 microphones. On the contrary, the benefits
are more remarkable for the most difficult noisy conditions.
Even with a low input SNR (-10 dB), using 3 WHISPER
modules (12 microphones) leads to a significant gain of 50%
in speech intelligibility metrics compared to the use of only
two microphones.
C. Simulation results
For both the speaker separation and speech enhancement
tasks, we simulated the data recording process and applied
the MVDR beamforming by randomizing the subsets of ad-
hoc arrays in the same way used for the real-world recordings
in the previous section. The results are averaged over the whole
simulated dataset which contains the same number of samples
as the real-world dataset.
1) Speaker Separation: Figure 9 shows the SDR for the
speaker separation task in the simulated environment for
different number of microphones in the ad-hoc array and
different numbers of speakers in the mixture. Similar to the
real-world results, we can see the saturation effect on the
SDR with increasing number of microphones in the array. In
particular, we see that the saturation happens earlier, i.e. with
fewer microphones, for the simulated scenario compared to the
real world scenario. This shows how in theory MVDR needs
at least an equal number of microphones to the number of
speakers in order to be effective, but in practice, the number
of microphones needed to reach a certain SDR is higher.
Furthermore, it is worth noting that in the simulated data, the
results with a large number of microphones (> 8) show that
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Fig. 9: SDR of the separated speech for speaker separation in
a simulated environment. Results are for an increasing number
of microphones, and for different speakers in the mixture.
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Fig. 10: STOI for the speech enhancement experiment in a
simulated environment. Results are for an increasing number
of microphones at one SNR, and for different input SNRs.
there is no clear difference in SDR between the mixtures which
have different number of speakers. In contrast, the results on
real-world data show that adding more speakers in the mixture
increases the difficulty of the task as seen by the decreasing
SDR.
2) Speech Enhancement: The results for the simulated
task of speech enhancement are depicted in Figure 10 where
we considered speech intelligibility as the evaluation metric.
Similar to the speaker separation results, the saturation of the
STOI gain with increasing number of microphones happens
with fewer microphones in the simulations with respect to the
real-world environment. This shows that in practical scenarios
of speech in noise, in order to obtain a satisfactory speech
intelligibility level, one needs more microphones than the
number indicated in simulations. Furthermore, simulations
results show that with enough microphones (> 8) there is no
significant difference for scenarios at 0 dB and -10 dB SNR.
In practice this is not the case, since even for a large number
of microphones the scenario with -10dB SNR is much harder
than the scenario with 0 dB SNR.
D. Synchronization in real world
The dataset described in Section III-A was collected during
two sessions, each lasting around 4 hours. In 5% of the record-
ings, some of the modules lost synchronization. We estimated
the synchronization error in the recordings by using segments
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Sync modules / total modules Number mics Sync error (us) Task SDR (dB) STOI
2/2 8 < 0.1
Separation 7.28± 1.43 0.78± 0.02
Enhancement 3.15± 0.65 0.68± 0.05
2/3 12
66 Separation 1.44± 2.73 0.482± 0.107
62 Enhancement 0.085± 0.115 0.53± 0.02
2/4 16
30 Separation −1.35± 1.05 0.28± 0.06
45 Enhancement −1.1± 1.0 0.035± 0.455
3/3 12 < 0.1
Separation 8.75± 1.46 0.767± 0.078
Enhancement 3.6± 0.4 0.735± 0.005
3/4 16
66 Separation 2.65± 2.26 0.485± 0.112
82 Enhancement 0.185± 0.065 0.595± 0.035
4/4 16 < 0.1
Separation 9.6± 1.85 0.804± 0.0206
Enhancement 5.41± 1.03 0.811± 0.004
TABLE I: Impact of synchronization error between modules of different WHISPER platform configurations. Results are reported
for SDR and STOI for both speech separation and speech enhancement tasks. The average SNR is -3 dB for the separation task
(scenarios with 2 and 3 competing speakers) and -6 dB for the enhancement task (scenarios with SNRs of 0, -5 and -10 dB).
where synchronization failed and those where synchronization
was successful. We then computed the cross correlation be-
tween the recordings of two microphones and the difference in
the peak times between the synchronized and desynchronized
cases represents the estimated synchronization error. Using
these recordings, we analyzed how failed synchronization
and the different number of synchronized modules affect the
speech separation quality. We estimated the synchronization
error and evaluated the SDR and STOI on single recordings
of 15 s and then averaged the results. A summary of these
results is given in Table I. The impact of the synchronization
error on the SDR and STOI of both speech enhancement and
speaker separation can clearly be seen.
The separation quality increases with the use of more
microphones as seen from the results for the 2/2, 3/3, and
4/4 cases (first column). This finding is in line with the
results in Section IV-B. The other configurations represent
cases where one or more modules are desynchronized. For
these cases, Table I reports the average synchronization error
in the recordings. Note that these are the cases when the
synchronization fails. In the case where 2 out of 4 modules are
desynchronized, we see the worst results with SDR<0, which
represents a failure in speaker separation or enhancement.
In the case when 3 out of 4 modules are synchronized, the
increased SDR of around 3 dB shows that increasing the
number of synchronous modules improves the SDR even when
some of the modules are desynchronized.
V. DISCUSSION
We describe the multi-microphone WHISPER platform use-
ful for testing algorithms in the wild and present compre-
hensive results for a particular speech separation algorithm,
namely MVDR, using this platform. We compare the results
from running a MVDR beamformer on WHISPER in a real-
world environment versus the equivalent in a simulated envi-
ronment. The results from both environments are in general
agreement but with some difference in the speech separation
quality as a function of the number of microphones. First, the
number of microphones needed to achieve a desired output
SDR is higher in the real-world scenario than in the simulated
world. Second, there is a slower saturation of the SDR
output for the real-world environment for increasing number
of microphones compared to the simulated environment. These
results show that simulations tend to underestimate the diffi-
culty of speech separation in real-world scenarios and, more
importantly, underestimate the usefulness of WASNs of which
WHISPER is a perfect example.
The overall 3 dB SDR difference between the simulated and
real-world environments is due to a number of factors which
the simulation does not take into account. First, the furniture in
the room creates reflections, in particular, the table on which
the microphones and the speakers are placed. This furniture is
not present in the simulated environment. Second, the noise
of the microphone electronics introduces distortions in both
the ground truth and the mixture. Last but not least, we have
perfect ground truth for the simulated case while we do not
have it for the real-world experiments. The closest to ground
truth is the recordings when the speaker is talking alone.
Nevertheless, we do not have a perfect alignment between
ground truth and separated speech. Since the estimation of
the alignment might not be precise, this further introduces
errors and reduces the SDR which is calculated in a pointwise
manner.
The WHISPER platform has been used to implement var-
ious other speech processing algorithms which have different
memory and computational requirements. It was used as a
speech separation front-end during a demonstration for a
hearing aid application [29]. In this work, a set of well-
established algorithms including MVDR, speech-distortion
weighted multi-channel Weiner filter (SDW-MWF), maximum
SNR (MSNR), mask-based MVDR (MB-MVDR) and mask-
based generalized eigenvalue (MB-GEV) was tested on this
platform. These beamforming algorithms have very small
memory requirements (in the order of tens of MB) and can
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easily run in real time on one WHISPER module. The platform
was also used to evaluate a more complex speech enhancement
algorithm which combined both an MVDR beamformer and
a deep neural network (DNN) for estimating the speech and
noise mask [47]. This algorithm had higher memory require-
ments than the simple beamformers due to the additional
DNN. The memory requirement was between 30 to 80 MB
depending on the network size. In general, this platform can
run any speech separation algorithm that fits within the 1 GB
of available RAM on the Raspberry Pi of each WHISPER
module.
VI. CONCLUSION
As practical audio assistant products become more prevalent
in the home and workplace, the evaluation of those speaker
separation and speech enhancement algorithms that function
well in the real world is becoming important. Developments
in this area are also useful for hearing aid research. The
WHISPER platform developed originally for a cognitive-
controlled hearing aid system [29] can also be interfaced to
other devices such as a camera [48], accelerometer [34], and
EEG amplifiers [49], that can be used to support multi-modal
speaker separation and speech enhancement algorithms. It has
been used to implement multiple speech separation algorithms
that run in real-time [29], [47], [50]. The evaluation results
of an example speaker separation and beamforming algorithm
presented in this work, demonstrate that the platform can
be effectively used to evaluate MASS algorithms in the real
world.
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