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Abstract—Scatter radio, i.e., communication by means of
reflection, has been recently proposed as a viable ultra-low
power solution for wireless sensor networks (WSNs). This work
offers a detailed comparison between monostatic and multistatic
scatter radio architectures. In monostatic architecture, the reader
consists of both the illuminating transmitter and the receiver
of signals scattered back from the sensors. The multistatic
architecture includes several ultra-low cost illuminating carrier
emitters and a single reader. Maximum-likelihood coherent and
noncoherent bit error rate (BER), diversity order, average infor-
mation and energy outage probability comparison is performed,
under dyadic Nakagami fading, filling a gap in the literature.
It is found that: (i) diversity order, BER, and tag location-
independent performance bounds of multistatic architecture
outperform monostatic, (ii) energy outage due to radio frequency
(RF) harvesting for passive tags, is less frequent in multistatic
than monostatic architecture, and (iii) multistatic coverage is
higher than monostatic. Furthermore, a proof-of-concept digital
multistatic, scatter radio WSN with a single receiver, four low-
cost emitters and multiple ambiently-powered, low-bitrate tags,
perhaps the first of its kind, is experimentally demonstrated (at 13
dBm transmission power), covering an area of 3500 m2. Research
findings are applicable in the industries of WSNs, radio frequency
identification (RFID), and emerging Internet-of-Things.
Index Terms—Multiple access interference, Nakagami chan-
nels, scattering parameters, radio frequency wireless sensor
networks.
I. INTRODUCTION
Typical wireless sensor networks (WSNs) utilize conven-
tional (Marconi) radios for communication. Such radio fre-
quency (RF) front-ends typically require signal conditioning
units, such as mixers, active filters, and amplifiers, increasing
complexity, power consumption, and cost. On the other hand,
scatter radio, i.e., communication by means of reflection, has
been recently proposed as a viable ultra-low power solution
for WSNs [1]. Scattering can be achieved with a single RF
transistor at each scatter radio node (called tag henceforth),
significantly reducing power and monetary cost per WSN
terminal. Scatter radio has been exploited in various interfaces
[2], [3] and radio frequency identification (RFID), widely used
for inventorying, electronic tickets, and people identification
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[4], [5]; it is also expected to play a key role in the evolution
of Internet-of-Things (IoT) and related applications [6], [7].
In environmental monitoring and precision agriculture, the
tag/sensors must cover an extended area and thus, link ranges
between the tags and the interrogator (reader) must be max-
imized. There are two different architectures for scatter radio
networks: the monostatic and the multi-bistatic (multistatic)
architectures, depicted in Fig 1. Typical RFID applications
utilize the monostatic architecture, along with passive tags,
i.e., powered by the illuminating field of the transmitting
interrogator. In the monostatic architecture, the reader consists
of both the illuminating transmitter and the receiver of signals
reflected back from the tags. Additionally, passive tags require
a rectification circuit to convert the RF signals (captured by
the tag antenna) to DC voltage, powering the tag. Thus, the
achievable range is limited by the “forward link” [8] and the
RF harvesting circuitry. Moreover, commercial tags implement
high bitrate communication for the tag-to-reader link, typically
in the order of a few hundreds of kilo bits per second, resulting
in reduced energy per bit, and thus, limited communication
range.
In the bistatic architecture, the illuminating carrier emitter
(CE) and the receiver of the reflected (backscattered) signals
are distinct units, located at different positions, offering flexi-
ble network topologies. In the multistatic architecture, several
low-cost CEs are available, two orders of magnitude cheaper
than the reader. The latter can be a low-cost, commodity
software-defined radio (SDR). Due to the morphology of the
multistatic architecture, each tag can be close to a CE with
high probability, offering two desired implications: (a) the tag-
to-reader coverage is increased with high probability and (b)
using passive tags that harvest RF energy from the illuminating
emitters, the probability of energy outage during the energy
harvesting phase can be decreased.
Work in [1] studied a semi-passive, low-bitrate scatter radio
tag, i.e., energy-assisted tag (e.g., from battery, low-cost solar
panel). The work studied also the relevant signal process-
ing and noncoherent detection algorithms with scatter radio
minimum-shift keying (MSK) and monostatic architecture, i.e.,
with transmitting and receiving antenna at the same, custom
reader. Frequency division multiplexing among sensors was
possible, due to frequency-shift keying (FSK) and orthogonal
modulating scatter radio frequencies among the tags. Sub-
sequent work in [9] studied frequency reuse and adjacent
frequency channel interference in cellular architectures, where
each cell is served by a different reader and modulating scatter
radio (i.e., subcarrier) frequencies are reused across different
2(and distant) cells. Work in [10], [11] studied link budgets of
the general multi-antenna scatter radio link, showing multi-
antenna benefits on bit error rate (BER). Coverage analysis
for WSNs consisting of passive devices has been conducted
in [12], [13].
Bistatic scatter radio—with emitter and receiver located at
different locations, as separate units—was analyzed and exper-
imentally demonstrated in [14]–[16], focusing on noncoherent
FSK or on-off keying and highlighting the idiosyncrasies of
scatter radio compared to classic, Marconi radio, as well as the
additional difficulties imposed by the bistatic architecture (e.g.,
carrier frequency offset between emitter and receiver). Work
in [17], [18] studied and experimentally demonstrated short
packet communication with error correction and proposed
specific soft-decision metrics for noncoherent detection in the
bistatic scatter radio architecture, while work in [19] offered
coherent detection and decoding with short block length chan-
nel codes (and short preambles necessary for channel estima-
tion), after carefully compressing all channel and microwave
unknowns of the bistatic system to a single complex vector.
Coherent detection and SDR-based reception of industrial
RFID was shown in [20]. Advanced noncoherent detectors and
decoders based on composite hypothesis-testing are proposed
in [18], [21] performing very close to perfect CSI, emphasizing
on short packet communication. Scatter radio WSN examples,
using, however, analog frequency modulation principles, were
given for environmental humidity in [22] and for soil moisture
in [23], [24]. Work in [25] is another example of bistatic
scatter radio, where the illuminating signal is the (modulated)
digital television (DTV) signal, while work in [26] uses bistatic
scatter radio principles to convert Bluetooth transmissions to
create Wi-Fi and ZigBee-compatible signals. Detectors for
ambient backscatter systems relying on bistatic architecture
have been proposed in [27], [28]
This work proposes multistatic scatter radio WSN architec-
ture for extended coverage and reliability. A detailed compar-
ison methodology between monostatic and multistatic archi-
tectures for scatter radio WSNs is offered, examining various
performance metrics, such as BER, energy outage probability
(in passive tags), and information outage probability. The
contributions of this work are summarized as follows:
• A multi-user signal model is offered, based on joint time-
and frequency-division multiplexing (joint TDM-FDM)
for both multistatic and monostatic systems, exploiting
existing results on scatter radio prior art. The signal
model accounts for (large-scale) path-loss and small-scale
fading, based on dyadic Nakagami fading (which can
model a wide class of fading channels, including Rayleigh
and Rice).
• Upper bounds on BER performance of point-to-point
backscatter systems under coherent maximum-likelihood
(ML) detection for dyadic Nakagami fading are derived.
These bounds coincide with the exact BER performance
of noncoherent envelope detection.
• It is found that the bistatic architecture has higher diver-
sity order than the monostatic architecture. Additionally,
the multistatic analysis covers asymmetric cases, where
emitter-to-tag and tag-to-reader links follow different
fading statistics. The latter is useful in evaluating recently
proposed ambient scenarios, where scatter radio tag is
close to the receiver but distant from the illuminating
ambient emitter.
• Information outage probability and tight Jensen-based
upper bounds are provided for Rayleigh fading. In ad-
dition, for WSNs consisting of passive tags, closed-form
expressions for energy outage are derived for Nakagami
fading.
• A framework for tag topology-independent outage per-
formance evaluation is offered based on randomization
of tags’ positions over square grid topologies. Detailed
simulation study reveals that the multistatic architecture
outperforms the monostatic for every studied performance
metric.
• A digital multistatic, scatter radio WSN is experimentally
demonstrated and contrasted to a monostatic counterpart,
corroborating the theoretical findings and offering a con-
crete proof-of-concept.
The rest of this document is organized as follows: Sec-
tion II presents the model of the monostatic and multistatic
architectures. Section III presents the single user (i.e., tag)
error probability analysis and Section IV offers the outage
probability analysis for multiple users. Section V discusses
about diversity reception and presents how to model the spatial
distribution of tags, while Section VI offers energy infor-
mation outage analytical results. Numerical and experimental
(outdoor) results are presented in Sections VII and VIII,
respectively. Finally, work is concluded in Section IX.
Notation: Symbols B, N, R, and C denote the set of binary,
natural, real, and complex numbers, respectively. 0N and IN ,
denote, respectively, the all-zeros vector and identity matrix
of size N . The phase of a complex number z is denoted
as z. The distribution of a proper complex Gaussian N × 1
vector x with mean µ and covariance matrix Σ is denoted
by CN(µ,Σ) , 1
piNdet(Σ)e
−(x−µ)HΣ−1(x−µ). U[a, b) denotes the
uniform distribution in [a, b). Expectation of function g(·) of
random variable x with probability density function (PDF)
fx(·) is denoted as E[g(x)] ,
∫
x
g(x)fx(x)dx. The probability
of event A is denoted as P(A).
II. SYSTEM MODEL
A. Network Architecture
A scatter radio WSN consists of N static sensors (tags)
at distinct positions that backscatter their measured data to
a single software-defined radio (SDR) reader; the set of tags
is denoted as N , {1, 2, . . . , N}. Tags/sensors are considered
semi-passive, i.e., they utilize scatter radio for communication
and obtain required power for operation from any type of
energy source, either ambient (solar, thermoelectric, chemical)
or dedicated (e.g., battery). However, Section VI will contrast
monostatic and multistatic architectures for passive tags as
well, which solely harvest energy from the illuminator(s).
The multistatic network architecture assumes a set of carrier
emitters (CE), denoted as L , {1, 2, . . . , L}. The CEs are
distinct units from the SDR receiver and transmit a continuous
carrier wave (CW) with time-division multiple access (TDMA)
3Monostatic Multistatic 
Fig. 1. Monostatic (Left) and Multistatic (Right) WSN architecture with N
tags, n = 1 . . . N , and L illuminating carrier emitters (CEs), l = 1 . . . L.
or frequency-division multiple access (FDMA) (Fig. 1-Right
and Fig. 2). In CEs with TDMA, the l-th CE transmits at
the l-th time slot using a common carrier frequency. In CE
FDMA, the l-th CE transmits at the l-th frequency slot, i.e.,
carrier frequency centered at a frequency band orthogonal to
the bands of the other simultaneously (in-time) transmitting
CEs. The wireless channel is assumed quasi-static, changing
independently across different (time or frequency) slots. For
the l-th (time or frequency) slot, there are 2N+1 unidirectional
links (N CE-to-tag links, N tag-to-SDR reader links and the
CE-to-SDR reader link). The distance between the l-th CE
and the n-th tag is denoted by dClTn , the distance between the
n-th tag and the reader is denoted as dTnR with n ∈ N and the
distance between the l-th CE and the SDR reader is denoted as
dClR (Fig. 2). We will show that TDMA and FDMA for CEs
offer equivalent signal representations under the assumptions
of this work.
The monostatic architecture assumes that the single-antenna
reader functions as both the receiver and the CW emitter,
in full-duplex mode. Specifically, the reader transmits the
illuminating carrier towards the tags, which in turn modulate
their information on the reflected (and scattered back) signal
towards the SDR reader. For fair comparison to the multistatic
case, transmission across L time slots will be also assumed,
with wireless channel changing independently between time
slots. In this architecture N bidirectional links exist, i.e.,
between the reader and the N tags (Fig. 1-Left). The distance
between the reader and the n-th tag is denoted by dk, where
k ∈ {TnR,RTn} denotes the unidirectional tag-to-reader,
reader-to-tag link, respectively.
Let uTn , n ∈ N , uCl , l ∈ L, and uR denote the position of
n-th tag, l-th CE, and SDR reader, respectively.
B. Channel Model
The following path-loss model is adopted [29]:
Lk =
(
λ
4pid0
)2 (
d0
dk
)νk
, (1)
where k ∈ {ClR,ClTn, TnR} for multistatic and k ∈
{TnR,RTn} for monostatic architecture, d0 is a reference
Fig. 2. Multi-user multistatic transmission model over the l-th time slot.
distance (assumed unit thereinafter), λ is the carrier emission
wavelength and νk is the path-loss exponent for link k.
Tag communication bandwidth and channel delay spread
are assumed relatively small and thus, frequency non-selective
(flat) fading is assumed: complex channel gain for the l-
th (time or frequency) slot is denoted as hl,k = al,k e
−jφl,k ,
where al,k ∈ R+, φl,k ∈ [0, 2pi), k ∈ {ClR,ClTn,TnR} and
k ∈ {TnR,RTn} for multistatic and monostatic architecture,
respectively, with E
[ |hl,k |2] ≡ E[a2l,k] = 1. It is emphasized
that for CEs in TDMA or FDMA mode, hl1,k is statisti-
cally independent to hl2,k for any l1 , l2. Moreover, at the
monostatic architecture reciprocity implies hl,TnR = hl,RTn ,
while at the multistatic architecture, {hl,k} are independent
(and not necessarily identically distributed) for different k ∈
{ClR,ClTn,TnR}.1
Due to potentially strong line-of-sight (LoS) signals in
scatter radio environments, Nakagami small-scale fading is
assumed (with E
[
a2
l,k
]
= 1) [29, p. 79]:
fal,k(x) = 2 (Mk)Mk
x2Mk−1
Γ(Mk)
e−Mkx
2
, x ≥ 0, (2)
where Mk ≥ 12 is the Nakagami parameter and function
Γ(x) =
∫ ∞
0
tx−1e−tdt is the Gamma function. For the special
cases of Mk = 1 and Mk = ∞, Rayleigh (i.e., NLoS scenarios)
and zero fading (i.e., al,k = 1) is obtained, respectively. For
Mk =
(κk+1)2
2κk+1
, the distribution in (2) approximates Rice with
Rician parameter κk, where commonly κk ∈ [0, 20] [29].2
It is noted that the adopted small-scale fading model can
accommodate either LoS or NLoS scenarios by alternating the
value of Nakagami parameter M for each scatter radio link.
1Results can be easily extended to the multi-antenna reader case.
2 For the calculation of bit error rate under noncoherent detection, phases
φl,k are assumed uniformly distributed over [0, 2pi). The expressions for the
rest metrics are independent of the distribution of phases φl,k.
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Fig. 3. Measured backscatter radio FSK spectrum with two loads. Scattered
signal appears in 4 frequencies, 2 left and 2 right of the illuminating carrier.
C. Signal Model
1) Multistatic: The l-th CE transmits a CW at the l-th
(time or frequency) slot, with complex baseband q
[b]
l
(t) =√
2PCl e
−j(2pi∆Fl t+∆φl ), where PCl is the l-th CE transmission
power, while ∆Fl and ∆φl model the carrier frequency offset
(CFO) and phase offset between the l-th CE and the SDR
reader, respectively, due to the fact that CE and the SDR reader
do not share the same oscillator.
Each tag n ∈ N is illuminated by the carrier wave q[b]
l
(t).
The tag’s information is binary-modulated on the incident CW
by switching the antenna load between two loads, associated
with two distinct reflection coefficients: Γn,0 and Γn,1 for
bit “0” and bit “1”, respectively. For scatter radio, binary
frequency-shift keying (FSK) is assumed in this work, where
each tag switches between the two loads using a 50% duty
cycle square waveform of duration T per bit (nominal bit
duration), fundamental frequency Fn,i , and random initial
phase Φn,i , for bit i ∈ B , {0, 1}; in other words, modulation
occurs with different switching frequency between tag antenna
loads, utilizing switching (also coined as subcarrier) frequency
Fn,0 for bit “0” and Fn,1 for bit “1”, without any type of signal
conditioning, such as filtering, amplification or mixing [1].
Fig. 3 shows the measured spectrum at a spectrum analyzer
when a signal’s generator’s CW at Fs = 868 MHz illuminates
tag n that utilizes binary FSK with |Fn,1−Fn,0 | = 122.5 kHz. In
contrast to classic (Marconi-radio) FSK, frequencies Fs −Fn,0
and Fs − Fn,1 also contribute to the total signal (in addition
to Fs + Fn,0 and Fs + Fn,1) [1] and thus, backscatter FSK
modulation uses 4 frequencies, ±Fn,in , in ∈ B. Therefore, the
optimal receiver requires 4 matched filters and not 2, as in
classic FSK demodulation.
Each tag n can use a unique set of subcarrier frequencies
Fn,in , in ∈ B to scatter its information. At the network level,
the 4N frequencies
{±Fn,in } , ∀(in, n) ∈ B × N must satisfy
the orthogonality criterion, which for coherent FSK adheres
to the following:3Fn,i − Fj,m = k
2T
and Fn,i ≫ 1
2T
, (3)
3For noncoherent FSK, term k/2T in Eq. (3) is replaced with k/T .
∀(i, n), (m, j) ∈ B × N : m , i, and k ∈ N.
This implies that the system of N tags scattering simulta-
neously can be divided into N parallel orthogonal channels,
where each can be received separately, without collision.
Such single-tag processing techniques have been extensively
covered in [1], [16], [18], [19]. At the l-th slot, the CFO-free,
DC-blocked received baseband signal at the reader over a bit
period T from tag n, excluding higher harmonics, is given by
[19, Eq. (13)], [18, Eq. (12)]:
r
[b]
l,n
= h
[b]
l,n
√
E
[b]
l,n
xn + wl,n, n ∈ N, (4)
where the vector xn is defined as:
xn ,
√
1
2
[
e+jΦn,0 e−jΦn,0 e+jΦn,1 e−jΦn,1
]⊤
⊙ vin, (5)
n ∈ N, where vin = [(1 − in) (1 − in) in in]⊤ is the four-
dimensional transmitted symbol of the n-th tag corresponding
to transmitted bit in ∈ B. Φn,0 (Φn,1) is implementation-
specific phase mismatch between tag n and reader for bit 0 (bit
1), assumed constant for the L slots. Symbol ⊙ denotes the
component-wise (Hadamard) product. For Fn,in +
20
T
≪ WSDR,
where WSDR is the SDR receiver baseband bandwidth, wl,n ∼
CN (04, N0 I4) [19, Theorem 1], with N0 = kbTθ/2, where kb
and Tθ are the Boltzmann constant and receiver temperature,
respectively. h
[b]
l,n
in Eq. (4) is given by:
h
[b]
l,n
, a
[b]
l,n
e−jφ
[b]
l,n, (6)
a
[b]
l,n
= al,ClTn al,TnR, (7)
φ
[b]
l,n
= φl,ClTn + φl,TnR + ∆φl + Γn,0 − Γn,1. (8)
Symbol E
[b]
l,n
denotes the average energy per bit for the n-th
tag over the l-th slot given by [18, Eq. (9)]:
E
[b]
l,n
=
E
[(
a
[b]
l,n
µ
[b]
l,n
)2
T
]
2
=
(
µ
[b]
l,n
)2
T
2
, (9)
taking into account that RVs al,ClTn and al,TnR are indepen-
dent with unit average squared value. The following is also
employed:
µ
[b]
l,n
=
√
2 PCl LClTn LTnR
Γn,0 − Γn,1 2
pi
sn, (10)
with sn modeling the n-th tag’s (real) scattering efficiency,
assumed constant. The average received SNR of tag n at the
l-th slot for multistatic system associated with the system in
Eq. (4) is given by SNR
[b]
l,n
= E
[b]
l,n
/N0 .
As already mentioned, for CEs in TDMA or FDMA mode,
hl1,k is statistically independent to hl2,k for any l1 , l2. Under
this assumption, tools developed in this work can in principle
accommodate both CE modes. For simpler presentation and
concise comparison with the monostatic architecture, we will
assume hereinafter CEs in TDMA mode.
2) Monostatic: Due to the fact that the receiver and the
emitter share the same oscillator, CFO ∆Fl and phase offset
∆φl are zero in the monostatic case. Using Eq. (4) and the
reciprocity of the channel between the reader and each tag,
5the DC-blocked, demodulated received signal for tag n in the
monostatic architecture at time slot l is given by:
r
[m]
l,n
= h
[m]
l,n
√
Mn
Mn + 1
E
[m]
n xn + wl,n, n ∈ N, (11)
under the same assumptions and definitions as in Eqs. (4), (5).
In accordance with the multistatic case, h
[m]
l,n
is given by:
h
[m]
l,n
, a
[m]
l,n
e−jφ
[m]
l,n, (12)
a
[m]
l,n
=
(
al,TnR
)2
, φ
[m]
l,n
= 2φl,TnR + Γn,0 − Γn,1. (13)
The average received energy per bit for monostatic system for
the n-th tag over the l-th time slot, E
[m]
n , is expressed as:
E
[m]
n =
E
[(
a
[m]
l,n
µ
[m]
l,n
)2
T
]
2
=
1 + Mn
2Mn
(
µ
[m]
n
)2
T, (14)
since E
[ (
a
[m]
l,n
)2]
= E
[ (
al,TnR
)4]
= (Mn + 1)/Mn and µ[m]n is
simplified from Eq. (10) to:
µ
[m]
n =
√
2PR LTnR
Γn,0 − Γn,1 2
pi
sn. (15)
The average received SNR of tag n at the l-th time slot for
monostatic system is given by4 SNR
[m]
n = E
[m]
n /N0.
It is emphasized that the quantities E
[m]
n and SNR
[m]
n in
the monostatic case above, do not depend on time index
l, because they are functions of path-loss LTnR; the latter
remains unaffected during the L slots. In contrast, E
[b]
l,n
and
SNR
[b]
l,n
in the multistatic case, are both functions of path-loss
LClTn , which depends on the slot index l, since different CE
corresponds to each slot.
In addition, it is noted that due to the nature of FSK modu-
lation, the discrete baseband signal expressions in Eqs. (4)
and (11) depend solely on links ClTn and TnR due to
DC-blocking operation, and thus, the analysis is continued
with link TnR for monostatic and links ClTn and TnR for
bistatic (one CE) or multistatic (multiple CEs) architecture,
∀(l, n) ∈ L × N .
III. BER ANALYSIS WITH ML DETECTION
A. Distribution of Fading Amplitudes
It can be observed that RVs (al,ClTn )2 and (al,TnR)2 are
independent following Gamma distribution with parameters(
MClTn,
1
MClTn
)
and
(
MTnR,
1
MTnR
)
, respectively [30, p. 242], i.e.,
the probability density function (PDF) of RV (al,k)2 is given
by:
fa2
l,k
(x) = (Mk)Mk x
Mk−1
Γ(Mk)
e−Mkx, x ≥ 0, (16)
k ∈ {ClTn,TnR}. The above distribution reflects the power
distribution of each small-scale fading scatter radio link for
both monostatic and multistatic architectures and will be used
as a building block to derive closed-form expressions for the
metrics of interest.
For simplified notation, the following abbreviations are
used: MClTn = Mln and MTnR = Mn.
4From Eq. (11), notice that E
[
|h[m]
l,n
|2 Mn
Mn+1
E
[m]
n | |xn | |2
]
= E
[m]
n .
B. Coherent
1) Monostatic: According to Eq. (11), the conditional bit
error rate (BER) for tag n over time slot l, given channel
realization h
[m]
l,n
(with
h[m]
l,n
 = a[m]
l,n
) and phase parameters
Φn,0,Φn,1 under ML coherent detection depends solely on
amplitude a
[m]
l,n
[19], and is given by [31, p. 508]:
P
(
e
[m]
l,n
| a[m]
l,n
)
= Q
©­­«
a
[m]
l,n
√
Mn
Mn+1
E
[m]
n ‖x0 − x1‖2
√
2 N0
ª®®¬
= Q
©­«a[m]l,n
√
MnSNR
[m]
n
Mn + 1
ª®¬ , (17)
where function Q(x) = 1
2pi
∫ ∞
x
e−
t2
2 dt and ‖x0 − x1‖2 =
√
2
were utilized.
Using the Chernoff bound for Q(·) function, Eq. (17) can
be upper bounded as Q
(
a
[m]
l,n
√
MnSNR
[m]
n
Mn+1
)
≤ 1
2
e
−
(
a
[m]
l,n
)2
Mn SNR
[m]
n
2 (Mn+1) .
Since RV a
[m]
l,n
=
(
al,TnR
)2
follows Gamma distribution with
parameter
(
Mn,
1
Mn
)
, the unconditional BER can be bounded
as follows:
P
(
e
[m]
l,n
)
= E
a
[m]
l,n
[
P
(
e
[m]
l,n
| a[m]
l,n
)]
(a)≤
∫ ∞
0
1
2
e
− x
2 Mn SNR
[m]
n
2 (Mn+1) (Mn)Mn
xMn−1
Γ(Mn)
e−Mnxdx
(b)
=
1
2
(
Mn + M
2
n
2SNR
[m]
n
)Mn
2
U
(
Mn
2
,
1
2
,
Mn + M
2
n
2SNR
[m]
n
)
, (18)
where U(·, ·, ·) is the confluent hypergeometric function [32,
Eq. (13.4.4)]. In step (a) above, the Chernoff bound for Q
function was exploited and in step (b), [33, Eq. (3.462.1) and
(9.240)] and then [32, Eq. (13.14.3)] were utilized to simplify
the final formula.
Is is emphasized that BER of Eq. (18) depends on SNR
[m]
n
of tag n, which in turn, depends on Eq. (14); the latter
is a function of tag’s n location through Eq. (15). Thus,
the above BER expression depends on the topology of the
tags. The following proposition offers an important, topology-
independent metric:
Proposition 1. Under Rayleigh fading, i.e., Mn = 1, monos-
tatic architecture offers diversity order equal to 1/2 for any
(l, n) ∈ L × N .
Proof: The proof is given in Appendix A.
The above result indicates that for any slot under Rayleigh
fading, monostatic BER decays inversely proportional with
square root of SNR at the high SNR regime. It is shown below
that the decay is faster in the multistatic case.
2) Multistatic: Exploiting Eq. (7) along with the formula
in [30, p. 302, Eq. 6.148], the PDF of the product g
[b]
l,n
,
6(
a
[b]
l,n
)2
= (al,ClTn )2 (al,TnR)2 can be expressed in closed form
as follows (x ≥ 0):
f
g
[b]
l,n
(x) =
∫ ∞
0
1
y
fa2
l,ClTn
(y) fa2
l,TnR
(
x
y
)
dy
=
2(x Mln Mn)
Mln+Mn
2 KMn−Mln
(
2
√
Mln Mn x
)
x Γ(Mln) Γ(Mn)
, (19)
where [33, Eq. (3.471.9)] was used to obtain the simplified
form in Eq. (19). Kν(·) is the ν-th order modified Bessel
function of the second kind, satisfying Kν(·) = K−ν(·) [32,
Eq. (10.27.3)]. The above distribution is the power distribution
of Nakagami dyadic backscatter channel. Similar expression
with Eq. (19) can be found in [34], while a derivation
of Eq. (19) in the special case of Mln = Mn is given in [35].
In the multistatic case, according to Eq. (4), the conditional
BER for tag n over the l-th time slot is given by:
P
(
e
[b]
l,n
| a[b]
l,n
)
= Q
(
a
[b]
l,n
√
SNR
[b]
l,n
)
, (20)
which with the use of Chernoff bound is upper bounded as
Q
(
a
[b]
l,n
√
SNR
[b]
l,n
)
≤ 1
2
e−
(
a
[b]
l,n
)2
SNR
[b]
l,n
2 .
Hence, the BER over the l-th slot for the n-th tag is upper
bounded as follows:
P
(
e
[b]
l,n
)
= E
a
[b]
l,n
[
P
(
e
[b]
l,n
a[b]
l,n
)]
≤
∫ ∞
0
e
(
−xSNR[b]
l,n
/2
) (x Mln Mn) Mln+Mn2 KMn−Mln (2√Mln Mn x)
x Γ(Mln) Γ(Mn)
dx
(a)
=
1
2
©­«2MlnMnSNR[b]l,n ª®¬
Mn
U
©­«Mn, 1 + Mn − Mln, 2MlnMnSNR[b]l,n ª®¬ , (21)
where U(·, ·, ·) is the confluent hypergeometric function [32,
Eq. (13.4.4)]. In Step (a) above, change of variables x = y2
is applied and then [33, Eq. (6.631.3)] and [32, Eq. (13.14.3)]
are exploited to simplify the final expression.
BER of Eq. (21) also depends on the network topology,
through the definition of SNR
[b]
l,n
and energy per bit per slot in
Eqs. (9) and (10). The following proposition offers a topology-
independent metric:
Proposition 2. Under Rayleigh fading, i.e., Mln = Mn = 1,
multistatic architecture offers diversity order at least 1 for any
(l, n) ∈ L × N .
Proof: The proof is given in Appendix B.
Thus, it is concluded that under Rayleigh fading, the mul-
tistatic BER drops faster compared to the monostatic, at the
high SNR regime, even for a single, fixed slot.
C. Noncoherent
To better highlight the importance of the expressions derived
in Eqs. (18) and (21), consider the n-th tag operating in
noncoherent reception mode over the l-th slot. For fixed dyadic
backscatter channel amplitudes a
[m]
l,n
and a
[b]
l,n
, as well as phase
offsets Φn,0 and Φn,1, and unknown dyadic backscatter channel
angles φ
[m]
l,n
and φ
[b]
l,n
, it is not difficult to show that the ML
reception rule for orthogonal signaling is based on envelope
detection [36, Eq. 4.5-32] of the 4×1 complex received vector
rl,n and takes the following form:r[x]
l,n
[1] + e2jΦn,0 r[x]
l,n
[2]
 in=0≷
in=1
r[x]
l,n
[3] + e2jΦn,1 r[x]
l,n
[4]
 , (22)
where x = m, x = b, for monostatic and multistatic system, re-
spectively. Note that the above rule requires the received signal
vector r
[x]
l,n
and the tag n implementation-specific phases Φn,0
and Φn,1, while it is different than the square-law detector:
|rl,n[1]|2+ |rl,n[2]|2
in=0
≷
in=1
|rl,n[3]|2+ |rl,n[4]|2 in [16]. Following
the same lines in [36, pp. 217–218], the corresponding condi-
tional error probability of rule in Eq. (22) is 1
2
e
−
(
a
[m]
l,n
)2
Mn SNR
[m]
n
2 (Mn+1)
and 1
2
e−
(
a
[b]
l,n
)2
SNR
[b]
n
2 for monostatic and multistatic systems,
respectively. Note that the above expressions coincide with
the upper bounds of conditional error probabilities given in
Eq. (17) and (20). In other words, the expressions in (18)
and (21) reflect the exact BER performance under noncoherent
envelope detection in monostatic and multistatic architecture,
respectively.5
IV. INFORMATION OUTAGE ANALYSIS
Section II assumed that all switching (subcarrier) frequen-
cies used by the tags adhere to the orthogonality criterion
given in Eq. (3). In practice, that may not be always feasible
due to frequency generation constraints (e.g., clock drifts, lack
of phase-locked loops). As a result, tags may be allocated
to distinct subcarrier frequencies, which may cause adjacent
channel interference. Due to the roundtrip nature of signal
propagation in scatter radio (i.e., from illuminator to tag
and back to reader), an adjacent in frequency tag j, i.e.,
tag with pair of subcarrier frequencies
(
Fj,0, Fj,1
)
relatively
close to
(
Fn,0, Fn,1
)
, may be received with significantly higher
power than the tag of interest n; thus, any deviation from the
orthogonality criterion may cause interference. Therefore, the
relative spatial location of one tag versus the other, i.e., net-
work topology, as well as the subcarrier frequency allocation
(denoted as C) of N available pairs of subcarrier frequencies
to N tags does affect overall performance in practice. Notice
that there are N! possible subcarrier frequency assignments
to N tags. In this section, set A(n) , N\n denotes the
tags that interfere the reception of tag n, g
[m]
l,n
=
(
a
[m]
l,n
)2
and
g
[b]
l,n
=
(
a
[b]
l,n
)2
. For simplification in the followed analysis, it
is also assumed that gl,n and gl, j are statistically independent
among different tags (n , j), for any l ∈ L.
A. Monostatic
For a given subcarrier frequency assignment C, incorpo-
rating imperfections as mentioned above, the instantaneous
5Results are connected with the signal model of Section II, which assumes
perfect CFO estimation and correction (in the multistatic case) and perfect
DC blocking at the baseband signal for both monostatic and multistatic cases.
7signal-to-interference-plus-noise ratio (SINR) of tag n at the
l-th time slot is given by:
SINR
[m]
l,n
(C) ,
g
[m]
l,n
Mn
Mn+1
E
[m]
n∑
j∈A(n) ρnj (C) g[m]l, j
Mj
Mj+1
E
[m]
j
+ N0
, (23)
where parameter ρnj (C) is inversely proportional to the as-
signed subcarrier frequencies separation between tag n and
tag j ∈ A(n) [1]. It depends on the spectral efficiency of the
specific binary modulation implemented at each tag and the
filtering functions at the reader:
ρnj (C) = max
in,ij ∈B
{[
εn, j
FCn,in − FCj,ij ]−2} , j ∈ A(n), (24)
where FC
n,in
is the subcarrier frequency allocated under assign-
ment C at tag n for bit in ∈ B; parameter εn, j is a constant that
depends on the modulation and pulse shaping used, as well as
the mismatch between the clocks of tag n and j. Subcarrier
frequency difference raised at the second power, as opposed to
the fourth power, is due to the power spectral density of FSK
implemented at each tag, as opposed to (continuous phase)
MSK [1].
The average received SINR for any (l, n) ∈ L × N can be
expressed as:
SINR
[m]
n (C) =
E
[
g
[m]
l,n
]
Mn
Mn+1
E
[m]
n∑
j∈A(n) ρnj (C)E
[
g
[m]
l, j
]
Mj
Mj+1
E
[m]
j
+ N0
=
E
[m]
n∑
j∈A(n) ρnj (C)E[m]j + N0
. (25)
Proposition 3. For fixed monostatic topology and given
subcarrier frequency assignment C, under Rayleigh fading,
i.e., Mn = 1, outage probability for specific tag n and given
slot l ∈ L, is upper bounded as follows:
P
(
SINR
[m]
l,n
(C) ≤ θ
)
≤ 1 − e
−
√
2θ
SINR
[m]
n (C) . (26)
Proof: See Appendix C.
It is emphasized that the above outcome depends on both
tag location and network topology (through E
[m]
n ), as well as
subcarrier frequency assignment C (through parameter ρ(C)
above).
B. Multistatic
For given subcarrier frequency channel assignment C, the
instantaneous SINR of tag n for the l-th time slot is
SINR
[b]
l,n
(C) ,
g
[b]
l,n
E
[b]
l,n∑
j∈A(n) ρnj (C) g[b]l, j E
[b]
l, j
+ N0
. (27)
The average SINR for multistatic case for any (l, n) ∈ L ×N
is given by:
SINR
[b]
l,n
(C) =
E
[b]
l,n∑
j∈A(n) ρnj (C)E[b]l, j + N0
. (28)
Proposition 4. For fixed multistatic topology and subcarrier
frequency assignment C, under Rayleigh fading, i.e., Mln =
Mn = 1, the outage probability for specific tag n and a given
slot l ∈ L, is upper bounded as follows:
P
(
SINR
[b]
l,n
(C) ≤ θ
)
≤1 − 2
√
θ
SINR
[b]
l,n
(C)
K1
©­«2
√
θ
SINR
[b]
l,n
(C)
ª®¬ , (29)
where K1(·) is the first order modified Bessel function of the
second kind [32, Eq. (10.27.3)].
Proof: The proof is provided in Appendix D.
It is noted again that the above bound depends on tag loca-
tion and network topology (through E
[b]
l,n
), subcarrier frequency
assignment C (through parameter ρ(C) above) and slot l (in
contrast to the monostatic case), since different CE per slot
may be assumed.
V. DIVERSITY RECEPTION & RANDOMIZED TOPOLOGIES
A. Diversity Reception
For channel realizations changing independently among
different slots, i.e., if gl,n and gl′,n are statistically independent
for any l , l ′ ∈ L, in addition to the assumptions followed so
far, the following corollary regarding BER is relevant:
Corollary 1. When each tag scatters the same information
across the L slots, BER for Rayleigh fading at the high SNR
regime drops with 1/SNRd, where d ≥ L and d = L/2 for
the multistatic and monostatic architecture, respectively.
Proof. This stems from Propositions 1, 2 at Section III. 
Diversity receiver could exploit channel estimation and
maximum ratio combining of the received SNRs across the
L slots (coherent case) or selecting the maximum SNR across
L slots and performing detection there (noncoherent case).
Diversity reception can be also applied in outage process-
ing, briefly outlined below. For a fixed subcarrier frequency
assignment C, the monostatic information outage event for the
n-th tag over L attempts (time slots) is the probability that n-th
tag’s SINR is below threshold θ over all L slots, i.e.,
P
(
L⋂
l=1
{
SINR
[m]
l,n
(C) ≤ θ
}) (a)
=
[
P
(
SINR
[m]
l,n
(C) ≤ θ
) ]L
(30)
(b)≤
(
1 − e
−
√
2θ
SINR
[m]
n (C)
)L
, (31)
where (a) is due to the fact that {g[m]
l,n
}l∈L are IID across
different l and (b) holds only under Rayleigh fading due to
Eq. (26).
Similarly to the monostatic case, for fixed subcarrier fre-
quency assignment C and given threshold θ, the multistatic
8information outage probability of tag n operating over L time
slots is
P
(
L⋂
l=1
{
SINR
[b]
l,n
(C) ≤ θ
}) (a)
=
L∏
l=1
P
(
SINR
[b]
l,n
(C) ≤ θ
)
(32)
(b)≤
L∏
l=1
©­«1 − 2
√
θ
SINR
[b]
l,n
(C)
K1
©­«2
√
θ
SINR
[b]
l,n
(C)
ª®¬ª®¬ , (33)
where (a) exploited the independence of
{
SINR
[b]
l,n
(C)
}
l∈L
across different l and (b) holds only in a Rayleigh fading
scenario due to Eq. (29).
B. Average Probability over Random Square Grids
In order to obtain topology-independent outage probabili-
ties, expressions that average over possible topologies have to
be obtained, in order to average out the impact of the studied
topology. While there are infinite classes of topologies to
choose, our attention is restricted to the class of square M×M
grid network topologies, which have simple two-dimensional
(2D) representation and are easy to work with. For simplicity,
it is assumed that grid resolution ∆, determining the granularity
of the square grid, divides M, i.e., M/∆ = K ∈ N and the set
of 2D square grid points is denoted as follows:
GM,∆ =
{[k1∆ k2∆]⊤ : (k1, k2) ∈ {0, 1, . . . ,K}2} . (34)
Set GM,∆ has (K + 1)2 elements (2D grid points) and M, ∆
are chosen such that (K + 1)2 ≥ N + L + 1, i.e., possible tag
locations are more than the total number of tags, emitters and
reader. It is noticed that the larger the grid resolution is the
more accurate becomes the evaluation of any studied outage
metric.
For a monostatic architecture with fixed SDR reader’s
position uR ∈ GM,∆, there are J[m]K,N ,
((K+1)2−1
N
)
ways
to place N tags in GM,∆\{uR}.6 This is the ensemble of
admissible square grid monostatic topologies. The calcula-
tion of a topology-independent average outage probabilities
requires averaging over all J
[m]
K,N
possible topologies. Because
J
[m]
K,N
is practically enormous, especially for large K , the
averaging in this work is applied through Monte-Carlo, i.e., for
a relatively large number of times, the following experiment is
repeated: uniformly and random select a topology T [m]
L
from
the ensemble of monostatic grid topologies (i.e., each of them
has probability 1/J[m]
K,N
) and estimate the outage probability
for the sampled topology. Finally, averaging is applied over
the sampled topologies. The same methodology is applied to
a multistatic architecture with L CEs and a single SDR reader,
where J
[b]
K,L,N
,
((K+1)2−1−L
N
)
=
(K2+2K−L
N
)
topologies exist,
under the same assumption. Although the idea of averaging
out over the ensemble of square grid topologies cannot offer
closed-form, expressions, it provides a simple, yet tractable
method to evaluate any tag-topology-independent metric of
interest through Monte Carlo.
6If the ordering of how they are placed is not considered and the reader
location is fixed.
VI. ENERGY OUTAGE PROBABILITY FOR PASSIVE TAGS
WITH RF ENERGY HARVESTING
In contrast to the semi-passive tags assumed so far, passive
tags do not have a dedicated (ambient or not) energy source.
Instead, passive tags harvest RF energy from the illuminating
carrier(s). For completeness, this section extends the compar-
ison of monostatic vs multistatic architectures with passive
tags.
For fixed position of CE, tag n and SDR reader at the l-th
time slot, the input power at the RF harvesting circuit of tag
n is given by:
P
[m]
h,l,n
= PR LTnR (al,TnR)2, (35)
P
[b]
h,l,n
= PCl LClTn (al,ClTn )2, (36)
for monostatic and multistatic architecture, respectively. En-
ergy outage (EO) event at tag n occurs when for all L time
slots the received input power at tag n RF circuitry is below
a threshold θh, which models: a) the sensitivity of the RF
harvesting circuit (i.e., the fact that RF harvesters offer zero
power when input power is below a threshold) and b) the fact
that all circuits require a specific minimum power to operate.7
Thus, the EO event is defined as follows:
P
(
EO
[m]
L,n
θh) , P ( L⋂
l=1
{
P
[m]
h,l,n
≤ θh
})
, (37)
P
(
EO
[b]
L,n
θh) , P ( L⋂
l=1
{
P
[b]
h,l,n
≤ θh
})
, (38)
for monostatic and multistatic architecture, respectively. Net-
work topology impact on the energy outage probabilities for
multistatic and monostatic systems is present due to the path-
gains {LClTn }l∈L and LTnR.
For the monostatic architecture, RVs {P[m]
h,l,n
}l∈L are IID and
each P
[m]
h,l,n
is Gamma RV with parameters
(
Mn,
PRLTnR
Mn
)
and
cumulative distribution function (CDF) given in [38, Table I];
the monostatic energy outage event in (37) is given by:
P
(
EO
[m]
L,n
θh) = ©­­«
γ
(
Mn,
Mnθh
PRLTnR
)
Γ(Mn)
ª®®¬
L
, (39)
where γ(a, x) =
∫ x
0
ta−1e−tdt is the lower incomplete gamma
function.
For the multistatic architecture, P
[b]
h,l,n
is a Gamma RV with
parameters
(
Mln,
PCl LClTn
Mln
)
and RVs {P[b]
h,l,n
}l∈L are indepen-
dent; as a result, the energy outage event in (38) is calculated
as follows:
P
(
EO
[b]
L,n
θh) = L∏
l=1
γ
(
Mln,
Mlnθh
PCl LClTn
)
Γ(Mln)
. (40)
The average across all tags energy outage event is by taking
the average of Eqs. (37) and (38) across all tags, i.e.,
1
N
N∑
n=1
P
(
EO
[m]
L,n
θh) , 1
N
N∑
n=1
P
(
EO
[b]
L,n
θh) . (41)
7State-of-the-art passive RFID tags exhibit θh = −22 dBm [37].
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Fig. 4. Left (Right): Monostatic vs bistatic BER versus SNR for ML coherent and noncoherent detection and Nakagami fading with parameters Mn = 5.7619,
Mln = 5.2632 (Mln = 1, Mn = 5.7619, assuming a NLoS CE-to-tag scenario).
Another important metric that measures the worst-case energy
outage is the maximum energy outage across all tags, i.e.,
max
n∈N
{
P
(
EO
[m]
L,n
θh)} , max
n∈N
{
P
(
EO
[b]
L,n
θh)} . (42)
It is emphasized again that the above outage probabilities
depend on a specific multistatic or monostatic WSN topology.
Energy outage expressions that are topology-independent can
be offered using averaging over the ensemble of square grid
topologies as in Section V-B.
VII. SIMULATION RESULTS
First we study the BER performance of monostatic and
bistatic systems, for L = 1 slot and N = 1 tag. Rician
fading parameters κn = 10 and κln = 9 are considered, setting
Mn =
(κn+1)2
2κn+1
= 5.7619 and Mln =
(κln+1)2
2κln+1
= 5.2632. Fig. 4a
illustrates the exact BER performance under coherent and
noncoherent reception for the two scatter radio architectures.
Common SNR = SNR
[b]
l,n
= SNR
[m]
n is assumed, resulting to
monostatic reader transmission power PR and bistatic car-
rier emitter power PCl related according to Eqs. (9), (14)(
PR =
LCl ,Tn
LTn,R
MnPCl
Mn+1
)
. Any monostatic or bistatic topology of-
fering the specific SNR is applicable to this plot. Upper
bounds derived in Eq. (18) and Eq. (21) are also plotted.
It can be seen that the bistatic architecture outperforms the
monostatic and high-SNR slope is clearly different among the
two architectures, as expected. It can be also seen that the
derived upper bounds for coherent detection schemes coincide
with the curves of noncoherent detection.
Fig. 4b studies the BER performance as a function of SNR
for a scenario where the tag is far-away from CE (possibly
a few kilometers) but the tag-to-reader distance is relatively
small (a few feet). This is a Rayleigh-Nakagami (Rice) sce-
nario, that could be the case when the tag is illuminated by
broadcasting stations and the receiver is close to the tag. In
such scenario, the monostatic architecture is not applicable.
Due to the large CE-to-tag distance, the link from CE-to-tag
is assumed NLoS, i.e., κln = 0 and thus Mln =
(κln+1)2
2κln+1
= 1,
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Fig. 5. Monostatic vs bistatic BER performance versus Ptx in a 40 × 40
topology for ML coherent and noncoherent detection averaged over random
tag locations.
TABLE I
NOISE AND TAG PARAMETERS
N0 = −169 dBm/Hz Fc = 868 MHz λ = 3·108Fc m
|Γn,0 − Γn,1 | = 2, ∀n sn = 0.1, ∀n
while tag-to-reader is assumed strong LoS, thus κn = 10 with
Mn =
(κn+1)2
2κn+1
= 5.7619. In such extreme case, where the
monostatic architecture cannot be defined, the bistatic BER
is less than 1% for received SNR values less than 17 dB
(20 dB) under coherent (noncoherent) detection. The above
demonstrate the potential benefits and flexibility of bistatic
architecture in cases where CE is far away from tag.
Fig. 5 studies the impact of transmit power on BER for
random tag locations. An SDR reader and a CE are placed in
positions [0 0]⊤ and [40 40]⊤, respectively, while the position
of tag follows uniform distribution over a 40×40 m2 topology.
Common transmit power is used for fair comparison for mono-
static and bistatic architectures, i.e., Ptx = PR = PCl . For each
sampled tag location the small scale fading parameters change
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Fig. 6. Network setup: Grid points (dots) are possible tag locations.
as κn ∼ U[0, 20] and κln ∼ U[0, 20], setting Mn = (κn+1)
2
2κn+1
and
Mln =
(κln+1)2
2κln+1
. In addition, the path-loss exponents (PLEs)
from CE-to-tag and SDR reader-to-tag are U[2, 2.5]. The
noise- and tag-related parameters are shown in Table I. It
can be seen that the average BER performance of a randomly
placed tag (evaluated over several possible tag locations) is
smaller in the bistatic architecture. It is also observed that the
BER decay is faster in the bistatic compared to the monostatic
architecture, corroborating the diversity gains offered by the
bistatic system.
For grid WSN topologies of size M × M m2 and grid
resolution ∆ m, energy and information outage are ex-
amined, using M = 2.5, ∆ = 0.125 and M = 200,
∆ = 5, respectively. For information (energy) outage sim-
ulations, random tag topologies are generated from G200,5
(G2.5,0.125) consisting of N tags, L = 4 CEs placed at
{uCl }4l=1 =
{[M
4
M
4
]⊤, [ 3M
4
M
4
]⊤, [ 3M
4
3M
4
]⊤, [M
4
3M
4
]⊤}
for multistatic system, and an SDR reader placed at [M
2
M
2
]
(i.e., middle of the topology), in order to maximize the
coverage. The grid topology utilized in information outage
simulations is depicted in Figs. 6a and 6b for the monostatic
and multistatic architectures, respectively. Similar with pre-
vious paragraph noise/tag-related parameters are considered
(Table I). After sampling the grid topology, random PLEs
νln ∼ U[2, 2.5] and νn ∼ U[2, 2.5] are generated for link from
l-th CE to n-th tag and link from n-th tag to SDR reader,
respectively. In addition, to offer robustness against channel
fading, after sampling the topology in the Nakagami fading
scenarios, Nakagami parameters are randomly generated as
follows: Mln ∼ U[1, 5] and Mn ∼ U[1, 5], for link from l-
th CE to n-th tag and link from n-th tag to SDR reader,
respectively. For a fair comparison, equal transmission power
for monostatic and multistatic architecture is utilized, setting
Ptx = PR = PCl ,∀l ∈ L.
Considering a passive-tag WSN scenario, Fig. 7 examines
the topology-independent average and maximum energy out-
age probability (by averaging Eqs. (41) and (42) over several
sampled grid topologies), as a function of harvesting threshold
θh under Nakagami fading, with Ptx = 35 dBm and N = 8 tags.
It is noted that the probability for a tag to be placed near a
CE is higher in the multistatic architecture and thus, energy
outage events are more frequent in the monostatic architecture.
Energy outage is a performance bound for WSNs consisting
θh (dBm)
-35 -30 -25 -20 -15 -10
E
n
er
g
y
O
u
ta
g
e
0
0.2
0.4
0.6
0.8
1
Monostatic (avg.)
Monostatic (max.)
Multistatic (avg.)
Multistatic (max.)
Monostatic
Multistatic
Fig. 7. Topology-independent average and maximum energy outage perfor-
mance versus threshold θh for monostatic and multistatic network of Fig. 6
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Fig. 8. Tag location-independent, average information outage probability
versus threshold θ for monostatic and multistatic architecture of Fig. 6.
of passive tags, since harvesting adequate energy is necessary
before any other tag operation, including backscattering. It
is remarked that for energy outage probability of 10%, the
multistatic architecture outperforms the monostatic by 4.5 dB
for average and maximum outage performance.
Finally, information outage is evaluated for a network of
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semi-passive tags. Since average outage probability expres-
sions in Eqs. (30) and (32) do not admit a closed form, an
extra Monte Carlo step is required. Specifically, for a given
sampled topology, Rayleigh (Mn = Mln = 1) and Nakagami
small-scale fading coefficients are generated, as well as a
random subcarrier frequency assignment to the tags. For the
sampled topology, we average out the impact of fading and
frequency assignment over several random realizations to
evaluate Eqs. (30) and (32) through Monte Carlo. The upper
bounds for Rayleigh fading are evaluated directly through
Eqs. (31) and (33) after sampling the topology. The above ex-
periments are conducted for several sampled grid topologies to
obtain topology-free expressions. For an allocation C, the c-th
frequency pair is assigned to tag n if c = pC(n) ∈ N , where pC
denotes the permutation associated with a specific assignment
C. The following parameters are utilized: T = 1 msec (i.e., 1
Kbps bitrate), εn, j = 2 piT for all n, j ∈ N with n , j, and the
subcarrier frequency pair for the n-th tag,
{
FC
n,0
, FC
n,1
}
, is given
by FC
n,0
= (0.1 + c Fsp) MHz and FCn,1 = (0.1 + c Fsp + Fsp/5)
MHz with Fsp = 0.01 MHz, c = 1, 2, . . . , N . Thus, for a given
channel assignment C, the coefficients in Eq. (24) for any
pair of tags (n, j) ∈ N × N , with n , j, can be expressed as
ρnj (C) = ρjn(C) = 25[2 pi T (5 |pC (n)−pC (j) |−1)Fsp]2 .
Fig. 8 illustrates the topology-independent average outage
probability (as well as the corresponding upper bounds for
Rayleigh fading) for monostatic and multistatic architectures,
as a function of threshold θ, for N = 100 tags and Ptx = 28
dBm. It is noted that the specific monostatic network setup
(Fig. 6a) is the most appropriate among all possible choices
of G200,5 in terms of coverage, since the SDR reader is located
in the middle of the grid. Fig. 8 shows that for information
outage 10% multistatic system outperforms monostatic by 3
dB in Rayleigh fading scenario, while for Nakagami fading
the gap approaches 8 dB. The performance gap increases as
threshold θ decreases. It can be also seen that the proposed
bounds after averaging over all sampled tag locations are tight,
especially for the multistatic architecture. It is clear again that
the multistatic architecture offers higher reliability, as well as
better coverage for scatter radio WSNs.
VIII. EXPERIMENTAL RESULTS
Motivated by the above finding, a digital multistatic scatter
radio sensor network is constructed [39], targeting environ-
mental and agriculture applications for ultra low-cost, micro-
climate monitoring around each plant . The environmental
quantities measured include air-humidity, soil moisture, tem-
perature, which vary slowly with time and thus, low bitrate
(1 Kbps) per sensor was adequate. Tags could communicate
with the reader simultaneously, using receiver-less subcarrier
(switching) frequency division multiple access (FDMA), as
explained in Section II; the CEs transmitted with TDM access
a CW at 13 dBm power and 868 MHz carrier frequency.
Each prototype tag consisted of two distinct boards, the
communication and the power board (Fig. 9a). The commu-
nication board was responsible for the communication and
sensing operations and included a 8-bit mixed-signal micro-
controller unit (MCU) with analog-to-digital converter, a RF
(a) Tag (b) Reader
Fig. 9. A prototype scatter radio tag (left) and a custom reader (right); the
receiver antenna is on the top side of a metal box, while the carrier emitter
(CE) is on the bottom side.
transistor and input/output (I/O) pins for sensors’ inputs. Each
tag utilized scatter radio binary FSK (BFSK) modulation;
30 distinct orthogonal subcarrier frequency pairs could be
produced. In order to increase the total number of tags and
sustain low-power operation, “sleep” mode was implemented
in all tags, with random “wake up”. Thus, multiple tags can
share the same pair of subcarrier frequencies, increasing the
total number of tags in the network, based on the utilized
“sleep-scatter” duty cycle. Moreover, a 1/2 rate Reed-Muller
encoder was implemented at each MCU [17]. Finally, the tag
operated with a small solar panel during the daytime and a
small coin cell battery during the night. The battery can be
easily replaced by a super capacitor at the power board [22],
[23], [24].
Furthermore, in order to emulate a monostatic reader, the
SDR reader and the CE were placed on the opposite sides
of a metallic box. This structure provided good isolation
between the transmit and the receive antennas, without using
a circulator. The monostatic setup is depicted in Fig. 9b.
The outdoor measurement campaign consisted of two cam-
paigns. In the first campaign, the maximum ranges of the
tag-to-SDR links were found. The metric used to find the
maximum range was tag BER at the receiver, up to 5%.
The multistatic architecture achieved tag-to-SDR reader ranges
over 140 m, with CE-to-tag range in the order of 10 m. The
achieved ranges of the monostatic setup were one order of
magnitude smaller than the multistatic, with maximum tag-to-
SDR range in the order of 15 m.
In the second campaign, coverage was examined in a field
of 3500 m2 area. For the multistatic architecture two network
topologies were deployed, one with three and one with four
CEs. In the first topology (shown in Fig. 10a), the SDR reader
was placed at one field corner, maximizing the tag-to-SDR
reader distance, while the three CEs were placed around the
field. In the second topology the reader was placed at the field
center and the four CEs located as shown in Fig. 10b. For the
monostatic architecture, multiple readers/CEs were deployed.
Since the monostatic architecture’s ranges were shorter, a total
of eight readers were utilized, as shown in Fig. 10c. It is
also noted that using only four monostatic SDR readers at the
same locations, where CEs were placed in the multistatic case,
would offer a smaller monostatic coverage of 4 ·pi ·152 = 2827
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(a) Multistatic: receiver at the corner, 3 CEs. (b) Multistatic: receiver at the center, 4 CEs. (c) Monostatic: 8 readers.
Fig. 10. Multistatic and monostatic setup for measurement campaigns.
m2.
The second campaign showed that both architectures can
cover similar areas, provided that the monostatic architecture
utilizes additional readers, incurring higher monetary cost. In
sharp contrast, the multistatic architecture is more flexible
with greater range, even with a single SDR receiver but
multiple low-cost CEs. Equivalently, with only one reader,
the monostatic architecture would offer much smaller field
coverage, compared to the multistatic, as clearly shown in
Fig. 10a, Fig. 10b and Fig. 10c.
The methodology of this work can offer tag-topology-
independent performance metric expressions accounting for
the (random) spatial distribution of the tags over square grid
topologies. Thus, the outcome of this work could assist in
assessing appropriate topologies for CEs and reader instal-
lation points, with a simple, yet tractable way. Specifically,
in order to design backscatter sensor networks with increased
range, extended information or energy coverage, the following
procedure can be applied: a) create a multistatic network
consisting of a single reader placed in the middle of the
topology and L carrier emitters (CEs) placed randomly over
L grid points; fix the location of the CEs and exclude L + 1
grid points from the set of grid points that could be assigned
to the tags; b) evaluate and store a tag-topology-free value for
the metric of interest (BER or average information outage or
average/maximum energy outage), averaged with respect to the
positions of the N tags over several realizations; c) repeat the
above steps Tmax times, by changing each time the position
of the L CEs; d) among the Tmax possible CE topologies,
choose the one offering the smallest value for the metric of
interest. In that way, the system designer can offer convincing
arguments for specific installation topology of the reader and
the CEs, exploiting the BER metric for flexible Nakagami
or the outage probability metric for (worst-case) Rayleigh
small-scale scaling. As a result, several multistatic topologies
for the possible location of the CEs or the reader can be
assessed, depending on the application scenario and the wire-
less environment assumptions. Future research could extend
the analysis of this work, in either monostatic or multistatic
backscatter architectures, incorporating specific, application-
dependent spatial distributions for the tags’ locations.
IX. CONCLUSION
It was clearly shown that the multistatic scatter radio
architecture offers more reliable reception as well as better
field coverage, while demonstrating smaller sensitivity to the
topology of the tags, compared to the monostatic architecture.
It is demonstrated under realistic Nakagami small-scale fading
scenarios and path-loss models that not only the BER decay
is doubled in multistatic architecture compared to monostatic
one, but also, energy and information outage events are less
frequent in multistatic systems due to the flexible morphology
of the multistatic WSN architecture. This work offers a con-
crete proof that large-scale and reliable scatter radio networks
can be implemented, with digital, bistatic principles, and low-
power scatter radio sensors.
APPENDIX A
PROOF OF PROPOSITION 1
For Rayleigh fading, i.e., Mn = 1, RV a
[m]
l,n
=
(
al,TnR
)2
follows exponential distribution. Using Eq. (17), the uncon-
ditional probability of error over the l-th slot for the n-th tag
is given by:
Pr
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e
[m]
l,n
)
= E
a
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l,n
[
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SNR
[m]
n
)
, (43)
where [32, Eqs. (7.14.2), (7.2.1), (7.2.2)] are utilized. The
diversity order for the probability of error in (43) is given
by [40]:
lim
SNR
[m]
n →∞
log
(
Pr
(
e
[m]
l,n
))
log
(
SNR
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n
) = lim
x→0
log
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1
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2x
))
log
(
1
x
) .
By applying the rule of L’Hospital:
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2 x
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Applying again the rule of L’Hospital:
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(45)
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APPENDIX B
PROOF OF PROPOSITION 2
For Rayleigh fading, i.e., Mln = Mn = 1, with the aid of [32,
Eq. (13.6.6)], function U
(
1, 1, 2
SNR
[b]
l,n
)
= e
2
SNR
[b]
l,n Γ
(
0, 2
SNR
[b]
l,n
)
,
where Γ(a, x) ,
∫ ∞
x
ta−1 e−tdt is the upper incomplete gamma
function. The diversity order for the upper bound becomes
lim
x→∞
log
(
1
x
e
2
x Γ
(
0, 2
x
))
log (x)
= lim
x→∞

log
(
1
x
)
log(x) +
log
(
e
2
x
)
log(x) +
log
(
Γ
(
0, 2
x
))
log(x)
 . (46)
By applying the L’Hospital’s rule and [32, Eq. (8.8.13)]:
lim
x→∞

log
(
1
x
)
log(x) +
2
x log(x) +
e−
2
x
Γ
(
0, 2
x
) 
= − 1 + lim
x→∞
e−
2
x
Γ
(
0, 2
x
) = −1, (47)
where limx→∞
log( 1x )
log(x) = −1, limx→∞ 2x log(x) = 0 and
limx→∞ e
− 2x
Γ(0, 2x ) = limx→0
1
Γ(0,2x) = 0, due to [32, Eqs. (8.4.4),
(6.6.2)].
APPENDIX C
PROOF OF PROPOSITION 3
The PDF of RV g
[m]
l,n
,
(
a
[m]
l,n
)2
=
(
al,TnR
)4
can be deter-
mined through RV a
[m]
l,n
=
(
al,TnR
)2
, which follows Gamma
distribution with PDF given in Eq. (16). Using the formula in
[30, p. 199], the required PDF for x ≥ 0 is
f
g
[m]
l,n
(x) = 1
2
√
x
f
a
[m]
l,n
(√x) = (Mn)Mn x
Mn
2 −1
2 Γ(Mn)
e−Mn
√
x . (48)
For Rayleigh fading, i.e., Mn = 1 in Eq. (48), the PDF
of RV g
[m]
l,n
is simplified to f
g
[m]
l,n
(x) = 1
2
√
x
e−
√
x , x ≥ 0. The
corresponding cumulative distribution function (CDF) is given
by
F
g
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f
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(y) dy = 1 − e−
√
x, x ≥ 0. (49)
The monostatic outage probability for Mn = 1 follows:
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In (a), total interference at tag n for the monostatic sys-
tem at the l-th time slot was defined as I
[m]
l,n
(C) ,∑
j∈A(n) ρnj (C) g[m]l, j E
[m]
j
; step (b1) exploited the law of iter-
ated expectation [41]; step (b2) exploited the assumed statisti-
cal independence between g
[m]
l,n
and g
[m]
l, j
for any j , n; step (c)
utilized Jensen’s inequality, taking into account the concavity
of CDF in Eq. (49); (d) exploited the linearity of expectation,
the SINR definition in Eq. (25), and Mn = 1.
APPENDIX D
PROOF OF PROPOSITION 4
Proof of Eq. (29) is along the same lines with proof in
Proposition 3. The CDF of g
[b]
l,n
for Rayleigh fading is needed,
as well as proof of its concavity. Using Mln = Mn = 1 in
Eq. (19), the PDF is simplified to f
g
[b]
l,n
(x) = 2 K0
(
2
√
x
)
, x ≥ 0.
The corresponding CDF can be calculated as follows:
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where step (a) used 2√y = z, (b) z
2
√
x
= y, and (c) used [33,
Eq. (6.561.8)]. Concavity of F
g
[b]
l,n
is shown by differentiating
twice the CDF F
g
[b]
l,n
(x) and utilizing [32, Eq. (10.29.3)]:
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since K1(x) > 0,∀x > 0. Thus, Fg[b]
l,n
is concave and Eq. (29)
follows using the same reasoning as in Proposition 3.
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