We present a new method that allows paleomagnitude and paleorupture length to be estimated quantitatively given a measurement of rupture displacement at a point.
INTRODUCTION
There is something of a gap between the observable data gathered in paleoseismic excavations and the information needed to address seismic hazard. The gap exists because of the point nature of paleoseismic investigations. Surface displacements from historical earthquakes, averaged over the length of the rupture, are known to approximately scale with magnitude (Wells and Coppersmith, 1994; Scholz, 2002) .
However, slip varies along mapped surface ruptures by up to a factor of three, so that given a measurement of event offset at a single site (e.g., Sieh, 1984; Salyards et al, 1992; Weldon et al., 2002) , the average surface displacement from the earthquake is constrained only a broad range. Even less can be inferred about the fault length.
Unfortunately, earthquake magnitude is proportional to the product of the fault length and average displacement. Consequently, despite a large amount of work spent finding and dating paleoruptures, paleoseismic data only broadly constrain paleomagnitude and seismic hazard.
At the same time practitioners recognize that a probabilistic estimate of paleomagnitude can be made, at least qualitatively, given a point estimate of rupture displacement. For example, given a two meter rupture displacement and no other information, one could assign greatest probability to an earthquake in the low M 7 range, lesser probabilities to smaller magnitudes (not expecting so large a displacement), and lesser probabilities to it having been a larger in magnitude (expecting a larger displacement). Similarly, a two meter displacement observation allows an estimate of rupture length of tens of kilometers, with similar probabilistic expectations for greater or lesser length. In detail the probabilities assigned to length and magnitude estimates are informed by experience and data from other faults but have a significant qualitative component.
A basic objective of this paper is to outline an approach for quantifying probability estimates of magnitude and rupture length given a point measurement of rupture displacement from a paleoseismic excavation. A second objective is to discuss some methods for correlation of paleoseismic events and to propose an approach for progress with event correlation.
MODELING APPROACH FOR RUPTURE VARIABILITY
A basic problem in using paleoseismic displacement measurements is how to express the along-strike variability of rupture displacements without assuming the shape of the rupture. Hemphill-Haley and Weldon (1999) approached this problem using data from 14 actual ruptures. First they normalized the observed ruptures, dividing each by their individual length and average displacement, so that large and small ruptures could be compared directly. Second, by noting that the degree of variability of small and large events appears similar, they compiled two summaries of the ruptures. The first summed the individual profiles and renormalized into a single average. Their average profile ( Figure 1a) has an approximately flat central third of its width, and tapers to zero displacement in the outside thirds. This average slip profile is too regular to represent any of the individual ruptures. Averaging normalized rupture profiles removes individual variability because points above average from one are matched by normalized displacements below average from another. By contrast, when they stacked the histograms of individual rupture measurements (Figure 1b) , rupture variability is retained. Histograms of slip have the virtue of specifying that variability occurs within the rupture without specifying how that variability is organized. That is, a very large number of realistic ruptures might be formed by drawing without replacement from the same histogram of slip. Importantly, the averaged histogram preserves exceptional measurements, but weights them and all other normalized slips in proportion to their relative frequency of occurrence in real ground ruptures.
To model realistic rupture profiles we begin from the idealized rupture shape suggested by Figure 1a , then add variability until it is similar to that of real ruptures. Numerically the smooth shapes in Figure 2a are formed by applying a cosine taper to rectangles scaled for length L and average displacement AD using the regression results of Wells and Coppersmith (1994) :
and
Numerically the results below depend on the particular values in Equations 1 and 2, but the method requires only that a mapping exist between M, L, and AD.
Slip variability is expressed in histogram form in Figure 2b . Slips are concentrated in the highest displacement bin for any given profile because of its flat central portion. The smooth model of Figure 2a is included as an end-member, but would be unlikely in real life. As an approximation tool, however, Chang and Smith (2002) assumed a very similar profile shape for seismic hazard estimation along the Wasatch Front.
A simple but important requirement in our inversion of slip variability is to include a broad enough range of magnitudes such that some earthquake in the range is considered certain to have caused the observed rupture. The range 6.0≤M≤8.0 is assumed in Figure   2a . To invert for the probability of event magnitude given an observed displacement, all Figure 2c shows the individual fractions of length near 2 meters, in the form of a probability distribution. For the slip model in Figure 2a , Figure 2c quantifies probabilities that any given magnitude event was responsible for the observation of a 2 meter displacement.
The next step is to add variability to the slip profiles until it approximates the observationally based histogram of Figure 1c . We add slip variability by assuming that it is normally distributed around the basic rupture shape of Figure 1b and 2a. In Figure 3a variability is assumed to have a standard deviation of 0.15 times the average displacement. The variability histogram (Figure 3b ) is broader than in Figure 2b , but is still too narrowly peaked around the average to be realistic. The probability of magnitude given displacement (Figure 3c ) is slightly broader, but still too focused on magnitude 7.4. illustrates, actually, the consequences of truncating the distribution at M8. Lacking larger magnitudes to which to ascribe the 6 meter observation, the computations distribute the probability among magnitudes that are available, and increase their individual weights. If a fault under study is not thought capable of earthquakes above some size, the probability distributions can be truncated at that point and the curves renormalized to arrive at revised probabilities among lower magnitude events.
PROBABILITY OF RUPTURE LENGTH
Probabilities of rupture length are a derivative product of p(M|d), and not a separate calculation from length versus magnitude data. Scaling of magnitude to length ( Equation 2) is applied to p(M|d) curves in Figure 5 . Thus probability distributions for log(surface rupture length) have the same shape as p(M|d) curves. To anticipate their use for correlation between sites, Figure 6 shows the probability of length as a complimentary cumulative distribution. This allows them to be interpreted in terms of the probability that the rupture is at least the ordinate value length.
PALEOSEISMIC EVENT CORRELATION
To reconstruct the rupture history of a fault paleoseismic studies are often conducted at more than one point along the fault. Earthquake dating with radiocarbon or other methods inevitably leads to uncertain estimates of event timing. Associating an event at one site with an event at another on the basis of dating evidence may be termed temporal correlation. A second basis for event correlation may be developed using the observation that ruptures generally have continuity for some length along the fault. When point displacements are available, the probabilities of rupture length above can be combined with the probability that that length spans the distance between sites. This may be termed spatial correlation. We examine the difficulty of correlation using dating evidence alone, then present a new approach for event correlation made possible by the P(L|d) results above.
Temporal correlation
Dating evidence alone from paleoruptures does not provide a physical basis for correlation between sites. Recent efforts have certainly improved precision in traditional methods dating of events, by improving the precision of the dates themselves (Sieh et al., 1989) , and by adding additional information such as stratigraphic ordering and estimated separations between layers (Biasi and Weldon, 1994; Bronk and Ramseys, 1996) .
Improved precision, however, is best able to exclude correlations, where no overlap in ages remains. Non-correlation is useful, as it constrains rupture extent, but does not guide the affirmative case for correlation.
A variety of methods have been attempted to constrain event ages in the presence of dating overlap. These methods are summarized for the purpose of side-by-side evaluation in Figure 8 . The first two methods (Figures 8a and b) are based on uncertainty in earthquake dates being approximately normally distributed. Figure 8a applies the well-known "Z" statistic (e.g., Davis, 1986) to assess the probability of contemporaneity (McCalpin, 1996) . The Z-statistic is designed to test the hypothesis that two samples are different under the assumption that there is only one underlying population. The difficulty in applying the Z-statistic as a correlation tool is seen in its equation:
, where T 1 and T 2 are mean ages of events at sites 1 and 2, respectively, and σ 1 and σ 2 are their respective standard deviations. Small values of Z mean that one cannot say that the two events are different. One can get small Z if the mean ages coincide, regardless of the event dating (im)precision, or if the standard deviations are large compared to the difference. Under the second condition the less one knows about the event dates, the smaller Z and the larger the probability of contemporaneity becomes. From this we conclude that the Z statistic can be useful in paleoseismological application, but we suggest that rather than understanding it as the probability that the earthquakes are the same event, that (1-P(contemporaneity)) be used as the confidence that the events differ.
A second Gaussian-based approach is to assume the two event dates for correlation are uncertain estimates of a single underlying distribution (Figure 8b ). Using established methods one may combine the two estimates into a most likely, normally distributed event date (solid line). In regard to event correlation, a few observations are necessary.
First, this approach assumes correlation -i.e., given that these are the same event, what do we say about the date of it? Second, the new mean estimate will be between the two contributing event means, and may not give much likelihood to either actually being the right date. Thirdly, the resulting estimate is controlled primarily by the distance between the contributing means and the uncertainty of the poorly known date (Figure 8a , upper vs.
lower). The estimate is little improved by improved dating precision in the contributing dates. The maximum likelihood approach might be used to automate combination of event dates with similar uncertainties, but should be used with caution, and not be understood a method that addresses correlation, per se.
The "event window" approach is perhaps most common. Date ranges are plotted as bars and the overlap is interpreted as the earthquake date range. This approach neglects any internal structure of the contributing probability distribution functions. The event window approach has certain nice properties. For example, when two event dates are being compared, the result is determined substantially by the more precise one. The approach also allows the combination of several dates, and it is simple to apply. The event window approach, however, assumes correlation, and thus is not a way of testing for it. Also, by assuming correlation, the overlapping portion may be in the low probability tails of both, meaning that the result may poorly represent the contributing events.
The three approaches above did not use the actual shape of the event dates, but approximate it in various ways. Two estimates of a combined event date may be proposed that do use the detailed shape of the event distributions. Figure 8d illustrates one such strategy. The joint event distribution is taken to be the minimum value of the overlapping contributors. The overlap consists of the consistent portions of both, in analogy to set theory, and it does preserve some of the shape of the input event pdf's.
Thus the minimum overlap method might be considered as a measure of the probability of correlation, but its theoretical justification is unclear.
A second strategy to combine overlapping event pdf's is to take their product. Intuitively this is appealing because the product implements the logical AND condition between the two event dates -Site 1, at time t 1 AND site 2 at the same time t 1 . While simple and attractive, some problems may be seen in a simple example. Two uniform event dates 60 years wide, discretized in 10 year bins, overlapping perfectly, could be modeled by two fair dies. There are 6 ways for t 1 =t 2 , and 30 for t 1 ≠t 2 , so the probability of correlation would be 1/6. This is much less than one might expect for dates that agree perfectly between two sites. Also, the same 60 year wide events with one year bins would have 1/60 probability of correlation. Clearly the probability should not depend on the discretization. It does so because the product of probabilities actually measures the area of the diagonal of a discrete joint probability as a fraction of the total area. The product means t 1 in the same bin with t 2 , so requiring one to be within one year of another (the 60 bin case) is a higher standard (less probable) than requiring it to be within ten years. On the other hand, the product does identify the most likely times in terms of where the joint probability is highest. The product of probabilities is thus a useful tool for identifying agreement between event dates, but the usefulness of the numerical probability could be debated.
As this review shows, formalizing the probability of temporal correlation is problematic.
The product of overlapping probabilities is best grounded in probability theory, but in a paleoseismic context is unlikely to ever indicate high probabilities of correlation, even for precise event dates that overlie one another. This result points to the need to combine spatial and temporal evidence to go forward in developing event correlations and rupture scenarios.
Spatial correlation
Spatial correlation is different from temporal correlation in that the continuity of rupture provides a physical basis for expecting that a rupture observed at one site will be seen at another. With a rupture displacement measurement, Figure 6 allows estimates to be made of the likely rupture length. To convert a rupture length into a probability of correlation one approach is to assume that the paleoseismic site is located randomly within the rupture. Consider a rupture of length L and distance x from site 1 to an adjacent paleoseismic site 2. The fraction of ways length L can include the first site and reach the second is (L-x)/L. This is the probability of correlation given rupture length,
P(corr|L).
For example, for a rupture length of 100 km, and an inter-site spacing of 20 km, there is an 80% chance that the rupture will span both. There are then x/L ways the rupture could include the first site and not reach the second. Figure 8 plots P(corr|L) for site separations up to x = 100 km. Probabilities of correlation given an observed displacement are had by the product P(corr|L)P(L|d obs ).
Some level of both spatial and temporal evidence for correlation will always be required for confident association of rupture observations between paleoseismic sites. What is new here is an improved ability to combine evidence from paleoseismic sites with different strengths. Specifically, some sites are well suited for the measurement of displacements, but have weak dating control. Others with multiple peat layers may provide dating control but with less constraint on earthquake magnitude. The importance for fault characterization of combining the two types of evidence was developed by Weldon et al. (1996) . Quantifying P(L|d obs ) and P(corr|L) are two steps forward in fulfilling that vision.
DISCUSSION
The method we present of randomizing rupture variation around a standard shape means that none of the resulting curves exactly matches the histogram of variability drawn from actual ruptures (Figure 1c The magnitude range we included, 6.0<M<8.0 is not the full range of possible earthquakes but for most cases should encompass the range of likely ruptures.
Considering the larger magnitude end of the range, how average displacement increases for larger magnitudes is controversial (Hanks and Bakun, 2001; Scholz, 2002; Romanowicz, 1992; Wesnousky, 1994) . With respect to our method, the essential quality is a one-to-one mapping of magnitude to AD and magnitude to length. Therefore particular criticisms of the Wells and Coppersmith (1994) regressions and the state of the moment-length debate can be separated from the method itself.
The lower magnitude end is likewise not set at the smallest earthquake known to have ever produced ground rupture. Figure 5a shows, however, that even for a 1 meter displacement, including smaller magnitudes would have no effect on the resulting probabilities. This apparent cutoff is a consequence of the 1-meter displacement measurement. The low magnitude cutoff in each p(M|d) plot is related roughly to the magnitude one would infer from the magnitude-maximum displacement regression of Wells and Coppersmith (1994, their Figure 10 ). Variability in Figure 4b and in the maximum displacement data itself mean the correspondence is not exact.
Two complications arise if one were to attempt to extend the p(M|d) and P(L|d) plots to smaller displacement measurements than 1 meter. One complication is that with decreasing size earthquakes become increasingly variable in their surface expression. For example, shallow events might reasonably match magnitude-length and magnitudeaverage displacement regressions, while deep events can preserve the more reliable moment-area scaling (Hanks and Bakun, 2001 ) with a short surface expression. Average displacement is not perfectly correlated surface rupture length at any average displacement, but below about 50 cm the correlation is nearly ininterpretable (Wells and
Coppersmith, 1994, their Figure 13) . A second complication is suggested in the first, namely that not all earthquakes, especially in the M<~6.5 range, produce surface rupture.
To include smaller observed displacements, the probability of producing ground rupture must be factored in. Numerically it could be included as a reweighting of the p(M|d) curves in Figure 5 , but doing so is beyond our present scope.
The probability distributions for magnitude and average displacement were developed from the assumption that the observed displacement was drawn at random from within the rupture. This assumption is important because measuring at random within the rupture and sampling at random from within the distribution of displacements for a particular magnitude are mathematically equivalent, and underlie the accounting concept illustrated in Figure 2 (horizontal lines). However, larger displacements are more likely to be preserved and stand out as targets for paleoseismic study. Quantifying the above analysis to encompass a biased sample is not straightforward. One can say at least say, however, that if the measured displacement is known to be biased, the magnitude estimates from Figure 5 will be overestimates.
Additional knowledge about previous ruptures can also affect probabilities of correlation given length. The P(corr|L) model in Figure 8 assumes that the paleoseismic site with the displacement observation is randomly placed within the rupture. This assumption would have to be adjusted if one or other end of the rupture is known. Likewise, if a segmentation model is used to define lengths of possible ruptures (e.g., Chang and Smith, 2002) , then the model underlying Figure 8 would not apply. In both cases modifications to P(corr|L) could be suggested, but excepting perhaps the most recent event, it would be unusual to know so much about previous ruptures as to make it worthwhile.
CONCLUSIONS
We show that paleoseismic displacement observations can be used to develop quantitative estimates of paleomagnitude and paleorupture length. Estimates are in the form of probability distributions because of the intrinsic variability of rupture displacements. Probabilities of length can be combined with a simple model of probability of correlation given rupture length to open the way to quantitative estimates of correlation between paleoseismic sites. Spatial evidence for correlation can be combined with temporal (i.e., dating) evidence, and provide higher confidence of correlations than either method alone. Being able to combine evidence opens the possibility that the best site for characterizing a fault might be two sites, one where dating is accessable from layered peat stratigraphy and another where slip per event is available but dating evidence is scant. method. An ad-hoc event distribution is formed from the minimum overlap of two event pdf's (dark central shaded region). A more formal approach might be to take the product of the two probabilities a bin at a time and interpret the sum of products as the probability that the events are the same. None of these approaches is without significant drawbacks. 
CAPTIONS

