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Abstract
We present coordinated formulations of local thermodynamical equilibrium conditions
at three levels, namely the macroscopic one of classical thermodynamics, the mesoscopic
one of hydrodynamical fluctuations and the microscopic one of quantum statistical me-
chanics. These conditions are all expressed in terms of the hydrodynamical variables of
the macroscopic picture, and the quantum statistical ones are shown to imply a local
version of the zeroth law.
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1. Introduction
The concept of local thermodynamic equilibrium (LTE) is basic, at the macroscopic
level, to nonequilibrium thermodynamics [DM, LL]; while at the microscopic level, it fea-
tures in certain statistical mechanical models, such as the quantal ones of [Da, NY] and
the classical ones of [KMP, DIPP, Pr]. However, there does not appear to be a general, co-
herent formulation of this concept that coordinates the pictures of LTE at the macroscopic
level of classical nonequilibrium thermodynamics, the mesoscopic one of hydrodynamical
fluctuations and the microscopic one of quantum statistical mechanics. The object of this
note is to present such a formulation and to show that its quantum statistical component
leads to a local version of the zeroth law. This objective marks part of our programme
[Se1-3] of building bridges between the quantum microscopic and classical macroscopic
pictures of matter, rather than an attempted derivation of the latter from the former.
We base our treatment on the generic model of a nonrelativistic many-particle quan-
tum system, Σ, with translationally invariant interactions, which occupies an open, con-
nected region of a d-dimensional Euclidean space, X , and is coupled at its boundary to
an array, R, of reservoirs. We assume, in a standard way [Ca], that its equilibrium ther-
modynamics is based on the form of an entropy function, S, of a set Q
(
= (Q1, . ., Qn)
)
of extensive conserved variables, of which Q1 is the energy. Assuming that S(Q) is also
extensive, its density is a volume independent function, s, of q, the density of Q. This
latter density represents the state of Σ at the thermodynamic level.
For the nonequilibrium situation, we assume that the classical continuum mechanics
of the model is given by an autonomous evolution of the position and time dependent
density, q(x, t), of Q, which takes the form*
∂
∂t
q(x, t) = Φ(q : x, t), (1.1)
where Φ is a functional of q. We assume, for simplicity, that this equation is invariant
under space-time scale trransformations of the form x→λx, t→λct, where λ is a variable
positive parameter and c is a positive constant. This assumption is satisfied in the cases
of nonlinear diffusion and inviscid Eulerian hydrodynamics. In the former case, Φ(q) takes
the form ∇.(K(q)∇q), with K a positive n-by-n matrix valued function of q and c = 2:
in the latter case, it is easily seen from the Euler equations that c = 1. On the other
hand, the assumption is not satisfied by Navier-Stokes equations for viscous flow: this case
requires a modified treatment [Se3] that we shall briefly discuss in Section 5.
In order to treat Σ on different levels of macroscopicality, we need to specify the
relationships between the length and time scales for those levels. Our choice is to take
the unit of length for the macroscopic and mesoscopic pictures to be L times that of the
microscopic one, where L = N1/d, N being the number of particles in Σ.Thus, denoting
by Ω the region of X occupied by Σ on the macroscopic scale, this same region is ΩL =
* This assumption is manifestly satisfied by diffusion and heat conduction processes,
even nonlinear ones, as well as by Navier-Stokes hydrodynamics.
2
LΩ
(
= {Lx|x∈Ω}
)
on the microscopic one. We take Ω to be L-independent and choose
the macroscopic units so that its volume is unity: the volume of ΩL is therefore L
d = N .
In view of the assumed scale invariance of the macroscopic dynamics of the model,
specified following Eq. (1.1), the choice of L for the ratio of the macroscopic unit of length
to the microscopic one demands that the corresponding ratio for the units of time is Lc.
Hence the time scales for the microscopic and macroscopic pictures are infinitely separated
in the hydrodynamic limit L→∞. The system therefore supports dynamics over two quite
different time scales, namely a macroscopic one for which we continue to denote the time
variable by t and a microscopic one for which we denote that variable by τ . Indeed, the
macroscopic time may be considered to be ‘frozen’ at a value t while the system undergoes
its quantum evolution on the microscopic time scale. Hence, it is natural to anticipate
that a submacroscopic* region of the system concentrated around a point x of Ω is driven
by its microscopic kinetics to a state of equilibrium corresponding to the value of q(x, t).
This is conceived, heuristically, to be the essential mechanism whereby local equilibrium
is generated at all levels.
In addition to L, other key parameters of the model are the Planck and Boltzmann
constants, h¯ and k. We assume that, in the units of the macroscopic picture, these two
quantities are extremely small**. Accordingly, we employ limits where h¯ and k, as well
as L−1, tend to zero in certain parts of our treatment. Specifically, the limit h¯→0 is
implicit in the assumption of macroscopic classicality that underlies the phenomenological
picture and which we extend to the mesoscopic one of hydrodynamical fluctuations***;
the limit L→∞ is standard for the connection between microscopic and hydrodynamic
properties of matter; and the limit k→0, which we term the Boltzmann limit, arises in
our formulation of hydrodynamic fluctuations, which for equilibrium states are governed
by Einstein’s relation, P = const exp(S/k), between their probability distribution, P , and
the entropy S.
We begin our treatment in Section 2 by formulating largely standard macroscopic,
mesoscopic and microscopic pictures of global thermal equilibrium of the model in terms
that facilitate a subsequent passage to corresponding pictures of LTE. For the macroscopic
description, in Section 2.1, we express the thermodynamics of the model in terms of the
entropy density s(q) and its Legendre transform****, π(θ), where θ, the thermodynamic
conjugate of q, is just the first derivative of the s(q). We term it the control variable. For
the mesoscopic picture, in Section 2.2, we employ Einstein’s formula, in the Boltzmann
limit, to express the statistical properties of the hydrodynamical fluctuations in terms of
the Hessian of π(θ). For the microscopic picture, in Section 2.3, we formulate the model in
* Here a submacroscopic region is one that is extremely small in macroscopic terms but
still large enough to contain an enormous number of particles.
** For example, in SI units, h¯ and k are of the order of 10−34 and 10−23 respectively.
*** This supplementary assumption is consistent with the known result [GVV] that the
fluctuation fields satisfy commutation relations, which are applicable to both classical and
bosonic fields
**** This is just the ratio of the pressure to the temperature.
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operator algebraic terms, characterising its equilibrium states by a global thermodynamical
stability (GTS) condition that corresponds precisely to that of the macroscopic description.
We then employ the quantum statistical model to obtain a rather simple condition for the
thermodynamical completeness of the variables Q of the macroscopic picture. Furthermore
we recall that the GTS condition implies the dynamical one of Kubo-Martin-Schwinger
(KMS), subject to certain technical assumptions; and consequently [KFGV] that the model
conforms to the zeroth law, in that it drives finite systems to which it is locally coupled to
equilibrium at its own temperature.
In Section 3 we pass from global to local equilibrium conditions in the following
way. We start, in Section 3.1, by recalling that the equation of motion (1.1) involves
the assumption that, at a local level, the system supports a thermodynamics in which the
entropy density at position x and time t is just the equilibrium entropy density function, s,
of q(x, t), the local density of Q. This is the local equilibrium hypothesis at the macroscopic
level and q(x, t) is now the solution of Eq. (1.1), subject to the boundary conditions
imposed by the reservoirs R. The thermodynamical conjugates θ(x, t) of q(x, t) and π of
s are then obtained by Legendre transformation, just as for global equilibrium. In Section
3.2, we recall that the equilibrium condition for the hydrodynamical fluctuation process,
formulated in Section 2. reduces locally to a very simple form, expressed in terms of the
Hessian of π(θ). Accordingly, we assume that, for the nonequilibrium situation, the local
equilibrium condition takes the same form, with the constant θ replaced by θ(x, t). In
Section 3.3, we consider the quantum statistical picture of the system in a region that,
in the macroscopic units, is an open neighbourhood N (ǫ, x) of x(∈Ω), that shrinks to the
point x as ǫ→0. Since this region is NL(ǫ, x) := LN (ǫ, x), when viewed on the microscopic
scale, it becomes infinitely large there, covering the whole of X , as L→∞. Hence, by
employing limits in which first L→∞ and then ǫ→0, we achieve a description in which the
neighbourhood corresponds to a hydrodynamic point in being macroscopically small and
microscopically large. In this limiting situation, the quantum model of Σ, as restricted to
this region, reduces to that of an infinite system, and the local equilibrium condition is
simply that of GTS, and hence of KMS, corresponding to the value θ(x, t) of the control
variable. Thus we arrive at the picture wherein the local equilibrium conditions at all
levels are determined by the macroscopic one, in that their precise forms are just those
of global equilibrium, but with the constant valued θ replaced by the position and time
dependent θ(x, t).
In Section 4, we show, by an adaptation of the argument of [KFGV], that the LTE
condition at the quantum statistical level implies a local version of the zeroth law in that,
in the limit L→∞, its coupling to a finite system Γ in a neighbourhood of x drives the
latter to equilibrium at the local temperature of Σ.
We conclude in Section 5 with a summary of our results and a sketch of how they may
be extended to cases such as that of Navier-Stokes fluids, where the macroscopic evolution
is not scale invariant.
2. Equilibrium Thermodynamics
4
We formulate the equilibrium thermodynamics of Σ here on macroscopic, mesoscopic
and microscopic levels.
2.1. The Macroscopic Picture
In a standard formulation [Ca], the thermodynamics of Σ may be expressed in terms
of a set of extensive conserved variables Q = (Q1, . ., Qn) and an entropy function, S, of
these: in particular, Q1 is the energy of the system. We assume that the range of Q is
a convex subset of Rn and we note that the demand of thermodynamic stability ensures
that the function S is concave. Further, its value, S(Q), like that of Q, is extensive. We
shall provide a quantum statistically based thermodynamic completeness condition for Q
in Section 3.3.
The fundamental thermodynamic formula for the change in S incurred in quasi- static
transitions between equilibrium states is
TdS = dE + Σnj=2fjdQj + pdV, (2.1.1)
where T is the temperature, p the pressure, V the volume of Ω and fjdQj is the work done
by the system in effecting an infinitesimal change in Qj . In view of the extensivity of Q
and S(Q), these may be expressed as qV and s(q)V , respectively, where the function s is
V -independent and, like S, is concave. Here q is an n-tuple (q1, . ., qn) and represents the
thermodynamic state of Σ. We denote its range by Q, and we shall sometimes denote q1,
the energy density, by e.
Since Q = qV and S(Q) = s(q)V , Eq. (2.1.1) is equivalent to the formula
[
Tds− de−
∑n
j=2
fjdqj
]
V+
[
Ts− e−
∑n
j=2
fjqj − p
]
dV = 0,
from which it follows that
Tds = de+
∑n
j=2
fjdqj (2.1.2)
and
p = Ts− e−
∑n
j=2
fjqj . (2.1.3)
Note that these formulae and their consequences pertain to the thermodynamic limit of
the corresponding statistical mechanical ones, since the extensivity relations Q = qV and
S(Q) = s(q)V represent approximations wherein surface effects are neglected.
The thermodynamic conjugate of q is the control variable, θ, defined by the formula
θ = (θ1, . ., θn) = s
′(q) := (∂s(q)/∂q1, . ., ∂s(q)/∂qn
)
. (2.1.4)
Hence, by Eqs. (2.1.2) and (2.1.4),
θ1 = T
−1 and θj = T
−1fj for j = 2, . ., n. (2.1.5)
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We denote the range of θ by Θ, which we term the control space and assume to be convex.
The thermodynamic potential conjugate to s is defined to be the function, π, on Θ
given by the formula
π(θ) = supq′∈Q
(
s(q′)− θ.q′
)
, (2.1.6)
where the dot denotes the Rn inner product. Since s is concave, it follows from the
definition of Θ that the supremum of this formula is attained by a value, q, of q′ related
to θ by Eq. (2.1.5), i.e.
π(θ) = s(q)− θ.q. (2.1.7)
We shall presently discuss conditions under which this q is unique. In any case, it follows
from Eqs. (2.1.3), (2.1.5) and (2.1.7) that
π(θ) = p/T. (2.1.8)
In view of this formula, we term π the reduced pressure. It follows from Eq. (2.1.6) that π
is convex. Hence, in a standard terminology for convex functions, a tangent to the graph
of π at a point P is just a line through P that lies below that graph. Thus, the set, Tθ,
of tangents at the point
(
θ, π(θ)
)
consists of the lines through that point whose slopes, r,
satisfy the inequality
π(θ′)− π(θ)≥r.(θ′ − θ) ∀ θ′∈Θ. (2.1.9)
It follows immediately from this formula that Tθ is convex. We denote the set of its
extremal elements by E(Tθ). Further, by Eqs. (2.1.6) and (2.1.7),
π(θ′)− π(θ)≥− q.(θ′ − θ) ∀ θ′∈Θ, (2.1.10)
which signifies, by Eq. (2.1.9), that −q∈Tθ. Thus, the equilibrium states, q, corresponding
to the control parameter θ are elements of −Tθ := { − r|r∈Tθ}. Conversely [Se1, Prop.
6.3.1], assuming that this set is contained in Q, it comprises all the equilibrium states,
as defined by Eq. (2.1.7). Hence we identify the equilibrium states with the elements of
−Tθ. In particular, we assume* that the pure phases are represented by the extremals,
−E(Tθ). Thus, in the case where π is differentiable at the value θ of the control parameter,
Tθ consists of the single element, −q, corresponding to a pure phase and defined by the
formula
π′(θ) = −q. (2.1.11)
It follows from this equation and Eq. (2.1.4) that the correspondence between q and θ is
one-to-one and therefore that, in the pure phase regime, we may equivalently represent
the state of Σ by either of these variables. Moreover, assuming that, in this regime, both s
and π are twice differentiable, it follows from Eqs. (2.1.4) and (2.1.11) that the Hessians,
s′′(q)
(
:= [∂2s(q)/∂qj∂qk]
)
and π′′(θ)
(
:= [∂2π(θ)/∂θj∂θk]
)
, are related by the equation
π′′(θ)s′′(q) = s′′(q)π′′(θ) = −I,
* This assumption is supported in Section 2.3 on the quantum statistical grounds that
the extremals are the only equilibrium states for which q is sharply defined (cf. [Ru]): for
the others this is a random variable with non-zero dispersion.
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i.e.
π′′(θ) = −[s′′(q)]−1. (2.1.12)
2.2. The Mesoscopic Picture: Equilibrium Fluctuations
Here we employ the same spatial scale as for the macroscopic picture, though now the
density q of Q is a function of position. The statistics of the equilibrium fluctuations are
governed by the canonical modification of Einstein’s formula for the situation where the
control variable θ is maintained by the reservoirs at the constant value θ. Assuming that
the system is in a pure phase, the corresponding value, q, of q is −π′(θ), by Eq. (2.1.11).
The probability distribution, P , for the macroscopic variables is then given formally by
the equation
P = const.exp
(
[S − θ.Q]/k
)
,
i.e.
P = const.exp
(
k−1
∫
Ω
dx[s(q(x))− θ.q(x)]
)
or, equivalently,
P = const.exp
(
k−1
∫
Ω
dx
[
s(q(x))− θ.
(
q(x)− q
)])
. (2.2.1)
Since the function s is concave, the integrand here is maximised when q(x) = q and
for small values of the fluctuating field
(
q(x) − q
)
is quadratic in this variable. Hence
since, as pointed out in Section 1, k is a microscopic quantity, extremely small on the
macroscopic scale, it may be seen from the form of the exponent in Eq. (2.2.1) that k1/2
is the natural normalisation factor for that field, since that exponent becomes O(1) when
q(x)− q = O(k1/2). Accordingly, we represent the equilibrium fluctuations by the random
field ξ, defined by the formula
q(x) = q + k1/2ξ(x). (2.2.2)
In accordance with general desiderata for field theories [SW], we assume that ξ is a D′(Ω)n-
class distribution, in the sense of L. Schwartz [Sc], and we represent its statistical properties
by its characteristic function
µeq(f) = Eeq
(
exp[iξ(f)]
)
∀ f∈D(Ω)n, (2.2.3))
where D(Ω)n, the dual of D′(Ω)n, is the space of smooth, Rn valued functions on Ω with
support in that region, Eeq is the expectation functional corresponding to the probability
distribution P and ξ(f) is the smeared field obtained by integrating ξ against the test
function f
(
= (f1, . ., fn)
)
. We shall formulate µeq(f) in the limit k→0, which we term the
Boltzmann limit. To this end, we note that, by Eq. (2.2.2), the exponent in Eq. (2.2.1)
reduces to
∫
Ω
dxf(x).[s′′(q)f(x)]/2 in this limit. Hence, by Eq. (2..2.3), µeq is given by
the following formula in this limit.
µeq(f) =
∫
Dξexp
(∫
Ω
dx[ξ(x).s′′(q)ξ(x)/2 + iξ(x).f(x)]
)
∫
Dξexp
(∫
Ω
dx[ξ(x).s′′(q)ξ(x)]/2
) , (2.2.4)
7
where
∫
Dξ(x) denotes functional integration over the random field ξ. To provide a proper
mathematical definition of this, we proceed as follows. Resolve Ω into a set of cells, ∆J , of
equal volume, denote the values of ξ and f at the centroid of ∆J by ξJ and fJ , respectively,
and re-express Eq. (2.2.4) as
µeq(f) = lim∆ΠJ
[∫
Rn
dξJexp
(
ξJ .s
′′(q)ξJ/2 + iξJfJ
)
∫
Rn
dξJexp
(
ξJ .s′′(q)ξJ/2
) ], (2.2.5)
where lim∆ signifies the limit in which the cells shrink to points. It then follows from Eqs.
(2.1.12) and (2.2.5) that
µeq(f) = exp
(
−
1
2
(f, π′′(θ)f)
)
∀ f∈D(Ω)n. (2.2.6)
In view of Eq. (2.2.3), this signifies that ξ is a Gaussian random field with zero mean and
two point fumction
Eeq
(
ξj(x)ξk(x
′)
)
=
∂2π(θ)
∂θj∂θk
δ(x− x′) ∀ x, x′∈Ω, j, k = 1, 2. , n. (2.2.7)
In order to obtain the local properties of the random field ξ in a global equilibrium
state, we consider the action of µeq on test functions that are strongly concentrated around
an arbitrary point x0 of Ω. To this end we introduce the transformation f→fx0,ǫ of D(Ω)
n,
as defined by the formula
fx0,ǫ(x) = ǫ
−d/2f
(
ǫ−1(x− x0)
)
, (2.2.8)
where ǫ is a ‘small’ positive number. It follows immediately from this definition and Eq.
(2.2.6) that µeq is invariant under this transformation and therefore the local (punctual !)
properties of this characteristic function are given by the equation
limǫ↓0µeq(fx0,ǫ) = exp
(
−
1
2
(f, π′′(θ)f)
)
∀ f∈D(Ω)n, x0∈Ω. (2.2.9)
2.3. The Quantum Mechanical Picture
For its microscopic description, we employ the scaling for which the model occupies
the spatial region ΩL = LΩ and we indicate its L dependence by a subscript L to Σ. In a
standard way [VN], we represent its pure states and observables by the normalised vectors
and the self-adjoint operators, respectively, in a separable Hilbert space, HL, canonically
attached to the region ΩL. In particular, we denote the Hamiltonian of ΣL by HL.
We formulate the statistical thermodynamics of ΣL in terms of a set of extensive,
conserved observables QˆL = (Qˆ1,L = HL, Qˆ2,L, . , Qˆn,L). These are designed to be the
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quantum counterparts of the classical variables Q, and they intercommute, up to possible
surface corrections.
The Von Neumann entropy density of a state represented by the density matrix ρL is
sˆL(ρ) = −L
−dkTr
(
ρLlogρL
)
and the reduced pressure is given by the quantum mechanical version of Eq. (2.1.6),
namely
πL(θ) = supρL
(
sˆL(ρL)− θ.Tr
(
ρL.QˆL)
)
=
−infρLL
−dTr
(
kρLlogρL + ρL.QˆL
)
.
Hence, as the infimum is attained when ρL = exp(−k
−1θ.QˆL)/Tr(idem),
πL(θ) = L
−dlogTr
(
exp(−k−1θ.QˆL)
)
Therefore, in the thermodynamic limit, the reduced pressure is given by the standard
formula (cf. [Ru], [Ro1])
π(θ) = limL→∞lnTr
(
exp(−k−1θ.QˆL)
)
. (2.3.1)
This formula provides the quantum mechanical infrastructure of the classical thermody-
namical picture of Section 2.1.
We also formulate the microscopic structure of the equilibrium states of ΣL in the
thermodynamic limit, wherein it is represented as an infinite system, Σ∞, which occupies
the space X . We construct the model of Σ∞ in the following standard operator algebraic
terms [Ru, Em, Se1].
The Operator Algebraic Picture. We define L to be the set of bounded open connected
regions, {Λ}, of X and we denote the volume of Λ by |Λ|. We represent the observables
of Σ∞ that are located in the region Λ (∈L) by the self-adjoint elements of a W ⋆-algebra,
A(Λ), operating in a separable Hilbert space H(Λ); and we assume that A(Λ) and H(Λ)
satisfy the canonical demands of isotony and local commutativity, as given by the formulae
H(Λ1)⊂H(Λ2) and A(Λ1)⊂A(Λ2) if Λ1⊂Λ2
and
A(Λ1)⊂A(Λ2)
′ if Λ1∩Λ2 = ∅,
respectively, A(Λ)′ being the commutant of A(Λ). We then define AL to be the normed
⋆-algebra
⋃
Λ∈LA(Λ) and A to be C
⋆-algebra given by its norm completion. These are
termed the algebras of local and quasi-local bounded observables of Σ∞, respectively. The
unbounded local observables of this system are represented by the unbounded self-adjoint
affiliates of AL [Se4].
We assume that, for each Λ∈L, the model has a set of extensive observables Qˆ(Λ)
(
=
(Qˆ1(Λ), Qˆ2(Λ), ., Qˆn(Λ))
)
affiliated to A(Λ), which intercommute, up to possible surface
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corrections, and are the natural counterparts, for the region Λ, of the observables QˆL of
ΣL. In particular, Qˆ1(Λ) is the Hamiltonian of the system, Σ(Λ), of particles of the given
species confined to Λ.
We assume that the model is equipped with a representation σ of the space translation
group X in Aut(A) and that A and Qˆ transform covariantly under these translations, i.e.
that
σ(x)A(Λ) = A(Λ + x) and σ(x)Qˆ(Λ) = Qˆ(Λ + x) ∀ x∈X, Λ∈L. (2.3.2)
We take the states of Σ∞ to comprise the set, S, of positive, normalised, linear
functionals, φ, on A, whose restrictions to the local algebras A(Λ) are normal, in that they
correspond to density matrices, ρφΛ, in the Hilbert spaces H(Λ) according to the formula
φ(A) = Tr(ρφΛA) ∀ A∈A(Λ), Λ∈L.
This latter condition of local normality is imposed in order to ensure that there is zero
probability that a bounded spatial region can contain an infinite number of particles [DDR].
We represent the action of space translations on S by the dual of σ(X), we denote by SX the
set of translationally invariant states of the system and by S(0)X its subset whose elements,
φ, admit well-defined expectation values of the global density of Qˆ in the form
qˆ(φ) = limΛ↑X
Tr
(
ρφΛQˆ(Λ)
)
|Λ|
. (2.3.3)
The functional qˆ is manifestly affine. We assume that qˆ(φ) represents the value, for the
state φ, of the classical variable q of Section 2.1 and thus that the range of qˆ is just that
of q, namely Q.. The global entropy density functional, sˆ, on SX is defined by the formula
[Ru, Ro1]
sˆ(φ) = limΛ↑X
−kTr
(
ρφΛln(ρ
φ
Λ)
)
|Λ|
, (2.3.4)
and this functional is affine. We assume that its relationship to the classical entropy
functional s of Section 2.1 is given by the formula
s(q) = sup{sˆ(φ)|qˆ(φ) = q}. (2.3.5)
Hence the equilibrium condition (2.1.7) may be expressed in the form
π(θ) = sup{sˆ(φ)− θ.qˆ(φ)|qˆ(φ) = q; q∈Q},
i.e.
π(θ) = sˆ(φ)− θ.qˆ(φ). (2.3.6)
This is the GTS condition mentioned in Section 1. We denote by Gθ the set of GTS states
corresponding to the value θ of the control variable.
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Comment. The above derivation of this GTS condition was based on the classical ther-
modynamic formula (2.1.7) and the identification of qˆ(ρ) and sˆ(φ) with q and s(q), re-
spectively. The same formula has been obtained on purely quantum statistical grounds
[Ro1] for lattice systems and for continuous systems of particles with hard cores, with qˆ
comprising the densities of energy and particle number.
Since both sˆ and qˆ are affine, it follows from Eq. (2.3.6) that Gθ is convex. We define
E(Gθ) to be the set of its extremals and assume that these are the pure thermodynamical
phases corresponding to the value θ of the control variable.. This assumption is supported
by the observation [Ru] that the extremals are just the GTS states for which the global
density of Qˆ is sharply defined, i.e. dispersionless. Further, by the argument of Section
2.1 leading from the convexity of π to the identification of −q with the tangents Tθ, we see
from Eq. (2.3.6) that Gθ = {φ∈S
(0)
X |qˆ(φ)∈ − Tθ}.
Thermodynamical Completeness Conditions. We take these conditions, as applied
to the thermodynamical functional qˆ
(
= (qˆ1, . ., qˆn)
)
, and thus to the classical variables
q = (q1, . ., qn), to be that
(i) qˆ separates the extremals of Gθ, i.e. if φ1 and φ2 are different elements of E(Gθ), then
qˆ(φ1) 6=qˆ(φ2); and
(ii) no proper subset of (qˆ1, . ., qˆn) separates all the extremals of Gθ.
These conditions signify that, for q∈Q, there is a unique extremal GTS state for which the
value of qˆ is q. We denote this state by ψq. In the pure phase regime, where q = −π′(θ),
we denote it, equivalently, by ωθ.
Dynamics and the KMS Conditions. Since, by Eqs. (2.1.1) and (2.1.5), the sum of the
thermal and mechanical energies, TdS and −pdV , required to produce an increment dQ in
the classical variable Q is dE +
∑n
j=2fjdQj = θ
−1
1 θ.dQ, we assume that, correspondingly,
the effective Hamiltonian for the finite version, Σ(Λ), of Σ is
HΛθ = θ
−1
1 θ.Qˆ(Λ). (2.3.7)
Hence the dynamics of Σ(Λ) is governed by the one parameter group of automorphisms
{αΛθ (τ)|τ∈R} of A(Λ) given by the formula
αΛθ (τ)A = exp(iH
Λ
θ τ/h¯)Aexp(−iH
Λ
θ τ/h¯). (2.3.8)
Since these are inner automorphisms they extend to the whole algebra A.
We now recall that although, in the case of lattice systems, the dynamics of Σ∞ may
be formulated in terms of automorphisms of A that are norm limits of αΛθ [St, Ro2], the
same is not generally true for continuous systems [DS, Ra]. For these, it is only certain
privileged representations of A that support a dynamics that must be based on a weaker
limiting form of that of Σ(Λ) as Λ increases to X [Se5]. Accordingly, we employ the
following scheme to formulate the dynamics of Σ∞ in such representations.
We denote by (Hφ, Rφ,Ψφ) the GNS triple of a state φ. Then its normal folium F(φ),
which comprises the states corresponding to the density matrices in Hφ, is the predual
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of the W ⋆-algebra Rφ(A)
′′. We term this folium dynamically amenable relative to the
control parameter θ if it supports a dynamics given by a one parameter group of affine
transformations {αˆ⋆θ(t)|t∈R} of F(φ) given by the w⋆ limit, as Λ increases to X , of the
predual of the automorphisms αΛθ . Thus
〈αˆ⋆θ(t)φ
′;A〉 = limΛ↑X〈φ
′;αΛθ (t)A〉 ∀ φ
′∈F(φ), A∈A, t∈R. (2.3.9)
The dual of the transformations αˆ⋆θ is then a one parameter group {αˆθ(t)|t∈R} of auto-
morphisms of Rφ(A)′′ [Se5]. We denote by φˆ the canonical extension of φ to this algebra.
The KMS conditions on the state φ are that it is dynamically amenable and that
φˆ
(
[αˆθ(τ)Aˆ]Bˆ
)
= φˆ
(
Bˆαˆθ(τ + ih¯β)Aˆ
)
∀ Aˆ, Bˆ∈Rφ(A)
′′, t∈R, (2.3.10)
where β = (kT )−1 = θ1/k.
As first proposed by [HHW], these conditions are designed to characterise the equilib-
rium states of the system, and this proposal is supported by treatments of their dynamic
[HKT-P] and thermodynamic [PW, Se6] stability. In Section 4 we shall assume that the
GTS states satisfy these conditions, even though the available proofs are confined to lattice
systems and a certain class of continuous ones (cf. the discussion in [Se1, P.122]).
3. Nonequilibrium Thermodynamics and Local Equilibrium.
In the previous Section, we saw that, at each level of macroscopicality, the equilib-
rium states are labelled by the value of the classical thermodynamical variable q. For a
nonequilibrium state, we now take our LTE condition to be that, at each level, the local
form of the state is the same as for equilibrium, but with that variable now taking the
space-time dependent form q(x, t) governed by the macroscopic evolution of the system.
Our objective is to pass from the descriptions of global to local equilibrium, at three levels
of macroscopicality, in nonequilibrium situations.
3.1. The Macroscopic Picture.
The phenomenological law (1.1) is generally based on the following assumptions [DM,
LL].
(i) The density q of Q is a function of position x and time t that satisfies a local conservation
law,
∂
∂t
q(x, t) +∇.j(x, t) = 0, (3.1.1)
where j = (j1, . ., jn) is the associated current density.
(ii) The model Σ supports a thermodynamics in which the local entropy density is the
equilibrium entropy function, s, of q(x, t). This is the local equilibrium assumption. It
serves to define the local control variable, θ(x, t), conjugate to q(x, t) by the canonical
counterpart of Eq. (2.1.4), namely
θ(x, t) = s′
(
q(x, t)
)
. (3.1.2)
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Moreover, the total, time-dependent entropy is
S(t) =
∫
Ω
dxs
(
q(x, t)
)
. (3.1.3)
(iii) The current j(x, t) is determined by the control variable θ(x, t) according to a consti-
tutive equation of the form
j(x, t) = F(θ; x, t), (3.1.4)
which, together with Eqs. (3.1.1) and (3.1.2), leads to a positive entropy production rate,
in accordance with the second law. Moreover, by Eq. (3.1.2), this formula for the current
may be expressed as
j(x, t) = J (q; x, t) := F(s′(q); x, t), (3.1.5)
and consequently, by Eqs. (3.1.1) and (3.1.5), q evolves autonomously according to the
equation
∂
∂t
q(x, t) +∇.J (q; x, t) = 0, (3.1.6)
which is equivalent to Eq. (1.1), with Φ(q; x, t) = −∇.J (q; x, t).
We represent the local thermodynamic state of Σ by q(x, t), or equivalently, in the
pure phase regime, by θ(x, t). In fact we shall henceforth restrict our considerations to this
regime since, as observed in Section 2.3, the underlying quantum statistics admits sharp
definition of q in pure phases only
We remark that Eqs. (2.1.5) and (3.1.2) suggest that θ1(x, t) is just the reciprocal of
a local temperature T (x, t): we leave until Section 4 a quantum statistical justification of
this interpretation that is related to the zeroth law.
To summarise, under the above assumptions (i)-(iii), the macroscopic dynamics of the
model is given by an autnomous law of the form represented by Eq. (1.1), with boundary
conditions determined by the reservoirs R. Specifically, we assume that the value of θ at
a point of the boundary of Ω is equal to that of the corresponding control variable of the
reservoir that is in contact with Σ there. In particular, we take the equilibrium states of
the continuum model to be the solutions of Eq. (1.1) for which both q and the imposed
boundary values of θ are stationary and spatially uniform.
3.2. Hydrodynamical Fluctuations: the Mesoscopic Picture
We represent the hydrodynamical fluctuations about the deterministic flow q(x, t) by
a random field ξt(x), normalised, as in the equilibrium situation, by the factor k
1/2. Thus,
the local density of Q becomes q(x, t)+k1/2ξt(x), which is the natural generalisation of the
formula for equilibrium fluctuations given by Eq. (2.2.2). As in Section 2.2, we take the
random field ξt to be a D
′(Ω)n class distribution. Its statistical properties are represented
by its characteristic function
µ(f ; t) = E
(
exp(iξt(f))
)
∀ f∈D(Ω)n, (3.2.1)
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where E is its expectation functional and ξt(f) is the smeared field obtained by integrating
ξt against f . We now assume that, for each time t, the local properties of µ are just those
of µeq, as given by Eq. (2.2.9), but with θ replaced by θ(x, t). Thus our local equilibrium
condition for the fluctuating field is that
limǫ↓0µ(fx,ǫ; t) = µθ(x,t)(f), (3.2.2)
where fx,ǫ is defined by Eq. (2.2.8) and
µθ(x,t)(f) = exp
[
−
1
2
(
f, π′′
(
θ(x, t)
)
f
)]
∀ f∈D(Ω)n, x∈Ω. (3.2.3)
We represent the local state of the model at the mesoscopic level by this characteristic
function
To make the LTE condition perhaps more transparent, we note that, by Eq. (2.2.8),
ξt(fx,ǫ) = ξt,x,ǫ(f), (3.2.4)
where
ξt,x,ǫ(x
′) = ǫd/2ξt(x+ ǫx
′). (3.2.5)
Hence, by Eqs. (3.2.1), (3.23) and (3.2.5), the formula (3.2.2) may be expressed in the
form
limǫ↓0E
[
exp
(
iξt,x,ǫ(f)
)]
= exp
(1
2
(f, π′′(θ(x, t))f)
)
∀ f∈D(Ω)n, x∈Ω, t∈R. (3.2.6)
This signifies that, in the punctual limit where ǫ tends to zero, ξt,x,ǫ becomes a Gaussian
random field with zero mean and covariance π′′
(
θ(x, t)
)
3.3. The Quantum Mechanical Picture.
We consider the state of ΣL in a region that, in the macroscopic scaling, is an open
neighbourhood, N (ǫ, x), of an arbitrary point x of Ω, where ǫ is a real positive valued
parameter and N (ǫ, x) shrinks to the point x as ǫ→0. Then the region N (ǫ, x) of the
macroscopic picture is just the neighbourhood NL(ǫ, x) := LN (ǫ, x) of Lx for the micro-
scopic one. Thus, for small fixed ǫ and sufficiently large L, this region is small from the
macroscopic standpoint yet large from the microscopic one, indeed sufficiently large to
contain enormous numbers of particles. It therefore corresponds to a hydrodynamic point
in the limit where first L→∞ and then ǫ→0.
We denote by Ω˜L and N˜L(ǫ, x) the regions ΩL and NL(ǫ, x), respectively, as viewed
relative to the point Lx of ΩL. Thus Ω˜L := ΩL − Lx and N˜L(ǫ, x) := NL(ǫ, x) − Lx.
It follows from these specifications that this latter region is infinitely distant from the
boundary ∂Ω˜L of Ω˜L in the limit L→∞; and moreover that, in this limit, it covers the
whole space X
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The algebra of observables for the region N˜L(ǫ, x) is just the union of the local algebras
A(Λ) of its subregions Λ and this reduces to AL in the limit L→∞. Accordingly, we
assume that the local equilibrium condition for a pure phase in N˜L(ǫ, x) is that of GTS
corresponding to the prevailing value of θ(x, t). Specifically, denoting by φL,t the state
of ΣL at time t and by φL,t,x,ǫ its restriction to the region N˜L(ǫ, x), we take the local
equilibrium condition to be that
limǫ→0limL→∞φL,t,ǫ,x(A) = ωθ(x,t)(A) ∀ A∈AL. (3.3.1)
where ωθ is the GTS state of Σ∞ corresponding to the value θ of the control variable in
a pure phase, as specified in Section 2.3. Thus, reverting to the macroscopic scaling, we
represent the LTE assumption by the attachment of a GTS state ωθ(x,t) to the point x of
Ω.
Fibre Bundle Picture. The situation that we have just decribed may be simply
represented in terms of the fibre bundle B := ΩR×A, where ΩR := Ω×R. (cf. [SS]).
There, the state Φ of B corresponding to the space-time profile θ(x, t) of the macroscopic
field θ is given by the formula
Φ
(
(x, t), A
)
= ωθ(x,t)(A) ∀ x∈Ω, t∈R, A∈A. (3.3.2)
Evidently the fibre bundle description provides a macroscopic-cum-microscopic picture of
local equilibrium.
Local Microdynamics and Local KMS Condition. We assume here that, as en-
visaged in Section 1, the time scales for the macroscopic and microscopic dynamics are
infinitely separated. Thus the local macroscopic variable q(x, t) is effectively ‘frozen’ at a
fixed value and the condition for LTE is that the state of the system in a local submacro-
scopic region is the corresponding equilibrium state.
We now supplement the LTE assumption for the region N˜L(ǫ, x) by a formulation of
the microscopic dynamics of the model there. For this, we assume that the interactions of
the model are of short range. Thus, taking account of the facts that, in the limit L→∞,
the region N˜L(ǫ, x) covers the whole space X and that its algebra of observables is AL,
we assume that its microscopic dynamics in the normal folium of the local equilibrium
state ωθ(x,t) takes the same form as for that in the GTS state ωθ of Section 2.3, with θ
replaced by θ(x, t). On this basis, we assume that, in the limit where first L→∞ and
then ǫ→0, the microscopic dynamics in N˜L(ǫ, x) is given by the one- parameter grouip
{αˆθ(x,t)(τ)|τ∈R} of automorphisms of Rωθ(x,t)(A)
′′, as defined in Section 2.3, with Rωθ(x,t)
the GNS representation of A for the state ωθ(x,t).
Correspondingly we assume that, on grounds discussed in Section 2.3, the GTS state
ωθ(x,t) satisfies the KMS condition corresponding to the prevailing value, θ(x, t), of the
control parameter. This condition is given by the canonical analogue of Eq. (2.3.10),
namely
ωˆθ(x,t)
(
[αˆθ(x,t)(τ)Aˆ]Bˆ
)
= ωˆθ(x,t)
(
Bˆ[αˆθ(x,t)(τ + iβ)Aˆ]
)
∀ Aˆ, Bˆ∈Rωθ(x,t)(A)
′′, τ∈R,
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(x, t)∈ΩR, (3.3.3)
where β =
(
kT (x, t))−1 = θ1(x, t)/k. This is the local KMS condition.
4. Local Zeroth Law.
Suppose now that Σ is coupled to a finite system, Γ, the interaction being located
within a region which, in the microscopic picture, is a bounded, L-independent neighbour-
hood, ∆, of the point Lx of ΩL. Thus, for L sufficiently large, ∆ is contained in the
neighbourhood N˜L(ǫ, x) of Lx: moreover, in the macroscopic picture, it reduces to the
point x in the limit where ǫ→0.
We now assume the local KMS condition (3.3.3), and recall that the coupling of a
finite system to an infinite one in a KMS state serves to drive the former to equilibrium at
the temperature of the latter [KFGV]. It follows that the local Σ−Γ interaction will drive
Γ to equilibrium at temperature T (x, t). Thus, under the assumption of local equilibrium,
we have a local version of the zeroth law
5. Concluding Remarks
We have provided mathematical specifications of local thermodynamic equilibrium
(LTE) at macroscopic, mesoscopic and microscopic levels within the framework of nonrel-
ativistic quantum statistical thermodynamics. Furthermore, we provide a precise condition
(in Section 2.3) for the thermodynamic completeness of Q.
The coordination of our LTE conditions for the single phase regime at the three
different levels serves to express them all in terms of θ(x, t). Specifically, it represents the
local state of Σ by θ(x, t) at the macroscopic level, by the characteristic function µθ(x,t)
at the mesoscopic one (cf. Eq. (3.2.3)) and the quantum mechanical form ωθ(x,t) at the
microscopic level. Furthermore, by considering the local coupling of Σ to a finite one, Γ,
we showed that the LTE condition implied a local version of the zeroth law.
Our derivation of these results was dependent on the assumption of scale invariance
of the phenomenological dynamics. This permitted the employment of a hydrodynamical
limit, which carried an infinite separation of the macroscopic and microscopic time scales.
However, as noted in Section 2.2, the scale invariance assumption is not satisfied in the
all-important case of Navier-Stokes fluid mechanics, though the ratio of the macroscopic
to microscopic time scales is still enormously large there. In this and similar cases one
may employ the methods of [Se3] to obtain the results of the present work, up to miniscule
corrections of the order of ratios of microscopic to corresponding macroscopic quantities.
Finally we remark that, while the present work is designed to be a contribution to
condensed matter physics, a conceptually different treatment of local equilibrium has been
formulated in [BOR] within the framework of quantum field theory.
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