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The ratio of two consecutive level spacings has emerged as a very useful metric in exploring
universal features exhibited by complex spectra. It does not require the knowledge of density of
states and is therefore quite convenient to compute in studying the spectrum of a general system.
The Wigner surmise like results for the ratio distribution are known for the invariant classes of
Gaussian random matrices. However, for the crossover ensembles, which are useful in modeling
systems with partially broken symmetries, corresponding results have remained unavailable so far.
In this work, we derive exact result for the distribution of ratio of two consecutive level spacings
in the Gaussian orthogonal to unitary crossover ensemble using a 3 × 3 random matrix model.
This crossover is useful in modeling time reversal symmetry breaking in quantum chaotic systems.
Although based on a 3 × 3 matrix model, our result can be applied in the study of large spectra
also, provided the symmetry breaking parameter facilitating the crossover is suitably scaled. We
substantiate this claim by considering Gaussian and Laguerre crossover ensembles comprising large
matrices. Moreover, we apply our result to investigate the violation of time-reversal invariance in
the quantum kicked rotor system.
I. INTRODUCTION
Since Wigner’s pioneering work in the 1950s, random
matrix theory (RMT) has developed into an important
field dedicated to the statistical investigation of complex
systems. From nuclear physics [1, 2] to finance [3–5], from
information and communication theory [6–8] to trans-
port phenomena in mesoscopic systems [9, 10], RMT has
found widespread application in a broad range of top-
ics [11–15]. One of the fascinating aspects of RMT is its
prediction of certain universal features which are found to
be shared by a wide variety of completely unrelated sys-
tems. It was conjectured in a seminal work by Bohigas,
Giannoni and Schmit that the local fluctuation proper-
ties of the spectra of quantum chaotic systems coincide
with those of random matrices [16] and there has been an
overwhelming evidence in favor of this conjecture [11, 12].
Nearest neighbor spacing distribution (NNSD) is an im-
portant and widely studied statistical measure to quan-
tify local fluctuation properties of a given spectrum. As
a matter of fact, the agreement of NNSD with the RMT
result is considered as a litmus test to indicate that the
system under consideration is chaotic.
The NNSD expressions for the classical Gaussian en-
sembles based on 2 × 2 matrices, famously known as
Wigner surmise, approximate the corresponding exact
results for large matrices very closely and therefore are
of immense usefulness in studying spectra of complex sys-
tems. Unfortunately, the empirical calculation of NNSD
for a general system involves the difficult task of unfold-
ing the spectrum which requires knowledge of the density
of states to a very good accuracy, which is not always pos-
sible to acquire. Consequently, one seeks alternatives to
∗ ayana1994s@gmail.com
† skumar.physics@gmail.com
NNSD which can be used to quantify the local fluctuation
behavior without the need of unfolding. One such quan-
tity is the ratio of two consecutive level spacings and has
become quite popular in recent times. In Refs. [17, 18]
Atas et al. have derived the probability density func-
tion of this ratio for the classical Gaussian ensembles be-
longing to orthogonal, unitary and symplectic invariant
classes, and additionally for the Poissonian case which
applies to spectra of integrable systems [19]. Although
these results are based on 3×3 random matrices, similar
to the Wigner surmise, they have been found to describe
the fluctuation behavior of large spectra to a reasonable
accuracy.
The three invariant classes of random matrices men-
tioned above apply depending on the time-reversal and
rotational symmetries exhibited by a system [11–14, 20].
However, there can be instances when the symmetry is
partially broken and correspondingly the spectra exhibits
statistics intermediate between two invariant classes.
Such systems can be modeled by crossover random ma-
trix ensembles which can interpolate between two sym-
metry classes as certain symmetry-breaking or crossover
parameter is varied [21–27, 29, 31–37]. The intermediate
cases are realized when the crossover parameter assumes
a value between its two extremes. This crossover param-
eter can often be related to some physical quantity while
modeling a quantum chaotic system. For instance, appli-
cation of a weak magnetic field on a mesoscopic system
(e.g., a quantum dot) leads to a partial time-reversal in-
variance violation [9]. Correspondingly, along with the
change in spectral behavior, one also observes the effect
on electronic transport properties leading to phenomenon
such as magnetoconductance [9, 38–42]. In this case, the
crossover parameter governing the orthogonal to unitary
transition can be related to the magnetic flux. Interest-
ingly, crossover ensembles also find applications in prob-
lems where time-reversal and rotation symmetries do not
have any direct meaning, for example in multiple channel
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2wireless communication where the crossover is governed
by a certain signal-fading parameter [8].
We focus here on an ensemble interpolating between
Gaussian Orthogonal Ensemble (GOE) and Gaussian
Unitary Ensemble (GUE), and derive exact distribution
for the ratio of consecutive level spacings using a 3 × 3
random matrix model. Similar to Wigner surmise, our
result can be applied to large dimension cases and to non-
Gaussian random matrix ensembles once the crossover
parameter is properly scaled. We substantiate this claim
by considering interpolating ensembles of Gaussian and
Wishart-Laguerre ensembles comprising large matrices.
In quantifying the level fluctuation behavior of an arbi-
trary quantum chaotic system, our result can be applied
once the crossover parameter of the RMT model is re-
lated to the time-reversal symmetry breaking parameter
of the given system. We demonstrate this by investigat-
ing the time-reversal symmetry breaking in a quantum
kicked rotor (QKR) system [43].
The rest of this paper is organized as follows. In Sec. II
we present the random matrix model used for study-
ing the GOE-GUE crossover. In Sec. III we derive the
exact result for the ratio distribution using the 3 × 3
case of the matrix model presented in the preceding sec-
tion. In Sec. IV we examine the scaling behaviour of
the crossover parameter for Gaussian ensembles in large
dimension cases. Section V deals with the investigation
of orthogonal to unitary crossover in Wishart-Laguerre
ensemble. In Sec. VI we apply our analytical result for
studying the time-reversal symmetry breaking in quan-
tum kicked rotor system. We conclude with a brief sum-
mary in Sec. VII.
II. MATRIX MODEL FOR THE GOE-GUE
CROSSOVER
We use the random matrix model proposed by Pandey
and Mehta for GOE-GUE crossover [22, 23]:
H =
√
1− α2H1 + αH2. (1)
In this equation, H1 and H2 are real-symmetric and
complex-Hermitian random matrices with probability
densities
P(Hβ) ∝ exp
(
− 1
4v2
trH2β
)
, β = 1, 2, (2)
respectively. The parameter v appearing above fixes the
scale of the problem. Clearly, H1 and H2 belong to the
GOE and GUE, respectively. The variances of the diag-
onal and off-diagonal parts (both real and imaginary for
GUE) of the Gaussian matrix elements in either case are
2v2 and v2, respectively. The matrix model in Eq. (1)
interpolates between GOE and GUE as the crossover pa-
rameter α is varied from 0 to 1. Other equivalent forms
for the above matrix model are also possible. For ex-
ample, Lenz and co-workers have considered the random
matrix model [24, 25]
H =
1√
1 + λ2
H1 +
λ√
1 + λ2
H2. (3)
The relation between parameters α and λ can be readily
established to be α = λ/
√
1 + λ2 or λ = α/
√
1− α2. The
parameter λ gives GOE and GUE in the limits 0 and ∞,
respectively. The joint eigenvalue density for the matrix
model in Eq. (1) is used in the next section to obtain an
exact result for the distribution of ratio of consecutive
level spacings.
III. EXACT RATIO DISTRIBUTION FOR
3-DIMENSIONAL GAUSSIAN MATRICES
Considering the 3-dimensional case, the joint probabil-
ity density function for the orthogonal-unitary crossover
in Gaussian ensemble is given by [22, 23]
P (x1, x2, x3) =
1
48
√
2piv6(1− α2)3/2
× [f(x1 − x2)− f(x1 − x3) + f(x2 − x3)]
× (x1 − x2)(x2 − x3)(x1 − x3) e−
1
4v2
(x21+x
2
2+x
2
3), (4)
where
f(u) = erf
[(
1− α2
8α2v2
)1/2
u
]
, (5)
with erf(z) = (2/
√
pi)
∫ z
0
e−t
2
dt being the error function.
The limits α→ 0 and α→ 1 in Eq. (4) lead to the joint
probability densities of eigenvalues for GOE and GUE,
respectively. We have
PGOE(x1, x2, x3) =
1
48
√
2piv6
e−
1
4v2
(x21+x
2
2+x
2
3)
×|(x1 − x2)(x1 − x3)(x2 − x3)|, (6)
PGUE(x1, x2, x3) =
1
768pi3/2v9
e−
1
4v2
(x21+x
2
2+x
2
3)
×[(x1 − x2)(x1 − x3)(x2 − x3)]2. (7)
For the purpose of computing the desired ratio distri-
bution, we order the eigenvalues such that x1 ≤ x2 ≤ x3.
The ratio of consecutive level spacings is then given by
r =
x3 − x2
x2 − x1 . (8)
The probabilty density function of r can be obtained as
p(r) = 3!
∫ ∞
−∞
dx2
∫ x2
−∞
dx1
∫ ∞
x2
dx3 P (x1, x2, x3)
×δ
(
r − x3 − x2
x2 − x1
)
. (9)
3We proceed similar to Refs. [17, 18] and implement the
change of variables (x1, x2, x3)→ (x, x2, y) with x = x2−
x1, y = x3 − x2. This gives us
p(r) = 6
∫ ∞
−∞
dx2
∫ ∞
0
dx
∫ ∞
0
dy P (x2 − x, x2, x2 + y)
× δ
(
r − y
x
)
.
On using Eq. (4) we find that in the above expression the
variable x2 appears only in the exponential factor and
therefore the integral over it can be trivially performed,
leading us to
p(r) =
1
4
√
6pi v5(1− α2)3/2
∫ ∞
0
dx
∫ ∞
0
dy x y (x+ y)
× [f(x) + f(y)− f(x+ y)] e− 16v2 (x2+xy+y2) δ
(
r − y
x
)
.
(10)
Using the result δ(r − y/x) = x δ(y − rx), we get rid of
the y-integral and are left with an integration on x only:
p(r) =
r(r + 1)
4
√
6pi v5(1− α2)3/2
∫ ∞
0
dxx4
× [f(x) + f(rx)− f(r + rx)] e− x
2
6v2
(r2+r+1). (11)
The above expression involves three integrals of identical
structure which offers an exact result:
g(η, ζ) :=
4
√
pi
v5
∫ ∞
0
dxx4 exp
(
−η
2x2
v2
)
erf
(
ζx
v
)
=
ζ(5η2 + 3ζ2)
η4(η2 + ζ2)2
+
3
η5
arctan
(
ζ
η
)
. (12)
Using the above integration result, we obtain the final
expression for the probability density function for the
ratio of two consecutive level spacings as
p(r) =
r(r + 1)
16
√
6pi(1− α2)3/2 [g(a, b) + g(a, br)− g(a, br + b)] ,
(13)
where g(η, ζ) is as given in Eq. (12) and
a =
√
r2 + r + 1
6
, b =
√
1− α2
8α2
. (14)
We note that the function g(η, ζ), and hence p(r) is inde-
pendent of v. This is expected, as ratio distribution has
to be independent of the global scale of the spectrum.
This can be seen from Eq. (6) also by considering the
scaling x→ vx. The three ‘arctan’ terms in p(r) may be
combined to yield a single term, giving us overall
p(r) =
r(r + 1)
16
√
6pi(1− α2)3/2
[
b(5a2 + 3b2)
a4(a2 + b2)2
+
br(5a2 + 3b2r2)
a4(a2 + b2r2)2
− b(r + 1)(5a
2 + 3b2(r + 1)2)
a4(a2 + b2(r + 1)2)2
+
3
a5
arctan
(
b3r(r + 1)
a3 + ab2(r2 + r + 1)
)]
. (15)
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FIG. 1: Distribution of the ratio of two consecutive
spacings using Eq. (15) for different α values.
Equations (13) and (15) may be written in terms of the
parameter λ of the matrix model given in Eq. (3) by
replacing 1/(1− α2)3/2 by (1 + λ2)3/2 and b in Eq. (14)
by 1/(
√
8λ).
In the limit α → 0, we have b → ∞, and therefore
g(a, b) = g(a, br) = g(a, br + b) = 3pi/(2a5). Conse-
quently, we obtain the result for GOE [17, 18]:
pGOE(r) =
27
8
r(r + 1)
(r2 + r + 1)5/2
. (16)
Now, for ζ → 0 we obtain g(η, ζ) = 8ζ/η6 − 8ζ3/η8 +
O(ζ5) by invoking the expansion of arctan z about z = 0.
Hence, in the limit of α→ 1 or b→ 0, we have
g(a, b) + g(a, br)− g(a, br + b) = 8b
a6
− 8b
3
a8
+
8br
a6
− 8b
3r3
a8
− 8(r + 1)b
a6
+
8(r + 1)3b3
a8
+O(b5)
=
24r(r + 1)b3
a8
+O(b5)
=
24r(r + 1)(1− α2)3/2
83/2a8
+O((1− α2)5/2). (17)
This leads to GUE result in the limit α→ 1 [17, 18]:
pGUE(r) =
81
√
3
4pi
r2(r + 1)2
(r2 + r + 1)4
. (18)
In Fig. 1 we plot the result in Eq. (15) for probability
density function of the ratio of two consecutive levels
for three values of α. The α = 0.01 and 0.99 curves
are close to GOE and GUE results, while the α = 0.22
and 0.40 curves depict intermediate situations. In Fig. 2
we consider α = 0.2, 0.7 and compare analytical result
based plots (solid curves) with numerical results (overlaid
symbols) obtained from the Monte Carlo simulation of
3×3 matrices following the matrix model of Eq. (1). We
see an excellent match as we would expect.
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FIG. 2: Comparison between the analytical prediction
(solid line) based on Eq. (15) and numerical simulation
for ratio distribution in the 3× 3 case.
IV. SCALING OF λ FOR LARGE N GAUSSIAN
ENSEMBLE
For the invariant cases, i.e., λ = 0 (α = 0) and
λ → ∞ (α → 1), it has been shown that the Wigner-
surmise like results, Eqs. (16) and (18), for the ratio dis-
tribution work even for large matrix dimensionN [17, 18].
However, for the intermediate cases, we must scale the
crossover parameter α or λ appropriately so that Eq. (15)
can be used for large N also. As a matter of fact, it is
known that the transition rate depends on the local den-
sity of states or the level density [22, 23, 27–30, 33, 34].
For large N , the matrix model in Eq. (1) leads to the the
Wigner’s semicircular level density
R1(x) =
{
1
pi
√
2N − x2, −√2N ≤ x ≤ √2N,
0, otherwise,
(19)
for the choice v2 = 1/[2(1 +α2)] = (1 + λ2)/[2(1 + 2λ2)].
The effective crossover parameter for small α is then
αeff ∼ αR1(x) and equivalently, for small λ we have
λeff ∼ λR1(x). This implies that the transition rate
is faster in the center of the semicircle. Therefore, al-
though the ratio of consecutive spacings is independent
of the local density of states, for the crossover ensem-
ble, the fluctuation behavior of the part of spectrum
near at the center is closer to GUE than that near the
edges. We verify this by considering 1000 matrices of size
N = 1000 using the matrix model Eq. (3) and numeri-
cally obtain the ratio distribution independently using
(i) 100 eigenvalues in the center of the spectrum, (ii)
100 eigenvalues comprising 50 and 50 from the left and
right edges of the spectrum, and (iii) the entire spec-
trum. These are displayed in the Fig 3 using histogram
stairs of colors red, blue and green, respectively. The ex-
tremes corresponding to the GOE and GUE cases based
on Eqs. (16) and (18) are shown using gray dotted and
orange dashed curves, respectively. For λ = 0 all his-
tograms fall on the GOE curve, indicating that every-
where in the spectrum, the fluctuations conform to the
orthogonal symmetry. Similarly, for higher values of λ,
e.g. 0.08, the histograms more or less coincide with the
GUE curve, implying that the crossover is almost com-
plete. However, for intermediate cases the red histogram
(spectrum bulk) is closer to the GUE curve than the
blue histogram (spectrum edges). This effect can be seen
prominently in λ = 0.02 and 0.04 cases. We also see
that for these intermediate cases, the green histogram,
which is based on the entire spectrum, is closer to the
red histogram. Therefore, the overall behavior is domi-
nated by the bulk and as an approximation we may use
the scaling λeff ∼ λR1(0) ∼
√
Nλ and consider the entire
spectrum for examining the local fluctuations. To jus-
tify this proposition, based on the matrix model (3), we
numerically obtain ratio distributions for matrix dimen-
sions N = 100, 500 and 1000 along with several values
of λ. These empirical distributions are then fitted with
Eq. (15) to obtain the effective crossover parameter λeff.
The plots of λeff vs.
√
Nλ do exhibit linear behavior
for small λ values and nearly fall on each other, thereby
supporting our deduction above. This scaling was also
found to hold in the NNSD expression for the Poisson-
GOE crossover studied in Ref. [25].
V. APPLICATION TO LAGUERRE ENSEMBLE
In this section, we discuss the orthogonal to unitary
crossover in Laguerre ensemble, which is also referred to
as Wishart or Wishart-Laguerre ensemble.
Consider N×M–dimensional real and complex Ginibre
matrices A1 and A2, respectively, from the distributions
Pβ(Aβ) ∝ exp
(
−β
2
trAβA
†
β
)
; β = 1, 2, (20)
where † represents conjugate-transpose and may be re-
placed by only transpose (T ) for β = 1. Considering
N ≤ M , the Laguerre Orthogonal Ensemble (LOE) and
Laguerre Unitary Ensemble (LUE) comprise the Wishart
matrices A1A
T
1 and A2A
†
2, respectively. The distribu-
tion of ratio of two consecutive level spacings is known
from Ref. [18] for 3× 3 matrix model of Laguerre ensem-
ble in the invariant cases with Laguerre weight e−βx/2.
These correspond to the Wishart matrices A1A
T
1 with
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FIG. 3: Behavior of the ratio distribution computed using the middle part (red stairs), edges (blue stairs), and the
entire spectrum (green stairs) for the GOE-GUE crossover.
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FIG. 4: Scaling behavior of the effective transition
parameter λeff in the GOE-GUE crossover.
N = 3,M = 4 and A2A
†
2 with N = M = 3, and read
pLOE(r) = 32
(
r2 + r
)
(r + 2)5
, (21)
pLUE(r) = 420
(
r2 + r
)2
(r + 2)8
. (22)
In the limits r → 0 and r →∞, the asymptotic behaviors
of these functions are rβ and r−β−2, respectively, which
coincide with the corresponding asymptotic behaviors of
GOE and GUE results in Eqs. (16) and (18). However,
overall shapes of these distributions based on 3×3 cases of
Laguerre and Gaussian ensembles are very distinct. For
large N , we find that the empirical ratio distributions for
the Laguerre ensemble are closely approximated by the
Gaussian ensemble results instead of the above two equa-
tions. This is demonstrated in Fig. 5 where we plot the
ratio distributions obtained from numerical simulation
based on the above described Wishart-Laguerre matrix
model. For comparison, we also plot the analytical ex-
pressions from Eqs. (16), (18), (21) and (22). We can see
that for N = 500, the empirical ratio distributions for
the Laguerre ensemble are well described by the Gaus-
sian 3× 3 results, thereby affirming their universality.
We now analyze the LOE-LUE crossover. The matrix
model implemented is
W = AA†, (23)
where
A =
1√
1 + λ2
A1 +
λ√
1 + λ2
A2. (24)
We focus on the large N = M case, for which the level
density for the Wishart random matrix W is given by
R1(x) =
{
1
pi
√
2N−x
x , 0 ≤ x ≤ 2N,
0, otherwise.
(25)
For the above LOE to LUE crossover ensemble, the
effective transition parameter is known to be λeff ∼
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FIG. 5: Distribution of the ratio of two consecutive
spacings in Laguerre orthogonal (β = 1) and Laguerre
unitary (β = 2) ensembles.
λ
√
xR1(x) ∼ λ
√
2N − x [33, 34, 44], which depends
on the location in the spectrum. However, away from
the right edge, we have λeff ∼
√
Nλ and we expect
this scaling to work for the the entire spectrum col-
lectively, similar to the Gaussian case. We verify this
with the aid of matrices generated using Eq. (23) for
N = 500, 1000, 1500 and varying λ values. The empirical
ratio distributions are fitted with the formula in Eq. (15)
to obtain the effective λeff and then plotted against
√
Nλ
in Fig. 6. The data points almost fall on a common line
for small values of λ, which indicates validity of the above
mentioned scaling for LOE-LUE crossover.
VI. SYMMETRY CROSSOVER IN QUANTUM
KICKED ROTOR
The quantum kicked rotor (QKR) was introduced to
serve as a simple yet significant model to aid investi-
gations into quantum chaos [43]. Since then QKR and
its variants have been extensively used in several con-
texts [45–54]. The Hamiltonian for the kicked rotor sys-
tem is given by
H = (p+ γ)
2
2
+ α cos(θ + θ0)
∞∑
n=−∞
δ(t− n). (26)
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FIG. 6: Scaling behavior of the effective transition
parameter λeff in the LOE-LUE crossover.
It describes a particle restricted to a ring and receiving
position dependent periodic kicks. In the above equation
p is the momentum operator, θ is the position opera-
tor and α is the stochasticity parameter. The role of
the parameters γ is to imitate the effect of time-reversal
breaking while θ0 facilitates the parity violation. The pe-
riodic kicks at integer time instants (t = n) is provided
by the Dirac comb. The associated quantum dynamics
may be described by the discrete time evolution opera-
tor (Floquet operator) U by imposing the torus bound-
ary condition on the phase space. Considering the finite
dimensional model, we obtain the evolution operator in
position basis as [45, 46]
Umn =
1
N
exp
[
−iα cos
(
2pim
N
+ θ0
)]
(27)
×
N ′∑
l=−N ′
exp
[
−i
(
l2
2
− γl + 2pil(m− n)
N
)]
.
In the above summation, N ′ is (N − 1)/2 with N odd
and m,n take the values −N ′,−N ′ + 1, ..., N ′. A high
degree of chaos is necessary for the spectral fluctuation
properties of the QKR to correspond to classical RMT
ensembles [45–47]. This can be achieved by assigning the
parameter α a very high value. For studying the vio-
lation of time-reversal invariance, we set θ0 = pi/(2N)
(fully broken parity symmetry) and then vary γ gradu-
ally. This leads the eigenangle (or eigenphase) spectrum
of U to exhibit a transition from orthogonal to unitary
class, which has been shown to be described very well
using the crossover from Circular Orthogonal Ensemble
(COE) to Circular Unitary Ensemble (CUE) [26, 48, 49].
In the following, we examine the crossover in the distri-
bution of ratio of two consecutive eigenangles and de-
pendence of the transition parameter λeff on the time-
reversal violation parameter γ.
For our analysis, we consider N = 51, 101, 151 and
generate the corresponding ensembles of U matrices by
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FIG. 7: Dependence of the effective crossover parameter
λeff on the time-reversal violation parameter γ of QKR
system.
varying the stochasticity parameter α in the neighbor-
hood of 20000. These matrices are diagonalized to ob-
tain the eigenvalues which are of the form of eiφj , with
φj being the eigenangles. The eigenangles are uniformly
distributed in [−pi, pi) and therefore the level density is
R1(φ) = N/(2pi). It is also known based on a semiclas-
sical analysis that the effective transition parameter λeff
for this system is proportional to γN3/2 [48, 49]. This is
verified in Fig. 7 where we plot λeff versus γN
3/2. The
λeff values have been obtained by fitting the numerically
obtained ratio distributions with Eq. (15). We observe
linear behaviour for small values of γ which confirms the
above relationship between λeff and γ.
VII. SUMMARY AND OUTLOOK
For analyzing the spectral fluctuations of complex
physical systems, distributions of nearest neighbor spac-
ing and their ratio are two widely used measures. The lat-
ter is convenient to apply since it circumvents the proce-
dure of unfolding the spectrum. For the invariant classes,
the ratio distributions were recently derived. These re-
sults are analogous to the Wigner surmise for the near-
est neighbor spacing distributions. For the crossover en-
sembles, such as one describing a gradual time-reversal
breaking, similar results are known for the nearest neigh-
bor spacing distribution. However, similar results corre-
sponding to the ratio of spacings have been missing. In
this work, we aimed to fill this gap by deriving the Wigner
surmise like result for ratio distribution in the orthogo-
nal to unitary symmetry crossover. We also examined
the proper scaling of the transition parameter which is
needed to handle large size spectra by studying the Gaus-
sian and Laguerre crossover ensembles. Additionally, we
investigated the effect of time-reversal symmetry break-
ing in the spectrum of quantum kicked rotor by examin-
ing the behavior of ratio distribution of eigenangles and
the associated scaling of the transition parameter.
Aside from the orthogonal-unitary crossover ensemble,
there are several random matrix models which are use-
ful in exploring other kinds of spectral transitions. For
instance, the Poisson to Gaussian-ensemble crossover is
useful in quantifying the transition from integrability to
chaos. It would be of interest to see if similar universal
results can be obtained for other crossover ensembles.
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