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Blowing up of non-commutative smooth surfaces
Michel Van den Bergh
Abstract. In this paper we will think of certain abelian categories with fa-
vorable properties as non-commutative surfaces. We show that under certain
conditions a point on a non-commutative surface can be blown up. This yields
a new non-commutative surface which is in a certain sense birational to the
original one. This construction is analogous to blowing up a Poisson surface
in a point of the zero-divisor of the Poisson bracket.
By blowing up ≤ 8 points in the elliptic quantum plane one obtains global
non-commutative deformations of Del-Pezzo surfaces. For example blowing up
six points yields a non-commutative cubic surface. Under a number of extra
hypotheses we obtain a formula for the number of non-trivial simple objects
on such non-commutative surfaces.
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1. Introduction
Throughout this paper k will be an algebraically closed field.
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1.1. Motivation. Let X be a smooth connected surface over k and let q be
a Poisson bracket on X . Since we are in the dimension two, q corresponds to a
section of ω∗X .
Let p ∈ X and let α : X˜ → X be the blowup of X in p. From the fact that X˜
and X share the same function field it is easily seen that q extends to X˜ if and only
if q vanishes in p. Denote the extended Poisson bracket by q′ and let Y resp. T be
the zero divisors of q and q′. One verifies that as divisors : T = α−1(Y )−L, where
L = α−1(p) is the exceptional curve. In particular T contains the strict transform
Y˜ of Y , and if p ∈ Y is simple then actually T = Y˜ .
Our aim in this paper is to show that there exists a non-commutative version
of this situation. That is we show that it is possible to view the blowup of a
Poisson surface as the quasi-classical analogue of a blowup of a non-commutative
surface. Our motivation for doing this is to provide a step in the ongoing project
of classifying graded domains of low Gelfand-Kirillov dimension. Since the case of
dimension two was completely solved in [4] the next interesting case will very likely
be dimension three (leaving aside rings with fractional dimension which seem to be
quite exotic). One may view three dimensional graded rings as non-commutative
projective surfaces. Motivated by some heuristic evidence Mike Artin conjectures
in [10] that, up to birational equivalence, there will be only a few classes, the largest
one consisting of those algebras that are birational to a quantum P2 (see below).
Once a birational classification exists, one might hope that there would be
some version of Zariski’s theorem saying that if two (non-commutative) surfaces
are birationally equivalent then they are related through a sequence of blowing ups
and downs. With the current level of understanding it seems rather unlikely that
Artin’s conjecture or a non-commutative version of Zariski’s theorem will be proved
soon, but this paper provides at least one piece of the puzzle.
This being said, it is perhaps the right moment to point out that in this paper
we won’t really define the notion of a non-commutative surface. Instead we first
introduce non-commutative schemes (or quasi-schemes, to follow the terminology of
[28]). These will simply be abelian categories having sufficiently nice homological
properties. Then we will impose a few convenient additional hypotheses which
would hold for a commutative smooth surface (see §5.1).
To fix ideas we will first discuss two particular cases of quasi-schemes. If R
is a ring then SpecR is the category of right R-modules (the “affine case”). If
A = A0⊕A1⊕ · · · is a graded ring then ProjA is (roughly) the category of graded
right A-modules, modulo the modules with right bounded grading (the “projective
case”).
Let us first consider the affine case. Assume that R is a finitely generated
k-algebra and let C the commutator ideal. C is the natural analog of the zero
divisor of a Poisson bracket. Now SpecR/C is a commutative affine scheme and a
k-point in SpecR/C corresponds to a maximal ideal m in R with R/m = k. Hence
a natural idea is to define the blowup of SpecR in p as ProjD where D is the Rees
algebra associated to m.
D = R⊕m⊕m2 ⊕m3 ⊕ · · ·
It is easily seen however that this definition is faulty. Consider the following example
[10] R = k〈x, y〉/(yx − xy − y), m = (x, y). Then mn = (xn, y). Hence the analog
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of the exceptional curve
D/mD = R/m⊕m/m2 ⊕m2/m3⊕
is isomorphic to k[x]. Thus ProjD/m is a point, whereas intuitively we would
expect it to be one-dimensional in some sense.
It turns out however that in this example one can use a certain twisting of the
Rees algebra which yields a reasonably behaved blowing up. This is based on the
observation that the commutator ideal C = (y) is an invertible R-bimodule. Let
J be its inverse. Then we define In as the image I⊗n in J⊗n and we define the
modified Rees algebra D as
D = R⊕ I ⊕ I2 ⊕ I3 ⊕ · · ·
The blowup of SpecR in p is now defined as ProjD for this new D. We refer the
reader to [10] for a detailed workout of this example. However we will indicate
how one finds the analog of the exceptional curve. Let τ be the automorphism of
R given by a 7→ y−1ay. Then J = Rτ and hence In = mτ(m) · · · τn−1(m)τn . Put
L = D/τ−1(m)D. One now verifies that dimLu = u+1. So L plays the role of the
exceptional curve. Note however that L is a right D-module but not a left module.
In retrospect this was to be expected since, as we have said in the first paragraph,
if we blow up a Poisson surface, then the extended Poisson bracket will in general
not vanish on the exceptional curve.
This example indicates the way to go for rings whose commutator ideal is
invertible. The latter hypotheses is not unreasonable since if we look at the case of
a Poisson surface then we see that we expect a non-commutative smooth surface
to contain a commutative curve. Additional motivation comes from considering
the local rings k〈〈x, y〉〉/(φ) with φ a (non-commutative) formal power series whose
lowest degree term is a non-degenerate quadratic tensor in x, y. These local rings
are the non-commutative analogs of complete two dimensional regular local rings
and one verifies that their commutator ideal is indeed invertible (see e.g. [35]).
There is one important hitch however. The commutator ideal is not invariant
under Morita equivalence! This indicates that it is important to develop the the-
ory in a more category-theoretical frame work. This will make it possible to talk
about non-commutative schemes containing a commutative curve, without refering
to rings or ideals at all.
To stress this point even more let us consider the case of graded rings. In [6]
Artin and Schelter introduced so-called regular rings. These are basically graded
rings which have the Hilbert series of three dimensional polynomial rings, together
with a few other reasonable properties. They were classified in [6, 7, 8] and also,
with different methods, in [13]. Let A be such a regular ring. We view X = ProjA
as a quantum P2. Since on P2 the anti-canonical sheaf has degree three, the zero
divisor of a Poisson bracket will be a (possibly singular and non-reduced) elliptic
curve. Therefore we would also expect X = ProjA to contain an elliptic curve
in some reasonable sense. It turns out that this is indeed true! It was shown in
[6, 9, 7] that A contains a normal element g in degree three such that ProjA/gA
is equivalent with the category of quasi-coherent sheaves over an elliptic curve Y .
Thus if we actually identify Y with ProjA/gA then Y →֒ X .
Now let p ∈ Y . The previous discussion suggests that it should be possible to
blow up p. However it is not clear how to proceed. Under the inclusion Y →֒ X , p
corresponds to a so-called point module [8] over A. This is by definition a graded
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right module, which is generated in degree zero and which is one-dimensional in
every degree. However such a point module is only a right module and hence it
cannot be used to construct a Rees algebra.
Our solution is to construct the Rees algebra directly over ProjA. To do this
we have to invoke the theory of monads [25]. Since we only consider monads
satisfying a lot of additional hypotheses we prefer to call our monads algebras.
This is at variance with the use of “algebra” in the theory of categories [25] but in
our context it seems reasonable. For us an algebra over an abelian category C is in
principle an algebra object in the monoidal category of right exact functors from C
to itself. There are however some technical problems with this so we end up using
a less intuitive definition (see below).
The importance of monads in non-commutative algebraic geometry was noticed
by various people, in particular by Rosenberg. See for example [28, 24]. In the last
chapter of his book Rosenberg actually defines a blow up of an arbitrary “closed”
subcategory of an abelian category. While this definition is also in terms of monads,
it is as far as I can see, somewhat different from ours. To see this let us again
consider the affine case. Then Rosenberg’s construction is in terms of the functor
M 7→ Mm, which is not right exact. If we replace this functor by M 7→ M ⊗R m
then one would get the Proj of the ordinary Rees algebra of R, which (depending
on what one wants to achieve) might not be the right answer (as we have shown
above).
1.2. Construction. Following [28] we introduce the notion of a quasi-scheme.
For us this will be a Grothendieck category (that is : an abelian category with a
generator and exact direct limits). However we tend to think of quasi-schemes as
geometric objects, so we denote them by roman capitals X , Y , . . . . If we really
refer to the category represented by a quasi-scheme X then we write Mod(X).
Note that in fact X = Mod(X), but it is very useful to nevertheless make this
notational distinction since it allows us to introduce other notations in a consistent
way. For example we will denote the noetherian objects in Mod(X) by mod(X).
Furthermore we can absorb additional structure into the symbol X (such as a map
to a base quasi-scheme) which is not related to Mod(X). This would be awkward
without the two different notations X and Mod(X).
A map α : X → Y between quasi-schemes will be a right exact functor α∗ :
Mod(Y ) → Mod(X) possessing a right adjoint (denoted by α∗). In this way the
quasi-schemes form a category (more precisely a two-category, see Appendix A).
If X is a quasi-compact quasi-separated commutative scheme then Mod(X)
will be the category of quasi-coherent sheaves on X . It is proved in [32] that
this is a Grothendieck category. Rosenberg in [29] has proved a reconstruction
theorem which allows one to recover X from Mod(X) (generalizing work of Gabriel
in the noetherian case). He has also announced that the functor which assigns to
a commutative scheme its associated quasi-scheme is fully faithful if we work over
SpecZ.
Let X be a quasi-scheme. We think of objects in Mod(X) as sheaves of right
modules on X . However to define algebras on X , it is clear that we need bimodules
on X (see [33] for the case where X is commutative). Let us for the moment define
a bimodule on X as a right exact functor from Mod(X) to itself commuting with
direct limits. Then the corresponding category is monoidal (the tensor product
being given by composition) and hence we can define algebra objects. Let A be
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such an algebra object. It is routine to define an abelian category Mod(A) of
A-modules. So this seems like a reasonable starting point for the theory.
However a difficulty emerges if one wants to define Rees algebras. As we have
seen, the main point is to take the sum of the In for some subbimodule I of an
invertible bimodule L. In was defined as the image of I⊗n → L⊗n. Unfortunately
to take an image one needs an abelian category, and I don’t see how to prove that
the above definition of a bimodule yields an abelian category, even if we drop the
requirement that bimodules should commute with direct limits. In this paper we
sidestep this difficulty by defining the category of bimodules on X as the opposite
category of the category of left exact functors from Mod(X) to itself. Since left
exact functors are determined by their values on injectives, they trivially form an
abelian category. In this way one can define Rees algebras in reasonable generality
(see Definition 3.5.13).
We will say that a quasi-schemeX is noetherian if Mod(X) is locally noetherian.
That is, if Mod(X) is generated by mod(X). As already has been indicated above, in
this paper we will study a noetherian quasi-schemeX which contains a commutative
curve Y as a divisor. To make this more precise we denote the identity functor
on Mod(X) by oX . This is an algebra on X such that Mod(oX) = Mod(X).
We will assume that oX contains an invertible subbimodule oX(−Y ) such that
Mod(oX/oX(−Y )) is equivalent with Mod(Y ).
We also need some sort of smoothness condition on X . Since it is obviously
sufficient to impose this in a neighborhood of Y , we assume that every object in
Mod(Y ) has finite injective dimension in Mod(X). This is the same setting as in
[35], albeit cast in a somewhat different language.
Now p ∈ Y defines a subbimodule mp of oX which is the analog of the maximal
ideal corresponding to p. We put I = mpoX(Y ). Define
D = oX ⊕ I ⊕ I2 ⊕ · · ·
This is the Rees algebra associated to I. We define the blowup X˜ of X in p as
ProjD.
1.3. General properties. A large part of this paper is devoted to proving
that X˜ satisfies similar properties as X and furthermore that we have obtained an
analogue of the blowup of a commutative surface. However before we start we need
to have a better understanding of the formal neighborhood of a point p ∈ Y . This
was in fact already done in [35]. The answer is given in terms of certain topological
rings (see Theorem 5.1.4 for precise results). It turns out that the formal local
structure of p depends heavily on a certain automorphism τ of Y which was also
introduced in [35]. To be more precise we define the normal bundle of Y in X as
oX(Y )/oX . This bimodule defines an autoequivalence of Mod(Y ) and by a result
in [5] such an autoequivalence must necessarily be of the form τ∗(−⊗OY N ) where
N is a line bundle on Y and τ is an automorphism of Y . In particular if τ has
infinite order (and hence p ∈ Y is smooth) then the formal local structure of p is
given by the ring of doubly infinite lower triangular matrices over the ring OˆY,p.
In particular this is independent of p and Y (as is the case for the completion at a
smooth point on a commutative scheme).
In this paper we complete the results in [35] by showing that various completion
functors are exact. For this we refer the reader to §5. An interesting application
of completion is given in section §5.7. In this section we define (roughly) the
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multiplicity in p and the points infinitely near to p of an object in mod(X) in the
case that the τ -orbit of p is infinite.
As a starting point for the study of X˜ we construct a commutative diagram of
quasi-schemes.
Y˜
β−−−−→ Y
i
y yj
X˜ −−−−→
α
X
where the vertical arrows are inclusions. X˜ is again a noetherian quasi-scheme
(Theorem 6.3.1). Y˜ is a commutative curve which plays the role of the strict
transform of Y . Y˜ is again a divisor in X and every object in Mod(Y˜ ) has finite
injective dimension in Mod(X˜) (see Theorem 6.6.3).
Associated to the point p ∈ Y there is a simple object Op. We define OL as
α∗(Op) and we consider OL as the structure sheaf on the exceptional curve in X˜.
In fact following a recipe given in [30] we can define a category Mod(L). Roughly
Mod(L) is generated by subquotients of direct sums of twists of OL. In this way
we can speak of the quasi-scheme L. It follows from Proposition 6.5.2 (together
with Corollary 6.7.4) that if we view Mod(X) modulo the objects supported on
the τ -orbit of p, and Mod(X˜) modulo the objects supported on L then we obtain
equivalent categories. This is the obvious analogue of the situation in the commutive
case where X − p and X˜ −L are isomorphic (and hence in particular X and X˜ are
birational).
In section §6.7 we give a precise description of Mod(L) (using results of [30] in
the case that τ has infinite order). It will follow that Mod(L) is very closely related
to the category of quasi-coherent sheaves on P1, illustrating again the analogy with
the commutative case.
In section §7 we compute the derived category of X˜. Our main result is that
this derived category has a semi-orthogonal decomposition given by the derived
category of X and the derived category of k. This generalizes a result by Orlov
[27].
1.4. Non-commutative Del-Pezzo surfaces. The results starting from Sec-
tion 9 are inspired by the construction in the commutative case of (most) Del-Pezzo
surfaces by blowing up a collection of points in P2. Let (Y, σ,L) be an elliptic triple
Y ⊂ P2 as in [7]. We assume that Y is smooth and that σ is a translation of infinite
order. Let A be the regular algebra associated to this triple [7] and let X0 = ProjA.
As above we consider X0 as a quantum version of P
2. The curve Y is contained as
a divisor in X0 and τ is equal in this case to σ
3. We choose points p1, . . . , pn ∈ Y
(n ≤ 8) and we construct a commutative diagram of quasi-schemes
X˜1
α1
~~}}
}}
}}
}} δ0
  A
AA
AA
AA
A
X˜2
α2
~~}}
}}
}}
}} δ1
  A
AA
AA
AA
A
X˜n
αn
~~||
||
||
|| δn
""E
EE
EE
EE
E
X1 X2 X3 · · · Xn Xn+1
Y
kkXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
hhQQQQQQQQQQQQQQQQ
OO 66mmmmmmmmmmmmmmm
22ffffffffffffffffffffffffffffffff
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Here the map αi is the blowup of Xi in pi. Morally Xi+1 is constructed from
X˜i by putting Xi+1 = Proj
(⊕
nH
0(Xi, oXi(nY ))
)
(actually for simplicity Xi+1
is constructed using a slightly different method (see §9.2), which is easily seen
to be equivalent). The point is that in the commutative case δi would be an
isomorphism if the points p1, . . . , pn are in general position (this follows from the
Nakai criterion for ampleness, see [20]). In the non-commutative δi will not in
general be an isomorphism. However we show in Theorem 11.1.3 that δi yields a
derived equivalence, under suitable general position hypotheses.
1.5. Exceptional simple objects. One of the aims of these notes is to clas-
sify (or rather count) the simple objects in Mod(Xi) which are not of the form Oq
for some q ∈ Y . We call such simple objects “exceptional” because, firstly, they do
not always exist, and secondly when they exist they are not easy to construct or to
count.
Using some results on geometry in the projective quantum plane (§10) together
with the above results on derived categories we obtain in Theorem 11.2.1 a formula
for the number of exceptional simple objects in Mod(Xi+1) (if n ≤ 6, τ has infinite
order and suitable general position hypotheses hold). It turns out that the number
of exceptional simple objects depends in a very sensitive way upon the position of
the points p1, . . . , pn. For example if n = 6 (and the other hypotheses are satisfied)
then our formula yields that there may be between 0 and 6 exceptional simple
objects in Mod(X7).
1.6. Non-commutative cubic surfaces. Being near the end of this intro-
duction we now indicate our original motivation for starting this project. It concerns
a problem which is not quite completely solved but which at least has become more
tractable.
As above let (Y, σ,L) be an elliptic triple with Y ∈ P2 and let A be the associ-
ated three dimensional Artin-Schelter regular algebra. It is easy to show that the
representation theory of A is fairly trivial. At a certain point Lieven Le Bruyn (see
for example [23]) suggested that one could obtain more interesting representation
theories by considering filtered rings C such that grC = A. This was motivated by
the example of enveloping algebras of Lie algebras which are related in a similar
way to polynomial algebras.
Instead of studying the filtered rings C, it is easier to study their Rees rings
D = ⊕nCn. These are characterized as the N-graded rings containing a regular
central element t in degree one such thatD/tD = A. Such graded rings were studied
in [22] but not much progress was made towards their representation theory.
As usual a first step in the study of the representation theory of D is the
construction of a “Casimir” element. Indeed A contains a canonical central element
g in degree 3 and by a computer computation one can show that g lifts to a central
element G in D. Then instead of studying D on may study the central quotients
Dµ = D/(G+µt
3), µ ∈ k. The Dµ may be considered as quantum versions of cubic
surfaces in P3.
A well known result in commutative algebraic geometry states that a cubic
surface in P3 is obtained by blowing up six points in P2, so one may ask whether
this is also true in the noncommutative case. I have not been able to show this in
general but a converse result is obtained in Section 12. We show that if we blow up
six points in the elliptic quantum plane then the resulting quasi-scheme is contained
as a cubic divisor in a quantum P3.
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Very recently Mike Artin has explained to me that one can probably obtain
the complete analogue of the commutative result by deformation theory. Indeed
Z = ProjDµ can be obtained as a deformation of a cubic surface Z0 in P
3. In Z0 we
can choose six mutually skew exceptional curves [20] and since the structure sheaves
of these exceptional curves have no higher Ext’s they deform well. So we should
find on Z six corresponding exceptional curves. Then we can blow these down, for
example using the procedure exhibited in [34]. To carry out this program there
are quite a few technical details that remain to be filled in. There are some recent
notes by Mike Artin on specializing birational equivalences in the non-commutative
case.
1.7. Acknowledgement. The author wishes to thank Mike Artin and Paul
Smith for stimulating discussions about the material in earlier versions of this man-
uscript and about non-commutative geometry in general. I also wish to thank Paul
Smith for showing me the interesting preprint [30] which contains related results.
2. Preliminaries on category theory
Our main references for categories are [16, 18, 25, 31]. If nothing is specified
then categories will have small homsets. This will not always be the case for some
secondary categories such as categories of bimodules (see below). However limits
and colimits are always taken over small sets. In particular complete and cocom-
plete will refer to the existence of small limits and colimits. When we speak of a
direct limit, we mean a colimit over a directed set. A similar convention applies to
inverse limits.
We will often implicitly use the fact that in an abelian category
⊕i∈IYi = lim−→
j∈J
J⊂I finite
Yj
∏
i∈I
Yi = lim←−
j∈J
J⊂I finite
Yj
(2.1)
Thus an additive functor commuting with direct limits commutes with coproducts.
A similar statement applies to products.
We use the following specialized version of the standard adjoint functor theo-
rems [25].
Theorem 2.1. Let C, D be abelian categories and let F : D → C, G : C → D
be respectively a right and a left exact functor. Then
1. If C is complete and has a cogenerator then G has a left adjoint if and only
if G commutes with products.
2. (Dual version) If D is cocomplete and has a generator then F has a right
adjoint if and only if F commutes with coproducts.
Most of the abelian categories we use will be Grothendieck categories. These
are abelian categories which have a generator and exact direct limits. We use the
following results which are well-known [18, 31].
Theorem 2.2. Let C be a Grothendieck category. Then
1. C has products (not necessarily exact).
2. C has enough injectives.
NON-COMMUTATIVE BLOWING UP 9
3. The product of the injective hulls of the quotients of a fixed generator is an
injective cogenerator.
A Grothendieck category which is generated by noetherian objects is called
locally noetherian. Such categories were studied by Gabriel in [16]. One important
property they have is the following.
Theorem 2.3. In a locally noetherian category the direct limit of injective ob-
jects is injective.
A noetherian category is an abelian category in which every object is noether-
ian. One has [16, III, Th 1]
Theorem 2.4. Every noetherian category C is equivalent with the category of
noetherian objects in a locally noetherian category C˜. C˜ is characterized up to equiv-
alence by this property.
A Serre subcategory S of an abelian category C is by definition a full subcate-
gory which is closed under subquotients and extensions. In that case there exists a
quotient category C/S which is characterized by an appropriate universal property.
If C is a Grothendieck category then we say that S is localizing if S is a Serre sub-
category which is closed under direct limits. In that case C/S is also a Grothendieck
category. Furthermore the quotient functor π : C → C/S has a right adjoint which
we will usually denote by ω. The composition ωπ is called the localization functor
and will be denoted by ˜(−).
In this paper we basically work with the category of Grothendieck categories,
the morphisms being certain functors. This is an example of a two-category. Al-
though we usually only implicitly use this concept, we explain some basic notions
in Appendix A.
3. Non-commutative geometry
In this paper we will sometimes work with categories which do not come from
categories of modules over (graded) rings. Therefore in this section we introduce
some rudiments of a formalism which may be used to imitate some of the more
elementary features of commutative algebraic geometry. This section is closely
related to [28][33].
3.1. Bimodules. Below C, D, E , . . . will be abelian categories. We define the
following categories.
L(D, C) = {left exact functors D → C}
BIMOD(C − D) = L(D, C)opp
Bimod(C − D) = {M ∈ BIMOD(C − D) | M has a left adjoint }
Objects in BIMOD(C − D) will be called weak C-D bimodules, whereas objects in
Bimod(C − D) will simply be called C-D bimodules.
Proposition 3.1.1. 1. BIMOD(C−D), Bimod(C−D) have finite colimits,
and the inclusion Bimod(C −D)→ BIMOD(C −D) preserves those colimits.
2. If C is complete then BIMOD(C − D) is cocomplete. If D is in addition
cocomplete then so is Bimod(C−D) and furthermore the inclusion Bimod(C−
D)→ BIMOD(C − D) preserves colimits.
3. If D has enough injectives then BIMOD(C − D) is an abelian category.
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4. If D is complete and has a cogenerator then an object in BIMOD(C −D) is
in Bimod(C − D) iff it commutes with products.
5. If D is complete and has an injective cogenerator then an object in BIMOD(C−
D) is in Bimod(C −D) iff it commutes with products when evaluated on in-
jectives.
6. If D is complete and has an injective cogenerator and products are exact in
C then Bimod(C − D) is an abelian subcategory of BIMOD(C − D).
Proof. 1. To show that BIMOD(C − D) has finite colimits we have to
show that the opposite category L(D, C) has finite limits. Now one easily
verifies that for a functor G : I → L(D, C) with I a finite category
G′(M) = lim←−
i
G(i)(M)
defines the inverse limit of G in L(D, C).
Assume now that the G(i) are in Bimod(C−D) so they have left adjoints
F (i). Define F ′ by
F ′(N) = lim−→
i
F (i)(N)
One easily verifies that F ′ is a left adjoint to G′ and hence G′ ∈ Bimod(C −
D).
2. This is similar to (1).
3. Let Inj(D) denote the additive category of injectives in D. Then L(D, C)
is equivalent to Funct(Inj(D), C), where “Funct” denotes the category of
additive functors. It is now clear that L(D, C) inherits the property of being
an abelian category from C.
4. This follows from Theorem 2.1.
5. This follows from (4), using the fact that products are left exact.
6. We have to show that Bimod(C − D) is closed under kernels. Equivalently
the subcategory of Funct(Inj(D), C) of functors commuting with products
has to be closed under cokernels.
Let G1 → G2 be a map of functors in Funct(D, C) commuting with
products and let G3 = coker(G1 → G2). Then for E ∈ Inj(D) we have
G3(E) = coker(G1(E)→ G2(E)) and using the fact that products are exact
one easily obtains that G3 commutes with products.
We will now introduce some more suggestive notations for dealing with BIMOD(C−
D).
If M ∈ BIMOD(C − D) then we denote the corresponding functor in L(D, C)
by HomD(M,−). More or less by definition we have the following facts.
Proposition 3.1.2. 1. HomD(−,−) is left exact in its two arguments.
2. If C is complete then HomD(−,−) transforms colimits in its first argument
into limits.
3. If M ∈ Bimod(C − D) then HomD(M,−) transforms limits in its second
argument into limits.
4. If D has enough injectives and E ∈ Inj(D) then HomD(−, E) is exact.
Proof. 1. That HomD(−,−) is left exact in its second argument is by
definition. That it is left exact in its first argument follows from the ex-
plicit construction of colimits (and hence of cokernels) in the proof of Prop.
3.1.1(1).
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2. This follows as in the proof of Prop. 3.1.1(2).
3. If M ∈ Bimod(C − D) then HomD(M,−) has by definition a left adjoint.
Hence it commutes with limits.
4. This follows from the explicit structure of an abelian category on BIMOD(C−
D) given by the proof Prop. 3.1.1(3).
We write composition of functors
BIMOD(C − D)× BIMOD(D − E)→ BIMOD(C − E)
as − ⊗D −. In this way we obtain for M ∈ BIMOD(C − D), N ∈ BIMOD(D − E)
the satisfying formula
HomE(M⊗D N ,−) = HomD(M,HomE(N ,−))
Again more or less by definition we obtain the following properties.
Proposition 3.1.3. 1. −⊗D − is right exact in its two arguments.
2. If C is complete then −⊗D − preserves colimits in its first argument.
3. If D is complete and if M ∈ Bimod(C −D) then M⊗D− preserves colimits
in its second argument.
4. −⊗D − sends Bimod(C − D)× Bimod(D − E) to Bimod(C − E).
Now define
MOD(C) = BIMOD(Ab− C)
The functor M 7→ HomC(M,−) defines a full faithful embedding of C in MOD(C).
Throughout we will identify C with its essential image under this embedding.
We now obtain the following alternative “characterization” of Bimod(C − D)
inside BIMOD(C − D).
Proposition 3.1.4. Let M ∈ BIMOD(C − D). Then M is in Bimod(C − D)
if and only if the functor
−⊗CM : MOD(C)→ MOD(D)
sends C to D.
A few concepts from the theory of bimodules over rings can be generalized
to our setting. We denote the derived functors of HomD(−,−) in the second
argument by Ext iD(−,−) (if they exist). Assume that E has enough injectives. We
say that N ∈ BIMOD(D−E) is (left) flat ifHomE(N ,−) preserves injectives. More
generally forM ∈ BIMOD(C−D) and N ∈ BIMOD(D−E) we define T orDi (M,N )
as the object in BIMOD(C − D) satisfying
HomE(T orDi (M,N ), E) = Ext iD(M,HomE(N , E))(3.1)
for every injective E of E . A similar definition holds for M ∈ D.
Proposition 3.1.5. Assume that E has enough injectives.
1. T orDi (−,−) is a δ-functor in its two arguments.
2. N ∈ BIMOD(D− E) is flat if and only if T orD1 (M,N ) = 0 for all M ∈ D.
3. If N ∈ BIMOD(D−E) is flat then T orDi (M,N ) = 0 for allM ∈ BIMOD(C−
D).
Proof. All statements follow directly from the definitions.
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Assume that C, D have colimits. Then we will say that M ∈ BIMOD(C − D) is
coherent if HomD(M,−) commutes with direct limits.
Proposition 3.1.6. Assume that M∈ Bimod(C −D) and consider the follow-
ing statements.
1. M is coherent.
2. −⊗CM preserves finitely presented objects in C.
Then (1) implies (2). The converse holds if C is generated by finitely presented
objects.
Proof.
(1)⇒(2) Assume that T is a finitely presented object in C. I.e. HomC(T,−) commutes
with direct limits. We have to show that HomC(T ⊗CM,−) commutes with
direct limits. This follows from the fact that
HomC(T ⊗CM,−) = HomC(T,HomD(M,−))
(2)⇒(1) We have to construct a natural isomorphism between HomC(U, lim−→
i
HomD(M,Ni))
and HomC(U,HomD(M, lim−→Ni)) for an arbitrary inverse system (Ni)i in D
and U ∈ C. Since C is generated by finitely presented objects, it suffices to
do this for U finitely presented. But this is clear by adjointness.
Proposition 3.1.7. Assume D is a Grothendieck category. Suppose further-
more that C has exact direct limits. Let M ∈ BIMOD(C − D). Then the following
are equivalent
1. M is coherent.
2. HomD(M,−) commutes with direct limits of injectives.
Proof. We only have to prove 2.⇒1. In a Grothendieck category embeddings
into injectives can be constructed functorially [17]. Hence if (Ti)i∈I is an inverse
system in D then there is a copresentation
0→ (Ti)i∈I → (Ei)i∈I → (Fi)i∈I
with (Ei)i, (Fi)i injective. The left exactness of HomD(M,−) together with the
fact that direct limits are exact in C and D now shows what we want.
Corollary 3.1.8. Assume that C has exact direct limits and that D is locally
noetherian. Then the category of coherent objects in BIMOD(C − D) is an abelian
subcategory of BIMOD(C − D), closed under extensions.
Proof. According to Proposition 3.1.7 the fact whetherM ∈ BIMOD(C −D)
is coherent can be tested on inverse systems of injectives (Ei)i∈I . Since D is lo-
cally noetherian we also have that F = lim−→i Ei is injective. Hence by construction
HomD(−, Ei) and HomD(−, F ) are exact functors on BIMOD(C −D). The corol-
lary is now a simple application of the five-lemma.
Sometimes it is convenient to use “virtual” inverse limits of bimodules. These
are defined below.
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Definition 3.1.9. Assume that C is cocomplete and that (Nn, φm,n) is an
inverse system in BIMOD(C − D) indexed by N. We define “lim←−
n
”Nn by the rule
HomD(“lim←−
n
”Nn,M) = lim−→
n
HomD(Nn,M)(3.2)
for all M ∈ D. An inverse system (Nn, φm,n) such that “lim←−
n
”Nn = 0 is called a
torsion inverse system.
Lemma 3.1.10. Assume that C has exact direct limits and D has enough injec-
tives. Then “lim←−
n
” is exact. In particular the category of torsion inverse systems is
closed under subobjects, quotients and extensions.
Proof. This is trivial.
Lemma 3.1.11. Let (Nn, φm,n) be an inverse system in D (viewed as a subcat-
egory of MOD(D) = BIMOD(Ab−D)). Then the following are equivalent
1. (Nn, φm,n) is torsion.
2. For every m there exists n ≥ m such that φm,n : Nn → Nm is the zero map.
Proof. We prove (1) ⇒ (2) the other direction being obvious. We apply
(3.2) with M = Nm. Then the identity map idNm must become zero in some
HomD(Nn,Nm). This is exactly (2).
Remark 3.1.12. Note that in the previous lemma (1) ⇒ (2) holds more gen-
erally for inverse systems in BIMOD(C − D).
If C = (C,⊗, I) is a monoidal category [25] then an algebra object in C is a
triple (A, η, µ) where A is an object in C equipped with two maps η : I → A (the
unit) and µ : A⊗A → A (the multiplication) satisfying the usual compatibilities.
It is clear that (BIMOD(D − D),⊗D, idD) and (Bimod(D − D),⊗D, idD) are
monoidal categories so we denote the algebra objects in them respectively by
ALG(D) and Alg(D). The objects in ALG(D) will be called weak algebras and
those of Alg(D) will simply be called algebras. Furthermore we define Mod(A)
as the category consisting of pairs (M, h) where M ∈ D and h is a morphism
M⊗D A →M in MOD(D) satisfying the usual compatibilities. Note that objects
of ALG(D) are basically monads in the sense of [25] with some extra structure.
In order to interprete these definitions more concretely we recall that BIMOD(D−
D) = L(D,D)opp. Thus ALG(D) is equivalent with the category of coalgebra ob-
jects in L(D,D). Thus if A = (A, η, µ) ∈ ALG(D) then the unit η is in fact a
natural transformation
η : HomD(A,−)→ idD
and the multiplication µ is a natural transformation
µ : HomD(A,−)→ HomD(A,HomD(A,−))(3.3)
Likewise if M = (M, h) ∈Mod(A) then h is a natural transformation
h : HomD(M,−)→ HomD(M,HomD(A,−))(3.4)
Then h¯ = hM(idM) defines a morphism
h¯ :M→HomD(A,M)(3.5)
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Conversely if one is given a morphism h¯ :M→HomD(A,M) as in (3.5) then the
composition
HomD(M,−)→ HomD(HomD(A,M),HomD(A,−)) h¯
∗−→ HomD(M,HomD(A,−))
is a natural transformation as in (3.4).
Elaborating on this one obtains the following results :
Proposition 3.1.13. Let A ∈ ALG(D). Then (M, h) 7→ (M, h¯) defines an
isomorphism between Mod(A) and the category of A-comodules where we consider
A as a coalgebra in L(D,D).
Lemma 3.1.14. Let A ∈ ALG(D). The forgetful functor
(−)D : Mod(A)→ D : (M, h) 7→ M(3.6)
has a right adjoint given by HomD(A,−) (with its canonical A-structure given by
(3.3)) and furthermore if A ∈ Alg(D) then (3.6) also has a left adjoint given by
−⊗D A.
Mod(A) inherits most of the good properties of D, as is shown in the following
proposition.
Proposition 3.1.15. Let A = (A, η, µ) ∈ ALG(D).
1. Mod(A) is an abelian category.
2. Mod(A) possesses all colimits which exist in D.
3. The forgetful functor (−)D is exact, faithful and commutes with colimits.
4. Mod(A) is cogenerated by objects of the form HomD(A,M), M∈ D.
5. If E ∈ Inj(D) then HomD(A, E) ∈ Inj(Mod(A)). In particular if D has
enough injectives then so does Mod(A).
6. If D has exact direct limits then so does Mod(A).
Assume now in addition that A ∈ Alg(D)
7. Mod(A) possesses all limits that exist in D and (−)D commutes with these
limits.
8. Mod(A) is generated by objects of the form M⊗D A, M ∈ D. Hence if D
has a generator then so does Mod(A).
In particular combining (6),(8) we find that if A ∈ Alg(D) and D is a Grothendieck
category then so is Mod(A).
Proof. 2. Let I be a small category andM : I → Mod(A) a functor. We
write M(i) = (Mi, hi). Then one easily verifies that lim−→M is given by the
pair (lim−→Mi, h) where h¯ is given by the composition
lim−→Mi
lim−→ h¯i−−−−→ lim−→HomD(A,Mi) can−−→ HomD(A, lim−→Mi)
1. From (2) it follows that Mod(A) has cokernels. So we have to show that
Mod(A) has kernels. Let f : (M, h) → (N , j) be a morphism in Mod(A).
Then ker f is the pair (K, s) where K = ker(M → N ) and s¯ is as in the
following commutative diagram with exact rows.
0 −−−−→ K −−−−→ M f−−−−→ N
s¯
y h¯y j¯y
0 −−−−→ HomD(A,K) −−−−→ HomD(A,M) f−−−−→ HomD(A,N )
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3. This follows from the explicit constructions of kernels and colimits in (1)
and (2).
4. Assume that (M, h) ∈Mod(A). The composition
M h¯−→ HomD(A,M) η−→M
is the identity so h¯ is a monomorphism. We know already thatHomD(A,M)
has a canonical structure as A-module and it is easy to see that h¯ is com-
patible with it.
5. This follows from the fact that HomD(A,−) has a left adjoint which is exact
by (3).
6. This follows from the explicit construction of kernels, cokernels and colimits
in (1)(2).
7. LetM : I → Mod(A) be as in (2) Then lim←−M is the pair (lim←−Mi, h′) where
h¯′ is the composition
lim←−Mi
lim←− h¯i−−−−→ lim←−HomD(A,Mi) can
−1−−−−→ HomD(A, lim←−Mi)
where we have used the fact that A preserves products.
8. If (M, h) ∈Mod(A) thenM⊗DA ∈ Mod(A) by lemma 3.1.14. Furthermore
the composition
M η−→M⊗D A h−→M
is the identity so M⊗D A →M is an epimorphism.
Assume now that f : A → B is a morphism in ALG(D). Let M = (M, h) ∈
Mod(A), N = (N , j) ∈ Mod(B). Then we define NA ∈Mod(A) as the pair (N , j′)
were j¯′ is the composition
N j¯−→ HomD(B,N ) f
∗
−→ HomD(A,N )
HomA(B,M) ∈Mod(B) is the pair (U , u) where U is obtained as the equalizer of
HomD(B,M) mult
∗−−−−→ HomD(B ⊗D B,M)
h¯
y (1⊗f)∗y
HomD(B,HomD(A,M)) HomD(B ⊗D A,M)
(3.7)
and u¯ is obtained from the fact that all objects in (3.7) carry a B-structure, and
the maps are compatible with it.
Finally if A,B ∈ Alg(D) then M⊗A B is defined as the coequalizer of
M⊗D A⊗D B h¯⊗1=⇒
(1⊗mult)◦(1⊗f⊗1)
M⊗D B
So, summarizing, we have constructed the standard functors
(−)A : Mod(B)→ Mod(A)(3.8)
HomA(B,−) : Mod(A)→ Mod(B)(3.9)
and if A,B ∈ Alg(D)
−⊗A B : Mod(A)→ Mod(B)(3.10)
In general (3.9) is a right adjoint to (3.8) and if (3.10) is defined then it is a left
adjoint to (3.8). From the constructions of limits, colimits, kernels and cokernels in
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(the proof of) Proposition 3.1.15 one verifies that (3.8) (3.9)(3.10) have the standard
exactness properties and satisfy the usual compatibilities with (co)limits.
For A,B ∈ ALG(D) we define
BIMOD(A− B) = BIMOD(Mod(A)−Mod(B))
Bimod(A− B) = Bimod(Mod(A)−Mod(B))
We denote − ⊗Mod(B) − by − ⊗B −. In general we will replace in our notations
Mod(X ) by X when no confusion can arise.
Assume that A → A′, B → B′ are morphisms in ALG(D). We will now define
functors
A′ ⊗A −⊗B B′ : BIMOD(A − B)→ BIMOD(A′ − B′)(3.11)
A(−)B : BIMOD(A′ − B′)→ BIMOD(A − B)(3.12)
as we did for modules.
Let M ∈ BIMOD(A− B), N ∈ BIMOD(A′ − B′). Then we define
HomB′(A′ ⊗AM⊗B B′,−) def= HomA(A′,HomB(M, (−)B))
HomB(ANB,−) def= HomB′(N ,HomB(B′,−))A(3.13)
The functor −⊗A′ A′ ⊗AM⊗B B′ should be given by
(−)A ⊗AM⊗B B′
and the functor −⊗A ANB should be given by
((− ⊗A A′)⊗A′ N )B(3.14)
So we conclude that if M ∈ Bimod(A − B) and N ∈ Bimod(A′ − B′) then if
B′ ∈ Alg(D) then (3.11) respects “Bimod” and if A′ ∈ Alg(D) then (3.12) respects
“Bimod”.
Our definition of BIMOD(A−B) has the advantage that we can directly apply
Proposition 3.1.1 to obtain the properties of this category. However we would also
like to have a definition which resembles more closely that of modules. Therefore
we state the following proposition.
Proposition 3.1.16. The following categories are equivalent.
1. BIMOD(A− B)
2. The category of triples (M, h, h′) where M ∈ BIMOD(D − D) and h :
A⊗DM→M, h′ :M⊗D B →M are maps in BIMOD(D−D) satisfying
the usual compatibilities.
If A,B ∈ Alg(D) then in the previous statement, “BIMOD” may be replaced by
“Bimod”.
Proof. This is a rather tedious verification which we leave to the reader. Let
us simply state how one associates a left exact functor HomB(M,−) : Mod(B)→
Mod(A) to a triple (M, h, h′).
Let N = (N , p) ∈ Mod(B). Then HomB(M,N ) will be the equalizer of
HomD(M,N ) HomD(M,N )
h′∗
y p¯y
HomD(M⊗D B,N ) HomD(M,HomD(B,N ))
(3.15)
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The A-structure on HomB(M,N ) is obtained from the fact that all objects in
(3.15) carry a canonical A-structure and the maps are compatible with it.
Now let A → B be a map in ALG(D). From (3.11) we obtain a functor
−⊗A B : MOD(A)→ MOD(B)
Assume that Mod(A) and Mod(B) have enough injectives. Then we define associ-
ated functors
T orAi (−,B) : MOD(A)→ MOD(B)
by
HomB(T orAi (−,B), E) = ExtiA(−, EA)
for injectives E ∈ Mod(B). One easily verifies that
T orAi (−,B)A = T orAi (−,BA)
Lemma 3.1.17. Assume that D has colimits and that Mod(B) and Mod(A) are
locally noetherian. Then T orAi (−,B) sends coherent objects inMOD(A) to coherent
objects in MOD(B).
Proof. This is a formal verification. We will give the proof as an illustration
of how the various hypotheses are used.
Assume that M ∈ MOD(A) is coherent and let (Ei)i be a directed system of
injectives in Mod(B). By Proposition 3.1.7 we have to show that
HomB(T orAi (M,B), lim−→
i
Ei) = lim−→
i
HomB(T orAi (M,B), Ei)
(taking into account that Ab has exact direct limits).
From the fact that Mod(B) is locally noetherian it follows that lim−→
i
Ei is injec-
tive. Hence we have to show that
ExtiA(M, (lim−→
i
Ei)A) = lim−→
i
ExtiA(M, EiA)
The fact that Mod(A) is locally noetherian and that M is coherent implies that
the righthand side of this equation is equal to ExtiA(M, lim−→
i
EiA). So it remains to
show that (lim−→
i
Ei)A = lim−→
i
EiA. This follows easily from the explicit construction
of lim−→ in the proof of Proposition 3.1.15.2 and the definition of (−)A.
3.2. Graded modules, bimodules and algebras. In this section we have
stated all our definitions in the ungraded case but we will mainly need them in the
graded case. Luckily the generalization is trivial.
If D is an abelian category then we denote by D˜ the category of Z-graded
objects over D. Thus by definition an object in D˜ is a sequence of objects (Mn)n
in D and HomD˜((Mn)n, (Nn)n) =
∏
nHomD(Mn,Nn). We identify an object
M ∈ D with the object of D˜ which is M in degree zero and zero elsewhere. As
usual D˜ is equipped with the shiftfunctor M 7→M(1) where M(1)n =Mn+1. Of
course M(m), m ∈ Z is defined similarly. To simplify the notation we will often
write ⊕nMn for (Mn)n.
By analogy with the ungraded case we define
BIGR(C − D) = {left exact functors D˜ → C˜ commuting with shift}opp
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Bigr(C − D) = {M ∈ BIGR(C − D) | M has a left adjoint}
and
GR(C) = BIGR(Ab− C)
Objects in BIGR(C − D) will be called graded weak C-D bimodules and objects in
Bigr(C − D) will be called graded bimodules.
We will denote the left exact functor corresponding to M ∈ BIGR(C − D)
with HomD(M,−) in order to avoid confusion with the ungraded case. Similar
conventions will apply to the use of Ext , T or .
Note that if M ∈ BIGR(C − D) (resp. Bigr(C − D)) then the composition (for
n ∈ Z)
D →֒ D˜ M−→ C˜ degree −n−−−−−−→ C
defines objects Mn in BIMOD(C −D) (resp. Bimod(C −D)) which determine M.
We write M = ⊕nMn.
Obviously BIGR(D − D), Bigr(D − D) are monoidal categories and we will
denote the algebra objects in them by GRALG(D) resp. Gralg(D). Consistent
with our earlier coventions we speak respectively of weak algebras and algebra. It
is easy to see that A ∈ GRALG(D) is of the form A = ⊕nAn with multiplication
maps Am⊗DAn → Am+n and a unit idD → A0 satisfying the usual compatibilities.
If A ∈ GRALG(D) then Gr(A) is defined as Mod(A) but with D replaced by
D˜. Finally if A,B ∈ GRALG(D) then
Bigr(A− B) = BIGR(Gr(A)−Gr(B))
Bigr(A− B) = Bigr(Gr(A) −Gr(B))
In the sequel we will freely use graded versions of ungraded results stated in this
section.
3.3. Algebras which are strongly graded with respect to a Serre sub-
category. We put this section here for lack of a better place. The results will be
used in §3.11.
Let D be an abelian category and let A ∈ Gralg(D). Put Qn = coker(An ⊗D
A−n → idD). It is clear that Qn ∈ Bimod(D − D). We call A strongly graded
if Qn = 0 for all n. By copying the proof from the ring case [26, Thm. I.3.4]
one easily shows that the functors (−)0 and − ⊗A0 A define inverse equivalences
between Gr(A) and Mod(A0).
Let S be as Serre subcategory of Mod(A0). Define S(A) as the full subcategory
of objects T in Gr(A) such that Tn is in S for every n. It is clear that S(A) is a
Serre subcategory of Gr(A).
We say that A is strongly graded with respect to S if −⊗A0Qn sends Mod(A0)
to S and if −⊗A0 A sends S to S(A).
Then one has the following:
Lemma 3.3.1. Assume that A is strongly graded with respect to S. Then the
functors (−)0 and − ⊗A0 A factor over S(A) and S and in this way they define
inverse equivalences between Gr(A)/S(A) and Mod(A0)/S.
Proof. For the convenience of the reader we copy the proof of [26, Thm. I.3.4]
suitably modified.
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If M ∈ Gr(A) and if Pn is a submodule of Mn then we define PnAm as the
image of Pn ⊗D Am in Mm+n.
We show that M =M0 ⊗A0 A modulo S(A). Working modulo S we have the
following.
Mm+n =Mm+nA0 =Mm+nA−mAm ⊂MnAm ⊂Mm+n(3.16)
The second equality follows from
Mm+n/Mm+nA−mAm = coker(Mm+n ⊗D A−m ⊗D Am →Mm+n) =Mm+n ⊗D Q−m
(3.16) yields MnAm = Mm+n modulo S. Now we claim that the multiplication
map
µ :M0 ⊗A0 A →M
is in fact an isomorphism modulo S(A). By what we have done so far µ is clearly
surjective modulo S(A). Let K be the kernel of µ. We have K0 = 0 and hence
modulo S, Kn = K0An = 0. Thus K ∈ S(A) and we are done.
We can now finish the proof, provided we can show that the functor − ⊗A0
A is well defined on Mod(A0)/S. Inspection shows that we only have to check
the following case : assume that M → N is injective in Mod(A0). Then K =
ker(M⊗A0 A → N ⊗A0 A) should be in S(A). Since K0 = 0 this follows from the
previous discussion.
3.4. Quotients of the identity functor. This section is related to [28]. C,
D, E will be abelian categories having enough injectives so that the weak bimodule
categories are abelian (cf Prop. 3.1.1). Let B be a quotient of idD in ALG(D)
(by this we mean that the underlying D-bimodule map is an epimorphism). We
will denote the functor (−)D by i∗ and its right adjoint HomD(B,−) by i!. If
B ∈ Alg(D) then we denote −⊗D B by i∗. This is the left adjoint to i∗.
Proposition 3.4.1. 1. i!i∗ = idMod(B)
2. i∗ is fully faitful.
3. Let M ∈ D. The counitmap i∗i!M → M is injective. Furthermore M ∈
i∗Mod(B) if and only if the counit map is an isomorphism.
4. i∗Mod(B) is closed under subquotients.
5. If B ∈ Alg(D) then i∗i∗ = idMod(B).
Proof. 1. Let M ∈ Mod(B). The canonical map M → HomD(B,M)
(cfr. (3.5)) is the unit for the adjunction (i∗, i
!). Thus we have to show
that it is an isomorphism. Since B is a quotient of idB we can consider the
commutative diagram
M −−−−→ HomD(B,M)∥∥∥ y
M HomD(idD,M)
where the right and upper maps are injective (see Prop. 3.1.10.4). This
implies that the upper map is an isomorphism.
2. This is formally a consequence of (1). Indeed if M,N ∈ Mod(B) then
HomD(i∗M, i∗N ) = HomB(M, i!i∗N ) = HomB(M,N )
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3. The counit map is given by the composition
i∗i
!M = HomD(B,M) →֒ HomD(idD,M) =M
so it is certainly injective. If it is an isomorphism then clearly M =
i∗(i
!M) ∈ i∗Mod(B). Conversely if M = i∗N then i∗i!M = i∗i!i∗N =
i∗N =M.
4. Since i∗ is left exact i∗Mod(B) is closed under kernels. So it suffices to show
that i∗Mod(B) is closed under quotients.
Let M∈ i∗Mod(B) and let N be a quotient of M in D. Then we have
a commutative diagram
i∗i
!M α−−−−→ My βy
i∗i
!N γ−−−−→ N
where α is an isomorphism, β is surjective and γ is injective. This implies
that γ is an isomorphism.
5. This is proved similarly as (1).
Let us call a full subcategory of an abelian category closed if it is closed under
subquotients and if the inclusion functor has a right adjoint. In most cases this is
equivalent to the definition in [16, IV.4]. Let us call a closed subcategory biclosed
if the inclusion functor also has a left adjoint.
Proposition 3.4.1 basically tells us that the functor B → i∗Mod(B) associates
with every quotient of idD a closed subcategory of D and if the quotient is in Alg(D)
then the resulting category is biclosed. We will now show that the converse to this
essentially holds.
Assume that E ⊂ D is a closed subcategory. Let i∗ be the inclusion functor
and i! its right adjoint. Let B be the left exact functor i∗i!. Then the counit
i∗i
! → idD and the comultiplication i∗i! = i∗idDi! → i∗i!i∗i! make B into a weak
algebra (remember that a “weak algebra” is actually a coalgebra object in the
the monoidal category of left exact functors, see the discussion after Prop. 3.1.5).
Furthermore the counit i∗i
! → idD makes B into a quotient of idD (again remember
that arrows are reversed if we pass from functors to bimodules).
Now by a routine verification (or using an appropriate version of Beck’s theorem
[25]) one shows that Mod(B) ∼= E . Elaborating on this one may prove the following
result.
Proposition 3.4.2. With notations as above. The functors B 7→ i∗Mod(B)
and E 7→ i∗i! induce inverse bijections between the quotients of idD in ALG(D)
(resp. Alg(D)) and the closed (resp. biclosed) subcategories in D.
Below we state a few elementary results concerning closed and biclosed cat-
egories which will be useful in the sequel. Recall that a category is said to be
well-powered if the set of subobjects of an arbitrary object is small. In an abelian
category this holds if there is a generator or a cogenerator.
Proposition 3.4.3. Let E be a full subcategory of the abelian category D.
1. If E is closed in D and if D is cocomplete, then so is E.
2. If D is cocomplete and well-powered and if E is closed under subquotients
and direct sums (in D) then E is closed.
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3. If E is biclosed and if D is complete then so is E.
4. If D is complete and well-powered and if E is closed and is closed under
products (in D) then E is biclosed.
Proof. Let i∗ : E → D be the inclusion functor and let i!, i∗ be the right and
left adjoint to i∗ if they exist.
1. It is sufficient to show that E is closed under direct sums. Let ⊕j∈JMj be
such a direct sum. By construction i!(⊕j∈JMj) is the maximal subobject of
⊕j∈JMj contained in E . Hence for all j, Mj ⊂ i!(⊕j∈JMj). But this implies
i!(⊕j∈JMj) = ⊕j∈JMj and thus ⊕j∈JMj ∈ E .
2. Since the set of subobjects of an object M is small and since E is closed
under (small) direct unions, M has a largest subobject N which lies in E .
The assignment M 7→ N is the right adjoint to the inclusion functor.
3. This is proved by an argument dual to (1).
4. This is proved by an argument dual to (2).
Proposition 3.4.4. If D is a closed subcategory of C and E is a closed subcat-
egory of D then E is closed in C. A similar statement holds if we replace “closed”
by “biclosed”.
Proof. This follows from the fact that adjoint functors are compatible with
composition.
Let us recall the definition of the Gabriel product. If E1, E2 are full subcategories of
an abelian category D then E1 · E2 is the full subcategory of D whose objects are
given by middle terms of exact sequences
0→M2 →M →M1 → 0
withM1 ∈ E1, M2 ∈ E2. It is easy to see that if E1, E2 are closed under subquotients
then so is E1 · E2.
Proposition 3.4.5. [28] If E1, E2 ⊂ D are (bi)closed then so is E1 · E2.
Proof. We give the proof for closedness. Biclosedness is similar. Let i1∗, i2∗,
i12∗ be the embeddings E1 ⊂ D, E2 ⊂ D, E1 · E2 ⊂ D. One has to construct the
right adjoint to i12∗. Let q :M→M/i!2M be the quotient map. Then one verifies
that
i!12M def= q−1(i!1(M/i!2M))
has the required properties.
3.5. Ideals in the identity functor. In this section C, D, E will be abelian
categories having enough injectives.
Definition 3.5.1. If A ∈ ALG(D) (resp. in Alg(D)) then a weak ideal (resp.
an ideal) in A is a subobject of AAA in BIMOD(A−A) (resp. in Bimod(A−A)).
If I, J are weak ideals in A ∈ ALG(D) then we define the weak ideal IJ as the
image of the composition
I ⊗A J → A⊗A A = A
If f : A → B is a morphism in ALG(D) then by ker f we denote ker(DAD → DBD).
Since ker f is canonically an object in BIMOD(A−A) we find that ker f is a weak
ideal in A.
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We will say that f is surjective if the underlying bimodule map DAD → DBD
is surjective. If this is the case then we call the pair (B, f) a quotient object of A
in ALG(D).
If I is a weak ideal in A then there is a unique weak algebra structure on A/I
which makes the quotient map q : A → A/I into a morphism in ALG(D).
Lemma 3.5.2. I 7→ (A/I, q) and (B, f) 7→ ker f define inverse bijections be-
tween
1. Subobject of AAA in BIMOD(A−A)
2. Isomorphism classes of quotient object of A.
Proof. We leave this verification to the reader. The lemma can of course be
proved more generally in the setting of monoidal categories (C,⊗, I) where C is
abelian and ⊗ is right exact.
Recall that BIMOD(A − A) was defined as BIMOD(MOD(A) − MOD(A)) and
similarly for “Bimod”. Hence there is a 1-1 correspondence between (weak) ideals in
A and (weak) ideals in idMod(A) and furthermore this correspondence is compatible
with products. Hence to simplify the notation below we will replace Mod(A) by D
and A by idD.
If M ∈Mod(D) and I is a weak ideal in idD then we define MI as the quotient
object of M given by the image of M → HomD(I,M). One quickly verifies :
Lemma 3.5.3. 1. M ∈ Mod(idD/I) iff MI = 0.
2. (MJ)I =MIJ .
Proposition 3.5.4. Let I, J be weak ideals in idD. Then
Mod(idD/IJ) = Mod(idD/I) ·Mod(idD/J)
Proof. “⊂” Let M ∈ Mod(idD/IJ). Then MIJ = 0 and hence (MJ)I =
0. Thus MJ ∈ Mod(idD/I). Since by construction ker(M → MJ) ∈
Mod(idD/J) we are done.
“⊃” Let M ∈Mod(idD/I) ·Mod(idD/J). Then there is an exact sequence
0→M2 →M →M1 → 0
with M2 ∈Mod(idD/J), M1 ∈Mod(idD/I). In the commutative diagram
M2 −−−−→ My y
(M2)J −−−−→ MJ
we have (M2)J = 0 and thus the composition M2 → M → MJ is zero. In
other words, M → MJ factors through M1. Thus MJ is a quotient of M1
and hence MIJ = (MJ)I = 0. So M ∈ Mod(idD/IJ).
Our next aim is to characterize the ideals in idD in terms of certain subcat-
egories of D. The following is a trivial consequence of Prop. 3.1.1(6) and Prop.
3.4.2.
Proposition 3.5.5. Assume that D is complete and has exact direct products
and an injective cogenerator. Then a weak ideal in idD is an ideal if and only if
Mod(idD/I) is biclosed.
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Hence our problems lie in the cases where products are not exact.
For simplicity we assume below that D is complete and has an injective co-
generator. Let us first recall the definition of the derived functors of the product
functor. Assume that J is some index set and let
∏
j∈J D be the category whose
objects consist of all families (Mj)j∈J with Mj ∈ D. Then we denote by
∏
the
functor ∏
:
∏
j∈J
D → D : (Mj)j∈J 7→
∏
j∈J
Mj
which is obviously left exact. We denote the derived functors of
∏
by (Ri
∏
)i.
These functors are computed in the standard way. Let (Mj)j∈J be in
∏
j∈J D. One
takes injective resolutions Mj → E·j and then one has
Ri
∏
(Mj)j∈J = H
i
(∏
j∈J
E·j
)
Definition 3.5.6. A biclosed subcategory E ⊂ D is called well-closed if for all
families (Ej)j∈J whose members are injective in E (but not necessarily in D) one
has R1
∏
(Ej)j = 0.
Proposition 3.5.7. Let D be as above. That is, D is complete and has an
injective cogenerator. Let I ⊂ idD be a weak ideal. Then I is an ideal if and only
if Mod(idD/I) is well-closed.
Proof. “⇒” Since I is an ideal, idD/I ∈ Alg(D). Hence Mod(idD/I) is
certainly biclosed. Now let (Ej)j∈J be a family on injectives in E and let
(Fj)j∈J be the corresponding injective hulls in D, Since Fj is an essential
extension of Ej and Ej is injective we have
HomD(idD/I, Fj) = Ej
Applying HomD(−,
∏
j Fj) to the exact sequence in Bimod(D −D)
0→ I → idD → idD/I → 0(3.17)
yields an exact sequence
0→
∏
j
Ej →
∏
j
Fj →
∏
j
HomD(I, Fj)→ 0(3.18)
which is obviously the direct product of the short exact sequence
0→ Ej → Fj → HomD(I, Fj)→ 0(3.19)
obtained from applying Hom(−, Fj) to (3.17).
Now applying the long exact sequence for (Ri
∏
)i to (3.19) yields that
R1
∏
(Ej)j = 0.
“⇐” According to Prop. 3.1.1(5) it suffices to show that HomD(I,−) commutes
with products, when evaluated on injectives. Let (Fj)j be a family of injec-
tives in D and put Ej = HomD(idD/I, Fj). We have again the short exact
sequences given by (3.19) and using the fact that R1
∏
(Ej)j = 0 we obtain
the short exact sequence (3.18) from the long exact sequence for (Ri
∏
)i.
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On the other hand if we apply HomD(−,
∏
(Fj)j) to the exact sequence
(3.17) we obtain
0→
∏
j
Ej →
∏
j
Fj → HomD(I,
∏
Fj)→ 0(3.20)
Comparing (3.18) and (3.20) yields what we want.
Now we prove an analog for Proposition 3.4.4 for well-closed subcategories.
Proposition 3.5.8. Assume that C is complete and has an injective cogener-
ator. Assume that D is well-closed in C and that E is well-closed in D. Then E is
well-closed in C.
Proof. Note that by Prop. 3.4.3 D is complete and it is clear that D has an
injective cogenerator. So it makes sense to speak of a well-closed subcategory of D.
We already know that E is biclosed in C, so we only have to show thatR1∏(Eα)α =
0 for a family of injectives in E . Let
0→ Eα → Fα0 → Fα1 → Fα2
be (truncated) injective resolutions of Eα in D. Furthermore let
0→ Fαi → Gαi0 → Gαi1 → Gαi2
be (truncated) Cartan Eilenberg resolutions for the complexes F ·α.
Taking products this yields a diagram of complexes
0y
0 −−−−→ ∏αEα −−−−→ ∏α F ·αy∏
αG
·
α
By hypotheses the columns of this diagram are exact and so is the first row. Then
it easily follows that
0→
∏
α
Eα →
∏
α
Gα00 →
∏
α
Gα10 ⊕
∏
α
Gα01 →
∏
α
Gα20 ⊕
∏
α
Gα11 ⊕
∏
α
Gα02
is exact. Since this is a product of truncated injective resolutions of Eα in C we are
done.
We don’t know if well-closedness is compatible with the Gabriel product and hence
we don’t know if the product of ideals is an ideal. In order to deal with this problem
in the sequel we introduce one more technical notion.
Definition 3.5.9. Assume thatD is complete and has an injective cogenerator.
A biclosed subcategory E ⊂ D is very well-closed if for all families (Mj)j∈J of objects
in E one has R1∏(Mj)j = 0.
Proposition 3.5.10. Assume that C is complete and has an injective cogener-
ator. Assume that D is well-closed in C and E is very well-closed in D. Then E is
very well-closed in C.
Proof. This is proved similarly as Prop. 3.5.8,
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Corollary 3.5.11. Assume that D is complete and has an injective cogener-
ator. Then a biclosed subcategory E ⊂ D is very well-closed if and only if
1. E is well-closed.
2. E has exact direct products.
Proof. One direction is clear. To prove the other direction we use Proposition
3.5.10 with E = D.
Proposition 3.5.12. Assume that D is complete and has an injective cogen-
erator. Let E1, E2 ⊂ D be very well-closed subcategories. Then E1 · E2 is very
well-closed.
Proof. Let (Mj)j be a family of objects in E1 · E2. We have exact sequences
0→Mj2 →Mj →Mj1 → 0
with Mji ∈ Ei. From the long exact sequence for (Ri
∏
)i and the hypotheses we
deduce that R1
∏
(Mj)j = 0.
If L ∈ BIMOD(D − D) is such that HomD(L,−) is an equivalence of categories
then we call L an invertible bimodule. Obviously in that case L ∈ Bimod(D −D),
and there exist L−1 ∈ Bimod(D −D) such that L ⊗D L−1 ∼= L−1 ⊗D L ∼= idD.
Assume that L is invertible. We will call a weak ideal in L a subobject I of L
in BIMOD(D−D). If I actually lies in Bimod(D−D) then we call I an ideal in L.
Clearly I 7→ I ⊗D L−1 and I 7→ L−1 ⊗D I induce bijections between (weak) ideals
in L and (weak) ideals in idD.
If L,M are invertible D −D-bimodules and I ⊂ L, J ⊂M are ideals then we
define IJ as the image of I ⊗D J in L ⊗DM.
Definition 3.5.13. Let I ⊂ L be a weak ideal in an invertible bimodule L.
Then the Rees algebra D(I) is the graded weak algebra given by
idD ⊕ I ⊕ I2 ⊕ · · ·
(with obvious multiplication).
Clearly D(I) ∈ ALG(D). However if Mod(idD/I) is very well-closed then by
Prop. 3.5.4 and 3.5.12 D(I) lies in Alg(D). It would be useful if we could find
weaker conditions under which the Rees algebra of an ideal lies in Alg(D).
We close this section by introducing some terminology which we will use later.
If I ⊂ idD is a weak ideal defining a (closed) subcategory E of D then I/I2 ∈
BIMOD(E − E). Following [28] we call I/I2 the conormal bundle of E in D.
3.6. Quasi-schemes. For us a quasi-scheme X will be a Grothendieck cate-
gory which we denote by Mod(X). A morphism α : Y → X of quasi-schemes will
be an additive functor α∗ : Mod(X) → Mod(Y ) commuting with colimits. The
quasi-schemes form a category which we denote by Qsch. Actually we will con-
sider Qsch as a 2-category whose 2-cells correspond to natural isomorphisms (see
Appendix A).
Commutative diagrams in a 2-category are usually only assumed to be com-
mutative up to an explicit natural isomorphism (see Appendix A). Such diagrams
are sometimes called pseudo-commutative diagrams, but we will call them simply
“commutative diagrams”. Likewise we will speak of “functors” when we actually
mean pseudo-functors (again see Appendix A).
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If α : Y → X is a morphism of quasi-schemes then it follows from Theorem
2.1 that the adjoint to α∗ exists. This adjoint is unique up to unique isomorphism
and we will denote it by α∗. The assignment α 7→ α∗ is obviously functorial since
formally α = α∗! However as is explained in Appendix A the assignment α 7→ α∗
is also functorial if we work in the setting of 2-categories.
Denote by “Sch” the category of quasi-compact, quasi-separated schemes. If
X ∈ Sch then the category of quasi-coherent sheaves on X is a Grothendieck
category [32]. In that case we define Mod(X) as the category of quasi-coherent
sheaves on X . Rosenberg in [29] has proved a reconstruction theorem which allows
one to recover X from Mod(X) (generalizing work of Gabriel in the noetherian
case). Furthermore he has also shown that the functor
Sch/ SpecZ → Qsch / SpecZ
which sends a scheme to its associated quasi-scheme is fully faithful in the sense of
2-categories.
Now letX be a quasi-schemes. We write Alg(X) = Alg(Mod(X)), Bimod(X) =
Bimod(Mod(X)), etc . . . . Below by an algebra on X we will mean an object of
Alg(X) unless otherwise specified. Likewise A-B-bimodules will in general be ob-
jects of Bimod(A−B). By oX we denote the identity functor on Mod(X) considered
as an object of Alg(X). Obviously Mod(oX) = Mod(X), Bimod(oX) = Bimod(X).
If A ∈ Alg(X) then we denote by SpecA the object Qsch /X given by the pair
(Mod(A),− ⊗oX A).
If X is a quasi-scheme then we define Gralg(X) = Gralg(Mod(X)) and also
GRALG(X) = GRALG(Mod(X)). Below by a graded algebra on X we will mean
an object of Gralg(X) unless otherwise specified. Likewise graded A-B-bimodules
will in general be objects of Bigr(A− B).
Related to the notion of relative categories is the notion of enriched quasi-
schemes. An enriched quasi-scheme will be a pair (X,OX) where X is a quasi-
scheme and OX is an arbitrary object of Mod(X). A morphism (Y,OY )→ (X,OX)
between enriched quasi-schemes is a pair (α, s) where α : Y → X is a morphism
between quasi-schemes and s is an isomorphism s : α∗(OX) → OY . Note that if
(Y, α) ∈ Q/X and X is an enriched quasi-scheme then Y becomes canonically an
enriched quasi-scheme if we put OY = α∗OX .
The prototype of an enriched quasi-scheme is SpecR = (Mod(R), RR) for a
ring R. The following lemma will be used tacitly throughout the paper.
Lemma 3.6.1. Let R be a ring. Then the category Qsch / SpecR is equivalent
(as a two-category) to the category of R-linear enriched quasi-schemes. The equiv-
alence is given by sending (Y, α) to (Y, α∗(R)).
If (X,OX) is an enriched quasi-scheme and U ∈Mod(X) then we put Γ(X,U) =
HomoX (OX ,U). We say that U is generated by global sections if U is a quotient of
some O⊕IX .
If M is a bimodule on X then we put MoX = OX ⊗oX M. We think of MoX
as the “right structure” of M. Care should be taken however since M 7→ MoX is
apriori not an exact functor. This will not be a problem in our applications.
If M is a bimodule on X then we define Γ(X,M) = Γ(X,MoX ). Again one
should be careful since Γ(X,−) is in general not left exact.
It is easy to see that if A is an algebra on X then A = Γ(X,A) will be a ring.
If M is an A-module then Γ(X,M) will be an A-module.
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A quasi-scheme X will be called noetherian if Mod(X) is locally noetherian.
For an enriched quasi-scheme, we also require that OX is noetherian. A morphism
α : X → Y will be called noetherian if α∗ is noetherian.
An algebra A on X is said to be noetherian if the functor − ⊗oX A preserves
noetherian objects. Clearly ifX is noetherian andA is noetherian then so is SpecA.
A this point we will introduce a convention that will be in force throughout
this paper.
Notation . If C = Xyz · · · (· · · ) is a category then xyz · · · (· · · ) stands for the
full subcategory of C whose objects are the noetherian objects in C.
3.7. Divisors. We will say that a map α : Y → X is a biclosed embedding if
α∗ embeds Mod(Y ) in Mod(X) as a biclosed subcategory.
Assume that X,Y are quasi-schemes where Y is embedded in X by a biclosed
embedding. For simplicity we also assume that X is noetherian, although that is
not strictly necessary. We denote
oX(−Y ) = ker(oX → oY )
We say that Y is a divisor in X if oX(−Y ) is invertible. In the rest of this section
we will assume that Y is a divisor in X and we denote the inclusion mapping by i.
IfM∈ Mod(X) then we writeMY forM⊗oX oY andM(nY ) forM⊗oX oX(nY ),
where oX(nY ) = oX(Y )
⊗n.
We denote the inclusion oX(−Y ) → oX by t and we do the same with the
induced maps M(−Y ) →M for M ∈ Mod(X). The normal bundle of Y in X is
defined by NY/X = oX(Y )/oX .
For use below we define a few categories.
torsY (X) = {M ∈ mod(X) | There exist n such that the map tn :M(−nY )→M is zero}
isoY (X) = {M ∈ mod(X) | The map t :M(−1)→M is an isomorphism}
TorsY (X) and IsoY (X) will be the closures of torsY (X) and isoY (X) under direct
unions.
Lemma 3.7.1. TorsY (X) and IsoY (X) are localizing subcategories of Mod(X).
Proof. Since Mod(X) is a locally noetherian category, it is easy to see that it
is sufficient to show that torsY (X) and isoY (X) are Serre subcategories in mod(X).
For torsY (X) this is clear, so we concentrate on isoY (X). It is clearly sufficient to
show that isoY (X) is closed under taking subobjects. Let M ∈ isoY (X) and let
N ⊂ M. We have isomorphisms tn : M →M(nY ) and these yield an ascending
chain of submodules inM given by t−n(N (nY )). SinceM is noetherian this chain
must stop. From this we easily obtain that N ∈ isoY (X).
We will say that the objects in TorsY (X) are supported on Y . If M(−Y )→M is
injective then we will say that M is Y -torsion free.
We will use the following result.
Proposition 3.7.2. Let M ∈ mod(X). Then the filtration
· · · ⊂ tn(M(−nY )) ⊂ tn−1(M(−(n− 1)Y )) ⊂ · · · ⊂ t(M(−Y )) ⊂M
satisfies the Artin-Rees condition.
Proof. Left to the reader.
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Corollary 3.7.3. Let M ∈ mod(X). Then M contains an Y -torsion free
submodule N , such that M/N is supported on Y .
Proof. Let T be the maximal submodule of M supported on Y . Since T
is noetherian we will have tn(T (−nY )) = 0 for some n. By Proposition 3.7.2
there will be some m such that tm(M(−mY )) ∩ T ⊂ tn(T (−nY )) = 0. Thus
N = tm(M(−mY )) is Y torsion free and M/N is supported on Y .
If i : (Y,OY ) → (X,OX) is a map of enriched quasi-schemes then we say that i
makes Y into a divisor in X if the underlying map Y → X makes Y into a divisor
in X in the sense of ordinary quasi-schemes and if in addition the induced map
OX(−Y )→ OX is injective.
3.8. Proj. Below X will be a noetherian quasi-scheme and A = ⊕nAn ∈
Gralg(X) will be noetherian. The definition of ProjA is entirely similar to the ring
case [5]. As before Gr(A) is the category of Z-graded A-modules, Tors(A) is the
full subcategory of Gr(A) consisting of graded modules that are unions of right
bounded modules and
Qgr(A) = Gr(A)/Tors(A)
We use similar notations as in [5]. Thus π : Gr(A)→ Qgr(A) is the quotient map.
ω : Qgr(A) → Gr(A) is the right adjoint to π and τ : Gr(A) → Tors(A) is the
functor which associates to every object its maximal torsion subobject. We put
˜(−) = ωπ.
Let Pqsch /X be the 2-category of triples (Y, α, s) where Y is a quasi-scheme,
α : Y → X a morphism and s an autoequivalence of Mod(Y ). Morphism between
triples (Y, α, s) → (Z, β, t) are given by a morphism γ : Y → Z, a natural isomor-
phism µ : γ∗ ◦ β∗ → α∗ and a natural isomorphism ψ : s ◦ γ∗ → γ∗ ◦ t. We leave it
to the reader to define natural isomorphisms between such triples. We now define
ProjA as the object of Pqsch/X given by the triple (Qgr(A), π(−⊗oX A), s) where
s is the shift functor on Qgr(A) obtained from the canonical shift on Gr(A). We
will also denote by ProjA the object in Qsch /X obtained by forgetting the shift.
If we denote by α the structure map ProjA → X then by definition, α∗ is given
by π(− ⊗oX A). Since ω is the right adjoint to π we deduce that α∗ is given by
ω(−)0. In the sequel it will be convenient to use α∗ as a synonym for ω. Thus
α∗(M)oX = ⊕nα∗(M(n))
Below we will generalize some of the results of [5] to our situation since we will
need them. Usually we can simply copy the proofs in [5].
Lemma 3.8.1. Let A, B be noetherian graded algebras on X, N a graded A-
module, M1, M2 graded A− B bimodules.
1. Assume that N is right bounded and (M1)oX is a quotient of A ⊗oX M′1
where M′1 is a right bounded graded oX − oX -module. Then N ⊗AM1 is
right bounded.
2. Assume that M1 is right bounded. Then N ⊗AM1 is torsion.
3. Assume that φ :M1 →M2 is a morphism of graded A−B bimodule which
is an isomorphism in high degree. Then ker, coker(N ⊗AM1 → N ⊗AM2)
are torsion.
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Proof. 1. This is trivial since N ⊗A M1 is a quotient as graded oX -
bimodules of
N ⊗A (A⊗oX M′1) = N ⊗oX M′1
2. This is a special case of (3).
3. Now write N as a quotient of modules of the form P1 → P0 where P0,1
are direct sums of shifts of modules of the form N ′ ⊗oX A, N ′ ∈ Mod(X)
(located in degree zero). This is possible by Proposition 3.1.15(8).
If N = N ′ ⊗oX A then the lemma is true because
(N ′ ⊗oX A)⊗AM = N ′ ⊗oX oXM
for all M ∈ Bimod(A − B). Hence the map N ⊗A M1 → N ⊗A M2 is
an isomorphism in high degree. The general case follows from the fact that
−⊗AM1,2 is compatible with colimits.
From this lemma one obtains the following corollary (cfr. [5, Prop. 2.5]).
Corollary 3.8.2. Let φ : A → B be a morphism of noetherian graded algebras
on X such that φ is an isomorphism in high degree. Then the functors
Gr(A)→ Gr(B) : N → N ⊗A B(3.21)
and
Gr(B)→ Gr(A) :M→MA(3.22)
factor to give inverse equivalences between Qgr(A) and Qgr(B). Furthermore Proj(A)
and Proj(B) are equivalent.
Proof. Assume that φn is an isomorphism for n ≥ n0. Then B is a quotient
of A⊕A⊗ (⊕n<n0Bn(−n)).
Assume that M is a B-module, torsion as A-module. Then MA is a quotient
of ⊕i∈IMi where the Mi are right bounded A-modules. Hence M is a quotient of
⊕i∈IMi ⊗A B. By lemma 3.8.1(1) all the Mi ⊗A B are right bounded. Thus M is
also torsion as B-module.
Thus B-torsion is equivalent to A-torsion and so we will simply speak of torsion.
(3.22) obviously preserves isomorphism mod torsion, so we concentrate on (3.21).
Assume that ker, coker(M θ−→ N ) are torsion for some M,N ∈ Gr(A). Then
we have the following commutative diagram.
M −−−−→ M⊗A B
θ
y θ⊗1y
N −−−−→ N ⊗A B
According to lemma 3.8.1(3) the horizontal maps are isomorphisms modulo torsion.
Since by hypotheses this is also true for θ, we obtain that θ ⊗ 1 is an isomorphism
modulo torsion as well.
The reader now easily verifies that (3.21) and (3.22) are mutual inverses modulo
torsion.
If A, B are as in the previous proposition then (3.21) is clearly compatible with
the structure maps and the shift functors on ProjA and ProjB whence ProjA and
ProjB are equivalent.
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It follows from the previous proposition that one may restrict oneself to N-
graded algebras since ProjA = ProjA≥0. In the sequel all graded algebras will be
noetherian and N-graded, unless otherwise specified. Note that just as in the ring
case A noetherian implies A≥0 noetherian.
This allows us to use the following technically useful result which we state for
further reference.
Lemma 3.8.3. Assume that A is noetherian and N-graded. Then Tors(A) is
closed under essential extensions and hence under injective hulls. Thus τ is stable
in the sense of [31]
Assume that A is N-graded. Then if M,N ∈ Gr(A)
HomQgr(A)(πN , πM) = lim−→
N/N ′ torsion
HomGr(A)(N ′,M/τ(M))
= lim−→
N/N ′ torsion
HomGr(A)(N ′,M)
where the last equality follows from the fact that τ is stable (see [31]).
If N ∈ gr(A) and if N/N ′ is torsion then it is in fact right bounded, so
N≥n ⊂ N ′ for n ≥ 0. So in that case
HomQgr(A)(πN , πM) = lim−→
n
HomGr(A)(N≥n,M) = lim−→HomGr(A)(N≥n,M≥n)
Proposition 3.8.4. Let A ∈ Gralg(X) be noetherian and N-graded. Then for
M∈ Gr(A)
τ(M) = lim−→HomA(A/A≥n,M)(3.23)
M˜ = lim−→HomA(A≥n,M)(3.24)
Proof. By localization theory
τ(M) = ker(M→ M˜)
Now from the exact sequence of A-bimodules
0→ A≥n → A→ A/A≥n → 0
we obtain a left exact sequence
0→ HomA(A/A≥n,M)→ HomA(A,M)→ HomA(A≥n,M)
Using the fact that HomA(A,M) = M and exactness of direct limits, it follows
that it suffices to prove (3.24).
Recall that by definition M˜ = ωπM. So to prove (3.24) it is sufficient for every
N ∈ Gr(A) to construct a natural isomorphism between
HomGr(A)(N , ωπM)(3.25)
and
HomGr(A)(N , lim−→HomA(A≥n,M))(3.26)
and since Gr(A) is locally noetherian, it suffices to do this in fact for N noetherian.
Now
(3.25) = lim−→
n
HomGr(A)(N≥n,M)(3.27)
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On the other hand, again because N is noetherian.
(3.26) = lim−→HomGr(A)(N ⊗A A≥n,M)(3.28)
We have to make (3.27) isomorphic to (3.28). Now N is noetherian and hence
left bounded, so by replacing N by some shift (and doing the same with M) we
may assume that N is in fact N-graded. Using (3.2) and lemma 3.1.11 it is now
sufficient to show that
Kn = ker(N ⊗A A≥n → N≥n)
Cn = coker(N ⊗A A≥n → N≥n)
are torsion inverse systems (see Definition 3.1.9).
Now we write N as quotient of P1 → P0 where the Pi are finite direct sums of
negative shifts of modules of the form N ′ ⊗oX A. Working in the abelian category
of inverse systems modulo torsion it is sufficient to prove that Kn and Cn are torsion
inverse systems in the case N = N ′ ⊗oX A(−m). In that case
Kn = ker(N ′ ⊗oX A≥n → N ′ ⊗oX A≥n−m)(−m)
Cn = coker(N ′ ⊗oX A≥n → N ′ ⊗oX A≥n−m)(−m)
It is now clear that in this case actually Kn = 0 and Cn lives in degrees [n, n+m−1].
So (Cn)n is a torsion inverse system as well.
3.9. Condition “χ” and cohomological dimension. Below X will be a
noetherian quasi-scheme and A, B will be N-graded noetherian objects in Gralg(X).
α : ProjA → X , β : ProjB → X will be the structure maps. π, ω, τ refer to A.
For B we use notations such as πB, ωB, τB.
The following is clear.
Lemma 3.9.1. If M ∈ Gr(A) then RiτM ∈ Tors(A).
In order to develop a non-commutative version of projective geometry, the
following definition was proposed in [5].
Definition 3.9.2. A satisfies χ if for everyM ∈ gr(A) one has that (RiτM)≥0 ∈
tors(A).
If M ∈ Gr(A) then we have a triangle
RτM→M→ Rω(πM) [1]−→
from which one deduces the exact sequence
0→ τM→M→ M˜ → R1τM→ 0(3.29)
and isomorphisms
Ri+1τM = Riω(πM)), i ≥ 1(3.30)
So we obtain :
Lemma 3.9.3. A satisfies χ if and only if for all M ∈ grA one has
1. Riω(πM)≥0 ∈ tors(A), i ≥ 0.
2. (M˜)≥0/M∈ tors(A)
One should view condition χ as a kind of ampleness condition. This becomes
clearer if one makes the following definitions.
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Definition 3.9.4. A map α : Y → X of noetherian quasi-schemes is proper if
Riα∗ sends mod(Y ) to mod(X) for all i.
Definition 3.9.5. Let (Y, α, s) be an object in Pqsch /X . Assume that Y is
noetherian. Then we say that s is relatively ample if the following two conditions
hold for M ∈ mod(Y ).
1. For i > 0 one has
Riα∗(s
nM) = 0
for n≫ 0.
2. The adjoint map
α∗α∗s
nM→ snM
is surjective for n≫ 0.
Remark 3.9.6. This definition of ampleness is much more restrictive than the
one used in [5].
We say that A is generated in degree one if the multiplication map Am ⊗oX
An → Am+n is surjective for all m,n ≥ 0.
The following is a consequence of lemma 3.9.3.
Proposition 3.9.7. Let (Y, α, s) = ProjA. If A satisfies χ then α is proper
and if A is in addition generated in degree one then s is relatively ample.
In the following we will often need the following technical condition on an object
M∈ BIGR(A− oX) :
(fin) M has a presentation P1 → P0 where the Pi are finite sums of shifts of
A− oX -bimodules of the form A⊗oX P ′ where the P ′ are coherent objects
(see 3.1) in BIMOD(oX − oX) (located in degree zero).
We should think of (fin) as a kind of “finite presentation” condition. (fin) is useful
because of the following lemma
Lemma 3.9.8. Assume thatM ∈ BIGR(A−oX) satisfies (fin) and N ∈ BIGR(B−
A) (or N ∈ Gr(A)). Assume furthermore that M is N-graded. Then the kernel
and the cokernel of
N≥n ⊗AM→ (N ⊗AM)≥n
are torsion inverse systems (cfr. Definition 3.1.9).
Here is another obvious application.
Lemma 3.9.9. Let f : A → B be a morphism in Gralg(X) and assume that B
satisfies (fin). Let M∈ Gr(B). Then τA(MA) = (τB(M))A.
Proof. Using Proposition 3.8.4 and adjointness this amounts to showing that
the inverse systems A/A≥n⊗AB and B/B≥n are equivalent modulo torsion inverse
systems. Since A/A≥n ⊗A B = coker(A≥n ⊗A B → B) this follows directly from
lemma 3.9.8.
In the sequel we will need a result like (3.31). The hypotheses under which we
can prove this are unfortunately quite technical and almost certainly too restrictive.
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Proposition 3.9.10. Let f : A → B be a morphism in Gralg(X). Assume that
B satisfies (fin) and furthermore that there are graded flat A− oX -bimodules (Fi)i
satisfying (fin), together with a long exact sequence
· · · → (F2)≥p → (F1)≥p → (F0)≥p → (ABoX )≥p → 0
for a certain p ∈ Z. Then for M∈ Gr(B) one has
RiτA(MA) = (RiτB(M))A(3.31)
Proof. Both sides of (3.31) are δ-functors. Hence is suffices to show that the
two sides of (3.31) are zero for i > 0 and naturally isomorphic for i = 0, when
evaluated on injectives.
Actually it is not necessary to take all injectives, but only a cogenerating set.
Thus we take for our injectives all modules of the form
F = HomA(BBA, E)
where E ∈ Inj(A). Clearly by Proposition 3.8.4, lemma 3.9.9 and adjointness
RHS(3.31) =
{
lim−→HomA(A/A≤n ⊗A ABA, E) if i = 0
0 otherwise
On the other hand by the definition of T or
LHS(3.31) = lim−→Ext iA(A/A≥n, FA)
= lim−→Ext iA(A/A≥n,HomA(ABA, E))
= lim−→HomA(T orAi (A/A≤n,ABA), E)
So the two sides of (3.31) certainly agree for i = 0. In general we have to show for
i > 0 that
T orAi (A/A≥n,ABA)(3.32)
is a torsion inverse system.
From fact that the Fi are flat we can deduce that, up to inverse systems of the
form
T orAi (A/A≥n, T )(3.33)
with ToX coherent, (3.32) is given by the middle homology of
A/A≥n ⊗A (Fi+1)≥p → A/A≥n ⊗A (Fi)≥p → A/A≥n ⊗A (Fi−1)≥p(3.34)
By shifting if necessary we may assume that Fi+1, Fi, Fi−1 are N-graded.
Now assume in general that F is an N-graded object in BIGR(A− oX), satis-
fying (fin). Then
A/A≥n ⊗A F≥p = coker(A≥n ⊗A F≥p → F≥p)
Now up to inverse systems of the form
T orAi (A≥n,F/F≥p)(3.35)
we have
A≥n ⊗A F≥p = A≥n ⊗A F
Then using lemma 3.9.8 we see that A≥n ⊗A F is, modulo torsion inverse
systems, equal to F≥n. Assembling everything we find that up to torsion inverse
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systems and inverse systems of the form (3.33) and (3.35) A/A≥n ⊗A F≥p is equal
to F≥p/F≥n (where we let the inverse systems start with n = p).
So the middle homology of (3.34) is, up to torsion inverse systems and inverse
systems of the form (3.33) and (3.35), equal to the middle homology of
Fi+1/(Fi+1)≥n → Fi/(Fi)≥n → Fi−1/(Fi−1)≥n
Since this is in fact an exact complex we are left with showing that (3.33) and (3.35)
are torsion.
Let us for example consider (3.33). It is easy to verify directly from the defini-
tions that
(“lim←−”T orAi (A/A≥n, T ))oX = “lim←−”T orAi (A/A≥n, ToX ) =
Now as in the proof of lemma 3.1.17 one verifies that T orAi (A/A≥n, ToX ) is coherent
as weak A− oX -bimodule. Hence HomoX (T orAi (A/A≥n, ToX ),−) commutes with
direct sums. Thus it suffices to show that
lim−→HomoX (T orAi (A/A≥n, ToX ), E) = 0(3.36)
for E an injective object in Mod(X), viewed as a graded object concentrated in a
single degree. Now (3.36) becomes equal to
lim−→Ext iA(A/A≥n,HomoX (ToX , E))(3.37)
Clearly HomoX (ToX , E) is right bounded and hence torsion. Now the fact that
Tors(A) is stable (lemma 3.8.3) together with Proposition 3.8.4 easily implies that
(3.37) is zero.
Now we translate (3.31) into more geometrical language. First we indicate when a
map f : A → B defines a dual map f¯ : Proj(B)→ Proj(A)
Proposition 3.9.11. Let f : A → B be a morphism in Gralg(X) such that
ABoX satisfies (fin). Then the functors
−⊗A B : Gr(A)→ Gr(B)(3.38)
(−)A : Gr(B)→ Gr(A)(3.39)
factor through “Qgr” and in this way define respectively f¯∗ and f¯∗ for a morphism
f¯ : Proj(B)→ Proj(A). In this case f¯∗ is exact.
Proof. That (3.39) factors through “Qgr” as well as the exactness of f¯∗ is
clear so we concentrate on (3.38). We have to show that if a map M → N in
Mod(A) has torsion kernel and cokernel then the same is true for
M⊗A B → N ⊗A B
Now Mod(A) is locally noetherian and − ⊗A B is compatible with direct limits,
so we may restrict ourselves to the case where M, N are noetherian and hence
Mn → Nn is an isomorphism for n≫ 0.
Now using the fact that B satisfies (fin) it suffices to show that
M⊗A (A⊗oX B′)→ N ⊗A (A⊗oX B′)(3.40)
has torsion kernel and cokernel for all B′ ∈ BIMOD(oX − oX). However since
− ⊗A (A ⊗oX B′) = − ⊗oX B′ it is clear that (3.40) is an isomorphism in high
degree.
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It remains to verify the adjointness of (3.38) and (3.39) when defined on “QGr”.
To this end we have to construct forM ∈ Gr(A) and N ∈ Gr(B) a natural isomor-
phism
HomQgr(B)(π(M⊗A B), πN ) ∼= HomQgr(A)(πM, π(NA))
and as usual it suffices to do this for M noetherian. Then
HomQgr(B)(π(M⊗A B), πN ) = lim−→HomGr(B)((M⊗A B)≥n,N )
= lim−→HomGr(B)(M≥n ⊗A B,N )
= lim−→HomGr(A)(M≥n,NA)
= HomQgr(A)(πM, π(NA))
The second equality follows from the fact that B satisfies (fin) as A− oX -bimodule
and thus we can apply lemma 3.9.8
Thus we obtain
Proposition 3.9.12. Let f : A → B be a morphism in Gralg(X) and assume
that B is as in Proposition 3.9.10. Let f¯ : ProjB → ProjA be defined by f¯∗(πM) =
π(M⊗A B) for M ∈ Gr(A). Then for N ∈ Qgr(B)
Riβ∗(N ) = Riα∗(f¯∗N )
Proof. Assume N = πN ′, N ′ ∈ Gr(B). Summing over shifts, it is sufficient
to show
RiωB(πN ′)A = RiωA(π(N ′A))
If i ≥ 1 then by (3.30) this is equivalent to
Ri+1τB(N ′)A = Ri+1τA(N ′A)
which we have shown. The case i = 0 follows from considering (3.29) and the
5-lemma.
Now we use Proposition 3.9.10 to prove the following result
Proposition 3.9.13. Assume that we have a map f : A → B of N-graded
algebras on X. Assume furthermore that there is an exact sequence
0→ I → A→ ABA → 0
in Bigr(A−A) with I a graded invertible A-bimodule, satisfying (fin) and living in
degree ≥ 1. Then
1. If B is noetherian then so is A.
Assume now that B is noetherian.
2. If B satisfies χ then so does A.
3. Let “cd” stand for cohomological dimension. Then
cd τB + 1 ≥ cd τA ≥ cd τB
Proof. 1. We have to show that ifM ∈Mod(X) is noetherian then so is
M⊗oX A.
Now if N ∈ Gr(A) is left bounded then a variation of the classical
argument by Hilbert shows that if N ⊗A B is noetherian then the same
holds for N . Since by hypotheses
(M⊗oX A)⊗A B =M⊗oX B
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is noetherian we are done.
2. We start by observing that B clearly satisfies the hypotheses of Proposition
3.9.10, so we can use that proposition.
In the sequel we will denote by G the functor −⊗A I and t the natural
transformation G→ idGr(A) coming from the inclusion I → A. Furthermore
Gn(N ) tn−→ N is by definition obtained from tensoring In tn−→ A with N .
By N tn we denote the image of this map. We say that N is annihilated by
tn if N tn = 0. N is t-torsion if it is the union of subobjects annihilated by
some tn. Similarly N is t-torsion free if multiplication by t is injective.
It is easy to see that the functors
−⊗A B : Gr(A)→ Gr(B)
(−)A : Gr(B)→ Gr(A)
induce inverse equivalences between Gr(B) and the full subcategory of Gr(A)
consisting of objects annihilated by t. So we will identify these two cate-
gories.
Let M ∈ gr(A). As usual M is an extension
0→M1 →M→M2 → 0
where M1 is t-torsion and M2 is t-torsion free. Now M is noetherian and
hence so is M1. Thus M1tn = 0 for some n and in particular we can write
M1 as an extension of objects annihilated by t.
We conclude that to verify condition χ we have to show that RiτA(N )≥0
is right bounded and noetherian for two classes of noetherian graded A-
modules :
(a) Those that are annihilated by t.
(b) Those that are t-torsion free.
Let us first treat (a). If N t = 0 then by the previous discussion N = N ′A
for some N ′ ∈ gr(B). Thus
RiτA(N ) = RiτA(N ′A)
= RiτB(N ′)A (Prop. 3.9.10)
which shows what we want.
Now consider the case that N is torsion free. We have an exact sequence
in Gr(A)
0→ G(N ) t−→ N → N/N t→ 0
and again N/N t = N ′′A for some N ′′ ∈ gr(B). This gives us the following
exact sequence (using Prop. 3.9.10)
Ri−1τB(N ′′)A → G(RiτA(N )) t−→ RiτA(N )→ RiτB(N ′′)A(3.41)
By lemma 3.9.1 this implies RiτA(N ) ∈ Tors(A). RiτA(N ) is t-torsion since
I lives purely in positive degree. On the other hand we obtain from (3.41)
and the fact that B satisfies χ that RiτA(N )≥n is t-torsion free for n ≫ 0.
Combining this we obtain that RiτA(N )≥n = 0 for n≫ 0 which shows that
RiτA(N ) is right bounded.
From (3.41) we obtain exact sequences
0→ noetherian→ G(RiτA(N )≥m−1) t−→ RiτA(N )≥m
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and by descending induction on m we find that RiτA(N )≥0 is noetherian.
3. From Proposition 3.9.10 it follows immediately that cd τA ≥ cd τB. We
therefore concentrate on the other inequality. Assume N ∈ Gr(A), p =
cd τB. We have to show R
qτA(N ) = 0, q > p+ 1.
Since τA commutes with direct limits and Gr(A) is locally noetherian,
RqτA also commutes with direct limits [18]. Hence we may assume that
N is noetherian. Using the same reduction as in (2) we may assume that
either N t = 0 or N is t-torsion free, The first case is trivial by Proposition
3.9.10 so we look at the last case. Using (3.41) for i = q we find that
G(RqτA(N )) → RqτA(N ) is an isomorphism. Since on the other hand
RqτA(N ) is t-torsion we conclude RqτA(N ) = 0.
Proposition 3.9.13(3) can be stated in more geometric terms.
Corollary 3.9.14. Assume that A, B are noetherian N-graded algebras which
fit in an exact sequence as in Prop. 3.9.13. Then
cdβ∗ ≤ cdα∗ ≤ cdβ∗ + 1(3.42)
Proof. It is easy to see that
cdα∗ = cdα∗ = cdωA
and similarly for β. Furthermore from (3.29)(3.30) it follows that
cdωA = max(cd τA − 1, 0)(3.43)
Combining this with Prop. 3.9.13(3) yields what we want.
Lemma 3.9.15. AssumeA is noetherian and N-graded. Let T be a right bounded
graded A−A-bimodule. Then for M ∈ Gr(A) we have
HomA(T ,M) = HomA(T , τ(M))(3.44)
If T is in fact coherent as oX − oX-bimodule then HomA(T ,M) is torsion.
Proof. To prove (3.44) it is sufficient to show that the right and lefthand side
of that equation represent the same functor. This is routine, using the fact that if
N ∈ Gr(A) then N ⊗A T is torsion by lemma 3.8.1.2.
Now we prove the second part of the lemma. By the first part we may clearly
assume thatM is torsion. The coherentness of T also implies that T is left bounded.
We claim that T is coherent as a graded A-bimodule. In the same way as in
3.1.6 it suffices to show that − ⊗A T preserves gr(A). Now since A is noetherian,
any object in gr(A) has a presentation consisting of objects of the form P ⊗oX A
where the P are noetherian oX -modules. We now use the fact that −⊗A T is right
exact.
Hence HomA(T ,−) commutes with direct limits. Therefore we may assume
thatM is right bounded. But HomA(T ,M) is contained in HomoX (T ,M) which
is now clearly also right bounded. This proves what we want.
We will need the following variant of Proposition 3.9.13
Lemma 3.9.16. Assume that we have a surjective map f : A → B such that
I = ker f is a coherent object in Bigr(oX − oX). Then for M ∈ Gr(B) we have
RiτA(MA) ∼= (RiτB(M))A(3.45)
Furthermore if B satisfies χ then so does A and cd τB = cd τA.
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Proof. It is clear that (3.45) is a special case of Proposition 3.9.10.
Assume that B satisfies χ. To show that A also satisfies χ we have to show
that for N ∈ gr(A) one has RiτA(N )≥0 ∈ gr(A). Let K = ker(N → N ⊗A B).
Since N is noetherian, the same is true for K. Furthermore by Corollary 3.8.2 it
follows that K is torsion. Hence
Rτ iA(K) =
{
K if i = 0
0 if i > 0
Thus the long exact sequence for RiτA together with (3.45) yields an exact sequence
0→ K → τA(N )→ τB(N ⊗A B)→ 0
and isomorphisms
RiτA(N )→ RiτB(N ⊗A B)
for i ≥ 1. This yields that A satisfies χ and also that cd τB ≥ cd τA. Since (3.45)
implies that cd τB ≤ cd τA, we are through.
3.10. Higher inverse images. Assume that α : Y → X is a map of quasi-
schemes. As was observed above the definition of Riα∗ presents no difficulty since
Mod(Y ) has enough injectives. However the definition of Liα
∗ is more delicate since
we have not assumed that Mod(X) has enough flat objects. As an approximation
we define Liα
∗ as the functor MOD(X)→ MOD(Y ) given by
HomoY (Liα∗M, E) = Ext ioX (M, α∗E)
where E runs through the injectives in Mod(Y ). Furthermore we will define cdα∗
as the maximum i such that Liα
∗, restricted to Mod(Y ) is non-zero.
Lemma 3.10.1. Let X be a quasi-scheme and let A ∈ Alg(X). Put Y = SpecA
and let α : Y → X be the structure map. Then one has Liα∗(−) = T oroXi (−,A).
This lemma is proved in a similar way as the lemma below which covers the
graded case. In the graded case we need more hypotheses since we have defined
things in less generality.
Lemma 3.10.2. Let X be a noetherian quasi-scheme and let A be a noetherian
N-graded algebra on X. Put Y = ProjA. Assume that M ∈ Mod(X) is such that
T oroXi (M,A) ∈ Gr(A). Then
Liα
∗M = π(T or oXi (M,A))
Proof. We have to show that
ExtioX (M, α∗F ) = HomQGr(A)(π(T oroXi (M,A)), F )(3.46)
where F runs through the injectives in Mod(Y ). Put F = πE. It follows from
lemma 3.8.3 that E is an injective in Gr(A) satisfying E˜ = E. Then by adjointness
the righthand side of (3.46) becomes
ExtioX (M,HomGr(A)(A, E)) = ExtioX (M, E0)
Hence the assertion we have to prove boils down to α∗πE = E0. This follows from
the fact that α∗(−) = ω(−)0.
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3.11. On the positive part of an algebra strongly graded with respect
to a localizing subcategory. In this section we fix the following situation. X
is a noetherian quasi-scheme, S is a localizing subcategory in Mod(X). A is a
noetherian algebra on X , strongly graded with respect to S (see §3.3). With A≥0
we denote the positive part of A. It is easy to see that A≥0 is also noetherian.
We note the following.
Lemma 3.11.1. Let M ∈ Gr(A≥0). Then the A≥0-module structure on M˜
extends in a natural way to an A-module structure.
Proof. Multiplication defines graded A≥0-bimodule maps
A≥m ⊗A≥0 A≥n → A≥m+n
Applying HomA≥0(−,M) yields a map
HomA≥0(A≥m+n,M)→ HomA≥0(A≥m,HomA≥0(A≥n,M))
which by adjointness yields a map
HomA≥0(A≥m+n,M)⊗A≥0 A≥m → HomA≥0(A≥n,M)
Taking direct limits over n, using (3.24) and letting m go to −∞ we find a map
M˜ ⊗A≥0 A → M˜
A straightforward, but mildly tedious verification shows that this is an A-module
structure.
According to Corollary 3.8.2 we have the following inverse equivalences
Gr(A)/Tors(A)
(−)A≥0 //
−⊗A≥0A
oo Gr(A≥0)/Tors(A≥0)(3.47)
By lemma 3.3.1 we have inverse equivalences
Mod(A0)/S
−⊗A0A //
(−)0
oo Gr(A)/S(A)(3.48)
In order to combine these equivalences we observe that Tors(A) ⊂ S(A). Indeed
let M ∈ Tors(A). Since Tors(A) and S(A) are closed under direct limits we may
assume that M is right bounded. But then M(N)0 = 0 ∈ S for N ≫ 0 and hence
according to lemma 3.3.1 we have M(N) ∈ S(A). Thus the same holds for M.
Define QS(A≥0) as the image in QGr(A≥0) of S(A≥0) under the quotient map.
One notes that QS(A≥0) has the following alternative description.
Lemma 3.11.2. QS(A≥0) is precisely the image of S(A) under πA(−)A≥0 .
Proof. If we look at the commutative diagram
Gr(A≥0)
piA≥0−−−−→ QGr(A≥0)
(−)A≥0
x (−)A≥0x
Gr(A) piA−−−−→ QGr(A)
then we see that it is sufficient to show that the image of S(A) under (−)A≥0
is S(A≥0) modulo Tors(A≥0). It is clear that this image is indeed contained in
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S(A≥0). Conversely let M ∈ S(A≥0). According to Corollary 3.8.2 we have M =
(M⊗A≥0 A)A≥0 modulo Tors(A≥0). Since M⊗A≥0 A is contained in S(A) we are
through.
Combining (3.47),(3.48) and the previous lemma yields equivalences.
Mod(A0)/S
−⊗A0A //
(−)0
oo Gr(A)/S(A)
(−)A≥0 //
−⊗A≥0A
oo QGr(A≥0)/QS(A≥0)
Looking only at the outer categories yields equivalences
Mod(A0)/S
−⊗A0A≥0 //
(−⊗A≥0A)0
oo QGr(A≥0)/QS(A≥0)
Define U = SpecA0, Y = ProjA≥0 and let the map α : Y → U be given by
α∗ = π(−⊗A0 A≥0).
Lemma 3.11.3. LetM∈ Gr(A≥0). Modulo S, α∗πM is given by (M⊗A≥0A)0.
Proof. Without loss of generality we may assume that M = M˜. Hence in
particular by lemma 3.11.1 M = NA≥0 where N is a graded A-module. Further-
more α∗πM =M0 = N0.
According to Corollary 3.8.2 we now have that the canonical map
M⊗A≥0 A = NA≥0 ⊗A≥0 A → N
is an isomorphism modulo Tors(A) ⊂ S(A). Hence the restricted map
(M⊗A≥0 A)0 → N0
is an isomorphism modulo S. This is precisely what we had to prove.
Let us now introduce the more suggestive notation α−1(S) for QS(A≥0). Summa-
rizing everything, we have shown.
Proposition 3.11.4. Let U, Y, α,S be as above. Then the functors α∗, α∗
factor through S and α−1(S) to define inverse equivalences between Mod(U)/S and
Mod(Y )/α−1(S).
3.12. Veronese subalgebras. LetX be a quasi-scheme and letA ∈ Gralg(X)
be noetherian and N-graded. The n’th Veronese of A is the graded subalgebra A(n)
of A defined by (A(n))m = Anm. If M ∈ Gr(A) then M(n) is defined similarly.
Then we have the following.
Lemma 3.12.1. Assume that X and A are noetherian and that A is generated
in degree one (cfr §3.9). Then the functors
Gr(A)→ Gr(A(n)) :M→M(n)
Gr(A(n))→ Gr(A) : N → N ⊗A(n) A
factor over Tors(A) and Tors(A(n)) and in this way define inverse equivalences
between ProjA and ProjA(n).
Proof. This is formally similar to the ring case. See for example [36].
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4. Pseudo-compact rings
In the sequel we will study the formal local structure of some specific quasi-
schemes. It turns out that this is best described in terms of pseudo-compact rings,
so for the convenience of the reader we collect some of the properties of such rings
here. Most of this is taken from [35] and [16]. We refer the reader to these papers
for more information.
A topological right module M over a topological ring A is pseudo-compact if it
is Hausdorf, complete and its topology is generated by right submodules of finite
colength. A is said to be a pseudo-compact ring if A is pseudo-compact as a right
A-module. Left pseudo-compact is defined similarly. By PC(A), we will denote the
category of right pseudo-compact modules over a right pseudo-compact ring. By
[16] PC(A) is an abelian category satisfying AB5∗ and AB3.
Let A be a pseudo-compact ring. The dual category of PC(A) is a locally finite
category. That is a Grothendieck category generated by objects of finite length.
Conversely, if C is a locally finite category then C can be realized as PC(A)◦ for
some pseudo-compact ring A [16]. A is constructed as follows. Let E be an injective
cogenerator of C, containing every indecomposable injective at least once and put
A = EndC(E)
◦. If S is a finite length subobject of E then
l(S) = {f ∈ A | f(S) = 0}
defines a right ideal of finite colength in A. We take these right ideal as the basis
for a topology on A. In this way A becomes a pseudo-compact ring. If M ∈ C
then we topologize HomC(M,E) in a similar way. The functor M 7→ HomC(M,E)
defines a duality between C and PC(A).
As an application we obtain :
Lemma 4.1. Inverse limits of projectives are projective in PC(A).
Proof. This follows from the fact that PC(A)◦ is a locally finite category and
hence direct limits of injectives are injective.
In nice cases there are good relations between the properties of PC(A) and Mod(A).
For example by [16] it follows that the forgetful functor PC(A)→ Mod(A) is faithful
and commutes with kernels, cokernels and products. By [35, Lemma 3.4], an object
in PC(A) is simple in PC(A) if and only it is simple in Mod(A). A similar result
holds for the property of being noetherian [35, Cor 3.10]. As usual we denote by
pc(A) the category of noetherian pseudo-compact A-modules.
An object M in PC(A) is said to be finitely generated in PC(A) if M is a
quotient of An in PC(A) for some n. If M,N ∈ PC(A), M finitely generated then
according to [35, Prop. 3.5] we have
HomPC(A)(M,N) = HomMod(A)(M,N)
In particular, M is finitely generated in PC(A) if and only if it is finitely generated
in Mod(A). From this one can deduce :
Lemma 4.2. [35, Cor. 3.8] If M is a finitely generated pseudo-compact A-
module then L ⊂ M is open if and only if M/L is of finite length and pseudo-
compact when equipped with the discrete topology.
(Note that a linear Hausdorf topology on a module of finite length is automat-
ically discrete.) If A is noetherian then it follows from [35, Prop. 3.19] that the
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forgetful functor pc(A) → mod(A) is an equivalence of categories. More generally
we say that A is locally noetherian if for every primitive idempotent e in A we
have that eA is noetherian. Assume that A is locally noetherian. Then by [35,
Cor. 3.15] we have that the forgetful functor pc(A) → mod(A) is fully faithful
and closed under extensions. Let PCFin(A) denote the category of finite length
objects in PC(A). It follows that the objects are precisely the finite length objects
in Mod(A) whose Jordan-Holder quotients are pseudo-compact simples. It also
follows that if M is a noetherian A-module then the topology on M is simply the
cofinite topology.
Let A be an arbitrary pseudo-compact ring. Then we denote by Dis(A) the
category of topological A-modules which are discrete. It is clear that Dis(A) is
the full subcategory of Mod(A) consisting of modules M such that for all m ∈M ,
AnnA(m) is open in A, or equivalently that mA is pseudo-compact of finite length
(this follows for example from lemma 4.2). From this we deduce that Dis(A) is a
locally finite category. Clearly PC(A)∩Dis(A) = PCFin(A) (where the intersection
is taken inside the category of topological right A-modules).
It is interesting to observe that since Dis(A) is locally finite there must neces-
sarily exist another pseudo-compact ring A∗ such that PC(A∗) = Dis(A)◦. In nice
cases we have A∗ = A◦ (see for example Proposition 4.10 below).
Let Top(A) be the additive category of topological right A-modules. For
M,N ∈ Top(A) we have functors
HomTop(A)(M,−) : Dis(A)→ Ab(4.1)
HomTop(A)(−, N) : PC(A)◦ → Ab(4.2)
Proposition 4.3. Let (Mi)i∈J , (Nj)j∈J be respectively an inverse system in
PC(A) and a directed system in Dis(A). Then
HomTop(A)(lim←−
i
Mi, lim−→
j
Nj) = lim−→
i
lim−→
j
HomTop(A)(Mi, Nj)(4.3)
Proof. IfM ∈ PC(A), N ∈ Dis(A) then every continuous morphism f :M →
N has an open kernel M ′. This means that N ′ = im f ∼= M/M ′ has finite length.
Thus we have the following equalities
HomTop(A)(M,N) = lim−→
N ′
HomPC(A)(M,N
′)(4.4)
= lim−→
M ′
HomDis(A)(M/M
′, N)(4.5)
= lim−→
M ′,N ′
HomA(M/M
′, N ′)(4.6)
where M ′ runs trough the open submodules in M and N ′ runs through the finite
length submodules of N .
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Now let us for example show that HomTop(A)(−, N) sends inverse limits to
direct limits. We have
HomTop(A)(lim←−
i
Mi, N) = lim−→
N ′
HomPC(A)(lim←−
i
Mi, N
′) (eq. (4.4))
= lim−→
N ′
HomPC(A)◦(N
′, lim−→
i
Mi)
= lim−→
i,N ′
HomPC(A)◦(N
′,Mi)
= lim−→
i,N ′
HomPC(A)(Mi, N
′)
= lim−→
i
HomTop(A)(Mi, N) (eq. (4.4))
The third equality follows from the fact that N ′ is a noetherian object in the locally
noetherian category PC(A)◦.
The proof that HomTop(A)(M,−) commutes with direct limits is similar.
Since Dis(A) has enough injectives and PC(A) has enough projectives, we can
define the derived functors of (4.1) and (4.2). Let us temporarily denote them by
ExtiI(M,−) and ExtiII(−, N).
Lemma 4.4. ExtiI and Ext
i
II coincide when both are defined. That is if M ∈
PC(A) and N ∈ Dis(A) then
ExtiI(M,N) = Ext
i
II(M,N)
Proof. To prove this we have to show that if P is projective in PC(A)
then HomTop(A)(P,−) is exact on Dis(A) and if E is an injective in Dis(A) then
HomTop(A)(−, E) is exact when evaluated on PC(A). Since these are obviously dual
statements we only prove the first one.
By Proposition 4.3
HomTop(A)(P,N) = lim−→
N ′
HomPC(A)(P,N
′)
where N ′ runs through the finite length submodules of N . Since HomPC(A)(P,−) is
exact on PC(A) and lim−→ is exact on Ab we have to show that every exact sequence
in Dis(A)
0→ N1 → N → N2 → 0
can be obtained as a direct limit of exact sequences of the form
0→ N ′1 → N ′ → N ′2 → 0
where N ′1, N
′
2, N
′ are finite length subobjects of N1, N2, N . That this is true follows
easily from the fact that Dis(A) is locally finite.
Henceforth we neglect the distinction between ExtiI and Ext
i
II , and we simply write
ExtiTop(A). We then obtain the following generalization of Proposition 4.3
Proposition 4.5. Let (Mi)i∈I , (Nj)j∈J be respectively an inverse system in
PC(A) and a directed system in Dis(A). Then
ExtiTop(A)(lim←−
i
Mi, lim−→
j
Nj) = lim−→
i
lim−→
j
ExtiTop(A)(Mi, Nj)(4.7)
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Proof. Let N ∈ Dis(A) and let E· be an injective resolution of N in Dis(A).
Then
ExtiTop(A)(lim←−
i
Mi, N) = H
i(HomTop(A)(lim←−
i
Mi, E
·))
= lim−→
i
Hi(HomTop(A)(Mi, E
·)) (Proposition 4.3)
= lim−→
i
Exti(Mi, N)
The fact that ExtiTop(A)(M,−) is compatible with direct limits is proved similarly.
Of course the ordinary “Ext” in the abelian categories PC(A) and Dis(A) is also
defined. Since PC(A) has enough projectives we clearly have
ExtiPC(A)(M,N) = Ext
i
Top(A)(M,N)
if M,N ∈ PC(A). Similarly if M,N ∈ Dis(A) then
ExtiDis(A)(M,N) = Ext
i
Top(A)(M,N)
since Dis(A) has enough injectives.
Proposition 4.6. Let M ∈ PC(A), N ∈ Dis(A). We have the following for-
mulas
proj dimPC(A)M = sup
i
{i | ExtiPC(A)(M,−) 6= 0}
inj dimDis(A)N = sup
i
{i | ExtiDis(A)(−, N) 6= 0}
If A is locally noetherian and if M is noetherian in PC(A) then
proj dimPC(A)M = sup
i
{i | ∃S simple : ExtiPC(A)(M,S) 6= 0}
and if A∗ is locally noetherian and N is artinian in Dis(A) then
inj dimDis(A)N = sup
i
{i | ∃T simple : ExtiDis(A)(T,N) 6= 0}
Proof. This is entirely classical. Let us for example prove the fourth equality.
By degree shifting this amounts to showing that if Ext1(T,N) = 0 for all simple T
and if N is artinian then N is injective.
Let E be the injective hull of N and U = E/N . Let q : E → U be the quotient
map. By hypotheses E and hence U is artinian. Also by hypotheses, the restriction
of q to Soc(E)→ Soc(U) is surjective. Since socles are by definition semisimple this
last map has a splitting which can be lifted to a map t : U → E. By hypotheses
s = qt is the identity on Soc(U), from which it follows that s is injective. Also
sn(U) is a descending chain of submodules in U and thus sn(U) = sn+1(U). The
injectivity of s yields that U = sU and thus s is an automorphism of U . Now ts−1
is a splitting of q and hence N is a direct summand of E, whence injective.
As usual we define
gl dimPC(A) = sup
M∈PC(A)
proj dimM
gl dimDis(A) = sup
N∈Dis(A)
inj dimN
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Corollary 4.7. The following holds.
1. gl dimPC(A) is equal to the supremum of the projective dimensions of the
simple pseudo-compact A-modules (as objects in PC(A)).
2. gl dimDis(A) is equal to the supremum of the injective dimensions of the
simple pseudo-compact A-modules (as objects in Dis(A)).
3. If A and A∗ are locally noetherian then gl dimPC(A) and gl dimDis(A) are
both equal to the supremum of the i ∈ N such that there exist simple pseudo-
compact-A-modules S, T such that Exti(S, T ) 6= 0.
Proof. 1. and 2. are true by [35, Lemma 5.1]. 3. follows from 1. and 2. and
the foregoing proposition.
An object in PC(A) is said to be cosemisimple if it is a direct product of simple
modules. This is equivalent with being semisimple in the dual category PC(A)◦.
If M ∈ PC(A) then we define M/ rad(M) as the quotient of M which is the socle
of M in PC(A)◦. By construction M/ rad(M) is the largest cosemisimple object in
PC(A) which is a quotient of M . The radical of M , denoted by rad(M), is defined
as the kernel ofM →M/ rad(M). Since it is closed, it is pseudo-compact. From the
fact that taking socles is left exact it also follows that the functorM 7→M/ rad(M)
is right exact. It is shown in [16] that rad(A) is a twosided ideal and coincides
with the ordinary Jacobson radical of A. From the fact that rad(A) annihilates all
cosemisimple objects in PC(A) we obtain
M rad(A) ⊂ rad(M)(4.8)
Lemma 4.8. (Nakayama’s lemma) If M ∈ PC(A) then M = rad(M) if and
only if M = 0.
Proof. It is easy to see that a non-zero object in PC(A) maps onto at least
one simple object. This proves the lemma.
Lemma 4.9. The following are equivalent.
1. M is finitely generated.
2. M/M rad(A) is a finitely generated A/ rad(A)-module.
3. M/ rad(M) is a finitely generated A/ rad(A)-module.
If any one of these conditions holds then rad(M) =M rad(A).
Proof. It is clear that 1. implies 2. From (4.8) it follows that 2. implies 3.
Hence we have to show that 3. implies 1. By lifting the generators of M/ rad(M)
we can construct a map θ : Ak → M which becomes surjective after applying the
functor T 7→ T/ rad(T ). Given the right exactness of this functor we obtain that
C = rad(C) for C = coker θ. By Nakayama it follows that C = 0. This proves the
first part of the lemma.
If condition 2. holds then M/M rad(A) is a quotient of (A/ rad(A))k for some
k, and henceM/M rad(A) is cosemisimple. We conclude that rad(M) ⊂M rad(A).
For further reference we state the following formula
M/ rad(M) =
∏
S simple
SαM,S(4.9)
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where αM,S = dimEndPC(A)(S)HomPC(A)(M,S). This is easily proved by looking at
the dual statement in PC(A)◦.
The definition of a pseudo-compact ring is essentially onesided, which is some-
what inconvenient. We now introduce a symmetric notion.
Let k be a field. A pseudo-compact ring which is a k algebra is said to be
cofinite if all simple pseudo-compact A-modules are finite dimensional over k.
Proposition 4.10. Assume that A is cofinite. Then
1. A/ rad(A) =
∏
i∈I Mni(Di), for finite dimensional division algebras (Di)i∈I .
2. The topology on A is generated by twosided ideals of finite codimension.
3. A is left and right pseudo-compact.
4. S 7→ Homk(S, k) defines a duality between left and right pseudo-compact
A-modules of finite length. In particular we can take A∗ = A◦.
5. (Matlis-duality) M 7→ HomTop(k)(M,k) defines a duality between pseudo-
compact left (right) A-modules and discrete right (left) A-modules. Thus
PC(A)◦ = Dis(A◦) and Dis(A)◦ = PC(A◦).
Proof. 1. According to Gabriel A/ rad(A) is a product of endomorphism
rings of vectorspaces over division algebras. The simple pseudo-compact
modules over such a ring will be finite dimensional if and only if A/ rad(A)
has the indicated form.
2. Let L ⊂ A be an open ideal. Then S = A/L is a pseudo-compact right A-
module of finite length. Put T = Endk(S) and consider T as an A-bimodule
in the obvious way. Then as right A-module, we have T = Sdimk S and in
particular T is pseudo-compact. There is a canonical map of A-bimodules
A → T , given by the right action of A on S. Let M be the kernel of this
map. Then M is an open twosided ideal contained in L.
3. Since the topology on A is generated by twosided ideals of finite codimension
(by 2.) we see that A is also pseudo-compact on the left.
4. This follows again easily from the fact that S is annihilated by an open
twosided ideal.
5. This is a consequence of 3. and the fact that objects in Dis(A) are direct
limits of finite length pseudo-compact modules and objects in PC(A) are
inverse limits of finite length pseudo-compact modules.
Corollary 4.11. For a left and right locally noetherian cofinite pseudo-compact
k-algebra the numbers gl dimPC(A), gl dimDis(A), gl dimPC(A◦) and gl dimDis(A◦)
all coincide. We call this common value the global dimension of A and denote it by
gl dimA.
Proof. This follows from Corollary 4.7.3 and Proposition 4.10.5.
Definition 4.12. Let A,B be cofinite k-algebras. Let M be a topological A-
B-bimodule. Then M is bi-pseudo-compact if the topology on M is Hausdorf and
complete and is generated by subbimodules M ′ ⊂M of finite codimension.
It is easy to see that bi-pseudo-compact bimodules form an abelian category satis-
fying AB3 and AB5∗. We denote this category by PC(A−B).
If A,B,C are three cofinite algebras and M ∈ PC(A − B), N ∈ PC(B − C)
then we define
M ⊗ˆB N = lim←−
M ′,N ′
M/M ′ ⊗B N/N ′
NON-COMMUTATIVE BLOWING UP 47
where M ′, N ′ run through all open subbimodules in M , N . By construction M ⊗ˆB
N ∈ PC(A − C). There are analogous definitions when M or N are onesided
pseudo-compact modules.
One easily obtains
Lemma 4.13. − ⊗ˆB − is right exact and commutes with inverse limits in both
its factors.
The following is also standard.
Lemma 4.14. If M is finitely presented as right B-module then
M ⊗ˆB N =M ⊗B N
If A,B are cofinite k-algebras then A ⊗ˆk B carries a canonical ring structure
which makes it into a cofinite k-algebra. One has PC(A − B) = PC(A◦ ⊗ˆk B).
Furthermore the pseudo-compact simple A◦ ⊗ˆ B-modules are of the form S ⊗k T
with S simple in PC(A) and T simple in PC(B) (this follows from the corresponding
statement for finite dimensional algebras). From this one deduces A⊗ˆkB/ rad(A⊗ˆk
B) = A/ rad(A) ⊗ˆk B/ rad(B).
This observation allows one to prove
Lemma 4.15. The forgetful functor PC(A−B)→ PC(B) preserves projectives.
Proof. It suffices to prove this for the functor PC(A◦ ⊗ˆB)→ PC(B). By the
above discussion all projectives in PC(A◦ ⊗ˆB) are products of Ae ⊗ˆ fB where e, f
are primitive idempotents in A, B. These are direct summands of A ⊗ˆ B, whence
it suffices to show that (A ⊗ˆB)B is projective. This follows from the fact that
A ⊗ˆB = lim←−
I,J
(A/I)⊗ (B/J)
= lim←−
I
(lim←−
J
(A/I)⊗ (B/J))
= lim←−
I
A/I ⊗B
where I, J run through the open twosided ideals in A and B. Hence (A ⊗ˆ B)B is
an inverse limit of projective B-modules, and is therefore itself projective (lemma
4.1)
We now give a structure theorem on cofinite k-algebras, which was more or less
proved in [35] (in slightly greater generality). Below let (ei)i∈I be a summable set
of primitive idempotents in a pseudo-compact ring A, having sum 1 (as in [16]).
Proposition 4.16. Let A be cofinite, let M be a pseudo-compact A-module
and let N be a bipseudo-compact A-bimodule. Put Aij = eiAej, Mi = Mei, Nij =
eiNej, equipped with the induced topology. Then
A =
∏
i,j
Aij(4.10)
M =
∏
i
Mi(4.11)
N =
∏
i,j
eiNej(4.12)
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These equalities are in fact homeomorphisms if we equip the righthand sides with
the product topology. Furthermore the Ai are cofinite with Ai/ rad(Ai) = Di (where
Di is as in Proposition 4.10), the Mi are pseudo-compact Ai-modules and the Aij
and Nij are bipseudo-compact Ai −Aj-modules.
Proof. Similar to [35, Prop. 4.3].
In the case of a cofinite k-algebra, there is a simple test for a pseudo-compact
module to be finitely generated.
Lemma 4.17. Assume that A is cofinite. Then M ∈ PC(A) is finitely generated
if and only if for every simple pseudo-compact S we have that dimEndPC(A)(S)HomPC(A)(M,S)
is finite and is bounded independently of S.
Proof. This follows from Lemma 4.9 and (4.9).
The following is a generalization of lemma 4.17.
Lemma 4.18. Assume that A is cofinite. Let M ∈ PC(A). Then M has a free
resolution of length n in PC(A) (or, equivalently, in Mod(A))
Fn → Fn−1 → · · · → F1 → F0 →M → 0
where Fi is of finite rank over A, if and only if for every i ∈ {0, . . . , n} and for every
simple S the dimension of ExtiPC(A)(M,S) is finite and bounded independently of
S.
Proof. This is easily proved from the case n = 0, by degree shifting.
We will need the following result.
Proposition 4.19. Assume that A is cofinite, M ∈ PC(A − A) and S ∈
Dis(A). Then ExtiTop(A)(M,S) ∈ Dis(A). Here the “Ext” is taken with respect
to the right A-structure on M .
Proof. Let P · be a projective resolution of M in PC(A − A). According to
lemma 4.15 the terms of P · are projective in PC(A). Hence we find
ExtiPC(A)(M,S) = H
i(HomPC(A)(P
·, S))
Hence it suffices to show that if P is a projective object in PC(A − A) then
HomPC(A)(P, S) ∈ Dis(A). Such a projective object is a product of direct sum-
mands of A◦ ⊗ˆ A, and since HomPC(A)(−, S) transforms products in the first ar-
gument into direct sums (according to Proposition 4.3) it suffices to show that
HomPC(A)(A ⊗ˆA,S) lies in Dis(A). Now we have
HomPC(A)(A ⊗ˆA,S) = HomPC(A)(lim←−
I
A/I ⊗A,S)
= lim−→
I
HomPC(A)(A/I ⊗A,S) (Proposition 4.3)
= lim−→
I
(A/I)∗ ⊗ S
Here I runs through the open twosided ideals in A. The right A-structure on
(A/I)∗⊗S we use is the one on (A/I)∗. Thus (A/I)∗⊗S = (A/I)t for some t, and
we are done.
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We can define the derived functors of − ⊗ˆB − in both arguments. For lack of a
better notation we denote them by Tor
PC(B)
i (−,−). Thus if A,B,C are cofinite
k-algebras andM ∈ PC(A−B), N ∈ PC(B−C) then we compute TorPC(B)i (M,N)
in the usual way. For example we can start with a projective resolutions of M in
PC(A − B). According to lemma 4.15 this yields a projective resolution of M in
PC(B). We can also start with a projective resolution of N and get the same result.
We will need the following.
Lemma 4.20. Let E be an injective object in Dis(C). Then
HomTop(C)(Tor
PC(B)
i (M,N), E) = Ext
i
Top(B)(M,HomTop(C)(N,E))
Proof. This follows easily if we replace M by a projective resolution.
5. Cohen-Macaulay curves embedded in quasi-schemes
5.1. Preliminaries. In the sequel k will be an algebraically closed base field.
We will (usually tacitly) assume that all quasi-schemes are in Qsch / Spec k. Note
that if (X, γ) ∈ Qsch / Spec k then X contains the canonical object OX = γ∗k (the
“structure sheaf”). However this extra structure on X will not be used until §6.6.
Below i : Y → X will be a biclosed embedding of a commutative Cohen-
Macaulay curve Y/k as a divisor (in the enriched sense) in a noetherian quasi-
scheme X/k (§3.7). In the commutative case this hypothesis would imply that X
is a surface in a neighborhood of Y .
Throughout this paper we will impose the following smoothness condition on
X .
Hypothesis (*). Every object in Mod(Y ) has finite injective dimension in
Mod(X).
It is easy to see that this is equivalent with the seemingly weaker condition.
Hypothesis (*’). For every p one has that Op has finite injective dimension
in Mod(X).
The latter condition is sometimes automatic as can be seen from the following
lemma.
Lemma 5.1.1. Assume that Y is smooth in p. Then Op has finite injective
dimension in Mod(X).
Proof. It is easy to see that we have to show that there is some n such that
ExtnMod(X)(F ,Op) = 0 for all F ∈ mod(X). Using the long exact sequence for Ext
we only have to show this in the following two cases.
1. The canonical map F(−Y )→ F is injective.
2. F ∈ mod(Y ).
The lemma now follows from Propositions 5.1.2 below.
Proposition 5.1.2. Let F ∈Mod(X), S ∈Mod(Y ). Then
1. If the canonical map F(−Y )→ F is an injection then
ExtiMod(X)(F ,S) = ExtiMod(Y )(F/F(−Y ),S)
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2. If F ∈ Mod(Y ) then there is a long exact sequence
→ Exti−2Mod(Y )(F ,S(Y ))→ ExtiMod(Y )(F ,S)→ ExtiMod(X)(F ,S)
→ Exti−1Mod(Y )(F ,S(Y ))→ Exti+1Mod(Y )(F ,S)→
Proof. This is proved in the same way as if X were a commutative scheme.
As an example let us prove 2. Choose an injective resolution E· for S in Mod(X).
Write F · = HomoX (oY , E·). The complex F · consists of injectives in Mod(Y ).
Applying the exact functors HomoX (−, Ei) to
0→ oX(−Y )→ oX → oY → 0
yields an exact sequence of complexes
0→ F · → E· → E·(Y )→ 0(5.1)
Applying the long exact sequence for homology to (5.1) we see that the homology
of F · is S and S(Y ) in degrees 0 and 1 respectively. This means that we have a
triangle in Mod(Y )
S F ·✲
S(Y )[−1]
 
 
 
 ✠ ❅
❅
❅
❅■
(5.2)
On the other hand we have
RHomoX (F ,S) = HomoX (F , E·)
= HomoY (F , F ·)
= RHomoY (F , F ·)
Thus applying RHomoY (F ,−) to the triangle (5.2) we obtain a new triangle
RHomoY (F ,S) RHomoX (F ,S)✲
RHomoY (F ,S(Y )[−1])
 
 
 
 ✠ ❅
❅
❅
❅■
(5.3)
The long exact sequence for homology of this triangle is precisely 2.
Since NY/X is an invertible bimodule on Y it follows from [5, Prop. 6.8] that
we have NY/X = Nτ for some line bundle N on Y and an automorphism τ of Y .
Recall that by definition
(−⊗oY Nτ ) = τ∗(− ⊗OY N )(5.4)
By Cf we denote the finite length objects in Mod(X) whose Jordan-Holder quo-
tients lie in Mod(Y ). By C we denote the corresponding locally finite subcategory
of Mod(X).
If p ∈ Y then we denote by Cf,p the full subcategory of Cf consisting of objects
whose Jordan-Holder quotients are among (Oτnp)n. Again Cp is the corresponding
locally closed subcategory of C. Clearly Cf = ⊕p∈Y/〈τ〉Cf,p, C = ⊕p∈Y/〈τ〉Cp.
From the fact that oX(Y )/oX = Nτ we deduce that
Oq(Y ) ∼= Oτq(5.5)
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In particular Cp is stable under −⊗oX oX(Y ). From this one deduces
Proposition 5.1.3. ([35, Prop. 8.4]) Cp is closed under injective hulls inMod(X).
We now translate (and slightly generalize) the main result of [35] to our situ-
ation.
Theorem 5.1.4. We have the following.
1. There is a category equivalence ˆ(−)p between Cp and the category Dis(Cp)
(§4) for a certain pseudo-compact ring Cp. This ring Cp has the following
form :
(a) If |Oτ (p)| =∞ then Cp is given by the Z×Z lower triangular matrices
with entries in OˆY,p. In this case p is regular on Y and thus we have
OˆY,p ∼= k[[x]].
(b) If |Oτ (p)| = n then Cp is given by a ring of n×n matrices of the form

R RU · · · RU
...
. . .
. . .
...
...
. . . RU
R · · · · · · R


where R is a complete local ring of the form
R = k〈〈x, y〉〉/(ψ)
with
ψ = yx− qxy + higher terms(5.6)
for some q ∈ k∗, or
ψ = yx− xy − x2 + higher terms(5.7)
U is a regular normalizing element in rad(R) such that R/(U) = OˆY,p.
If p is not fixed under τ then p is regular on Y and also U 6∈ rad2(R).
In all cases R carries the usual topology and Cp carries the corresponding
product topology.
2. Let I = Z if |Oτ (p)| =∞ and I = Z/nZ if |Oτ (p)| = n. In this way the ele-
ments of Cp correspond to I×I-matrices. For i ∈ I let ei be the correspond-
ing diagonal idempotent. Put Si = eiCp/ rad(eiCp). Then (Oτ ip)∧p = Si.
3. Define the following normal element N of Cp.
(a) If |Oτ (p)| = ∞ then N is given by the matrix whose entries are ev-
erywhere zero except on the lower subdiagonal where they are one.
(b) If |Oτ (p)| <∞ then
N =


0 · · · 0 U
1
. . . 0
...
. . .
. . .
...
0 · · · 1 0


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Let φ = N ·N−1 Then we have the following commutative diagram
Cp −⊗oX(−Y )−−−−−−−→ Cpy ˆ(−)p y ˆ(−)p
Dis(Cp)
(−)φ−−−−→ Dis(Cp)
(5.8)
4. If F is an object in Cp then one has the following commutative diagram.
(F(−Y ))∧p −−−−→ (F)∧p
∼=
y ∥∥∥
((F)∧p )φ ·N−−−−→ (F)∧p
where the top arrow is obtained from the inclusion oX(−Y ) →֒ oX and the
left arrow from (5.8).
5. Let F be a finite length object inMod(Y ). Then Fˆp is a Cp/(N) =
∏
q∈Oτ (p)
OˆY,p-
module and
Fˆp =
∏
q∈Oτ (p)
FˆY,q(5.9)
where we have written ˆ(−)Y,q for the ordinary completion at q on Y .
In [35] this theorem was proved with Cp replaced by Cf,p. However it is easy
to see that one obtains the current theorem by taking direct limits.
Below we write m for the maximal ideal of R and mi will be the maximal ideal
of Cp corresponding to Si. We also use Si for the bimodule Cp/mi.
R is clearly noetherian. Cp is noetherian if the orbit of p is finite, and locally
noetherian otherwise. Furthermore it is also clear that Cp is cofinite.
The following was proved in [35, Thm 1.1.4].
Lemma 5.1.5. Every finite dimensional Cp-representation F is in PCFin(Cp).
Hence F =
∏
i Fei.
The ring Cp has another good property, which wasn’t stated in [35].
Proposition 5.1.6. The ring Cp is coherent.
Proof. This is clear if the orbit of p is finite, so we assume it to be infinite.
We first show that if B is a finitely generated N -torsion free right pseudo-
compact Cp-module then B is finitely presented.
We have an exact sequence of pseudo-compact modules
0→ K → Cmp → B → 0
Tensoring with CY,p
def
= Cp/CpN yields an exact sequence
0→ K/NK → CmY,p → B/NB → 0
and using Lemma 4.9 we see that it is sufficient to show that K/NK is finitely
generated. Now CY,p =
∏
i OˆY,τ ip, and from the theory of discrete valuation rings
we see that the number of generators of a submodule of CmY,pei = OˆmY,τ ip is bounded
by m. This easily implies what we want.
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Now we prove that Cp is coherent. We have to show that the kernel of an
arbitrary map α : Cmp → Cp is finitely generated. Clearly B = imα is pseudo-
compact and finitely generated. We can now apply the result in the previous
paragraph.
We will also need :
Proposition 5.1.7. The global dimension of Cp is equal to two.
Proof. According to Corollaries 4.11 and 4.7 it suffices to show that the pro-
jective dimension of each Si is equal to two.
Put Pi = eiCp. One easily checks that the minimal resolution of Si is given by
0→ Pi−1 → Pi−1 ⊕ Pi → Pi → Si → 0
This implies what we want.
The following result will be used.
Lemma 5.1.8. Assume that p is a fixed point for τ . Then the multiplicity of p
on Y is equal to the largest integer n such that RU ⊂ radnR.
Proof. Put S = R/(U) and let m be the maximal ideal of R. By Theorem
5.1.4.5 S = OˆY,p. Assume that U ∈ mµ −mµ+1. Equip R and S with the m-adic
filtration. Since grR is a domain (direct verification) it is easy to see that there is
an exact sequence
0→ grR(−µ) ·U−→ grR→ grS → 0(5.10)
Then from (5.10) we find that µ is equal to dimk rad
u S/ radu+1 S for large u. Hence
µ is the multiplicity of p in Y .
5.2. Some computations.
Our view point is that Cp encodes the local structure around a point p ∈ Y . In
order to blow up p we will consequently need some computations in Cp. Our aim
here is to prove Corollary 5.2.4 below. This corollary is easy if p is a fixed point for
τ and fairly easy if p has infinite τ -orbit. So the main purpose will be to treat the
case where n = |Oτ (p)| satisfies 2 ≤ n <∞. However we will develop a formalism
which also includes the case n = ∞. Perhaps this has some independent interest.
Our main result will be Proposition 5.2.2 which is however more elaborate than
what we need for the application to Corollary 5.2.4.
Notations will be as in Theorem 5.1.4. m will be the maximal ideal of R and
mi will be the twosided maximal ideal of Cp corresponding to Si. Note that usually
i is a taken modulo n here.
Definition 5.2.1. An array a = (aq)q∈Z with entries in N ∪ {+∞} will be
called good if it is non-decreasing, bounded below, and if aq is infinite for t ≫ 0
and finite for t≪ 0. If a, b are good then a ≥ b iff aq ≥ bq for all q.
Our aim is to use good arrays as a bookkeeping device in order to study certain
right Cp-modules in the case that n ≥ 2. Let a be a good array and let I be as in
Theorem 5.1.4. We distinguish two cases.
• The case n <∞.
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Fix an arbitrary x ∈ m −m2 such that x − U 6∈ m2 for R. For s ∈ Z
define
Ha,s =
∑
t∈Z
xas−ntU tR
where this sum is taken inside the fraction field of R and where by convention
x∞ = 0. The Ha,s are clearly fractional right R ideals.
Put
Pa = (Ha,0, . . . , Ha,n−1)
• The case n = ∞. We consider this as a limiting case of the previous
case. We define Pa as the row matrices (Pa,j)j with
Pa,j = m
aj
Proposition 5.2.2. In this proposition a, b, c will be good arrays. As above let
n = |I| ≥ 2. If i ∈ I then
ı˜ =
{
the unique element of {0, . . . , n− 1} congruent to i if n <∞
i if n =∞
1. The Pa are right Cp-modules (with the obvious Cp-action).
2. Let K be the fraction field of R and consider the Pa as submodules of K
I .
Then
Pa ⊂ Pb ⇐⇒ a ≥ b
3. One also has
Pa + Pb = Pinf(a,b)
Pa ∩ Pb = Psup(a,b)
4. If b ≥ a and ai = ∞ ⇐⇒ bi = ∞ then Pa/Pb has finite length and the
composition factors are given by
⊕i∈ZSbi−aiı˜
(with multiplicity).
5. One has
Paml = Pc
where
cq =
{
aq if q 6∼= l mod n
min(aq+1, aq + 1) if q ∼= l mod n
6. One has
radPa = Pc
where
cq =
{
aq + 1 if aq 6= aq+1
aq otherwhise
7. One has
Pa/ radPa =
⊕
q∈Z,aq 6=aq+1
Sq˜
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8. For i ∈ I write Pi = eiCp. Then
Pi = Pc
where
c = (. . . , 0, . . . , 0,∞, . . . )
with the first ∞ occuring in position ı˜+ 1.
Proof. All this is fairly easy if n =∞, so we concentrate on the case n <∞.
It is easy to see that xiU j is a topological k-basis for R and from the fact that
U is normalizing one obtains the following alternative form of Ha,s.
Ha,s =
∏
t∈Z
∏
i≥as−nt
kxiU t(5.11)
From the fact that aq is ascending we obtainHa,s ⊂ Ha,s−1. We also haveHa,s−n =
Ha,sU
−1. This easily implies 1.
If a, b are good then (5.11) implies that
∀s : Ha,s ⊂ Hb,s ⇐⇒ a ≥ b(5.12)
and also
Ha,s +Hb,s = Hinf(a,b),s(5.13)
Ha,s ∩Hb,s = Hsup(a,b),s(5.14)
It is clear that (5.12)(5.13) and (5.14) imply the corresponding properties for Pa, Pb.
This proves 2. and 3.
If a, a′ are such that
a′q =
{
aq if q 6= i
aq + 1 if q = i, ai 6=∞
then it follows from (5.11) that
Ha,s/Ha′,s =
{
R/m if s ∼= i mod n
0 otherwise
We deduce that
Pa/Pa′ = Sı¯
This yields 4.
We now compute Paml for an arbitrary l ∈ I. We find
(Paml)j =
{
Ha,j if j 6= l
Ha,jm+Ha,j+1 if j = l
(5.15)
To compute the righthand side of (5.15) we use the observation that U−bxU b 6∼=
U mod m2 and hence m = UR+ U−bxU bR. Thus
xaU bm = xaU b(UR+ U−bxU bR) = xa+1U bR+ xaU b+1R
One now easily obtains 5. Items 6. and 7. are consequences of the fact that radPa =⋂
l Paml. Finally 8. is a simple verification which we leave to the reader.
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Example 5.2.3. Let n =∞, a = (. . . , 0, 0, 1, 1, 1, 3,∞,∞, . . . ) where the first
∞ occurs in position 2. Then
Pa/ radPa = S1 ⊕ S0 ⊕ S−3(5.16)
If n = 3 and a is the same then
Pa/ radPa = S
2
0¯ ⊕ S1¯(5.17)
Note that going from (5.16) to (5.17) amounts to introducing periodicity modulo 3
among the Si.
Corollary 5.2.4. dimk(Cp/m0m−1m−2 · · ·m−p+1) = p(p+1)2
Proof. This is clear if n = 1. In the case n ≥ 2 we use the fact that we have
Cp =
∏
i∈I Pi. The corollary now follows easily from 5. and 8. of the foregoing
proposition.
5.3. Completion of objects in mod(X). We have already defined ˆ(−)p
on Cp. In a different direction, it is also possible to extend ˆ(−)p to mod(X), but
then it loses some of its good properties. For F ∈ mod(X) define
Fˆp = lim←−
F/F ′∈Cp
(F/F ′)∧p
Theorem 5.3.1. (−)∧p is an exact functor from mod(X) to PC(Cp). The
analogs of 3.,4.,5. of Theorem 5.1.4 hold for F ∈ mod(X). If F ∈ mod(X)
then Fˆp is finitely presented. Furthermore, Fˆp lies in pc(Cp) if and only if the
intersection of the support of F/F(−Y ) ∈Mod(Y ) and the orbit of p is finite.
Proof. Let
0→ F φ−→ G θ−→ H → 0
be an exact sequence in mod(X). We have to show that
0→ lim←−
F/F ′∈Cp
(F/F ′)∧p → lim←−
G/G′∈Cp
(G/G′)∧p → lim←−
H/H′∈Cp
(H/H′)∧p → 0
is exact. Given the exactness of (−)∧p on finite length objects and the exactness of
lim←− on pseudo-compact modules this means we have to show that
1. θ(G′)G/G′∈Cp is cofinal in (H′)H/H′∈Cp
2. φ−1(G′)G/G′∈Cp is cofinal in (F ′)F/F ′∈Cp .
The first statement is clear. The second statement is the Artin-Rees condition,
which is equivalent with Cp being closed under injective hulls in Mod(X). This is
precisely Proposition 5.1.3. The fact that the analog of Theorem 5.1.4 holds is easy
to see.
Now we prove that Fˆp is finitely presented. According to lemma 4.18 it is
sufficient to show that for every i and every q ∈ Oτ (p), ExtiPC(Cp)(Fˆp, (Oq)∧p ) has
finite dimension, bounded independently of q. By Proposition 5.3.4 below we have
ExtiPC(Cp)(Fˆp, (Oq)∧p )) = ExtiMod(X)(F ,Oq)
and the dimension of the righthand side of this equation is indeed bounded inde-
pendently of q by lemma 5.3.2.
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Now we concentrate on the second part of the theorem. We have an exact
sequence in Mod(X)
F(−Y )→ F → F/F(−Y )→ 0
which yields by the analog of Theorem 5.1.4.5 an exact sequence in PC(Cp)
(Fˆp)φ ·N−→ Fˆp →
∏
q∈Oτ (p)
(F/F(−Y ))∧Y,q → 0
By [35, Prop 3.22] Fˆp will be noetherian if and only if
∏
q∈Oτ (p)
(F/F(−Y ))∧Y,q is
noetherian, that is, if and only if, for almost all q ∈ Oτ (p) we have (F/F(−Y ))∧Y,q =
0. This is equivalent with the intersection of the support of F/F(−Y ) with the
τ -orbit of p being finite.
We now supply the details that were used in the proof of the previous theorem.
Lemma 5.3.2. Assume that F ∈ mod(X), q ∈ Y . Then dimExtiMod(X)(F ,Oq)
is finite, and bounded independently of q.
Proof. As usual, one reduces to one of the following cases.
1. The canonical map F(−Y )→ F is injective.
2. F is in mod(Y ).
Using Proposition 5.1.2, we can then reduce to showing that if G ∈ mod(Y ) then
dimExtiMod(Y )(G,Oq) is finite and bounded independently of q. This now follows
from the fact that G has a resolution consisting of vector bundles on Y .
The following result is useful.
Lemma 5.3.3. OˆX,p ∼= Cp as right Cp-modules.
Proof. The analogous result for Y is trivially true. We can lift this to X
using Nakayama’s lemma (lemma 4.8).
We now have to be able to compare Ext-groups in PC(Cp) and Mod(X). In
fact we have the following result.
Proposition 5.3.4. Assume that F ∈ mod(X) and S ∈ Cp. Then
ExtiTop(Cp)(Fˆp, Sˆp) = ExtiMod(X)(F ,S)
Proof. We can reduce to the case i = 0 by replacing S with an injective
resolution in Cp. We have
HomTop(A)(Fˆp, Sˆp) = HomTop(A)(lim←−
F ′
(F/F ′)∧p , Sˆp)
= lim−→
F ′
HomDis(A)((F/F ′)∧p , Sˆp) (Proposition 4.3)
= lim−→
F ′
HomMod(X)(F/F ′,S)
= HomMod(X)(F ,S)
Here F ′ runs through the subobjects in F such that F/F ′ ∈ Cf,p.
Corollary 5.3.5. Assume F ∈ mod(X). Then ˆ(−)p defines a one-one cor-
respondence between open subobjects of Fˆp and the subobjects F ′ of F such that
F/F ′ ∈ Cp.
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Proof. Assume for example that H ⊂ Fˆp is open. Put S = Fˆp/H . Then
S ∈ PCFin(Cp). By Theorem 5.1.4 we have S = Sˆp for some S ∈ Cf,p. Let
q : Fˆp → S be the quotient map. According to Proposition 5.3.4, q corresponds to
a map p : F → S. Define H = kerp. Then Hˆp = H .
5.4. Completion of bimodules.
If is also possible to define ˆ(−)p on certain oX−oX -bimodules. Unless otherwise
specified, when we say “bimodule” we mean an object of Bimod(oX − oX).
Definition 5.4.1. We say that an oX − oX bimodule M is Cp-preserving if
both −⊗oX M and HomoX (M,−) preserve Cp.
In this section we will write (−)∼p : Dis(Cp)→ Cp for the inverse of the functor
(−)∧p .
Assume thatM is a coherent Cp preserving bimodule. Then −⊗oXM preserves
Cf,p by 3.1.6. We define
Mˆp = lim←−
I
((Cp/I)
∼
p ⊗oX M)∧p(5.18)
where I runs over the open twosided ideals in Cp.
Proposition 5.4.2. Assume that M is a coherent Cp preserving oX − oX -
bimodule. Then Mˆp is a bipseudo-compact Cp-bimodule.
Proof. If follows from functoriality that ((Cp/I)
∼
p ⊗oX M)∧p is annihilated by
I on the left. On the right it is in PCFin(Cp) and hence it is also annihilated by
some open twosided ideal J ⊂ Cp. Thus ((Cp/I)∼p ⊗oX M)∧p is bipseudo-compact,
and hence so is the inverse limit.
We have the following analog of Proposition 5.3.4.
Proposition 5.4.3. Assume that M is a coherent Cp-preserving bimodule and
S ∈ Cp. Then ExtiTop(Cp)(Mˆp, Sˆp) ∈ Dis(Cp) and Ext iMod(X)(M,S) ∈ Cp. Further-
more as objects of Dis(Cp)
ExtiTop(Cp)(Mˆp, Sˆp) = Ext iMod(X)(M,S)∧p
Proof. That Ext iMod(X)(M,S) ∈ Cp follows from the fact that Hom(M,−) is
Cp preserving and Proposition 5.1.3. The fact that ExtiTop(Cp)(Mˆp, Sˆp) ∈ Dis(Cp)
is precisely Proposition 4.19.
Below U will run through (Cp/I)∼p , where I is an open twosided ideal in Cp.
We have
ExtiTop(Cp)(Mˆp, Sˆp) = ExtiTop(Cp)(lim←−
U
(U ⊗oX M)∧p , Sˆp)
= lim−→
U
ExtiDis(Cp)((U ⊗oX M)∧p , Sˆp) (Proposition 4.3)
= lim−→
U
ExtiCp(U ⊗oX M,S) (Theorem 5.1.4)
= lim−→
U
ExtiMod(X)(U ⊗oX M,S) (Proposition 5.1.3)
(5.19)
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Let E· be an injective resolution of S in Cp. Then
ExtiMod(X)(U ⊗oX M,S) = Hi(HomMod(X)(U ⊗oX M, E·)
= Hi(HomMod(X)(U ,HomMod(X)(M, E·))
= Hi(HomDis(Cp)(Uˆp,HomMod(X)(M, E·)∧p )
= Hi(HomDis(Cp)(Cp/I,HomMod(X)(M, E·)∧p )
Combining this with (5.19) yields
ExtiTop(Cp)(Mˆp, Sˆp) = lim−→
I
Hi(HomDis(Cp)(Cp/I,HomMod(X)(M, E·)∧p )
= Hi(HomTop(Cp)(lim←−
I
(Cp/I),HomMod(X)(M, E·)∧p ))
= Hi(HomTop(Cp)(Cp,HomMod(X)(M, E·)∧p ))
= Ext iMod(X)(M,S)∧p
Proposition 5.4.4. The functor (−)∧p preserves short exact sequences of co-
herent Cp-preserving bimodules.
Proof. Let
0→ K →M→N → 0
be an exact sequence of coherent Cp preserving bimodules. We have to show that
0→ Kˆp → Mˆp → Nˆp → 0(5.20)
is exact. Since the bimodules in (5.20) are in PC(Cp) (Proposition 5.4.2) it suffices
to show that
0→ HomTop(Cp)(Nˆp, Eˆp)→ HomTop(Cp)(Mˆp, Eˆp)→ HomTop(Cp)(Kˆp, Eˆp)→ 0
(5.21)
is exact where E is the sum of the injective hulls of the Oτ ip (one uses the fact that
HomTop(Cp)(−, Eˆp) is exact and faithful on PC(Cp)). Now by Proposition 5.4.3 it
follows that (5.21) is obtained from completing the following exact sequence in Cp.
0→ HomMod(X)(N , E)→ HomMod(X)(M, E)→ HomMod(X)(K, E)→ 0
and hence we are done!
Proposition 5.4.5. Completion commutes with tensor product in the follow-
ing sense. Let F be a coherent object in Mod(X) and let M, N be coherent Cp
preserving bimodules. Then there are natural isomorphisms
1. (F ⊗oX N )∧p = Fˆp ⊗ˆCp Nˆp (note that by Theorem 5.3.1 and lemma 4.14 we
may replace “⊗ˆ” by “⊗”).
2. (M⊗oX N )∧p = Mˆp ⊗ˆCp Nˆp
Proof. 1. By definition we have
(F ⊗oX N )∧p = lim←−
T
((F ⊗oX N )/T )∧p
where T runs through the subobjects ofF⊗oXN such that (F⊗oXN )T ∈ Cp.
Now we claim that for every T there exists a F ′ ⊂ F such that F/F ′ ∈ Cp
and such that the image of F ′ ⊗oX N in F ⊗oX N is contained in T .
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Let Q = (F ⊗oX N )/T and let F ⊗oX N → Q be the quotient map. By
adjointness there is a corresponding map F → Hom(N ,Q). We define F ′
as the kernel of this map. This F ′ has the properties we want.
We obtain
(F ⊗oX N )∧p = lim←−
F ′
((F/F ′)⊗oX N )∧p(5.22)
For K ∈ PC(Cp) we define the functor
F (K) = lim←−
K′
((K/K ′)∼p ⊗oX N )∧p
where K ′ runs through the open subobjects of K. One shows that this
functor is right exact and commutes with products. Furthermore, according
to (5.18) we have F (Cp) = Nˆp. By (5.22) and Corollary 5.3.5
F (Fˆp) = lim←−((F/F ′)⊗oX N )∧p
= (F ⊗oX N )∧p
Now by Theorem 5.3.1 we know that Fˆp is coherent. Take a presentation
Cnp → Cmp → Fˆp → 0
By right exactness of tensor product we find that the cokernel of (Cnp →
Cmp ) ⊗Cp Nˆp is equal to Fˆp ⊗oX Nˆp. On the other hand by right exactness
of F we find that this cokernel is equal to F (Fˆp) = (F ⊗N )∧p .
2. This follows from 1. We have
(M⊗N )∧p = lim←−
I
((Cp/I)
∼
p ⊗oX M⊗oX N )∧p
= lim←−
I
((Cp/I)
∼
p ⊗oX M)∧p ⊗ˆCp Nˆp
= lim←−
I
((Cp/I) ⊗ˆCp Mˆp ⊗ˆCp Nˆp
= Mˆp ⊗ˆCp Nˆp
where we have used the fact that ⊗ˆ commutes with inverse limits.
5.5. The category C˜f,p.
If G ∈ mod(Y ) then we can view G as a coherent OY -bimodule, by defining
HomoY (G,−) as HomOY (G,−) where the second “Hom” is the ordinary Hom for
sheaves. HomOY (G,−) has a left adjoint given by −⊗OY G so G ∈ Bimod(oY −oY ).
Hence if q ∈ Y then we can view oq as a coherent object in Bimod(oY − oY ). We
also write oq for the coherent object in Bimod(oX−oX) given by oXoqoX (cfr. (3.12)
for notations).
Lemma 5.5.1. 1. Assume that F ∈ Mod(X). Then
HomMod(X)(oq,F) = Oq ⊗k HomMod(X)(Oq,F)(5.23)
2. If F ∈ mod(X) then
F ⊗oX oq = Oq ⊗k HomMod(X)(F ,Oq)∗(5.24)
3. We have a canonical identification
oq ⊗oX oX(Y ) = oX(Y )⊗oX oτq(5.25)
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Proof. 1. Let F ∈Mod(X). According to (3.13) we have
HomMod(X)(oq,F) = HomMod(Y )(oq, i!(F))oX
and by adjunction we also have
HomMod(X)(Oq,F) = HomMod(Y )(Oq, i!(F))
Now we use the fact that the analog of (5.23) holds on Y .
2. This is also proved by reduction to mod(Y ), using
F ⊗oX oq = i∗(i∗(F)⊗oY oq) (see (3.14))
3. It suffices to show that the left and righthand side of (5.25) take the same
values on arbitrary F ∈ Mod(X).
We have
HomMod(X)(oq ⊗oX oX(Y ),F) = HomMod(X)(oq,F(−Y ))
= Oq ⊗k Hom(Oq,F(−Y ))
= Oq ⊗k Hom(Oq(Y ),F))
(5.26)
and
HomMod(X)(oX(Y )⊗oX oτq,F) = HomMod(X)(oX(Y ),HomMod(X)(oτq,F))
= (Oτq ⊗k HomMod(X)(Oτq,F))(−Y )
= Oτq(−Y )⊗k HomMod(X)(Oτq,F)
(5.27)
Now by our conventions Oq(Y ) ∼= Oτq (see (5.5)). From this it follows that
the righthand sides in (5.26) and (5.27) are isomorphic. The reason that this
is canonical is that we use the (non-canonical) identification Oq(Y ) ∼= Oτq
twice, in such a way that the ambiguities cancel.
Let cohBIMOD(ox − oX) be the full subcategory of BIMOD(oX − oX) consisting
of coherent objects. According to Corollary 3.1.8 this is an abelian subcategory of
BIMOD(oX − oX), closed under extensions.
Proposition 5.5.2. oq is a simple object in cohBIMOD(oX − oX).
Proof. An object in cohBIMOD(oX−oX) is determined by the values it takes
on indecomposable injectives. We have by lemma 5.5.1.1
HomMod(X)(oq , E) =
{
Oq if E is the injective hull of Oq
0 otherwise
Hence a proper left exact subfunctor of HomMod(X)(oq,−) commuting with direct
sums will be the zero-functor.
From this proposition we easily deduce
Corollary 5.5.3. The objects oq ⊗oX oX(nY ) with n ∈ Z are simple objects
in cohBIMOD(oX − oX).
Now we define C˜f,p as the full subcategory of cohBIMOD(oX−oX) consisting of
finite length objects whose Jordan-Holder quotients are of the form oτmp⊗oX(nY ),
m,n ∈ Z.
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Proposition 5.5.4. Assuming that C, D are abelian categories possessing an
injective cogenerator. Assume that we have an exact sequence in BIMOD(C − D)
0→ K →M→N → 0
with N ∈ Bimod(C − D), such that R1∏i∈I HomD(N , Ei) = 0 (see the discus-
sion after Proposition 3.5.5) for all families of injectives (Ei)i∈I in D. Then
K ∈ Bimod(C − D) if and only if M ∈ Bimod(C − D).
Proof. We have to show that HomD(K,−) commutes products when eval-
uated on injectives, if and only if the same holds for HomD(M,−). Using the
hypotheses this is a direct consequence of the five-lemma.
Proposition 5.5.5. Assume that S ∈ C˜f,p. Then R1
∏
i∈I HomMod(X)(S, Ei) =
0 for all families of injectives (Ei)i∈I in Mod(X).
Proof. Using the long exact sequence for R
∏
i∈I one sees that it is sufficient
that R1
∏
i∈I HomMod(X)(oq, Ei) = 0 for q ∈ Y and for all families of injectives in
Mod(X).
If M ∈ Mod(X) then HomMod(X)(oq,M) ∈ Mod(q). By Definition 3.5.9 it
now suffices to show that q is very well closed in X . Since q is obviously defined by
an ideal in oY , we have that q is well closed in Y by Proposition 3.5.7. Mod(q) is
of course equivalent with the category of k-vectorspaces. In particular Mod(q) has
exact direct products and hence q is very well closed in Y by Corollary 3.5.11.
Furthermore Y is also defined by an ideal inside X and hence by Proposition
3.5.7 it follows that Y is well closed in X . Now we invoke Proposition 3.5.10 which
yields that q is very well closed in X .
Corollary 5.5.6. If we have an exact sequence in BIMOD(oX − oX)
0→M→N → S → 0
with S ∈ C˜f,p then M ∈ Bimod(oX − oX) if and only if N ∈ Bimod(oX − oX).
Proposition 5.5.7. C˜f,p ⊂ Bimod(oX − oX).
Proof. Let S ∈ C˜f,p. By induction there is a short exact sequence in C˜f,p
0→ S1 → S → S2 → 0
such that Si ∈ Bimod(oX −oX). It now suffices to apply Corollary 5.5.6 above.
Let us denote by PCFin(Cp − Cp) the full subcategory of PC(Cp − Cp) consisting
of finite length objects. Thus PCFin(Cp − Cp) = PCFin(C◦p ⊗ˆ Cp). Recall that
Cp/ rad(Cp) = k
I where I is as in Theorem 5.1.4. Thus the twosided bipseudo-
compact maximal ideals in Cp are naturally indexed by I. The corresponding
simple modules were denoted by Si in Theorem 5.1.4. Below we will view the Si
as Cp-bimodules.
It is clear that (Cp)
◦ ⊗ˆCp has a normalizing sequence given by N ⊗ˆ1 and 1⊗ˆN
and the quotient is given by (Cp/(N))
◦ ⊗ˆ (Cp/(N)) which is locally noetherian.
It follows from [35, Prop. 3.23] that (Cp)
◦ ⊗ˆ Cp is locally noetherian. Hence in
particular the category PCFin(Cp − Cp) is given by the category of Cp-bimodules
which are finite extensions of the Si.
The functor ˆ(−)p is defined on C˜f,p. We have
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Lemma 5.5.8. (oτ ip)
∧
p = Si
Proof. We use (5.24). Let q = τ ip.
(oq)
∧
p = lim←−
I
((Cp/I)
∼
p ⊗Cp oq)∧p
= lim←−
I
((Oq)∧p ⊗k HomMod(X)((Cp/I)∼p ,Oq)∗) (lemma 5.5.1)
= lim←−
I
(Si ⊗k HomPC(Cp)(Cp/I, Si)∗)
= Si
where as usual I runs through the open twosided ideals in Cp.
We have the following result.
Theorem 5.5.9. The functor ˆ(−)p defines an equivalence between C˜p,f and
PCFin(Cp − Cp).
Proof. First note that thanks to lemma 5.5.8 and Proposition 5.4.4 the image
of C˜p,f under (−)∧p is contained in PCFin(Cp − Cp). To show that this is actually
an equivalence we will construct an inverse.
Assume U ∈ PCFin(Cp − Cp) and F ∈ mod(X). Define
T (F) = (Fˆp ⊗Cp U)∼p(5.28)
Since Fˆp is finitely generated (Theorem 5.3.1) we find that T defines a right exact
additive functor mod(X) → Cf,p ⊂ mod(X). Hence this functor extends to a
functor T˜ : Mod(X) → Mod(X) commuting with colimits. We denote by U˜p the
right adjoint to this functor. If we view U˜p as an object in Bimod(oX − oX) then
notationally we have
F ⊗oX U˜p = T (F) = (Fˆp ⊗Cp U)∼p(5.29)
We now show that ˜(−)p is a left inverse to ˆ(−)p. Let S ∈ Cf,p. To show that
(Sˆp)∼p = S it suffices to construct a natural isomorphism
F ⊗oX (Sˆp)∼p = F ⊗oX S
where F ∈ mod(X). With the help of (5.29) we compute
F ⊗oX (Sˆp)∼p = (Fˆp ⊗Cp Sˆp)∼p
= ((F ⊗oX S)∧p )∼p (Proposition 5.4.5)
= F ⊗oX S
Thus the composition
C˜f,p
ˆ(−)p−−−→ PCFin(Cp − Cp)
˜(−)p−−−→ Bimod(oX − oX)(5.30)
is the identity on C˜f,p. We now claim that the essential image of ˜(−)p is contained
in C˜f,p. Since C˜f,p is closed under extensions in Bimod(oX−oX) and since by (5.29)
˜(−)p is at least right exact (it is of course exact) it suffices to show that S˜i,p ∈ C˜f,p.
This follows from the fact that (oτ ip)
∧
p = Si by lemma 5.5.8, whence S˜i,p = oτ ip.
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Now we show that ˜(−)p is also a right inverse to ˆ(−)p. Let S ∈ PCFin(Cp−Cp).
We show that (S˜p)
∧
p = S. By definition
(S˜p)
∧
p = lim←−
I
((Cp/I)
∼
p ⊗oX S˜p)∧p
= lim←−
I
((((Cp/I)
∼
p )
∧
p ⊗Cp S)∼p )∧p (eq. (5.29))
= lim←−(Cp/I)⊗Cp S
= S
To close this section we discuss T or between objects of C˜f,p.
Theorem 5.5.10. Let F ∈ mod(X), T ∈ C˜f,p and let S be a coherent Cp-
preserving oX -bimodule such that Sˆp is finitely presented on the right. Then
T or oXi (F , T ) ∈ Cf,p(5.31)
T oroXi (S, T ) ∈ C˜f,p(5.32)
Tor
PC(Cp)
i (Fˆp, Tˆp) ∈ PCFin(Cp)(5.33)
Tor
PC(Cp)
i (Sˆp, Tˆp) ∈ PCFin(Cp − Cp)(5.34)
Furthermore we have
T oroXi (F , T )∧p = TorPC(Cp)i (Fˆp, Tˆp)(5.35)
T or oXi (S, T )∧p = TorPC(Cp)i (Sˆp, Tˆp)(5.36)
Proof. By Proposition 5.1.6 and Theorem 5.3.1 Fˆp has a resolution by free
modules of finite rank. This implies (5.33). From the hypotheses we also find that
Tor
PC(Cp)
i (Sˆp, Tˆp) lies in PCFin(Cp). Since it also lies in PC(Cp − Cp), it must
necessarily lie in PCFin(Cp − Cp). This proves (5.34).
To prove the other statements of the theorem it suffices to prove
T or oXi (F , T ) = TorPC(Cp)i (Fˆp, Tˆp)∼p(5.37)
T oroXi (S, T ) = TorPC(Cp)i (Sˆp, Tˆp)∼p(5.38)
Recall that to prove these equations, we have to show that they represent the same
functor on injectives.
We’ll only prove (5.38). (5.37) is similar.
Let E be an injective object in Mod(X). Let E1 be the Cp part of E. We have
HomMod(X)(TorPC(Cp)i (Sˆp, Tˆp)∼p , E)
= HomMod(X)(TorPC(Cp)i (Sˆp, Tˆp)∼p , E1)
= HomTop(Cp)(Tor
PC(Cp)
i (Sˆp, Tˆp), Eˆ1,p)∼p (Prop. 5.4.3)
= ExtiTop(Cp)(Sˆp,HomDis(Cp)(Tˆp, Eˆ1,p))∼p (lemma 4.20)
= Ext iMod(X)(S,HomMod(X)(T , E1)) (Prop. 5.4.3)
= Ext iMod(X)(S,HomMod(X)(T , E))
= HomMod(X)(T or i(S, T ), E) (eq. (3.1))
Done!
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5.6. Completion of algebras. In the sequel we will need the following con-
cept.
Definition 5.6.1. A topological Z-graded ring A is said to be graded cofinite if
A0 is cofinite and if the homogeneous parts of A are bipseudo-compact A0-modules.
If A is as above then we denote by GrTop(A) the category of graded right topo-
logicalA-modules. With GrDis(A), resp. GrPC(A) we denote the full subcategories
consisting of objects ⊕mMm such that Mm is in Dis(A0), resp. PC(A0).
We say that A is (right) locally noetherian if for every indecomposable idem-
potent in A0 we have that eiA is noetherian in GrPC(A). Left locally noetherian
is defined similarly.
If A is locally noetherian then it easily follows that GrDis(A) is locally noether-
ian. By analogy with the definition of Proj of an ordinary graded ring we define
Tors(A) as the full subcategory of GrDis(A) consisting of objects which are direct
limits of right bounded ones. We then put QGrDis(A) = GrDis(A)/Tors(A).
Now let X,Y, p etc . . . be as in the previous sections. Let A = ⊕nAn be in
Gralg(X) and assume that the An are coherent and Cp preserving. Then it makes
sense to define Aˆp as ⊕nAˆp. The compatibility of ˆ(−)p with tensor product implies
that Aˆp is a cofinite algebra.
As in §3.3 we define Cp(A) as the graded A-modules M such Mn ∈ Cp for all
n. Similarly QCp(A) is the image of Cp(A) in Gr(A).
It is easy to prove the following.
Proposition 5.6.2. The functor ˆ(−)p defines an equivalence between Cp(A)
and GrDis(Aˆp) and between QCp(A) and QGrDis(Aˆp).
Proof. This follows easily from compatibility of completion with tensor prod-
uct (Proposition 5.4.5).
5.7. Multiplicities in the case that τ has infinite order. This section is
somewhat more special than the previous ones. Our aim is to use the completion
functor to attach to certain F ∈ mod(X) an invariant Tp(F) which, in some sense,
is an analogue for the multiplicities of F in p and in the points infinitely near to p.
A straightforward treatment seems only to be possible in the case that the τ -orbit
of p is infinite, so we assume this throughout this section. Note that this implies in
particular that p is smooth on Y .
To simplify the notations we will write FY for i∗F = F/F(−Y ). We will
say that F ∈ mod(X) is Y -transversal if FY has finite length. It then follows
automatically that ker(F(−Y )→ F) also has finite length (exercise).
The category of Y -transversal objects is denoted by transY (X). If F ∈ transY (X)
then, in a slight generalization of [2, 3], we define Div(F) as the difference of the
divisors on Y associated respectively to the finite length OY -modules given by FY
and ker(F(−Y ) → F). It is easy to see that Div is additive on short exact se-
quences. Furthermore if one has a surjective map F → Oq, with kernel G then the
following formula holds [3]
Div(G) = Div(F)− (q) + (τ−1q)(5.39)
The disadvantage of the invariant Div(F) is that it depends on F itself and not only
on the image of F in mod(X)/Cf,p. We now define a better behaving invariant.
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Assume that F ∈ transY (X). We look at the exact sequence
0→ G → F(−Y )→ F → H → 0(5.40)
By definition G, H are finite length modules on Y .
The completion of (5.40) looks like
0→ Gˆp → Fˆp,φ ×N−−→ Fˆp → Hˆp → 0(5.41)
Now Gˆp, Hˆp are finite length modules over Cp/(N). It follows from Nakayama’s
lemma(lemma 4.8) that Fˆp is a quotient of a finite direct sum of Pi’s.
Using (4.11) we can decompose (5.41) as a product of exact sequences of the
form
0→ Gˆpei → Fˆpei+1 ×N−−→ Fˆpei → Hˆpei → 0(5.42)
Since Fˆp is a quotient of a finite direct sum of Pi’s it follows that Fˆpei = 0 will
be zero if i ≫ 0. Therefore it follows from (5.42) that Fˆpei is a finite dimensional
R-module. Furthermore since Gˆpei, Hˆpei are only non-zero for a finite number of i,
it follows that Fˆpei+1 ×N−−→ Fˆpei is an isomorphism for large negative i. We define
Tp(F) as lim←−
i
Fˆpei (with transition maps given by N). Thus Tp is a functor from
transY (X) to finite dimensional R-modules.
Proposition 5.7.1. Tp has the following properties.
1. Tp is exact.
2. Tp(F) does only depend on the image of F in mod(X)/Cf,p.
Proof. 1. This follows from the exactness of the completion functor.
2. This follows from the fact that for a finite dimensional Cp-module G one has
Gei = 0 for almost all i.
Let us now indicate a direct way of computing Tp(F). We say thatF is (p-)normalized
if F is Cf,p-torsion free and τ ip is not in the support of FY = 0, unless i = 0. We
have the following result.
Proposition 5.7.2. 1. Every F ∈ transY (X) is equivalent modulo Cf,p to
a unique p-normalized object in mod(X).
2. If F is p-normalized then Tp(F) = FˆY,p.
Proof. 1. Let us first consider uniqueness. If we have an inclusion of p-
normalized objects F ⊂ F ′ such that F ′/F ∈ Cf,p then by (5.39) F = F ′.
Now assume that F and F ′ are p-normalized objects which are equivalent
modulo Cf,p. This means that there exist a Cf,p-torsion free G, together with
inclusions
F → G ← F ′
whose cokernel lies in Cf,p. We now replace F , F ′ by their images in G and
we put H = F + F ′. Since H is a quotient of F ⊕ F ′ it follows that H is
also p-normalized. But then by the above it follows that F = H = F ′.
Let us now consider existence. Assume that F ∈ transY (X). Without
loss of generality we may assume that F is Cf,p-torsion free. We will then
modify Div(F) step by step until it satisfies the condition for p-normalization.
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If τ ip ∈ Div(F) with i > 0 then we let F ′ be the kernel of the associated
surjective map F → Oτ ip. By (5.39) it follows that F ′ is closer to being
p-normalized than the original F .
Assume now τ ip ∈ Div(F) with i < 0. In this case we use the associated
injective map Oτ i+1p → FY (Y ) and we let F ′ be the pullback of the maps
F(Y ) −−−−→ FY (Y )x
Oτ i+1p
One now easily checks
Div(F ′) = Div(F)− (τ ip) + (τ i+1p)
so that we have again made progress. Repeating these constructions we
eventually find a normalized object, which is equivalent to F .
2. Assume that F is normalized. Then FˆY,pei is zero, except if i = 0. Whence
we find from the exact sequence (5.42) Tp(F) = FˆY,pe0 = FˆY,p.
Let Np be the functor which associates to F ∈ transY (X) its normalization. Then
we have proved the following
Corollary 5.7.3. Np defines an equivalence of categories between transY (X)/Cf,p
and the full subcategory of transY (X) consisting of p-normalized objects.
If F is p-normalized then we can reconstruct Fˆp from Tp(F).
Lemma 5.7.4. Assume that F ∈ transY (X) is p-normal. Then Fˆp is isomor-
phic to the row vector
(· · ·Tp(F) · · ·Tp(F) 0 · · · 0 · · · )
where the right most Tp(F) occurs in position 0.
Proof. Apriori Fˆp is given by the row vector (Fˆpei)i (4.11). By the previous
discussion Fˆpei = 0 for i ≫ 0 and multiplication by N is an isomorphism on Fˆpei
for i 6= 0. It now follows from the definition that
Fˆpei =
{
Tp(F) if i ≤ 0
0 if i > 0
6. Blowing up a point on a commutative divisor
6.1. Some ideals.
Let X,Y, p be as above and let q be an arbitrary point on Y . The bimodule oq
defined above is by construction a quotient of oY and hence also of oX . We define
mY,q = ker(oY → oq)
mq = ker(oX → oq)
By Corollary 5.5.6, mY,q, mq ∈ Bimod(oX − oX). We also define
IY = mY,p ⊗oX oX(Y )
= mY,p ⊗oY NY/X
I = mp ⊗oX oX(Y )
(6.1)
68 MICHEL VAN DEN BERGH
Clearly IY ⊂ NY/X , I ⊂ OX(Y ). Below we give some properties of In def= im(I⊗n →
oX(nY )). It will be clear that suitable analogs for I
n
Y hold.
Proposition 6.1.1. 1. oX(nY )/I
n ∈ C˜f,p.
2. In is a Cp-preserving coherent bimodule contained in Bimod(oX − oX).
Proof. 1. We use induction on n, the case n = 1 being clear. Put Sn =
oX(nY )/I
n. Tensoring the exact sequence
0→ In → oX(nY )→ Sn → 0(6.2)
with I yields an exact sequence
I ⊗oX In → I ⊗oX oX(nY )→ I ⊗oX Sn → 0
and thus
In+1 = ker(I ⊗oX oX(nY )→ I ⊗oX Sn)(6.3)
Viewing I ⊗ oX(nY ) and In+1 as subbimodules of oX((n+ 1)Y ) we obtain
from (6.3) an exact sequence
0→ I ⊗oX Sn → Sn+1 → S1(nY )→ 0
Hence it suffices to prove that I ⊗oX Sn ∈ C˜p,f .
Tensoring
0→ I → oX(Y )→ oτp → 0
with Sn yields
0→ T oroX1 (oτp,Sn)→ I ⊗oX Sn → oX(Y )⊗oX Sn → oτp ⊗oX Sn → 0
By (5.32) it follows that indeed I ⊗oX Sn ∈ C˜f,p.
2. From the exact sequence (6.2), Proposition 3.1.8 and Corollary 5.5.6 it fol-
lows that indeed In is coherent and is contained in Bimod(oX − oX).
Let T ∈ Cp. Applying T ⊗oX − and HomoX (−, T ) to the sequence (6.2)
yields long exact sequences
0→ T oroX1 (T ,Sn)→ T ⊗oX In → T (nY )→ T ⊗oX Sn → 0
0→ HomoX (Sn, T )→ T (−nY )→ HomoX (In, T )→ Ext1oX (Sn, T )→ 0
Thanks to (5.31) and Proposition 5.4.3 we can conclude that In is Cp pre-
serving.
The following proposition gives a little additional information on In which we will
need below.
Proposition 6.1.2. In has the following additional properties. Assume that
M∈ mod(X). Then
T oroXi (M, In)


∈ mod(X) if i = 0
∈ Cf,p if i = 1
= 0 if i ≥ 2
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Proof. The case i = 0 is already covered by Proposition 6.1.1. Hence we
consider the case i > 0. Tensoring the exact sequence (6.2) on the left with M
yields
T or oXi (M, In) = T or oXi+1(M,Sn)
Hence by Theorem 5.5.10 T oroXi (M, In) ∈ Cf,p for i ≥ 1.
It remains to be shown that T or oXj (M,Sn) = 0 for j ≥ 3. Using Lemma 5.5.8
and Theorem 5.5.10, it is sufficient to know that the left projective dimension of Si
is ≤ 2. This is the version for left modules of Proposition 5.1.7.
The following proposition gives a more explicit description of In.
Proposition 6.1.3. One has the following alternative expression for In.
In = mpmτ−1p · · ·mτn−1p ⊗oX oX(nY )
We have
(In)∧p = Iˆ
n
p(6.4)
= (m0m−1m−2 · · ·m−n+1)φ−n+1(6.5)
as subobjects of the invertible Cp-bimodule (Cp)φ−n+1 . Here φ is as in Theorem
5.1.4 and for i ∈ Z, mi is the twosided maximal ideal in Cp corresponding to Si.
Proof. The first statement follows easily from (5.25) which implies that
oX(Y )⊗oX mq = mτ−1q ⊗oX oX(Y )
(as subobjects of oX(Y )).
Now we prove the second statement. Completing the exact sequence
0→ mp → oX → op → 0
and using lemma 5.5.8 gives mˆp = m0. Furthermore applying definition (5.18)
together with Theorem 5.1.4.4 yields oX(Y )
∧
p = (Cp)φ−1 . Using the compatibility
of tensor product with (−)∧p we then deduce from (6.1)
Iˆp = (m0)φ−1(6.6)
(6.4) is easily proved by induction. By (6.3) we have an exact sequence
0→ In+1 → I ⊗oX oX(nY )→ I ⊗oX Sn → 0
which yields an exact sequence (using exactness of ˆ(−) and compatibility with
tensor product, see Propositions 5.4.4 and 5.4.5)
0→ (In+1)∧p → (Iˆp)φ−n → Iˆp ⊗oX Sˆn,p → 0(6.7)
On the other hand completing the exact sequence
0→ In → oX(nY )→ Sn → 0
and tensoring with Iˆp yields by induction an exact sequence
0→ Iˆp · Iˆnp → (Iˆp)φ−n → Iˆp ⊗oX Sˆn,p → 0(6.8)
Comparing (6.7) and (6.8) yields what we want.
(6.5) now follows from (6.4),(6.6) and the easily verified fact that φ−1(mi) =
mi−1.
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Before we continue we make a few remarks on the case that p is a fixed point
for τ . In that case it follows from (5.25) that
mp ⊗oX oX(Y ) = oX(Y )⊗oX mp(6.9)
as subobjects of oX(Y ).
Let µ be the multiplicity of p in Y . If p is a fixed point then it is possible that
µ ≥ 1 by Theorem 5.1.4. We have the following description of µ which is completely
analogous to the classical case.
Lemma 6.1.4. Assume that p is a fixed point for τ . Then µ is the largest integer
n such that oX(−Y ) ⊂ mnp as subbimodules of oX .
Proof. We have to find the largest integer such that
oX/m
n
p → oX/(oX(−Y ) +mnp )
is an isomorphism. Using the properties of ˆ(−) and in particular Theorem 5.5.9 we
see that this is equivalent with
R/mn → R/(RU +mn)
being an isomorphism, where m is the maximal ideal of R. This in turn is the same
as saying that U ∈ mn. Now lemma 5.1.8 yields what we want.
Proposition 6.1.5. Let µ be the multiplicity of Y in p and let n ∈ Z. Then
the natural exact sequence
0→ oX((n− 1)Y )→ oX(nY )→ oY (nY )→ 0
restricts to an exact sequence
0→ In−µ((µ− 1)Y )→ In → InY → 0(6.10)
Here In for n < 0 is to be interpreted as oX(nY ).
Proof. Note that by (6.9) there is no ambiguity in the notation In−µ((µ −
1)Y ).
First we verify that the lower sequence is well defined. We have
O(−Y ) ⊂ mpmτ−1p · · ·mτµ−1p(6.11)
If µ = 1 then this is by definition. If µ > 1 then p is a fixed point and we can use
lemma 6.1.4. Tensoring (6.11) with oY (µY ) yields an inclusion
O((µ − 1)Y ) ⊂ Iµ
Assume n ≥ µ. Multiplying with In−µ then yields an inclusion
In−µ((µ− 1)Y ) ⊂ In(6.12)
In a similar way one verifies directly from (6.11) that (6.12) also holds if n < µ.
Hence (6.10) is indeed well defined.
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To prove the proposition we look at the following commutative diagram.
0 0 0y y y
0 −−−−→ In−µ((µ− 1)Y ) α−−−−→ In β−−−−→ InY −−−−→ 0y y y
0 −−−−→ oX((n− 1)Y ) −−−−→ oX(nY ) −−−−→ oY (nY ) −−−−→ 0y y y
Sn−µ((µ− 1)Y ) γ−−−−→ Sn δ−−−−→ SY,n −−−−→ 0y y y
0 0 0
where as usual Sn = oX(nY )/In, SY,n = oY (nY )/InY,p. If n < 0 then Sn, Sn,Y are
defined as zero.
In this diagram the middle row is exact, α is injective and β is surjective.
Elementary diagram chasing shows that the lower row is exact.
We now have to show that kerβ = imα. A diagram chase shows that this is
equivalent to γ being injective. This is clear if n < µ so we may assume that n ≥ µ.
Injectivity of γ is then in turn equivalent to
lengthSn = lengthSn−µ + lengthSY,n(6.13)
By Theorem 5.5.9 this can be checked on Cp. By Corollary 5.2.4 we have
lengthSn = n(n+ 1)
2
If |Oτ (p)| > 1 then by Theorem 5.1.4 p is smooth on Y and hence
lengthSY,n = n
One sees that in this case (6.13) is satisfied.
Assume now that τp = p. By Theorem 5.5.9 we may check the injectivity of γ
after completing. We have Cp = R as in Theorem 5.1.4. Letm be the maximal ideal
of R. We then have Sˆn = R/mn and the map γˆp is given by right multiplication by
U . From lemma 5.1.8 it follows that U ∈ mµ −mµ+1. From this and the fact that
grR is a domain (for the m-adic filtration) we deduce that right multiplication by
U defines an injective map R/mn−µ → R/mn.
6.2. Some Rees algebras. We will use IY , I to define the following Rees
algebras.
DY = oY ⊕ IY ⊕ I2Y ⊕ · · ·
D = oX ⊕ I ⊕ I2 ⊕ · · ·
As a corollary to Proposition 6.1.1 we immediately deduce
Corollary 6.2.1. DY , D ∈ Alg(X).
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Now we deduce some other good properties of D. We denote shifting in Gr(D)
and Bigr(D) by (−).
As usual the case where p is fixed point for τ is somewhat peculiar. In that
case it follows easily from (6.9) that
D(nY ) def= D ⊗oX oX(nY ) = oX(nY )⊗oX D(6.14)
is a twosided invertible graded bimodule over D. This is clearly false if τp 6= p.
It is sometimes convenient to define a modified Rees algebra D˜ by
D˜n =
{
oX(nY ) if n < 0
In if n ≥ 0(6.15)
D˜Y is defined similarly but with oY , IY replacing oX , I.
Theorem 6.2.2. Let D, DY be as above. Let µ be the multiplicity of p on Y .
Then
1. There is an exact sequence of graded D˜-bimodules.
0→ D˜(−µ)((µ− 1)Y )→ D˜ → D˜Y → 0(6.16)
2. D is noetherian.
3. D satisfies χ.
4. cd τD ≤ 2.
Proof. The fact that (6.16) exists follows directly from Proposition 6.1.5.
Our aim is now to deduce 2., 3. and 4. from the corresponding statements for
DY . So we first have to handle this case. If µ = 1 then IY is an invertible bimodule.
Then we can apply Proposition 3.9.13 to the exact sequence
0→ IY ⊗oX DY (−1)→ DY → OY → 0
and we are done. Hence by Theorem 5.1.4 we only have to treat the case that p is
a fixed point. But this means that mY,p is τ -invariant. Let EY be the ordinary rees
algebra associated to mY,p. EY may be viewed as a sheaf of algebras in the ordinary
sense and the reader may verify that it satisfies properties 2., 3. and cd τEY ≤ 1.
Furthermore there is a category equivalence given by
Gr(DY )→ Gr(EY ) : ⊕nMn 7→ ⊕nMn(−nY )(6.17)
From this it is routine to pull the good properties of EY back to DY .
Define now D′Y by
(D′Y )n =
{
DY if n ≥ µ
D otherwise(6.18)
Then (6.16) gives an exact sequence
0→ D(−µ)((µ− 1)Y )→ D → D′Y → 0(6.19)
It is easy to see that the fact that DY is noetherian, together with the fact that In
is coherent for n = 0, . . . , µ − 1, implies that D′Y is noetherian. Furthermore DY
and D′Y have the same tails. So from lemma 3.9.16 we obtain that D′Y satisfies χ
and furthermore cd τD′
Y
= cd τDY = 1.
Now applying Proposition 3.9.13 to (6.19) implies 2., 3. and 4.
Remark 6.2.3. The inequality in 6.2.2.4 is of course an equality. However we
won’t need this.
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6.3. Definition of blowing up. We define Y˜ = ProjDY , X˜ = ProjD and
we call X˜ the blowing up of X in p. We denote by π resp. πY the quotient maps
Gr(D)→ Qgr(D) resp. Gr(DY )→ Qgr(DY ).
It follows from (6.16) that we have a commutative diagram of quasi-schemes
Y˜
β−−−−→ Y
j
y iy
X˜
α−−−−→ X
(6.20)
where i is as before, j comes from the quotient map D → DY (through Proposition
(3.9.11)) and α∗M = π(M⊗oX D), with the analogous definition for β∗.
The derived functors Riα∗ are defined as usual. Liα∗ is defined as in Section
§3.10. From lemma 3.10.2 together with Proposition 6.1.2 it follows that Liα∗
actually defines a functor Mod(X)→ Mod(X˜).
The following theorem summarizes some of the main properties of blowing up.
Theorem 6.3.1. 1. The pair (Y˜ , β) is isomorphic in Qsch /Y to the ordi-
nary commutative blowing up at p of Y . In particular β is an isomorphism
if Y is smooth in p.
2. X˜ is a noetherian quasi-scheme.
3. The ideal in oX˜ defined by Y˜ is invertible.
4. i∗ ◦Riβ∗ = Riα∗ ◦ j∗.
5. We have cdα∗ ≤ 1, cdα∗ ≤ 1
6. α is proper
7. oX˜(Y˜ ) is relatively ample for α.
8. j makes Y˜ into a divisor in X˜ in the sense of enriched quasi-schemes (cfr
§3.7).
Proof. These properties are either straightforward translations of the defini-
tions or they follow from properties of D which we have already proved.
1. As usual we separate two cases. If τp = p then we let EY be as in the proof
of Theorem 6.2.2. The category equivalence between Gr(DY ) and Gr(EY )
yields in that case what we want.
If p is smooth on Y (in particular if τp 6= p) then mY,p is invertible.
Thus the same holds for IY and we have
DY = oY ⊕ IY ⊕ I⊗2Y · · ·
It now follows from Propositions 3.11.4 (with S = 0) that QGr(DY ) ∼=
Mod(Y ).
For use below we state the following formula for N ∈ Gr(DY ).
β∗(πYN ) = lim−→Nn ⊗oY I⊗−nY(6.21)
We leave the easy proof to the reader.
2. This follows from Theorem 6.2.2.2.
3. Using Theorem 6.2.2.1. one easily checks that
πM⊗oX˜ oX˜(−Y˜ ) = π(M⊗D D(−µ)((µ − 1)Y ))(6.22)
What we want to prove now follows from the fact that D(−µ)((µ − 1)Y ) is
an invertible graded bimodule over D (this is trivial if µ = 1 and if µ 6= 1 it
follows from (6.14)).
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4. Define γ = i ◦ β. Since i∗ is exact we have Riγ∗ = i∗ ◦Riβ∗. Hence we have
to show that
Riγ∗ = R
iα∗ ◦ j∗(6.23)
We have Y˜ = ProjD′Y where D′Y is as in (6.18). (6.19) shows that D′Y,p
satisfies the conditions for Proposition 3.9.12. Hence we can employ that
proposition to obtain what we want.
5. This follows from Theorem 6.2.2.4, equation (3.30) and Proposition 6.1.2.
6. This follows from Theorem 6.2.2.3 together with part of Proposition 3.9.7.
7. Since D satisfies χ it follows from Proposition 3.9.7 that the canonical shift
functorM 7→M(1) is relatively ample. Denote the corresponding bimodule
by oX˜(1). If p is smooth on Y then it follows from (6.22) that oX˜(Y˜ ) =
oX˜(1). So in that case we are done. If p is singular on Y then by (6.14)
−⊗oX oX(Y ) defines an autoequivalence of Mod(X˜). Then (6.22) yields
oX˜(Y˜ ) = oX˜(µ)⊗oX oX((1− µ)Y )(6.24)
This yields what we want since it is clear that −⊗oX oX(Y ) commutes with
Riα∗ and Liα
∗. Note in passing that (6.24) also makes sense in the case
that τp 6= p since then µ = 1.
8. Given 3. we only have to show that the map OX˜(−Y˜ ) → OX˜ is injective.
Now OX˜(−Y˜ ) is by definition α∗OX ⊗oX˜ oX˜(−Y˜ ) which according to (6.24)
is equal to π(OX ⊗oX D(−µ)((µ− 1)Y )). Hence by (6.16) it suffice to show
that T or ioX (OX , InY ((µ−1)Y )) = 0 for i > 0, n ≥ 0. As in the commutative
case one checks that T or ioX (OX , InY ((µ−1)Y )) = T or ioY (OY , InY ((µ−1)Y )).
One now easily shows that T or ioY (OY , InY ((µ−1)Y )) = 0, for example using
the fact that InY ⊂ oY (nY ) with the quotient being in Cf,p, together with
the definition of T or(−,−) (cfr. (3.1)).
6.4. The normal bundle. The main result of this section (equation (6.26))
will be used in §6.5.
If t : U → V is a map of schemes, N is a line bundle on Y and F ⊂ N is a
quasicoherent subsheaf then t−1(F) is defined as the image of t∗(F) in t∗(N ).
Now let us revert to the notations in use in the previous sections. Recall that
according to (5.4) we have NY/X = Nτ where N is an invertible sheaf on Y and τ
is an automorphism of Y .
Define τ ′ : Y˜ → Y˜ as follows. If p is a fixed point for τ then τ extends in a
natural way to the blowup of Y in p. We denote this extended map by τ ′. If p is not
a fixed point then the map β : Y˜ → Y is an isomorphism and we put τ ′ = β−1τβ.
So in all cases we have
βτ ′ = τβ(6.25)
Our aim in this section is to prove the following formula
NY˜ /X˜ = β−1(mY,pN )τ ′(6.26)
In view of the commutative case this formula seems quite logical. However there
are some pitfalls. The main problem is that a priori Y˜ is only a quasi-scheme.
Thus, although we can use the ordinary definition of β−1(mY,pN ), the fact that
we can consider the result as a bimodule, depends on the “accidental” event that
Y˜ is commutative. So to make sense of (6.26) we have to bring in explicitly the
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identification of Y˜ with a commutative scheme (which was given in the proof of
Theorem 6.3.1.1). Below we give the necessary computations. The reader is advised
to skim through the rest of this section.
It is most convenient to separate two cases, depending on whether p is a fixed
point or not.
p is not a fixed point for τ . In this case µ = 1 and mY,p is invertible. Thus
β−1(mY,pN ) = β∗(mY,pN ). We have to show that for M ∈Mod(Y˜ ) we have
M⊗oY˜ oY˜ (Y˜ ) =M⊗oY˜ (β∗(mY,pN ))τ ′)(6.27)
In this case the identification of Y˜ with a commutative scheme is given by β. Thus
if T is a quasicoherent OY -module then
M⊗oY˜ β∗(T ) = β∗(β∗M⊗oY T )
We use this in the computation below.
M⊗oY˜ (β∗(mY,pN ))τ ′ = τ ′∗(M⊗oY˜ β∗(mY,pN )) (See (5.4))
= (β−1)∗τ∗β∗β
∗(β∗M⊗oY mY,pN )
= (β−1)∗τ∗(β∗M⊗oY mY,pN )
Thus, using (6.24), (6.27) reduces to
β∗(M(1)) = τ∗(β∗M⊗oY mY,pN )
Now the righthand side of this equation is equal to
β∗M⊗oY mY,pNτ = β∗M⊗oY IY
So finally we have to show
β∗(M(1)) = β∗M⊗oY IY
But this follows easily from (6.21).
p is a fixed point for τ . Now we identify Y˜ with the ordinary commutative
blowup of Y at p. Denote the latter by Y˜ ′. We have Y˜ ′ = ProjEY where EY is as
in the proof of Theorem 6.2.2. Let β′ : Y˜ ′ → Y be the structure map. There is
now a commutative diagram
Y˜
γ−−−−→ Y˜ ′
β
y β′y
Y Y
where γ : Y˜ → Y˜ ′ denotes the identification. Note however that γ does not com-
mute with the canonical shift functors. Translating (6.17) we find that
γ∗(M(1)) = (γ∗M)(1)⊗oY oY (Y )(6.28)
If we now look back at the definition of τ ′ then we see that it was in fact defined
on Y˜ ′ and then pulled back to Y˜ by γ. Thus
τ ′ = γ−1τ ′′γ
where τ ′′ is the extension of τ to Y˜ ′.
We compute
M⊗oY˜ β−1(mµY,pN )τ ′ = (γ−1)∗τ ′′∗ (γ∗M⊗oY˜ ′ β
′−1mµY,pN )
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This equality is a formal computation, analogous to the one where p is not a fixed
point.
Using (6.24) we now have to show
γ∗(M(µ)⊗oY oY ((1 − µ)Y )) = τ ′′∗ (γ∗M⊗oY˜ ′ β
′−1(mµY,pN ))(6.29)
From (6.28) it follows that the lefthand side of this equation is equal to
γ∗M(µ)⊗oY oY (Y ) = (γ∗M⊗oY oY (Y ))(µ)(6.30)
Now we translate everything to graded modules. Let γ∗M be represented by P .
Then the righthand side of (6.29) is represented by
τ∗(P ⊗EY (mµY,pEY ⊗oY N ))
(6.30) is represented by
τ∗(P ⊗oY N )(µ) = τ∗(P ⊗EY (EY (µ)⊗oY N ))
Thus it is sufficient to show that up to right bounded bimodules
mµY,pEY = EY (µ)
This is now clear.
6.5. Birationality. Here the notations are as in the previous section. We will
show that X and X˜ are isomorphic “outside the τ -orbit of p”. In particular we
may view X and X˜ as being birational.
Define α−1(Cp) as in §3.11. Thus the objects in α−1(Cp) are the objects in
Mod(X˜) that are represented by graded D-modules such that Mn ∈ Cp for all p.
α−1(Cp) has the following slightly more intrinsic description.
Lemma 6.5.1. α−1(Cp) is the full subcategory of objects M in Mod(X˜) for
which one has α∗M(nY˜ ) ∈ Cp for all n.
Proof. From (3.24) together with (6.24) it easily follows that α∗M(nY˜ ) ∈ Cp
if M∈ α−1(Cp).
Let us now prove the converse inclusion. Assume that α∗M(nY˜ ) ∈ Cp for all
n. We have to show that M ∈ α−1(Cp). Let M = πN for N ∈ Gr(D). It suffices
to consider the case that N is noetherian. We will prove that Nn ∈ Cp for n ≫ 0.
This implies M ∈ α−1(Cp).
According to (6.24)
M(nY˜ ) = πN (nµ) ⊗oX oX(n(1− µ)Y )(6.31)
So if µ = 1 then this formula says that N˜n ∈ Cp for all n. Since D satisfies χ
(Theorem 6.2.2) it follows from lemma 3.9.3 that N˜n = Nn for n ≫ 0. Hence we
are done.
This reasoning still works if µ > 1 since − ⊗oX oX(Y ) commutes with α∗.
Hence (6.31) yields that N˜nµ ∈ Cp for all n. Then according to lemma 3.12.1 we
have modulo Tors(D)
N = N˜ = N˜ (µ) ⊗D(µ) D
Let N ′ be the module on the righthand side of this equation. It is clear that
N ′n ∈ Cp for all n. Since N and N ′ are isomorphic in QGr(D) and N is noetherian,
it easily follows that Nn ∈ Cp for n≫ 0.
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Proposition 6.5.2. We have
1. α∗ and α∗ define inverse equivalences betweenMod(X)/Cp andMod(X˜)/α−1(Cp).
2. The functor α∗ sends α
−1(Cp) to Cp and the functor R1α∗ sends Mod(X˜)
to Cp.
3. The functor α∗ sends Cp to α−1(Cp) and the functor L1α∗ sends Mod(X) to
α−1(Cp).
4. The functors Riα∗ and Liα
∗ preserve coherent objects.
Proof. 1. It is clear from Proposition 6.1.1 and Theorem 5.5.10.1 that D˜
is strongly graded with respect to Cp. What we have to prove now follows
from Proposition 3.11.4.
2. The statement about α∗ follows from (3.24). The statement about R
1α∗
follows from applying α∗ to an injective resolution and using the fact that
α∗ is exact modulo Cp (by Proposition 3.11.4).
3. This follows from the definition of Liα
∗ together with Propositions 6.1.1 and
6.1.2.
4. This follows from Theorem 6.3.1.6 and lemma 3.1.17.
Corollary 6.5.3. Assume that q ∈ Y is not contained in the τ-orbit of p. Let
q′ be the unique point of Y˜ such that β(q′) = q. Then α∗ and α∗ define inverse
equivalences between Cq and Cq′ .
Proof. Using the foregoing proposition it is sufficient to prove the following
1. Cq ∩ Cp = 0.
2. Cq′ ∩ α−1(Cp) = 0.
3. α∗(Cq′ ) ⊂ Cq.
4. α∗(Cq) ⊂ Cq′ .
1. is clear. To prove 3. it is sufficient to show that α∗Oτ ′nq′ ∈ Cq where τ ′ is as in
§6.4. This follows from the fact that this is obviously true for β by (6.25).
Now we prove 2. Suppose M ∈ Cq′ ∩ α−1(Cp). Then α∗M(nY˜ ) ∈ Cq ∩ Cp = 0.
From the relative ampleness of oX˜(nY˜ ) we deduce that M = 0.
Finally we prove 4. It is sufficient to show that
α∗Oτnq = β∗Oτnq(6.32)
First note that if N ∈ Cf,q then Nˆp = 0. Hence if S ∈ C˜f,p then by (5.35) we have
T oroXi (N ,S) = 0. We deduce that
Oτnq ⊗oX In = Oτnq ⊗oX oX(nY ) = Oτnq ⊗oY oY (nY ) = Oτnq ⊗oY InY
We obtain (6.32) by summing over all n and applying π.
6.6. The exceptional curve. In this section we will for simplicitly make use
of the object OX and consequently of the functor (−)oX which goes from bimodules
on X to objects in Mod(X) (cfr. §3.6).
From the compatibility of completion with Hom and tensor product we deduce
that the following functors
C˜f,p
(−)oX−−−−→ Cf,p Γ(X,−)−−−−→ mod(k)
are faithful and exact. On op they act by op 7→ Op 7→ k.
In the sequel we will write OL = α∗Oτp. Thus OL = π((D/mτpD)oX ).
The following lemma gives a description of D/mτpD as oX −D-bimodule.
78 MICHEL VAN DEN BERGH
Lemma 6.6.1. There is an exact sequence of oX − D˜-bimodules.
0→ (oX(−Y )⊗oX D˜)(1)→ D˜ → D/mτpD → 0(6.33)
Proof. From Proposition 6.1.3 (and its proof) it follows easily that
oX(−Y )⊗oX In+1 = mτpIn
This yields (6.33) by taking direct sums over n.
It was observed by Smith and Zhang [30] that it is possible to develop a for-
malism such that OL is really the structure sheaf of a “non-commutative curve” L.
We will say more on this in §6.7.
In the special case that p = τp one has that mτpD is a twosided ideal. Then we
can simply define L = ProjD/mpD. In this case we will of course use the notation
oL for the algebra on X˜ corresponding to the identity functor on Mod(L).
We find
Proposition 6.6.2. Assume that p = τp. Then
1. L ∼= P1.
2. L is embedded as a divisor in X˜.
3. There is a commutative diagram
L
γ−−−−→ p
u
y yv
X˜
α−−−−→ X
(6.34)
where u, v are the inclusions and γ is isomorphic to the structure map P1 →
Spec k.
Proof. 1. Using Proposition 5.6.2 we see that Gr(D/mpD) is equivalent
with Gr((D/mpD)∧) and a similar result for QGr. Using the compatibility
results for ˆ(−) we find
(D/mpD)∧ = R/m⊕ (m/m2)φ−1 ⊕ (m2/m3)φ−2 ⊕ · · ·(6.35)
where R is as in Theorem 5.1.4 and m is the maximal ideal of R. It is
easily seen that the ring on the right of (6.35) is a noetherian two generator
quadratic algebra with one relation. It is well known that the Proj of such
a graded ring is P1.
2. From (6.33) it follows that up to right bounded bimodules we have
mpD = D(1)(−Y )
Hence, up to right bounded bimodules, mpD is an invertible ideal and in
particular L is a divisor in X˜.
3. This is a translation of the commutative diagram of oX -algebras, given by
D/mpD ←−−−− oX/mpx x
D ←−−−− oX
We are now in a position to prove the following result.
NON-COMMUTATIVE BLOWING UP 79
Theorem 6.6.3. Assume q ∈ Y˜ if τp 6= p and q ∈ Y˜ ∪ L if τp = p. Then Oq
has finite injective dimension in Mod(X˜).
Proof. First note that q → Oq is a one-one correspondence between the points
on Y˜ and the simple objects in Mod(Y˜ ). Similarly for L and Mod(L). Therefore
we interprete L ∩ Y˜ set theoretically as those q such that Oq lies both in Mod(Y˜ )
and in Mod(L). Put
r =
{
β(q) if q ∈ Y˜
p if q ∈ L
Using the diagrams (6.34) and (6.20) we see that in all cases Or = α∗Oq. Thus r
is well defined.
Consider first the case τp 6= p. Then β is an isomorphism. If r 6∈ Oτ (p) then
according to Corollary 6.5.3 Cr is equivalent with Cq. Since both these categories
are stable under injective hulls (Proposition 5.1.3) we are through in this case.
However if r ∈ Oτ (p) then according to Theorem 5.1.4 r is smooth on Y . Thus
q is also smooth on Y˜ hence we can apply lemma 5.1.1.
Consider now the case τp = p. If p ∈ L then we can apply lemma 5.1.1 again
with L as our curve. So assume now that q ∈ Y˜ − Y˜ ∩ L. We then claim that
r 6= p. Suppose the contrary. Thus there is an isomorphism ζ : Op → α∗Oq. By
adjointness we obtain a map η : α∗Op → Oq. This map must be non-zero since
otherwise ζ had to be zero also. Since Oq is simple we obtain that η is surjective.
Now the definition of L implies that α∗Op ∈ Mod(L). Hence since Mod(L) is
closed in Mod(X˜) we find Oq ∈Mod(L). Contradiction.
Since r 6∈ Oτ (p) = {p} we can now use the same reasoning as in the case τp 6= p
to conclude that Oq has finite injective dimension.
6.7. The structure of α−1(Cp). In this section we prove Proposition 6.7.1 be-
low. It is a generalization of the main result of [30] in our special case. Throughout
n = |Oτ (p)|.
Proposition 6.7.1. Let L = Mod(L) be the full abelian subcategory ofMod(X˜)
whose objects are direct limits of subquotients of finite sums OL(m1)⊕· · ·⊕OL(mn)
(note that this use of L is consistent with the use in §6.6, when n = 1).
Let S be one of the following graded rings.
1. If n = 1 then S is the twist [8, 37] of grF R by the automorphism φ, which
was introduced in Theorem 5.1.4. Here F denotes the m-adic filtration on
R.
2. If 2 ≤ n <∞ then S = k[u, v] where deg u = 1, deg v = n.
3. If n =∞ then S = k[x] with deg x = 1.
Then
L ∼=
{
QGrS if n <∞
GrS if n =∞
This equivalence is compatible with the natural shift functors and sends OL to S.
The proof of this result depends on n. If n = ∞ then the result follows from
[30], so we treat this case first.
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The case n =∞ In this case we have an exact sequence (by (6.24))
0→ OL(−1)→ OL → OL,Y˜ → 0
and
OL,Y˜ = j∗α∗Oτp = Oτβ−1(p)(6.36)
(where we use αj = iβ). Proposition 6.7.1 follows from [30] if we can show that
Oτβ−1(p) is the only simple quotient of OL.
Hence let OL → S be such a simple quotient. Tensoring with OY˜ we find that
SY is a quotient ofOτβ−1(p). Since Oτβ−1(p) is simple, we either have SY˜ = Oτβ−1(p)
or SY˜ = 0. If we are in the first case then Oτβ−1(p) is a quotient of S and hence
by the simplicity of S : S = Oτβ−1(p). Hence assume that we are in the second
case. Let T be some graded quotient of (D/mτpD)oX such that S = πT , Then
0 = SY˜ = S/S(−Y ) = S/S(−1) implies that Tm ∼= Tm+1 as oX -modules for
m≫ 0.
From the next lemma it follows that for m ≫ 0, Tm has a composition series
starting with (Oτp(mY ),Oτp((m−1)Y ), . . . ), which is clearly incompatible with the
isomorphism Tm ∼= Tm+1. Hence we have obtained a contradiction. We conclude
that S = Oτβ−1(p) and so we can invoke the results of [30].
The following lemma was used.
Lemma 6.7.2. Fix t ∈ N. Then (D/mτpD)oX ,t is uniserial of length t+ 1 with
composition series. (Oτp(tY ), . . . ,Oτp(Y ),Oτp) (starting from the top).
Proof. By definition (D/mτpD)t is given by
(mp · · ·mτ1−tp)/(mτpmp · · ·mτ1−tp)
We can compute this by completing (for example using Proposition 5.2.2). We find
(D/mτpD)∧t ∼= (. . . , 0, R/m, . . . , R/m, 0, . . . , . . . )
where the R/m occur in positions 1, . . . , 1+t. It is easy to see that this is a uniserial
right Cp-module with the correct composition series.
The case n = 1 This follows from the proof of Proposition 6.6.2.1.
The case 2 ≤ n < ∞ From the viewpoint of computations this is the most
interesting case.
According to Proposition 5.6.2 we may clearly assume that X = SpecCp, Y =
SpecCp/(N). Note that one has Cp/(N) = R/(U)⊕ · · · ⊕R/(U).
We should now analyze the blowup X˜ of X in the point defined by m0 ⊂ Cp
(which according to our current conventions corresponds to p). However it turns
out that it is slightly more convenient to work with mn−1. This does not alter
our results in any way since all maximal ideals in Cp are conjugate under the
automorphism induced by N .
By definition
D = Cp ⊕mn−1N−1 ⊕ (mn−1N−1)2 ⊕ · · ·
= Cp ⊕mn−1N−1 ⊕mn−1mn−2N−2 ⊕ · · ·
The n’th Veronese of D is given by
D(n) = C0 ⊕ JN−n ⊕ J2N−2n ⊕ · · ·
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where J = mn−1mn−2 · · ·m0. Since NnJN−n = J we find that conjugation by Nn
induces an automorphism of D(n). Twisting by this automorphism [8, 37] yields
that Gr(D(n)) is equivalent to Gr(U) where U is the ordinary Rees algebra of the
ideal J ⊂ Cp.
Now before we continue, we remind the reader that taking Veronese’s and
twisting is in general not compatible with the natural shift-functors. However here
we have oX˜(1) = oX˜(Y˜ ). That is, the shift functor on X˜ is defined by a divisor.
Hence to keep track of this shift functor, we simply have to keep track of Y˜ . As we
will see this is easy.
To make progress we have to compute J explicitly. Using the material in
Proposition 5.2.2 or directly we find that
J =


m (U) · · · · · · (U)
...
. . .
. . .
...
...
. . .
. . .
...
...
. . . (U)
m · · · · · · · · · m


Computing the powers of J yields Jn = mn−1J .
Let T be the Reesring of R associated to m. We find.
U =


T RU ⊕ TU(−1) · · · · · · RU ⊕ TU(−1)
...
. . .
. . .
...
...
. . .
. . .
...
...
. . . RU ⊕ TU(−1)
T · · · · · · · · · T


In particular we have an inclusion

T TU(−1) · · · · · · TU(−1)
...
. . .
. . .
...
...
. . .
. . .
...
...
. . . TU(−1)
T · · · · · · · · · T


→֒ U(6.37)
with rightbounded cokernel. Thus X˜ = ProjD = ProjD(n) ∼= ProjU is equal to
the Proj of the lefthand side of (6.37).
There is a more elegant way to look at this. LetXc = SpecR, Yc = SpecR/(U),
X˜c = ProjT . Let TY be the Reesring of R/(U) and put Y˜c = ProjYc. Define A to
be the following algebra on X˜c :
A =


oX˜c oX˜c(−Y˜c) · · · · · · oX˜c(−Y˜c)
...
. . .
. . .
...
...
. . .
. . .
...
...
. . . oX˜c(−Y˜c)
oX˜c · · · · · · · · · oX˜c


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Then we obtain X˜ = SpecA in Qsch /Xc. A similar computation yields that
Y˜ = Spec C where C = diag(oY˜c , . . . , oY˜c). Furthermore oX˜(−Y˜ ) is given by the
twosided ideal
J =


oX˜c(−Y˜c) oX˜c(−Y˜c) · · · · · · oX˜c(−Y˜c)
...
. . .
. . .
...
...
. . .
. . .
...
...
. . . oX˜c(−Y˜c)
oX˜c · · · · · · · · · oX˜c(−Y˜c)


(6.38)
in A.
Now we compute the exceptional curve. By definition this will correspond to
π(U/m0U). A quick computation reveals that
U/moU ∼= (grR UgrR(−1) · · · UgrR(−1))
where grR is the associated graded ring for the m-adic filtration on R.
Let OLc be the exceptional curve in X˜c. Then we find that the exceptional
curve in X˜ is given by
OL = (OLc OLc(−Y˜c) · · · OLc(−Y˜c))
= (OLc OLc(−p′c) · · · OLc(−p′c))
(6.39)
where p′c = Lc ∩ Y˜c.
Tensoring (6.39) with positive and negative powers of J we find that Mod(L)
is contained in the category of modules over
B =


oLc oLc(−p′c) · · · · · · oLc(−p′c)
...
. . .
. . .
...
...
. . .
. . .
...
...
. . . oLc(−p′c)
oLc · · · · · · · · · oLc


The inherited shift functor on Mod(B) is given by tensoring with the inverse of
I =


oLc(−p′c) oLc(−p′c) · · · · · · oLc(−p′c)
...
. . .
. . .
...
...
. . .
. . .
...
...
. . . oLc(−p′c)
oLc · · · · · · · · · oLc(−p′c)


To interprete this we have to remember that Lc ∼= P1. So we can view B as an
ordinary sheaf of algebras on P1 given by
B =


OP1 OP1(−1) · · · · · · OP1(−1)
...
. . .
. . .
...
...
. . .
. . .
...
...
. . . OP1(−1)
OP1 · · · · · · · · · OP1


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and I as the corresponding sheaf of twosided ideals. With this new point of view,
OL is given by
OL = (OP1 OP1(−1) · · · OP1(−1))(6.40)
From this explicit interpretation it is now easy to verify that every object in Mod(B)
is a direct limit of subquotients of direct sums of objects like (6.40), tensored with
powers of I. Hence L ∼= SpecB. What remains to be shown is that SpecB = ProjS.
One way to accomplish this is as follows. One considers the triple [5] (Mod(B),OL, I−1)
and one verifies that this triple is ample. The corresponding graded ring
Γ∗(OL) =
∑
Hom(OL,OL ⊗B I−n)
is equal to S. Hence according to [5] : Mod(B) = QGr(B). This finishes the proof
of Proposition 6.7.1 in all cases.
Lemma 6.7.3. If M ∈ α−1(Cp) then there is a non-trivial map OL(t)→M for
some t.
Proof. Assume thatM = πN where N ∈ Gr(D) is torsionfree (for Tors(D)).
Let u be such that Nu 6= 0. Since Nu ∈ Cp, Nu will contain some Oτvp. Hence
there is a non-trivial map
(Oτvp ⊗oX D)(−u)→ N
Since N is torsion free this yields a non-trivial map.
α∗(Oτvp)(−u)→M(6.41)
If it happens that τvp = τp then α∗(Oτvp) = OL and we are through.
Assume τvp 6= τp. Then according to Proposition 8.3.2
α∗(Oτvp) = Oτvβ−1(p)(6.42)
There is a surjective map
OL = α∗(Oτp)→ β∗(Oτp) = Oτβ−1(p)
Twisting yields a surjective map
OL(v − 1)→ Oτβ−1(p)(v − 1) = Oτvβ−1(p)(6.43)
Combining (6.41)(6.42)(6.43) yields what we want.
Corollary 6.7.4. Every object in α−1(Cp) ∩mod(X˜) is a finite extension of
objects in mod(L).
Proof. This follows immediately from lemma 6.7.3.
6.8. The strict transform. This is a more specialized section. We introduce
the notion of a strict transform and its influence on the invariant Tp(F) introduced
in §5.7. As in §5.7 we assume that the τ-orbit of p has infinite order.
First note some lemmas.
Lemma 6.8.1. One has α−1(Cp) ∩mod(X˜) ⊂ transY˜ (X˜).
Proof. This follows for example from Corollary 6.7.4 together with the fact
that up to finite length modules every object in mod(L) is isomorphic to OtL for
some t (see [30] or Proposition 6.7.1). It then suffices to invoke (6.36).
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Lemma 6.8.2. The functors α∗, α∗, restrict to functors between transY (X) and
transY˜ (X˜).
Proof. That α∗ preserves transversality follows immediately from αj = iβ.
Let us now look at α∗. Take an object T ∈ transY˜ (X˜). We have to show
that i∗α∗T has finite length. For this it is sufficient to show that β∗i∗α∗T =
j∗α∗α∗T has finite length. Now α∗α∗T is isomorphic to T modulo α−1(Cp) ∩
mod(X˜) (Theorem 6.5.2) so it is in transY˜ (X˜) by lemma 6.8.1. This proves what
we want.
If F ∈Mod(X) then we define
FIn = im(F ⊗ I⊗n → F(nY ))
F · D = ⊕nFIn
α−1(F) = π(F · D)
We will use related notations such as F · DY , β−1(F) when they apply.
The idea is that if F ∈ transY (X) then α−1(F) should correspond to the
strict transform of F on X˜. Unfortunately, unlike in the commutative case α−1(F)
depends on F itself and not only on the image of F in mod(X)/Cf,p. Therefore we
modify this definition as follows.
Definition 6.8.3. Assume that F ∈ transY (X) is Y -torsion free. Then the
strict transform α−1s (F) of F is defined as (α−1 ◦Np)(F) (see §5.7 for the definition
of Np).
Lemma 6.8.4. α−1(F) and α−1s (F) are isomorphic to α∗F modulo α−1(Cp).
Proof. This follows from the definition of α−1(F) together with the fact that
T oroX1 (F , oX(nY )/In) ∈ Cp by Theorem 5.5.10.
Proposition 6.8.5. Identify Y˜ and Y via the map β. With this identification
we have R = OˆY,p = OˆY,β−1(p). As usual let m be the maximal ideal of R. Assume
that F ∈ transY (X) is Y -torsion free. Then we have the following
1. α−1s (F) is β−1(p)-normalized.
2. One has
Tβ−1(p)(α
−1
s (F)) = mTp(F)(6.44)
Proof. Assume that F is p-normalized.
The first claim is that the exact sequence coming from the inclusion oX(−Y )→
oX
0→ F((n− 1)Y )→ F(nY )→ FY (nY )→ 0
restricts to an exact sequence (for n ≥ 1)
0→ FIn−1 → FIn → FY InY → 0
Writing out everything this amounts to checking the exactness and well-definedness
of the complex
0→ Fmp · · ·mτ−n+2p(−Y )→ Fmp · · ·mτ−n+1p → FYmY,p · · ·mY,τ−n+1p → 0
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That this is indeed a complex is clear. To show it is exact it suffices to show that
length(F(−Y )/Fmp · · ·mτ−n+2p(−Y )) = length(F/Fmp · · ·mτ−n+1p)
+ length(FY /FYmY,p · · ·mY,τ−n+1p)
(6.45)
Since the finite length modules involved all lie in Cp we can check this by completing.
F is p-normalized so we have FˆY,p = (· · · 0, Tp(F), 0 · · · ) with the non-zero entry
occuring in position 0. From the structure of Fˆp which is given by lemma 5.7.4. we
compute that (Fmp · · ·mτ−n+1p)ˆp = Fˆpm0m−1 · · ·m−n+1 is equal to
(· · ·Tp(F) mTp(F) · · ·mTp(F) 0 · · · 0 · · · )
where now the first mTp(F) occurs in location −n+1 and the first 0 in location 1.
In a similar way we find that (FYmY,p · · ·mY,τ−n+1p)ˆp is equal to
(· · · 0 mTp(F) 0 · · · )
Now (5.39) immediately follows.
We conclude that we have a complex of graded D-modules
0→ F · D(−1)→ F · D → FY · DY →(6.46)
exact in degree ≥ 1. A simple local computation shows that the canonical map
FY IY ⊗oY In−1Y → FY InY is an isomorphism and hence, up to right bounded objects,
FY · DY = (FY IY ⊗DY )(−1).
Applying π to (6.46) we find the exact sequence
0→ α−1(F)(−Y˜ )→ α−1(F)→ β∗(FY IY )(−Y˜ )→ 0
Now FY IY = FYmp(Y ) and using that β is an isomorphism together with the fact
that twisting by Y and Y˜ on finite length modules simply amounts to applying τ
we obtain β∗(FY IY )(−Y˜ ) = β∗(FYmp). This yields α−1(F)Y˜ = β∗(FYmp) which
implies what we have to show.
Proposition 6.8.6. Assume that F ∈ transY (X) is Y -torsion free and that q
is not in the τ-orbit of p (but that q also has infinite τ-orbit). Then Tβ−1q(α
−1
s (F)) =
Tq(F).
Proof. This is a local verification as in Proposition 6.8.5, but easier.
We would also like to understand α−1(F) if F is not normalized. Let us denote the
quotient functor mod(X˜)→ mod(X˜)/Cf by η. The relevant result is the following.
Proposition 6.8.7. Assume F ∈ transY (X) is Y -torsion free. Then ηα−1s (F)
is the minimal subobject of ηα−1(F) such that the quotient lies in the image of
α−1(Cp).
Proof. First note that if F ′ ⊂ F such that F/F ′ ∈ Cp then α−1(F)/α−1(F ′) ∈
α−1(Cp) by lemma 6.8.4 and Proposition 6.5.2.
Let Fn be the p-normalization of F (see §5.7). With a similar local verification
as in the proof of Proposition 6.8.5 we find that the inclusion Fn(−mY ) ⊂ Fn, for
m ≥ 0 induces an isomorphism α−1(Fn(−mY ))→ α−1(Fn) modulo Cf .
If we take m large enough then we will have an inclusion Fn(−mY ) ⊂ F .
Together with the result of the previous paragraph this yields an inclusion of
α−1(Fn) ⊂ α−1(F), if we work modulo Cf . Furthermore since Fn is isomorphic to
F modulo Cp, this inclusion becomes an isomorphism when viewed modulo α−1(Cp).
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Now let us assume that F is p-normal and let G be a subobject of α−1(F). Put
H = α∗(G). If we choose m large enough then F(−mY ) ⊂ H and hence we have
inclusions α−1F(−mY ) ⊂ α−1(H) ⊂ G ⊂ α−1(F). Since as above α−1F(−mY ) =
α−1(F) modulo Cf , we conclude that G = α−1(F) modulo Cf .
If F ∈ transY (X) then let us write lp(F) for the minimal n such thatmnTp(F) = 0.
We have the following result.
Proposition 6.8.8. Let F ∈ transY˜ (X˜) be Y˜ -torsion free. Then lp(α∗(F)) ≤
lβ−1(p)(F) + 1.
Proof. Let G be the p-normalization of α∗(F). By Proposition 6.8.7 we have
modulo Cf an inclusion α−1(G) ⊂ α−1(α∗(F)) ⊂ F . Hence we have lp(α∗(F)) =
lp(G) ≤ lβ−1(p)(α−1(G)) + 1 ≤ lβ−1(p)(F) + 1 (the first inequality follows from
(6.44)).
A similar verification yields
Proposition 6.8.9. Let F ∈ transY˜ (X˜) be Y˜ -torsion free and assume that q
is not in the τ-orbit of p (but that q also has infinite τ-orbit). Then Tq(α∗(F)) =
Tβ−1(q)(F).
6.9. A result on K0 of some categories. In this section we use the results
on strict transform to prove a technical result which will be used later. We now
assume that the τ-orbit of every point on Y has infinite order. Thus in particular
Y is smoooth.
For a collection of natural numbers z = (zo)o∈Y/〈τ〉 let us define transY,z(X) as
the full subcategory of transY (X) consisting of objects F such that lq(F) ≤ zq¯ for
q ∈ Y . We define Mz(X) as transY,z(X)/Cf .
For o ∈ Y/〈τ〉 let us define eo by (δo,o′)o′∈Y/〈τ〉. Our aim is to prove the
following theorem
Theorem 6.9.1. Let X˜ be the blowup of X in p. One has the following relation.
K0(Mz(X˜)) ∼=
{
K0(Mz+ep¯(X))⊕ Z if zp¯ ≥ 1
K0(Mz+ep¯(X)) if zp¯ = 0
Proof. By lemma 6.8.1 α−1(Cp)∩mod(X˜) is contained in transY˜ (X˜). Let us
write T = (α−1(Cp) ∩mod(X˜))/Cf,β−1(p) ⊂ transY˜ (X˜)/Cf and let us temporarily
use the notation M¯z(X˜) =Mz(X˜)/(T ∩Mz(X˜)).
We first show that α−1, α∗s define inverse equivalence between Mz+ep¯(X) and
M¯z(X˜). We know already that α
∗ and α∗ define inverse equivalences between
mod(X)/Cf,p and mod(X˜)/(α−1(Cp) ∩mod(X˜)). Since α−1s and α∗ take the same
values modulo α−1s (Cp), it follows that α−1s and α∗ also define inverse equivalences.
Furthermore it follows from Propositions 6.8.5,6.8.6,6.8.8,6.8.9 that α−1 and α∗
restrict to equivalences between Mz+ep¯(X) and M¯z(X˜).
We now compute the K0(M¯z(X˜)) by the localization sequence.
K0(T ∩Mz(X˜))→ K0(Mz(X˜))→ K0(M¯z(X˜))→ 0(6.47)
If zp¯ = 0 then T ∩ Mz(X˜) = 0 so in fact Mz(X˜) = M¯z(X˜) and we have the
corresponding equality on K0-groups. This proves what we need in the case zp¯ = 0.
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Let us now consider the case zp¯ ≥ 1. In that case mod(L)/Cf,β−1(p) ⊂ Mz(X˜)
and hence the exact sequence (6.47) becomes
K0(mod(L)/Cf,β−1(p)) δ−→ K0(Mz(X˜))→ K0(M¯z(X˜))→ 0
where δ is the natural map. From Proposition 6.7.1 it easily follows thatK0(mod(X˜)/Cf,β−1(p)) =
Z, so it remains to show that δ is injective. For F ∈ transY˜ (X˜) let t(F) be the
degree of Div(F) (§5.7).
Clearly t is additive on short exact sequences and furthermore it factors through
transY˜ (X˜)/Cf,β−1(p). The generator of K0(mod(L)/Cf,β−1(p)) is [O¯L] and since
obviously t(O¯L) = 1 we conclude that the image of [O¯L] cannot be zero under α.
Hence α must be injective.
We conclude that if zp¯ ≥ 1 then K0(Mz(X˜)) = K0(M¯z(X˜))⊕ Z. This finishes
the proof.
7. Derived categories
7.1. Generalities. If Z is a quasi-scheme then in the sequel we use the nota-
tion D∗(Z) with ∗ = φ,+,−, b for the standard derived categories of Mod(Z). If Z
is noetherian then we use D∗f (Z) for the full subcategories of D
∗(Z) whose objects
have coherent cohomology.
If α : Y → X is a map between quasi-schemes then since Mod(Y ) has enough
injectives it is trivial to define Rα∗. This is unfortunately not the case for Lα
∗.
We will say that Mod(X) has enough acyclic objects for α∗ if every object in
Mod(X) is a quotient of an object U in Mod(X) such that Liα∗U = 0 for i > 0 (cfr
§3.10). The following lemma is easy (see [19]).
Lemma 7.1.1. Assume that Mod(X) has enough acyclic objects for α∗. Then
Lα∗ exists on D−(X) and can be computed by acyclic resolutions. If α∗ has finite
cohomological dimension then the same is true with D(X) replacing D−(X).
Assume that i : Y → X makes Y into a divisor in X (§3.7) and denote by i!
the functor Hom(oY ,−). From the resolution of oY by two invertible bimodules
0→ oX(−Y )→ oX → oY → 0(7.1)
it is clear that i! has cohomological dimension one. We will need the following
lemma.
Lemma 7.1.2. Assume that Mod(X) has enough Y -torsion free objects. Then
for F ∈ mod(X) we have
Ri!F = (Li∗F)(Y )[−1](7.2)
Proof. For F a torsion free object in Mod(X) this follows immediately by
applying Hom(−,F) to (7.1). The general case follows from [19, Prop. 7.4].
7.2. Admissible compositions of maps between quasi-schemes. In this
section we point out a few problems with compositions of maps between quasi-
schemes which have no equivalent in the commutative case. These problems will
be solved in all concrete cases, but they nevertheless represent a nuissance.
Assume that we have a composition of maps between quasi-schemes.
Z
β−→ Y α−→ X(7.3)
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From the very definition of a morphism it is clear that α∗β∗ = (αβ)∗. However in
contrast with the commutative case there is no reason why the natural map
R(αβ)∗ → Rα∗Rβ∗(7.4)
should be an isomorphism (for trivial reasons, see the discussion after lemma 7.2.7
below).
This leads to the following definition.
Definition 7.2.1. A composition (α, β) as in (7.3) is admissible if the identity
(7.4) holds (as functors from D+(Z) to D+(X)).
The following lemma is trivial.
Lemma 7.2.2. The composition (α, β) is admissible if and only if for every
injective E ∈Mod(Z) one has that α∗E is acyclic for β∗.
For simplicity we will use some variations on Definition 7.2.1. If we work in
Qsch/X (i.e. somewhat imprecisely : “if X is a fixed base quasi-schema”), then
we will say that the map α is admissible if (7.4) holds.
Similarly if α : (Y,OY )→ (X,OX) is a map of enriched quasi-schemes then we
will say that α is admissible if
RΓ(X,−) ◦Rα∗ = RΓ(Y,−)
These conventions are to a certain extent compatible as seen by the following lemma.
Lemma 7.2.3. Assume that we have maps
Z
β−→ Y α−→ SpecR
Put OY = α∗R, OZ = β∗OY . Then the compositon (α, β) is admissible if and only
if the induced map of enriched quasi-schemes α : (Z,OZ)→ (Y,OY ) is admissible.
Below we will give a few adhoc criteria which will allow us to show that certain
maps/compositions are admissible. They are all tautologies.
Lemma 7.2.4. Assume that we have a composition as in (7.3), but this time
assume that we are working in Qsch /W for some base quasi-scheme W . If the
maps α, β and the composition (α, β) are admissible then so is the map αβ.
Lemma 7.2.5. Assume that α : (Y,OY )→ (X,OX) is a map of enriched quasi-
schemes. Then α is admissible if and only if Liα
∗OX = 0 for i > 0.
Corollary 7.2.6. Let (X,OX) be an enriched quasi-scheme. Assume that
A ∈ Alg(X). Then SpecA → X is admissible if and only if T or ioX (OX ,A) = 0 for
i > 0.
Corollary 7.2.7. Assume that α : (Y,OY ) → (X,OX) is a map of enriched
quasi-schemes which embeds Y as a divisor in X (§3.7). Then α is admisible.
Proof. This is a special case of the previous corollary, since Y = Spec oY ,
where we consider oY as an oX algebra.
This corollary indicates how to make a non-admissible map. Take for example
commutative schemes Y,X , Y being a Cartier divisor in X and change the structure
sheaf of X into one which has Y -torsion.
Below quasi-schemes are often defined as Proj’s of algebras. The following
lemma is the obvious analogue of Corollary 7.2.6.
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Lemma 7.2.8. Let (X,OX) be an enriched quasi-scheme. Assume that A is a
noetherian graded algebra on X. Then ProjA → X is admissible if T oroXi (OX ,A) =
0 is right bounded for i > 0.
Lemma 7.2.9. Let f : A → B be as in Proposition 3.9.10. Let f¯ : ProjB →
ProjA be as in Proposition 3.9.11. Then f¯ defines an admissible morphism of
quasi-schemes in Qsch /X.
Proof. This follows from Proposition 3.9.12.
The following is also standard.
Proposition 7.2.10. Assume that we have quasi-schemes and maps as in (7.3).
Assume that the composition (α, β) is admissible and that the maps α, β, αβ satisfy
the conditions of lemma 7.1.1. Then we have L(αβ)∗ = Lβ∗ Lα∗ (as functors from
D−(X) to D−(Z)).
Proof. It is easy to see that we have at least a natural transformation
Lβ∗ Lα∗ → L(αβ)∗
In fact this can be deduced from the very definition of derived functors (see [19,
§5]).
Now it is clear that if E runs trough the injectives in Mod(Z) then HomD(Z)(−, E)
is a conservative system of functors on D(Z). Let M ∈ D−(X). Then we have by
adjunction and admissibility
HomD(Z)(Lβ
∗ Lα∗M, E) = HomD(X)(M, Rα∗Rβ∗E)
= HomD(X)(M, R(αβ)∗E)
= HomD(Z)(L(αβ)
∗M, E)
Remark 7.2.11. It is easy to see that if we have an admissible composition as
in (7.3) then similar results as the ones presented above remain valid on unbounded
derived categories provided suitable functors have finite cohomological dimension.
In the sequel we will tacitly use such results, leaving the obvious proofs to the
reader.
We can now show that some commutative diagrams of quasi-schemes we en-
countered previously consist of admissible maps and admissible compositions.
Lemma 7.2.12. All maps and compositions of maps in diagram (6.20) are ad-
missible.
Proof. i and j are admissible because they are divisors (see Theorem 6.3.1.8).
β is admissible since it is a map between commutative schemes. To prove that
α is admissible it suffices by lemma 7.2.8 to show that T or oXi (OX ,D) = 0 for
i > 0. More precisely we have to show that T oroXi (OX , Inp ) = 0 for i > 0. Since
Inp ⊂ oX(nY ) and the quotient is in C˜f,p this follows from the compatibility of T or
with completion (see Theorem 5.5.10).
Lemma 7.2.13. All maps and compositions in diagram (6.34) are admissible.
Proof. The admissibility of (α, u) follows from lemma 7.2.9. The other com-
positions and maps we leave to the reader.
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8. The derived category of a non-commutative blowup
8.1. The formalism of semi-orthogonal decompositions. The material
in this section is taken from [14].
Let A be a triangulated category and let B, C be two strict full triangulated
subcategories of A. (B, C) is said to be a semi-orthogonal pair if HomA(B,C) = 0
for B ∈ B and C ∈ C. Define
B⊥ = {A ∈ A | ∀B ∈ B : HomA(B,A) = 0}
⊥C is defined similarly.
The following result is a slight variation of the statement of [14, Lemma 3.1].
Lemma 8.1.1. The following statements are equivalent for a semi-orthogonal
pair (B, C).
1. B and C generate A.
2. For every A ∈ A there exists a distinguished triangle B → A → C with
B ∈ B and C ∈ C.
3. C = B⊥ and the inclusion functor i∗ : B → A has a right adjoint i! : A → B.
4. B = ⊥C and the inclusion functor j∗ : C → A has a left adjoint j∗ : A → C
If one of these conditions holds then the triangles in 2. are unique up to unique
isomorphism. They are necessarily of the form
i!A→ A→ j∗A
where the maps are obtained by adjointness from the identity maps i!A → i!A and
j∗A→ j∗A. In particular triangles as in 2. are functorial.
Remark 8.1.2. The notations (i∗, i
!, j∗, j
∗) are purely symbolic and shouldn’t
be interpreted as direct and inverse images. In fact in the main application below
(Theorem 8.4.1) i∗ will be given by an inverse image!
If a pair (B, C) satisfies one of the conditions of the previous lemma then we
say that it is a semi-orthogonal decomposition of A. For further reference we note
the following diagram of arrows
C
j∗
→
←
j∗
A
i!
→
←
i∗
B(8.1)
In the following lemma we give some relations between these arrows.
Lemma 8.1.3. One has :
i!i∗ = idB
j∗j∗ = idC
j∗i∗ = 0
i!j∗ = 0
In the sequel we will slightly extend the meaning of the notion of semi-orthogonality.
Assume that we have functors
C j∗−→ A i∗←− B
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which are fully faithful. Assume furthermore that the essential images of B and C
in A are semi-orthogonal in A. Then, if no confusion can arise, we wil also call
(B, C) a semi-orthogonal pair in A. Similarly for a semi-orthogonal decomposition.
Semi-orthogonal decompositions can be constructed starting from a pair of
adjoint functors. For an arbitrary functor F : A → B between additive categories
let us define kerF as the full subcategory of A whose objects satisfy F (A) = 0.
Lemma 8.1.4. Assume that we have triangulated categories A,B and a pair of
adjoint functors i∗ : B → A, i! : A → B such that i!i∗ = idB. Then i∗ is an
embedding of B in A. The corresponding semi-orthogonal decomposition is given by
(B, ker i!).
8.2. Generalities. In this section the notations and hypotheses of Section 6
will be in force. Our aim is to give a non-commutative version of a well-known
theorem by Orlov [27] which relates D(X˜) to D(X). To this end we need the
adjoint functors Rα∗ and Lα
∗. In particular we need that X has enough acyclic
objects for α∗ (by lemma 7.1.1).
Therefore at this point we introduce an extra hypothesis which will always hold
in the applications.
Let us call an object L in mod(X) a line bundle around Y if the map L(−Y )→
L is injective and if L/L(−Y ) is a line bundle on Y . Note that OX itself is a line
bundle on Y . We denote the additive category of objects which are direct sums of
line bundles on Y by V .
Hypothesis (**). Every object in Mod(X) is a quotient of an object in V.
The following lemma is left to the reader.
Lemma 8.2.1. Assume E ∈ V.
1. T or oXi (E , oY ) = 0 for i 6= 0.
2. T or oXi (E , oq) = 0 for i 6= 0.
3. T or oXi (E ,D) = 0 for i 6= 0.
4. T or oXi (E ,DY ) = 0 for i 6= 0.
5. Liα
∗E = 0 for i 6= 0.
From this lemma together with Prop. 6.1.2 it is easy to see that − L⊗oXD, −
L⊗oX
DY , Rα∗ etc . . . can be defined in the usual way [19] by considering resolutions in
V .
For further reference we recall the following.
Lemma 8.2.2. Rα∗ and Lα
∗ have finite cohomological dimension and commute
with direct sums.
Proof. The fact that Rα∗ and Lα
∗ have finite cohomological dimension is
proved in Theorem 6.3.1.
Since Lα∗ is the left adjoint to Rα∗ it is clear that it is compatible with direct
sums. Hence let us concentrate on Rα∗. From the discussion in Section 3.8 it
follows that Rα∗ is equal to Rω(−)0 and furthermore for M ∈ Gr(D) there is a
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triangle
RτM Rω(πM)✲
M
 
 
 
 ✠ ❅
❅
❅
❅■
(8.2)
Thus it is sufficient to show that Rτ commutes with direct sums. According to
Proposition 3.8.4
τM = inj limHomD(D/D≥n,M)
According to Proposition 6.1.1, Inp is a coherent oX − oX bimodule §3 for all n.
Hence this holds also for D/D≥n. But then it is easy to see that D/D≥n is also
coherent as D−D-bimodule. Thus HomD(D/D≥n,−) commutes with direct sums
and hence so does τ . Now τ has finite cohomological dimension (by (8.2) this is
the same as α∗ having finite cohomological dimension). It is now easy to see that
the standard way of defining Rτ on D(X) [19] is compatible with direct sums.
8.3. Computation of some derived functors. We need the following propo-
sition.
Proposition 8.3.1. Let n ≥ −1.
1. Rα∗(OL(n)) = (D/mτpD)n,oX .
2. Assume that E ∈ V. Then Rα∗((α∗E)(n)) = E ⊗oX D˜n (cfr. (6.15)).
Proof. Since D satisfies χ (Theorem 6.2.2) it is clear that the proposition is
true for n≫ 0 (lemma 3.9.3). Our strategy will now be to use descending induction
on n. To this end it is convenient to treat the cases τp = p and τp 6= p separately.
In the first case L is divisor in X˜ isomorphic to P1 so we can use this. In the second
case p is smooth on Y (Thm 5.1.4) and so β : Y˜ → Y is an isomorphism. It follows
from this that a suitable analog of the proposition is trivially true for Y . We can
then lift this to X˜.
In the proof below we will write Eτp = E ⊗oX oτp and similarly EY = E ⊗oX oY .
Case 1. τp = p. By admissibility we have Rα∗OL(n) = Rγ∗OL(n) (where γ
is as in diagram (6.34)). Thus 1. follows easily from the corresponding result for
P
1.
For 2. we use the exact sequence obtained from (6.33)
0→ α∗(E(−Y ))(1)→ α∗E → α∗(Eτp)→ 0(8.3)
Since α∗(Eτp) is a direct sum of copies of OL we deduce from 1. that
Riα∗(α
∗(Eτp)) =
{
E ⊗oX (D/mpD)n if i = 0
0 otherwise
Assume that 2. is true for a certain n ≥ 0. Since the autoequivalence −⊗oX oX(Y )
is compatible with α∗ and α
∗ (p is a fixed point) 2. will also be true for this n if
we replace E by E(mY ) for arbitrary m.
Tensoring (8.3) with oX˜(n − 1) and applying the long exact sequence for Rα∗
yields Riα∗((α
∗E)(n− 1)) = 0 for i > 0 and for i = 0 we obtain an exact sequence
0→ E(−Y )⊗oX Dn → α∗(α∗(E)(n− 1))→ E ⊗oX (D/mpD)n → 0(8.4)
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On the other hand if we tensor the exact sequence (6.33) on the left with E and
take the part of degree n then we obtain an exact sequence
0→ E(−Y )⊗oX Dn → E ⊗oX Dn−1 → E ⊗oX (D/mpD)n → 0
Comparing with (8.4) using the five lemma completes the proof of the propo-
sition in the case τp = p.
Case 2. τp 6= p. Now p is smooth on Y (Thm. 8.4.1) and the map β : Y˜ → Y
is an isomorphism. From (6.16) we obtain an exact sequence
0→ α∗(E)(−1)→ α∗(E)→ β∗(EY )→ 0(8.5)
By admissibility Riα∗((β
∗EY )(n)) = Riβ∗((β∗EY )(n)). For n ≥ 0 we have
Riβ∗((β
∗EY )(n)) =
{
EY ⊗oY DY,n if i = 0
0 if i > 0
The case i = 0 follows from (6.21). The case i > 0 follows from the fact that β is
an isomorphism.
Assume that 2. is true for a certain n. Tensor (8.5) with oX˜(n) and apply Rα∗.
We obtain Riα∗((α
∗E)(n− 1)) = 0 for i ≥ 2 and an exact sequence
0→ α∗((α∗E)(n− 1))→ E ⊗oX Dn → E ⊗oX DY,n → R1α∗((α∗E)(n− 1))→ 0
(8.6)
Tensoring (6.16) on the left with E and taking the part of degree n yields an exact
sequence
0→ E ⊗oX Dn−1 → E ⊗oX Dn → E ⊗oX DY,n →
Comparing with (8.6) using the five lemma yields 2. in this case.
To prove 1. we twist the exact sequence (8.3) by oX˜(n) and put E = OX .
Applying Rα∗ then yields what we want.
Proposition 8.3.2. Assume that q ∈ Y . If q 6= τp then Lα∗Oq = Oq′ with q′
such that β(q′) = q (such a q′ is unique!).
For q = τp we have
Liα∗Oτp =


OL if i = 0
OL(−1) if i = 1
0 otherwise
Proof. If q 6∈ Oτ (p) then the result is an easy excercise, for example using
the fact that In ⊂ oX(nY ) with quotient in C˜f,p (see Prop. 6.1.1). Hence assume
q ∈ Oτ (p). We have by lemma 3.10.2
Liα∗Oq = π T or ioX (Oq,D)
Now T or ioX (Oq,D) ∈ Cp(D) by Propositions 6.1.1 and 6.1.2. Since “T or” is com-
patible with completion (Theorem 5.5.10) it suffices to compute ToriCp(Oˆq, Dˆ). This
is a mildly tedious calculation which we leave to the reader. One way to proceed is
to use Proposition 5.2.2 to construct a projective resolution of Oˆq of length 2 over
Cp.
Lemma 8.3.3. 1. HomoX˜ (OL,−) has finite cohomological dimension.
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2. The functor RHomoX˜ (OL,−) is defined on D(X˜). For M ∈ D(X) there is
a triangle
Oτp ⊗k RHomD(X˜)(OL,M) Rα∗M✲
Rα∗(M(−1))(Y )
 
 
 
 ✠ ❅
❅
❅
❅■
(8.7)
3. RHom(OL,−) commutes with direct sums on D(X).
4. RHom(OL,OL) = k.
Proof. 1. Assume that E is an injective object in Mod(X˜). We have
Oτp ⊗k HomoX˜ (OL, E) = HomGr(D)(D/mτpD, ωE)
Now we use the exact sequence (6.33). From exactness of π it follows that ωE
is injective. Furthermore assume that T is a right bounded oX −D-module.
Then adjointness yields that HomoX (−,HomD(T , ωE)) vanishes. Thus we
deduce that HomD(−, ωE)) is zero on right bounded oX − D-bimodules.
Hence we obtain from (6.33) an exact sequence in Mod(X).
0→ HomGr(D)(D/mτpD, ωE)→ (ωE)0 → (ωE)−1(Y )→ 0
Which can be rewritten as
0→ Oτp ⊗k HomoX˜ (OL, E)→ α∗E → α∗(E(−1))(Y )→ 0(8.8)
The fact that α∗ has finite cohomogical dimension by 6.3.1 yields what we
want.
2. The fact that RHomoX˜ (OL,−) is defined on the whole of D(X) follows
from 1. using [19]. Now since α∗ also has finite cohomological dimension,
every object in Mod(X˜) has a resolution by objects which are acyclic for
both α∗ and HomoX˜ (OL,−) (using the methods of [19]). If F is acyclic for
HomoX˜ (OL,−) then it is clear there will be a short exact sequence as in
(8.8) with E replaced by F . By considering resolutions with such acyclic
objects one finds the triangle (8.7).
3. This follows from 1. together with the construction of HomoX˜ (OL,−) by
acyclic resolutions.
4. This follows from substituting M = OL in the triangle (8.7) and using
Proposition 8.3.1.
The following result is well-known.
Lemma 8.3.4. Let A be an abelian category. Let X ∈ D∗(A) with ∗ = +,− be
an object such that Exti(Hj(X), Hj+1−i(X)) = 0 for i ≥ 2 and for all j. Then X is
isomorphic to the direct sum of its homology groups. The same is true for X ∈ D(A)
if in addition A satisfies AB4, has enough injectives and Hom(Hj(X),−) has finite
cohomological dimension for all j.
Proof. Assume first that X ∈ D+(A). Write H(X) = ⊕Hi(X)[−i]. Note
that H(X) is the category theoretic direct sum of the Hi(X)[−i] in D+(A). We
want to construct a quasi-isomorphism H(X) → X . To this end it is sufficient to
construct maps Hi(X)[−i]→ X which induce isomorphisms on the i’t cohomology.
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Since τ≤iX → X induces an isomorphism on Hi, it is clearly sufficient to show that
the canonical map τ≤iX → Hi(X)[−i] splits. From the triangle
τ≤i−1X → τ≤iX → Hi(X)[−i]→
we find that we have to show that
Hom(Hi(X)[−i], τ≤i−1X [1]) = 0(8.9)
Now τ≤i−1X is a bounded complex and hence (8.9) follows easily by induction from
the hypotheses.
The case X ∈ D−(A) is similar. Now assume X ∈ D(A). In this case there
are two possible problems with the above reasoning.
1. ⊕iHi(X)[−i] is perhaps no longer the direct sum of the Hi(X)[−i] in D(A).
2. τ≤i−1X is now an unbounded complex so we can no longer verify (8.9) by
induction.
The first difficulty is resolved if we assume that A satisfies AB4 [12]. For the
second difficulty we have to show that Hom(Hi(X),−) is zero on D(A)≤−N for
N ≫ 0. Now according to [19, Thm 5.1, Cor. 5.3], if A has enough injec-
tives and Hom(Hi(X),−) has finite cohomological dimension then we can compute
Hom(Hi(X),−) = H0(RHom(Hi(X),−)) by acyclic resolutions. It follows easily
that if cdHom(Hi(X),−) = t then an object in D(A)≤−N can be represented by
an acyclic complex which is non-zero only in degree ≤ −N + t. Hence it suffices to
take N > t.
Remark 8.3.5. The reader may verify that the statement about D(A) in the
previous lemma is also true under the hypotheses AB4 and AB4∗. This is more
elegant, but less useful in practice.
Corollary 8.3.6. Let N be the additive subcategory of Mod(X˜) whose objects
are direct sums of copies of OL(−1). Then N is a thick subcategory (closed under
extensions). Furthermore the map
D(k)
−⊗OL(−1)−−−−−−−→ DN (Mod(X))
is an equivalence.
Proof. This follows from lemma 8.3.4 together with lemma 8.3.3.
8.4. The main theorem. We prove the following Theorem 8.4.1. This is a
non-commutative version of a theorem by Orlov [27]. Our proof is slightly different.
Theorem 8.4.1. There is a semi-orthogonal decomposition of D(X˜) given by
(D(X), D(k)). The diagram corresponding to (8.1) is as follows
D(k)
✲−⊗k OL(−1)
✛
F
D(X˜)
✲Rα∗
✛
Lα∗
D(X)(8.10)
where F is the left adjoint to − ⊗k OL(−1) (whose existence follows by lemma
8.1.1).
In (8.10) we may replace D by D∗ where ∗ = ∅,+,−, b. Furthermore we may
also replace D∗ everywhere by D∗f . On D
−
f (X˜), F is given by RHom(−,OL(−1))∗.
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Proof. Step 1. Rα∗Lα
∗ = id. Since the objects in V are acyclic for α∗,
this follows from Proposition 8.3.1.2 on D−(X).
The general case is then routine. If F ∈ D(X) then we have to show that
the adjunction mapping F → Rα∗Lα∗F is a quasi-isomorphism, that is Hi(F)→
Hi(Rα∗Lα
∗F) should be an isomorphism for all i. Since α∗, α∗ have finite coho-
mological dimension, we can test this (for a fixed i) by replacing F by some τ≤NF
for N ≫ 0. But then F ∈ D−(X) and this case was already covered.
Step 2. The composition of = − ⊗k OL(−1) and Rα∗ is zero. This follows
from the fact that Rα∗ commutes with direct sums (lemma 8.2.2) together with
Rα∗OL(−1) = 0, which was proved in Proposition 8.3.1.
Step 3. At this point D(k) and D(X) form a semi-orthogonal pair in D(X˜).
To show that they form a semi-orthogonal decomposition we invoke lemma 8.1.4.
Thus we have to prove that kerRα∗ = D(k). We prove first kerRα∗ = DN (X˜) (N
as in Cor. 8.3.6). Then by Corollary 8.3.6 we find DN (X˜) = D(k).
We claim first that
kerRα∗ ⊂ Dα−1(Cp)(X˜)
To prove this assume that Rα∗M = 0. From the spectral sequence
Rpα∗H
q(M)→ Rp+qα∗M
we obtain short exact sequences
0→ R1α∗Hi−1(M)→ Riα∗M→ R0α∗Hi(M)→ 0
We conclude that for all i one has α∗H
i(M) = 0, whence by Proposition 6.5.2
M∈ Dα−1(Cp)(X˜).
Step 4. If φ :M→N is a map in D(X˜) then we denote by cone(φ) the cone
of the triangle with base φ. cone(φ) is unique up to non-unique isomorphism.
We claim
kerRα∗ = {cone(Lα∗Rα∗M→M) | M ∈ Dα−1(Cp)(X˜)}(8.11)
Since Rα∗Lα
∗ = id it is clear that RHS(8.11) ⊂ LHS(8.11). The opposite inclu-
sion is obvious since if Rα∗M = 0 then according to Step 3 : M ∈ Dα−1(Cp)(X˜).
Hence M = cone(Lα∗Rα∗M→M) ∈ RHS (8.11).
Step 5. The formation of cone(Lα∗Rα∗M→M) is functorial and compatible
with shifts and triangles.
According to lemma 8.1.4, we have a semi-orthogonal decomposition of D(X˜)
given by (kerRα∗, D(X)). Since in the triangle
Lα∗Rα∗M M✲
C
 
 
 
 ✠ ❅
❅
❅
❅■
Lα∗Rα∗M lies in the essential image of D(X) and C ∈ kerRα∗ the good behaviour
of cone(Lα∗Rα∗M→M) is a consequence of lemma 8.1.1.
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Step 6. According to Step 4 we have to show that if M ∈ Dα−1(Cp)(X˜) then
cone(Lα∗Rα∗M→M) ∈ DN (X˜). That is
Hi(cone(Lα∗Rα∗M→M)) ∈ N(8.12)
Now since Lα∗, Rα∗ have finite cohomological dimension the truth of (8.12) will
not be influenced by the cohomology ofM in high degree. Hence to verify (8.12) we
may replaceM by a suitable τ≤aτ≥bM, that is, by a bounded complex. According
to Step 5 and induction we may then assume that M ∈ α−1(Cp).
Now (8.12) is a statement about homology of complexes, and it is easy to see
that this homology is compatible with direct limits, when M ∈ Mod(X˜). Hence
we may assume that M ∈ α−1(Cp) ∩mod(X˜).
Now from lemma 8.4.2 below it will follow that we may in fact assumeM = OL,
OL(−1) or Oq with q ∈ β−1(Oτ (p)) \ β−1(τp). The last two cases are trivial since
by Propositions 8.3.1 and 8.3.2 we find that Lα∗Rα∗M =M.
Hence assume M = OL. Thus we have to compute
cone(Lα∗Rα∗OL → OL) = cone(Lα∗Oτp → OL)(8.13)
Since by Proposition 8.3.2 and α∗Oτp = OL, and α∗ has cohomological dimen-
sion one we find that, up to shift, (8.13) is equal to L1α
∗Oτp, which according to
Proposition 8.3.2 is equal to OL(−1).
Step 7. Odd and ends. First of all since Rα∗ and Lα
∗ have finite cohomolog-
ical dimension and preserve coherent objects (by Theorem 6.3.1), it is clear that
the above reasoning may be repeated for D∗ and for D∗f with ∗ = φ,+,−, b.
To show that F onD−f (X˜) is equal to RHom(−,OL(−1))∗ we have to show that
this functor is well-defined and is a left adjoint to −⊗OL(−1). A quick verification
shows that we have to check that mod(X˜) contains enough objects F such that the
homology of RHomoX (F ,OL(−1)) is finite dimensional and concentrated in degree
zero.
For F we take objects of the form α∗(E)(−n − 1) with n ∈ N and E ∈ V ∩
mod(X). It is easy to see that there are enough of those. We compute
RHomoX˜ (α
∗(E)(−n− 1),OL(−1)) = RHomoX (E , Rα∗(OL(n)))
= RHomoX (E , (D/mτpD)n,oX )
It now follows for example from Proposition 5.1.2 that the homology of the last line
of the previous equation has the properties we want.
Lemma 8.4.2. α−1(Cp) ∩mod(X˜) is the smallest subcategory of Mod(X˜) con-
taining OL(−1), OL and Oq with q ∈ β−1(Oτ (p)) \ β−1(τp), and which is closed
under
1. extensions;
2. kernels of surjective maps;
3. cokernels of injective maps.
Proof. By Corollary 6.7.4 every object in α−1(Cp) ∩mod(X˜) is an extension
of objects in Mod(L) ∩mod(X˜) = mod(L). Hence we have to verify the statement
for mod(L). But then we may as well verify the corresponding statement for S.
This is a routine exercise, which we leave to the reader.
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Corollary 8.4.3. IfMod(X) has finite injective dimension then so doesMod(X˜).
Proof. Assume that Mod(X) has finite injective dimension. We have to show
that there exists an N such that HomD(X˜)(M,N ) = 0 for all M ∈ Db≥N(X˜) and
N ∈ Db≤0(X˜).
For an arbitrary morphism φ : M → N we have a commutative diagram of
triangles
Lα∗Rα∗M −−−−→ M −−−−→ FM⊗k OL(−1) −−−−→
Lα∗Rα∗(φ)
y φy Fφ⊗kOL(−1)y
Lα∗Rα∗N −−−−→ N −−−−→ FN ⊗k OL(−1) −−−−→
Since Lα∗ is fully faithful and Mod(X) has finite injective dimension we find that
Lα∗Rα∗(φ) = 0 if N is large enough. Similarly D
b(k) is a semi-simple category
and hence Fφ = 0 if N is large enough. This then implies that φ is in fact obtained
from a map θ : FM⊗k OL(−1) → Lα∗Rα∗N . However by lemma 8.3.3 we find
that HomD(X˜)(OL,−) has finite cohomological dimension. Hence by making N
even larger if necessary we also find that θ = 0. This finishes the proof.
9. Some results on graded algebras and their sections
9.1. Generalities. In this section γ : X → Spec k will be a noetherian quasi-
scheme over k which is proper (see Def. 3.9.4). As usual we put OX = γ∗k.
We will also assume that OX is noetherian. By adjointness we have γ∗M =
HomMod(X)(OX ,M) = Γ(X,M). Similarly for the derived functors. Hence the
properness of X simply means that if M ∈ mod(X) then Hi(X,M) is a finite
dimensional k-vector space for all i. The fact that OX is noetherian implies that
Hi(X,−) commutes with direct limits.
Assume that E is a noetherian N-graded algebra on X and let E = Γ(X, E) (cfr
§3.6). Then (E)oX is an E − E-bimodule, in the obvious sense. It is clear that we
have adjoint functors
−⊗E EoX : Gr(E)→ Gr(E)
Γ(X,−) : Gr(E)→ Gr(E)(9.1)
Our aim will be to relate QGr(E) to QGr(E). To this end we introduce the following
definition.
Definition 9.1.1. E is ample if for every object M in mod(X) we have for
n ≫ 0 that M⊗oX En is generated by global sections and Hi(X,M⊗oX En) = 0
for i > 0.
The following proposition was essentially proved in [9, 33] (see [33, Thm 5.2])
under more restrictive hypotheses.
Proposition 9.1.2. Let E be as above and assume that Γ(X,−) has finite co-
homological dimension. If E is ample then E is noetherian. The functors in (9.1)
send gr(E) to gr(E) and vice-versa. Furthermore these functors define inverse equiv-
alences between QGr(E) and QGr(E).
Unfortunately ampleness of E is too strong for the applications we have in mind.
However we will show that under some extra conditions the functors (9.1) may still
be well behaved, even if E is non-ample.
We introduce the following hypotheses.
NON-COMMUTATIVE BLOWING UP 99
Hypothesis (***). Γ(X,−) has finite cohomolical dimension and furthermore
there is an injective graded E-bimodule map t : E(−1) → E such that E/ im t is
ample. Furthermore the induced map EoX (−1)→ EoX is injective.
Taking global sections yields a regular central element of E in degree one which
we also denote by t. We write E¯ = E/ im t. If N ∈ Gr(E) then t defines a map
N (−1) → N in Gr(E). We put N¯ = N/ im t. We say that N is annihilated by
t if t : N (−1) → N is the zero map. We say that N is t-torsion if N is a union
of objects which are each annihilated by some tn (n variable). We say that N is
t-torsion free if t is injective. Similar conventions apply to QGr(E), Gr(E) and
Qgr(E).
Proposition 9.1.3. Let N ∈ gr(E). Then
1. Multiplication by t on Hi(X,N ) is an automorphism in high degree when
i > 0.
2. The complex
Γ(X,N (−1)) t−→ Γ(X,N )→ Γ(X, N¯ )→ 0
is exact in high degree.
3. Hi(X,N ) is finitely generated for all i.
Furthermore we also have
4. TorEi (−, E) sends Tors(E) to Tors(E) for all i.
5. E is noetherian.
Proof. 1.,2. Using the appropriate long exact sequences it follows that it is
sufficient to prove this in the case that N is annihilated by t and in the case
that N is t-torsion free.
In the first case we have that N = N¯ and furthermore, for i > 0,
Hi(X, N¯ ) is right bounded (by ampleness of E¯). Hence 1.,2. are trivially
true in this case.
Let us consider the second case. We apply the long exact sequence for
Γ(X,−) to
0→ N (−1)→ N → N¯ → 0
Since Hi(X, N¯ ) is right bounded, we immediately obtain the statement
about Hi(X,N ) for i > 1. So let us assume i ≤ 1. For n ≫ 0 we have
an exact sequence
0→ Γ(X,Nn−1) t−→ Γ(X,Nn)→ Γ(N¯n)→ H1(X,Nn−1) t−→ H1(X,Nn)→ 0
So dimH1(X,Nn) is descending and hence must eventually become con-
stant. Thus t : H1(X,Nn−1) → H1(X,Nn) is an isomorphism for n ≫ 0.
This proves 1.,2. for i = 0, 1.
3. In view of 1., the only non-trivial case is i = 0. By Proposition 9.1.2 Γ(X, N¯ )
is finitely generated. Since according to 2., Γ(X,N ) has finite colength in
Γ(X, N¯ ) we find that Γ(X,N ) is finitely generated. Hence by the graded
version of Nakayama’s lemma, Γ(X,N ) is also finitely generated.
4. Since Tor is compatible with direct limits we may prove the correspond-
ing statement for “tors”. Furthermore, using the appropriate long exact
sequences, it follows that it is sufficient to prove that TorEi (V, E) is right
bounded for a finite dimensional E0-module V (considered as E-module).
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Since V is annihilated by t, we have as usual
TorEi (V, E) = TorE¯i (V, E¯)(9.2)
Put E¯′ = Γ(X, E¯). According to 2., applied to EoX we find that the map
E¯′ → E¯ is injective and has finite dimensional cokernel. Hence by [5, Prop.
2.5] and Proposition 9.1.2 one has QGr(E¯′) = QGr(E¯) = QGr(E¯). The
functor realizing this equivalence is given by − ⊗E¯′ E¯ . Hence this is in
particular an exact functor. Now to compute the righthand side of (9.2) we
take a free resolution of V . Since the grading on V is right bounded this free
resolution is an exact sequence in QGr(E¯′). Hence it remains exact after
applying −⊗E¯′ E¯ . In this way we obtain that TorEi (V, E) ∈ Tors(E) for all i.
5. By Proposition 9.1.2 it follows that E¯′ is noetherian. Since the map E¯ → E¯′
is injective and has finite dimensional cokernel, we deduce that E¯ is also
noetherian. Whence, by a Hilbert-type argument, E is noetherian.
For use below we write W = ProjE , T = Proj E¯ , V = ProjE, S = Proj E¯. It
follows that S, T are S divisors in W,V .
As usual, we will denote the quotient functors Gr(E) → QGr(E), Gr(E) →
QGr(E) by π.
Proposition 9.1.4. The functors
δ∗ :Mod(V )→ Mod(W ) : πM 7→ π(M ⊗E E)
δ∗ :Mod(W )→ Mod(V ) : πN 7→ πΓ(X,N)
are well defined and form an adjoint pair.
In particular (δ∗, δ∗) defines an morphism of quasi-schemes
δ :W → V
δ fits in a commutative diagram of quasi-schemes
T
j−−−−→ W
δ
y δy
S
i−−−−→ V
(9.3)
Here i, j are the inclusion mappings. δ : T → S is an isomorphism. IfM∈ Mod(T )
then we have
δ∗(M⊗oT NT/W ) = δ∗(M)⊗oS NS/V(9.4)
Thus the normal bundles on T and S correspond to each other under the isomor-
phism δ.
Proof. It is obvious that δ∗ is well-defined. The fact that δ
∗ is well-defined
follows easily from Proposition 9.1.3.4.
We now show that δ∗, δ
∗ are adjoint functors. This means that we have to
construct a natural isomorphism between
HomQGr(E)(M, δ∗N )
and
HomQGr(E)(δ
∗M,N )
where M = πM , N = πN .
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By taking a presentation of M we reduce to M = E. We have
HomQGr(E)(E, δ∗N ) = lim−→
n
HomGr(E)(E≥n,Γ(X,N))
= lim−→
n
HomGr(E)(E≥n ⊗E EoX , N)
and we have to show that this is equal to
lim−→
n
HomGr(E)((EoX )≥n, N)
Put
Kn = ker(E≥n ⊗E EoX → (EoX )≥n)
Cn = coker(E≥n ⊗E EoX → (EoX )≥n)
It is now sufficient to show that Kn, Cn are torsion inverse systems. That is for all
n there exists an m such that the maps Kn+m → Kn, Cn+m → Cn are zero.
Tensoring the exact sequence
0→ E≥n → E → E/E≥n → 0
with EoX and restricting to degrees ≥ n yields that
Kn = Tor
E
1 (E/E≥n, EoX )
Cn = (E/E≥n ⊗E EoX )≥n
In particular it follows from Proposition 9.1.3.4 that Kn, Cn are right bounded.
Furthermore it is clear that Cn is zero in degrees < n, and by considering a minimal
free resolution of E/E≥n we see that the same holds for Kn. It now follows clearly
that Kn, Cn are torsion inverse systems.
That (9.3) is a commutative diagram is obvious and the fact that δ : T → S is
an isomorphism is simply the ampleness of E¯ .
The identity (9.4) is just a special case of the fact that δ∗ commutes with
shift.
From Proposition 9.1.3 one easily deduces that the shifts of πE are acyclic for δ∗
(in the sense of [19]). There are clearly enough of those, so Lδ∗ exists.
It is easy to verify the following formulas
Riδ∗πN = πH
i(X,N)
Liδ
∗πM = πTorEi (M, E)
(9.5)
Lemma 9.1.5. Rδ∗ sends D
+
f (W ) to D
+
f (V ) and Lδ
∗ sends D−f (V ) to D
−
f (W ).
Proof. The statement about Lδ∗ follows from the fact that E and E are
noetherian. The statement about Rδ∗ follows from Proposition 9.1.3.3.
Thus in particular δ is proper in the sense of Definition 3.9.4.
The following is also easy.
Proposition 9.1.6. If N ∈ TorsT (W ) then Riδ∗N = 0 for i > 0. Similary if
M∈ TorsS(V ) then Liδ∗M = 0 for i > 0. Finally δ∗, δ∗ define inverse equivalences
between TorsT (W ) and TorsS(V ) (see §3.7 for notation).
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Proof. Since all functors involved commute with direct limits we may assume
that M, N are coherent. The first two statements are easily seen to be true for
objects annihilated by t. The general case follows from this by considering the
appropriate long exact sequences.
In particular we obtain that δ∗ and δ
∗ are exact. We now have to show that the
adjunction morphisms are isomorphisms on coherent objects. Again this is true for
objects annihilated by t by the hypotheses on E¯ . The general case now follows by
filtering objects in such a way that the associated graded quotients are annihilated
by t.
The following proposition will be true in all our applications for trivial reasons.
However it may be interesting to note that one can prove it in this generality.
Proposition 9.1.7. Mod(W ) has enough T -torsion free objects. In particular
Lj∗ is defined.
Proof. It suffices to show that every object in mod(W ) is a quotient of a
T -torsion free one. Let M = πM where M ∈ gr E . With an argument as in the
proof of lemma 3.7.3 one finds a M0 ⊂ M which is t-torsion free such that M/M0
is t-torsion. Assume tn(M/M0) = 0 and consider the following diagram with exact
rows.
0 −−−−→ M0 −−−−→ M −−−−→ M/M0 −−−−→ 0y y ∥∥∥
0 −−−−→ M0/tnM0 −−−−→ M/tnM −−−−→ M/M0 −−−−→ 0
(9.6)
According to Propositin 9.1.3,
Γ(X,M)→ Γ(X,M/tnM)(9.7)
is surjective in high degree. Hence there exists a surjective map E(−a)b → Γ(X,M)
for certain a, b such that the composition with (9.7) has finite cokernel.
Tensoring with EoX and composing with Γ(X,M)⊗EEoX →M we obtain a map
EoX (−a)b → M such that the composition with M → M/tnM has right bounded
cokernel (using Propositions 9.1.3.4 and 9.1.6). Applying π to the induced map
M0 ⊕ EoX (−a)b →M together with (9.6) yields what we want.
Proposition 9.1.8. All maps and compositions in (9.3) are admissible. Fur-
thermore one has the following identities.
i∗δ∗ = δ∗j
∗(9.8)
i!δ∗ = δ∗j
!(9.9)
Ri!Rδ∗ = Rδ∗Rj
!(9.10)
Li∗Rδ∗ = Rδ∗Lj
∗(9.11)
Proof. Checking admissibility is routine using the explicit formulas (9.5). We
leave this to the reader.
To verify the compatibility i∗δ∗ = δ∗j
∗ we may work in mod(X) (since ev-
erything is compatible with direct limits). But then it is just a reformulation of
Proposition 9.1.3.2.
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The other compatibility i!δ∗ = δ∗j
! involves only left exact functors, so it may
be verified on injectives. Let F ∈Mod(W ) be such an injective. We have an exact
sequence
0→ j!F → F → F (T )→ 0
Now j!F ∈ TorsT (W ) hence R1δ∗j!F = 0. Therefore we obtain an exact sequence
0→ δ∗j!F → δ∗F → δ∗(F (T ))→ 0(9.12)
Now δ∗ is compatible with shift. That is δ∗(F (T )) = (δ∗F )(S). Since we also have
an exact sequence
0→ i!δ∗F → δ∗F → (δ∗F )(S)(9.13)
we are through.
(9.10) follows from (9.9) provided we show for every injective E ∈ Mod(X)
that j!E is acyclic for δ∗ and that δ∗E is acyclic for i
!.
The statement about j!E is clear since j!E is supported on T . The statement
of δ∗E follows from the right exactness of (9.13). However (9.13) is the same as
(9.12) and the latter is right exact. This shows what we want.
(9.11) follows from (9.10) using (7.2).
In the next few paragraphs we investigate to what extent the map δ : W → V
is an isomorphism.
Theorem 9.1.9. 1. IsoS(V ) and IsoT (W ) are mapped to each other under
(δ∗, δ∗).
2. Riδ∗ sends Mod(W ) to IsoS(V ) for i > 0.
3. Liδ
∗ sends Mod(V ) to IsoT (W ) for i > 0.
4. (δ∗, δ∗) define inverse equivalences betweenMod(W )/ IsoT (W ) andMod(V )/ IsoS(V ).
Proof. 1. This is clear by functoriality.
2. This is precisely 1. of Proposition 9.1.3.
3. We may assume that M is coherent. Furthermore by considering the ap-
propriate long exact sequence it suffices to consider the cases where M is
t-torsion and where M is t-torsion free.
If M is t-torsion then Liδ∗M = 0 for i > 0 by Proposition 9.1.6 so the
result is true. Hence assume that M is t-torsion free. Then the long exact
sequence for δ∗ applied to
0→M(−1)→M→ M¯ → 0
yields that t is an isomorphism between Liδ
∗M(−1) and Liδ∗M for i > 0,
proving 3. in this case also.
4. We have to show that the adjunction mappings are isomorphisms. We al-
ready know that δ∗, δ
∗ are exact functors between Mod(W )/ IsoT (W ) and
Mod(V )/ IsoS(V ) commuting with direct limits. Hence it suffices to show
that the adjunction mappings are isomorphisms for objects annihilated by t
and for objects which are t-torsion free.
The case of objects annihilated by t is already covered by Proposition
9.1.6, so we concentrate on t-torsion free objects.
First assume that N ∈ mod(W ) is a t-torsion free object. We have an
exact sequence
0→ N (−1)→ N → N¯ → 0(9.14)
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Working modulo isoW (T ) this yields an exact sequence
0→ δ∗δ∗N (−1)→ δ∗δ∗N → δ∗δ∗N¯ → 0(9.15)
Now by Proposition 9.1.6 we already know that δ∗δ∗N¯ = N¯ . Combining
(9.14) and (9.15) using the snake lemma now yields what we want.
The proof that the other adjunction mapping is an isomorphism is en-
tirely similar.
9.2. The case of a blowing up. Now we let X,Y, p be as in §5. Furthermore
we also assume that X/k is proper.
Up to now we have developed everything without assuming projectivity. How-
ever in this section we throw in the towel and we introduce the following hypothesis.
Hypothesis (****). p is a smooth point on Y . oX(Y ) is ample on X and the
invertible oY -bimodule IY is ample on Y .
The fact that X has an ample invertible bimodule means in particular that
Hypothesis (**) is satisfied. Furthermore it is also easy to check that under the
hypotheses one has cdΓ(X,−) ≤ 2. This is part of Hypothesis (***).
The smoothness of Y in p implies that Y˜ → Y is an isomorphism (see Theorem
6.3.1). Also because of smoothness, we have by (6.16) an injective map t : D(−1)→
D such that D¯ = D/ im t is equal to DY in degree ≥ 1. By lemma 8.2.1 it is also
clear that t remains injective after applying the functor (−)oX .
Since IY is ample on Y we find that DY and hence D¯ is ample. Thus Hypothesis
(***) holds and hence the material in §9.1 applies to the current situation. Let D,
DY be the global sections of D and DY respectively and put V = ProjD. We now
have a commutative diagram of k-quasi-schemes
X X˜✛ α V
✲
δ
Y
i
 
 
 
 ✠ ❄
i i
❅
❅
❅
❅❘
(9.16)
where the arrows marked i are divisors. All maps and compositions of maps in
this diagram are admissible by lemma 7.2.12, Proposition 9.1.8 and lemma 7.2.4.
Further properties of δ maybe deduced from §9.1. We define OM = δ∗OL and we
will refer to OM as the exceptional curve in V .
Since we are in a specific situation here, we can of course prove stronger results
than those in §9.1. First of all note that we have the following.
Proposition 9.2.1. D satisfies χ [5, Def. 3.7].
Proof. Denote the global sections of DY by DY . Since IY is ample, DY
satisfies χ [5]. Furthermore, by Proposition 9.1.3.2 the injective map D¯ → DY has
finite cokernel. Hence by [5, Lemma 8.2], D¯ will also satisfy χ. Then we can apply
[5, Thm 8.8] to obtain that D also satisfies χ.
We also have the following important result.
Proposition 9.2.2. The cohomological dimension of δ∗ is less than or equal
to one. Furthermore if N ∈ gr(D) then R1δ∗N is a finite extension of quotients of
OM .
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Proof. Let N ∈ gr(D). By taking a resolution of N we see that it is sufficient
to treat the caseN =M⊗oXD whereM ∈ mod(X). Now define E = ⊕n≥0oX(nY ).
It is easy to see that D embeds in E as graded D-bimodule. Put N ′ =M⊗oX E . Let
K, I, C be respectively the kernel, image and cokernel of the induced map N → N ′.
Thus we have exact sequences
0→ K → N → I → 0
0→ I → N ′ → C → 0
It immediately follows from Theorem 5.5.10 that K,C are in Cp(D). Hence from
(9.5) it follows that Riδ∗πK = R
iδ∗πC = 0 for i > 0. Since oX(Y ) is ample it also
follows from (9.5) that Riδ∗πN ′ = 0 for i > 0. Plugging this in the above exact
sequences we find that Riδ∗πN = 0 for i > 1 and also that R1δ∗πN is a quotient
of δ∗πC.
Now C itself is not necessarily coherent, but it is a union of Ci which are
coherent. Since δ∗ is compatible with direct limits we deduce that R
1δ∗πN is a
quotient of some δ∗πCi. From lemma 6.7.3 it follows that πCi has a finite filtration
whose associated graded quotients are quotients of OL(t). It then follows that δ∗Ci
has a finite filtration whose associated graded quotients are quotients of OM (t).
Since these quotients are in isoY (V ) they are invariant under shifting. Hence they
are also quotients of OM . The result now follows for R1δ∗πN .
The hypotheses for the following proposition will hold in our applications.
Proposition 9.2.3. Assume that in addition to Hypotheses (****) we have
RΓ(X,OX) = k, H1(Y, InY,p) = 0 for all n and Γ(Y,OY ) = k. Then
1. RΓ(X,DoX ) = D.
2. There is an exact sequence
0→ D(−1) t−→ D → DY → 0
3. Rδ∗Lδ
∗ = id on D−(V ).
4. RΓ(X˜,OX˜) = k
5. RΓ(V,OV ) = k.
Proof. 1.,2. We have D0 = OX and furthermore by (6.16) there are exact
sequences for n ≥ 1
0→ Dn−1 → Dn → InY,p → 0
Looking at the corresponding long exact sequence for Γ(X,−) yields what
we want by induction.
3. This follows from 1. since Lδ∗ can be computed by free resolutions. Note
that Rδ∗ is defined on D
−(X˜) since according to Proposition 9.2.2, δ∗ has
finite cohomological dimension.
4. We have
RΓ(X˜,OX˜) = RΓ(X,Rα∗OX˜) (admissibility)
= RΓ(X,OX) (Proposition 8.3.1.2).
= k (by hypothesis)
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5. We have
RΓ(V,OV ) = RΓ(V,Rδ∗OX˜) (by 1.)
= RΓ(X˜,OX˜) (admissibility)
= k (by 4.)
10. Quantum plane geometry
In this section we fix a “triple” (Y, σ,L) with Y a smooth elliptic curve of degree
three in P2, σ ∈ Aut(Y ) a translation and L = i∗OP2(1) where i : Y → P2 denotes
the inclusion.
We let A = A(Y, σ,L) be the regular algebra associated to this triple [7] and we
put X = ProjA. Since A has the Hilbert series of a three dimensional polynomial
algebra it is customary to view X as a non-commutative P2.
A contains a central element g in degree three (determined up to a scalar) such
that Y = ProjA/gA [7, 8, 9]. Clearly Y ⊂ X is a divisor and so the theory of the
previous sections applies to it.
Since X = ProjA, Mod(X) carries a canonical shift functor which we denote
byM 7→M(1). The corresponding invertible bimodule is denoted by oX(1). Thus
oX(Y ) = oX(1)
⊗3 not.= oX(3). The oY bimodule oY (1) is defined similarly. By
construction we have oY (1) = Lσ.
In addition we use the functors ω, π, −˜ which were defined in §3.8.
10.1. Multiplicities of some objects. If F ∈ mod(X) then Γ(X,F) is finite
dimensional. We denote by AnnOX F the kernel of the map OX → Γ(X,F)∗ ⊗k F
which is obtained from the map Γ(X,F) ⊗k OX → F . By using the exactness
properties of the completion functor (§5) it follows easily that if F ∈ Cf (cfr §5)
then we have
length(OX/AnnOX F) = ⊕p∈Y/〈τ〉 dimk(Cp/AnnCp(Fˆp))(10.1)
Let F ∈ transY (X) and let p ∈ Y . Then we define numbers tp,n for n ≥ 1 by
Tp(F) = ⊕n≥1OY,p/mtp,nY,p (note that to simplify the notation we have dropped the
completion sign). We consider (tp,n)n as a partition of the length of Tp(F) and we
let (rp,n(M))n stand for the conjugate partition. In the sequel we will consider the
(p, n) as the points which are infinitely near to p. The numbers rp,n(M) should be
viewed as the multiplicities of those infinitely near points. We identify (p, 1) with
p.
If M ∈ mod(X) then M = πM for some finitely generated A-module M .
As usual [8] we have dimMn = (e/d!)n
d + f(n) for n ≫ 0 where d and e are
respectively the Gelfand-Kirillov dimension and the multiplicity of M and where
f(n) is a polynomial of degree < d. We write d(M) = d− 1 and e(M) = e.
We conjecture the following (cfr [20, Cor 3.7]).
Conjecture 10.1.1. LetM ∈ transY (X) and assume that the image ofM in
mod(X)/Cf is simple. Write e = e(M) and rp,n = rp,n(M) for p ∈ Y and n ≥ 1.
Then the following inequality holds:∑
p,n
rp,n(rp,n − 1)
2
≤ (e− 1)(e− 2)
2
(10.2)
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Note that the modern proof of the commutative analogue of this conjecture uses
resolution of singularities for a curve through blowing up the ambient projective
plane, together with the fact that an irreducible curve has non-negative genus. Un-
fortunately we have not been able to generalize this proof to the non-commutative
case. Indeed it is rather the other way round. We would like to use a result as
(10.2) to deduce properties of our non-commutative blowing up.
Imitating one of the classical proofs of (10.2) (see [15]) as far as possible leads
to Proposition 10.1.2 below.
Proposition 10.1.2. Let M ∈ transY (X) and assume that the image of M in
mod(X)/Cf is simple. Write e = e(M) and rp,n = rp,n(M) for p ∈ Y and n ≥ 1.
Assume that ap,n are natural numbers such that
f(f + 3)
2
≥
∑
p¯,n
ap,n(ap,n + 1)
2
(10.3)
for some integer f < e. Then ef ≥ ∑p¯,n rp,nap,n. Here the notation p¯ indicates
that we take only one representant from each τ-orbit.
Proof. The proof consists of several steps.
Step 1. Assume that M ∈ gr(A) contains no finite dimensional submodules
and let M = πM . Then
dim{x ∈ An |M0x = 0} ≥ dimAn − dimΓ(X, (OX/AnnM)(n))(10.4)
To prove this we note that the lefthand side of (10.4) is the degree n part of the
kernel of the canonical map A→M∗0 ⊗k M . If we denote this kernel by L then we
have to prove
dimk(A/L)n ≤ dimω(OX/AnnM)n
Now note that there is a canonical map M0 → Γ(X,M). If we then look at the
composition
OX → Γ(X,M)∗ ⊗kM→M∗0 ⊗kM
we find AnnM⊂ πL.
Hence it suffices to prove that
dimk(A/L)n ≤ dimk ω(OX/πL)n = dimk(A/L)˜n
Now A/L is a graded submodule of M∗0 ⊗k M and hence A/L contains no finite
dimensional submodules. Therefore A/L →֒ (A/L)˜. This proves what we want.
Step 2. Without loss of generality we may (and we will) assume that ap,n = 0
if rp,n = 0. Furthermore by definition we have rp,1 ≥ rp,2 ≥ · · · so by permuting
the ap,n we may also assume that ap,1 ≥ ap,2 ≥ ap,3 ≥, because in this way (10.3)
remains valid and
∑
p,n rp,nap,n does not decrease.
Step 3. Assume ap = (ap,1, ap,2, . . . ) is a non-increasing set of numbers, zero
for large n. We associate to such ap an object in Cf,p.
Let (bp,n)n≥1 be the partition which is conjugate to ap,n. We put Kp(ap) =∏
nR/m
bp,−n+1. This definition is to be understood as defining a set of row vectors
with the obvious right Cp-action. Then we define Kp(ap) as the object in Cf,p such
that Kˆp(ap) = Kp(ap).
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Step 4. Below we need the following formula.
dim(Cp/AnnCp Kp(ap)) =
∑
n
ap,n(ap,n + 1)
2
(10.5)
We leave the obvious verification to the reader.
Step 5. Now define K = ⊕pKp(ap) and K = ωK. For f < e we are going to
bound the dimension of
{x ∈ Af | Kmx = 0}
for large m. This can be done by the method exhibited in Step 1. We find that
this dimension is bigger than
dimk Af − dimk ω(OX/AnnK)m+f
Now
dimk Af =
(f + 1)(f + 2)
2
and
dimk ω(OX/AnnK)m+f = length(OX/AnnK)
=
∑
p
length(OX/AnnKp(ap))
=
∑
p
dimk(Cp/AnnCp(Kp(ap))
=
∑
p,n
ap,n(ap,n + 1)
2
where we have used (10.1)(10.5). So ultimately we obtain for large m
dimk{x ∈ Af | Kmx = 0} ≥ (f + 1)(f + 2)
2
−
∑
p,n
ap,n(ap,n + 1)
2
Step 6. Let M be as in the statement of the proposition. Since (rp,n)p,n is
unaffected by Cf we may and we will assume that M is p-normalized where p runs
through a fixed set of representatives for the τ -orbits in Y . Then by lemma 5.7.4 we
can recover the structure of Mˆp from Tp(M). Assume that Tp(M) = ⊕nR/mtp,n.
Then it follows that ⊕nKp(ap,1, . . . , ap,tp,n) is a quotient of Mˆp.
Hence ⊕p,nKp(ap,1, . . . , ap,tp,n) is a quotient of M. This yields that L =
⊕p,nωKp(ap,1, . . . , ap,tp,n) is a quotient of M = ωM for large m.
Step 7. Since we have chosen M to be normalized we have in particular that
M contains no subobject supported on Y . Since the only modules of GK-dimension
one of A are coming from objects supported on Y [8] it follows that M = ωM
contains no submodules of GK-dimension one. Since M was also supposed to be
simple modulo Cf it follows that M is critical. I.e. M contains no non-trivial
submodules of multiplicity strictly smaller than e.
If 0 6= x ∈ Af then e(A/xA) = f . So it follows that HomA(A/xA,M) = 0 which
is the same as saying that multiplication by x is injective. Since GKdimM = 0 we
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have for large m: dimMm = em + s for some constant s. It follows that for large
m one has
dim(M/Mx)m = dimMm − dimMm−f = (em+ s)− (e(m− f) + s) = ef(10.6)
Now by hypotheses
f(f + 3)
2
+ 1 =
(f + 1)(f + 2)
2
>
∑
p,n
ap,n(ap,n + 1)
2
Let m be large. By virtue of Step 5 there exists a non-zero x ∈ Af such that
Kmx = 0. Now by construction every indecomposable summand of L is a quotient
of K. Thus also Lmx = 0.
Now by the Step 6 there is a map M → L, surjective in high degree. Tensoring
with A/Ax yields a map M/Mx→ L/Lx with the same property.
We conclude
ef = dimk(M/Mx)m ≥ dimk(L/xL)m = dimk Lm =
∑
p,n
dimKp(ap,1, . . . , ap,tp,n)
Now an easy verification shows that∑
n
dimKp(ap,1, . . . , ap,tp,n) =
∑
n
ap,nrp,n
which finishes the proof.
The following proposition would be a trivial consequence of (10.2). With a lot more
work we can also deduce it from Proposition 10.1.2.
Proposition 10.1.3. Assume that M∈ transY (X) represents a non-zero sim-
ple object in mod(X)/Cf . Let r = (rp,n(M))p,n, e = e(M). If the number of non-
zero entries of r is ≤ 6 then there are (up to permutation) only two possibilities for
e, r.
e = 1, r = (1, 1, 1)
e = 2, r = (1, 1, 1, 1, 1, 1)
Proof. We will apply Proposition 10.1.2. Since this is obviously a numerical
criterion we will write r = (ri)i∈I where i runs through the pairs (p, n) such that
rp,n(M) 6= 0. We will consider the entries of r up to permutation. Put m = |I|.
We will apply Proposition 10.1.2 with suitably chosen (ai)i∈I .
First observe that Proposition 10.1.2 remains true if we allow the (ai)i∈I to be
negative. Indeed if
f(f + 3)
2
≥
∑
i∈I
bi(bi + 1)
2
with bi ∈ Z then we define
ai =
{
bi if bi ≥ 0
−bi − 1 if bi < 0
Then
∑
i bi(bi+1)/2 =
∑
i ai(ai+1)/2 and ai ≥ bi. By Proposition 10.1.2 we have
ef ≥∑i riai and thus ef ≥∑i ribi.
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Now we can reformulate Proposition 10.1.2 as follows: the intersection of the
closed ball
B = {(ai)i∈I |
∑ ai(ai + 1)
2
≤ f(f + 3)
2
}
and the open half space
H = {(ai)i∈I |
∑
i
riai > ef}
contains no integral point.
Now B ∩H certainly contains an open ball with diameter equal to the radius
of B minus the distance of H to the center of B.
The center of B is (− 12 , . . . ,− 12 ) and the radius of B is given by√
f(f + 3) +
m
4
The distance of H to the center of B is given by
ef +
∑
i ri
2
‖r‖(10.7)
where ‖r‖ =√∑i r2i .
If we use the fact that 3e =
∑
i ri then (10.7) becomes equal to
e(f + 32 )
2
Thus B ∩H contains an open ball of diameter√
f(f + 3) +
m
4
− e(f +
3
2 )
‖r‖
Now it is easy to see that an open ball of diameter >
√
m must contain a point
with integral coordinates. Thus Proposition 10.1.2 yields√
f(f + 3) +
m
4
− e(f +
3
2 )
‖r‖ ≤
√
m(10.8)
From
∑
i ri = 3e we obtain the estimate ‖r‖ ≥ 3e/
√
m. Combining this with (10.8)
yields √
f(f + 3) +
m
4
≤
(
f
3
+
3
2
)√
m
We now take f = e− 1. Then
(e− 1)(e+ 2) + m
4
≤
(
e
3
+
7
6
)2
m
which yields
(e− 1)(e+ 2)(
e
3 +
7
6
)2 − 14 ≤ m
If we combine this with the hypotheses m ≤ 6 then we obtain e ≤ 13.
Explicit enumeration of all possibilities for e, r (using a computer) yields that
B ∩H always contains an integral point for e ≥ 3. So the remaining possibilities
are e = 1, 2.
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If e = 2 then if follows easily from Proposition 10.1.2 that r = (1, 1, 1, 1, 1, 1).
However if e = 1 then Proposition 10.1.2 gives no information whatsoever. But is
e(M) = 1 thenM = πM whereM is a so-called “line-module” [8]. We will analyze
this case directly.
According to Proposition 5.7.2 we may change M in such a way that M is p
normal, where p runs through a set of representatives of the τ -orbits on Y . Then
we can read of r from the decomposition ofM/M(−Y ) into uniserial OY -modules.
As indicated above M = A/xA where x ∈ A1. But then M/M(−Y ) is given
by the zeroes of x ∈ Γ(Y,L). Since L defines an embedding of Y in P2 this can be
interpreted as the scheme theoretic intersection of Y and V (x). This is a union of
uniserial schemes, such that every point in Y occurs at most once in the reduced
locus. Hence we obtain that r = (1, 1, 1).
10.2. Classification of lines and conics. The cases e(M) = 1 and e(M) =
2 represent lines and conics. The first type of object has been studied in [8] and
the second type of object has been studied in [2].
If M ∈ transY (X) then let us denote by Div(M) the image of Div(M) in
N(Y/〈τ〉) under the map which sends p ∈ Y to its τ -orbit.
Let us call M ∈ Gr(A) standard if M0 6= 0 and Mi = 0 if i < 0. Let us
call M ∈ gr(A) Cohen-Macaulay of dimension d if M has GK-dimension d and if
ExtsA(M,A) = 0 unless s = 3 − d. The following is easy to see and will be used
below (cfr [1]).
Lemma 10.2.1. Assume that M ∈ gr(A) has GK-dimension two and that M
contains no submodules of GK-dimension one. Then M˜ is Cohen-Macaulay.
According to [2] and [8] there are the following three classes of critical Cohen-
Macaulay modules of GK-dimension two and multiplicity 1 or 2.
1. Lines: modules of the form A/xA, x ∈ A1 − {0}.
2. Conics of the first kind: critical graded A-modules of the form A/xA, x ∈
A2 − {0}.
3. Conics of the second kind: critical graded A-modules with minimal resolu-
tion
0→ A(−1)2 → A2 →M → 0
Shifts of such modules will be called shifted lines and conics (of the first and the
second kind). They exhaust all critical Cohen-Macaulay modules of GK-dimension
two and multiplicity ≤ 2 [2].
Below L will be an effective divisor on Y such that L = OY (L). The following
results from [2] describe the divisor classes of modules of multiplicity ≤ 2.
Proposition 10.2.2. 1. If M = N(s) where N is a line module then
Div πM is of the form σsL for some s.
2. IfM = Q(s) where Q is a conic of the first kind then Div πM ∼ σsL+σs−1L.
3. IfM = Q(s) where Q is a conic of the second kind then Div πM ∼ σsL+σsL.
If D ∈ N(Y/〈τ〉) and H is a divisor on E then we say that D is compatible with
H if there are (pi)i=1,... ,l with l = degH such that D =
∑l
i=1 pi and H ∼
∑l
i=1 pi.
From the previous proposition we deduce the following:
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Lemma 10.2.3. Assume that M is a Cohen-Macaulay module of GK-dimension
2. If e(M) = 1 then Div(πM) is compatible with L. If e(M) = 2 then Div(πM) is
compatible with 2L.
Proof. This follows from the fact that the image of σsL in N(Y/〈τ〉) is com-
patible with L. This follows in turn from the fact that τ = 3σ and degL = 3.
We also deduce the following lemma.
Lemma 10.2.4. Assume that M ∈ gr(A) is a Cohen-Macaulay module of GK-
dimension 2. Then the fact whether it is a shifted conic of the first or second kind
can be recognized from Div πM .
On the other hand we can’t recognize the kind of a conic from its image in
transY (X). In fact we have the following easy lemma.
Lemma 10.2.5. Assume that N ∈ transY (X) is such that e(N ) = 2. Then N
is equivalent modulo Cf to an object of the form π(A/xA)(m).
Proof. We may assume that N is Y -torsion free. Let N = ω(N ). If N is
a shifted conic of the first kind then we are done. Assume that this is not the
case. Let p be a point in the support of Div(N ) and let N ′ be the kernel of the
associated map N → Op. Put N ′ = ωN ′. Then by the formula (5.39) together with
the discussion preceding lemma 10.2.4 we deduce that N ′ is of the first kind.
Theorem 10.2.6. The map Div defines a bijection between
1. simple objects in transY (X)/Cf of multiplicity 1 and elements of N(Y/〈τ〉)
compatible with L;
2. simple objects in transY (X)/Cf of multiplicity 2 and elements of N(Y/〈τ〉)
compatible with 2L that are not the sum of two elements of N(Y/〈τ〉) com-
patible with L.
For the proof we need the following easy lemma.
Lemma 10.2.7. Assume thatM ∈ transY (X) is Y -torsion free and assume that
Div(M) =∑li=1 pi where the (qi)i are in the τ-orbit of the (pi)i. Then there exists
N ∈ transY (X) which is Y -torsion free and which is equivalent with M modulo Cf
such that Div(N) =
∑
i qi.
Proof. To prove this we first replaceM by M(mY ), m large and then apply
the formula (5.39).
Proof of Theorem 10.2.6. Note that by lemma 10.2.3 if M ∈ transY (X)
then Div(M) is compatible with L or 2L if e(M) is 1 or 2.
We first prove that Div is a bijection between simple objects in transY (X)/Cf of
multiplicity 1 and elements of N(Y/〈τ〉) compatible with L. Surjectivity is obvious
so we consider injectivity.
Assume that N1,2 ∈ transY (X) have multiplicity 2 and Div(N1) = Div(N2).
According to lemma 10.2.7 and the previous discussion we can assume that N1 =
π(A/xA)(m), N2 = (A/yA)(n) in such a way that Div(N1) = Div(N2). Now
consider x, y as global sections of L on Y . Then DivN1 = σm div(x), DivN2 =
σn div(y). Since σ has infinite order this implies m = n and x = y (up to a scalar).
Now we prove the second part of the theorem. We consider injectivity first.
Assume that N1,2 ∈ transY (X) have multiplicity = 2 and are such that Div(N1) =
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Div(N2). Using lemmas 10.2.5,10.2.7 we may assume that N1 = π(A/xA)(m) and
Div(N1) = Div(N2), where N2 is in addition Y -torsion free. But then by lemma
10.2.4 we find that N2 is obtained from a shifted conic of the first kind, whence
N2 = π((A/yA)(n)). Now exactly as in the case e = 1 this implies x = y, m = n.
Now we have to describe the image of Div. First let D ∈ N(Y/〈τ〉) be compati-
ble with 2L and not be the sum of two elements compatible with L. Then according
to lemma 10.2.3 if Div(A/xA) = D then A/xA is critical.
Assume on the other hand that M ∈ transY (X) is such that e(M) = 2 and
Div(M) = D1 + D2, D1,2 compatible with L. We claim that M is not simple
modulo Cf . Without loss of generality we may assume that M is Y -torsion free.
Using lemma 10.2.7 we may assume that DivM = E1 + E2 with E1 ∼ L,
E2 ∼ σ−1L. Put M = ωM.
It follows from Proposition 10.2.2 that M = A/xA with x ∈ A2 − {0}. Let
N be the line module corresponding to E1. Since the divisor of x contains E1 it
follows that A/xA maps surjectively to N/Ng. Since x ∈ A2 this implies that M
maps surjectively to N . Hence A/xA is not critical.
11. Blowing up n points in the elliptic quantumplane
11.1. Derived categories. In this section our notations and conventions will
be as in Section §10 except that we do not assume that σ has infinite order.
We choose n points p1, . . . , pn ∈ Y where n ≤ 8 (at this point not necessarily
distinct). We define quasi-schemesXj, j = 1, . . . , n+1, X˜j, j = 1, . . . , n containing
Y as a divisor. We do this as follows :
1. X1 = X .
2. X˜j is the blowup of Xj in the point pj .
3. Xj+1 is derived from the pair (Xj , pj) in the same way as V was derived
from (X, p) in §9.2.
Of course we are only allowed to make this construction if Hypothesis (****) of
§9.2 holds for the triples (Y,Xj , pj). Let us check this now by induction.
Smoothness of the pj is by hypotheses.
Ampleness of oXj (Y ) for j ≥ 2 follows from the fact that Xj is the Proj
of a graded algebra which satisfies χ (Proposition 9.2.1) and Y is defined by a
central element of degree one. This argument also works for X1 if we note that
X1 = ProjA
(3) where A(3) denotes the 3-Veronese of A.
Hence the only thing that remains to be checked is that IY,pj is ample (we
have now included the point pj in the prior notation IY ). We check ampleness by
induction. Assume that IY,pt is ample for t < i. By definition we have IY,pj =
mY,pjNY/Xj . By (9.4) we have that NY/Xj = NY/X˜j−1 and by (6.26) we have
NY/X˜j−1 = mpj−1NY/Xj−1 .
Since NY/X is obtained by the functor −⊗Ag−1 and Ag−1 = A(3) one deduces
from [9] that
NY/X = (Lσ)⊗3 = (L ⊗OY σ∗(L)⊗OY σ2∗(L))σ3
Thus NY/X = Nτ with τ = σ3 and N = (L⊗OY σ∗(L)⊗OY σ2∗(L))σ3 . In particular
degN = 9.
Define
Nj = (mY,p1 · · ·mY,pj−1N )τ(11.1)
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By the above discussion we obtain NY/Xj = NY/X˜j−1 = (Nj)τ and IY,pj = (Nj+1)τ .
Since degNj = 9− j+1 we obtain that Nj+1 has positive degree if j ≤ 9. This
is true by the restriction n ≥ 8. Hence IY,pj is ample.
With our current notations the following diagram replaces (9.16)
Xj X˜j✛αj Xj+1
✲
δj
Y
i
 
 
 
 ✠ ❄
i i
❅
❅
❅
❅❘
(11.2)
We will denote the exceptional curves in X˜j by OLj and their direct images in Xj+1
by OMj+1 .
Lemma 11.1.1. The hypotheses for Proposition 9.2.3 hold for Xj , Y, pj. In par-
ticular we have :
1. RΓ(Xj ,OXj ) = RΓ(X˜j ,OX˜j ) = k.
2. Rδj,∗ Lδ
∗
j is the identity on D
−(Xj+1).
Proof. The fact that the hypotheses for Proposition 9.2.3 hold is verified by
induction, starting from the easy fact that RΓ(X,OX) = k.
We borrow the following definition from the commutative case.
Definition 11.1.2. Assume that (qj)j=1,... ,n, n ≤ 8 are points in P2. The
points (qj)j are in general position if and only if
• All points are different.
• No three points lie on a line.
• No six points lie on a conic.
• If n = 8 then not all points lie on a singular cubic divisor in such a way that
one of the points lies on the singularity.
The following will be our main theorem.
Theorem 11.1.3. Assume that the points (σpj)j are in general position (with
respect to the embedding of Y ⊂ P2, fixed in the beginning of this section). Then
the following holds for all j :
1. δj∗, δ
∗
j have cohomological dimension ≤ 1.
2. Lδ∗j , Rδj∗ are inverse equivalences between D(X˜j) and D(Xj+1).
3. Mod(Xj), Mod(X˜j) have finite injective dimension.
Proof. Without loss of generality we may assume that j = n. 1.,2. of the
theorem will be proved directly but for 3. we will need induction. That is, we will
assume that Mod(Xj) has finite injective dimension for j < n+1. Note that this is
clearly true if j = 1 sinceX1 is the Proj of a graded algebra of finite global dimenion.
By Corollary (8.4.3) we find that Mod(X˜j) also has finite injective dimension for
j < n+ 1.
We already know by lemma 11.1.1 that Rδn,∗ Lδ
∗
n is the identity on D
−(Xn+1).
We will start by showing that Lδ∗nRδn,∗ is the identity on D
−
f (X˜n). By lemma
8.1.4 this means that we have to show that kerRδn,∗ = 0. Hence assume that
M ∈ D−f (X˜n) is such that Rδn,∗M = 0. We will construct Qj ∈ D−f (Xj) for
j = 1, . . . , n in such a way that the following holds :
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(a) RΓ(Xj ,Qj) = 0 (note that RΓ(Xj ,−) is well defined on D−(Xj) because
Mod(Xj) has finite injective dimension by the induction hypotheses).
(b) There are triangles
Lα∗nQn M✲
Un
 
 
 
 ✠ ❅
❅
❅
❅■
(11.3)
Lα∗jQj Lδ∗jQj+1✲
Uj
 
 
 
 ✠ ❅
❅
❅
❅■
for j = 1, . . . n− 1(11.4)
where the Uj are direct sums of shifts in the derived category of copies of
OLj (−Y ).
To do this we define
Qn = Rαn,∗M
Qj = Rαj,∗Lδ∗jQj+1
By adjointness we have maps
Lα∗nQn →M
Lα∗jQj → Lδ∗jQj+1
which become the identity after applying Rαj,∗, j = 1, . . . , n. The existence of the
triangles (11.3)(11.4) now follows from Theorem 8.4.1. By admissibility we also
have
RΓ(Xn,Qn) = RΓ(X˜n,M) = RΓ(Xn+1, Rδ∗,nM) = 0
and
RΓ(Xj ,Qj) = RΓ(X˜j, Lδ∗jQj+1) = RΓ(Xj+1,Qj+1)
(for the last equality we have used lemma 11.1.1.2). Hence by inductionRΓ(Xj ,Qj) =
0. This finishes the proof of (a) and (b) above.
To continue we use restriction to Y . Applying Li∗ to (11.3) and (11.4) yields
triangles
Li∗Qn Li∗M✲
Li∗Un
 
 
 
 ✠ ❅
❅
❅
❅■
(11.5)
Li∗Qj Li∗Qj+1✲
Li∗Uj
 
 
 
 ✠ ❅
❅
❅
❅■
for j = 1, . . . n− 1(11.6)
116 MICHEL VAN DEN BERGH
where the Li∗Uj are direct sums of shifts in the derived category of Oτpj (−Y ) =
Opj .
Now by hypotheses Rδ∗,nM = 0. Thus by (9.11) we obtain 0 = Li∗Rδ∗,nM =
Li∗M. Hence Li∗Qn = Li∗Un.
Taking into account that RHomD(Y )(Opj ,Opt) = 0 if j 6= t we deduce that
the map Li∗Qn → Li∗Un−1, must be the zero map in (11.6). Hence Li∗Qn−1 =
Li∗Un−1[−1]⊕ Li∗Qn = Li∗Un−1[−1]⊕ Li∗Un. Continuing yields
Li∗Q1 = Li∗U1[−n+ 1]⊕ · · · ⊕ Li∗Un(11.7)
In particular Li∗Q1 is a direct sum of shifts in the derived category of copies of
Opj .
Now Q1 lives on X1 = X and this is a very well understood quasi-scheme. In
fact it follows from lemma 11.1.4 below that necessarily Q1 = 0. But then from
(11.7) we immediately deduce that Uj = 0.
From the triangle (11.4) we then find that Lδ∗1Q2 = 0. Applying Rδ∗,1, using
lemma 11.1.1 yields that Q2 = 0. Continuing by induction we eventually find that
Qn = 0, and hence by (11.3) we finally obtain M = 0.
At this point we have partially proved 2. Let us now prove that δ∗n has co-
homological dimension ≤ 1. Let M ∈ Mod(Xn) and put N = Lδ∗nM. From the
spectral sequence
Rpδn,∗H
q(N )→ Rp+qδn,∗N
we obtain exact sequences
0→ R1δn,∗Hi−1(N )→ Riδn,∗N → R0δn,∗Hi(N )→ 0(11.8)
Since Riδn,∗N = Riδn,∗Lδ∗nM = Hi(M) we deduce that Riδn,∗N = 0 for i < 0.
By (11.8) this yields that R1δn,∗H
i(N ) = 0 for i < −1 and R0δn,∗Hi(N ) for i < 0.
In particular Rδn,∗H
i(N ) = 0 for i < −1. By the part of 2. already proved, this
implies Hi(N ) = for i < −1. Hence cd δ∗n ≤ 1. This finishes the proof of 1.
Since it now follows that Lδ∗n is defined on the unbounded derived category,
we can prove 2. completely. We have to show that the adjunction mappings are
isomorphisms on the unbounded derived category. Take for example M ∈ D(X˜n).
We have to show that cone(Lδ∗nRδn,∗M→M) is zero. In the same way as in Step
6 of the proof of Theorem 8.4.1 we reduce to the case M ∈ mod(X˜n). But then
M∈ D−f (X˜n) and this case was already handled.
The proof that the other adjunction morphism is an isomorphism is entirely
similar.
By the induction hypotheses (and the discussion in the first paragraph of this
proof) we know that Mod(X˜n) has finite injective dimension. By an argument
similar to the proof of Corollary 8.4.3 we then find that Mod(Xn+1) has finite
injective dimension (using 1. and 2.). This finishes the proof.
Lemma 11.1.4. Let Y,X and (pj) be as above. Assume that the σpj are in
general position. Let T ∈ D−f (X) be an object such that
1. RΓ(X, T ) = 0
2. The homology of Li∗T is a direct sum of copies of Opj .
Then T = 0.
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Proof. Define E = OX(−2)⊕OX(−1)⊕OX and H = EndoX (E). Thus
H =

 k 0 0A1 k 0
A2 A1 k


By a standard generalization of [11] it follows that the functor
F : D−f (X)→ D−f (H) : T = RHom(E , T )(11.9)
is an equivalence.
Let ei, i = 1, 2, 3 be the diagonal idempotents in H and let Pi = eiH be the
corresponding projectives. Under F we have the following correspondences
OX(−2)↔ P1 OX(−1)↔ P2 OX ↔ P3
From (11.9) we deduce that
RΓ(X, T ) = 0 ⇐⇒ (FT )e3 = 0
Put H ′ = (1− e3)H(1− e3) =
(
k 0
A3 k
)
.
Right modules overH can be written in block form as row vectors (M1,M2,M3).
SimilarlyH ′-modules can be written as (M1,M2). Sending (M1,M2) 7→ (M1,M2, 0)
defines an exact functor I : Mod(H ′)→ Mod(H) which extends to an exact functor
I : D−f (H
′) → D−f (H). It is easy to see that this functor defines an equivalence
of D−f (H
′) with the full subcategory of D−f (H) consisting of objects T such that
Te3 = 0. Hence we find in particular that kerRΓ(X,−) is equivalent to D−f (H ′).
Now H ′ is hereditary, and hence by lemma 8.3.4 an element of D−f (H
′) is the
sum of its homology. Assume that T ∈ mod(H ′). Then T has a minimal resolution
of length 2
0→ W ⊗k P1 → U ⊗k P2 ⊕ V ⊗k P1 → T → 0
The complex W ⊗k P1 → U ⊗k P2 ⊕ V ⊗k P1 splits as a direct sum of W ⊗k P1 →
U ⊗k P2 and V ⊗k P1.
Now we view T as a H-module via the functor I defined above. We find that
F−1T is a sum of
W ⊗k OX(−2)→ U ⊗k OX(−1)(11.10)
and V ⊗k OX(−2). We conclude that T is a direct sum of shifts in the derived
category of complexes of the form (11.10) and of complexes of the form OX(−2).
By hypotheses we know in addition that the homology of Li∗T is given by direct
sums of copies of Opj . This yields that Li∗T must be a direct sum of complexes
W ⊗k OY (−2) φ−→ U ⊗k OY (−1)
where φ is injective and cokerφ is a direct sum of copies of Opj . In particular
dimW = dimU .
For convenience we tensor (11.10) with oY (2). Taking into account thatOY (1) =
σ∗(L) we obtain a complex
W ⊗k OY → U ⊗k σ∗(L)
whose cokernel which is a direct sum of copies of Opj (2) = Oσ2pj .
Now we invoke Lemma 11.1.6 below with M = σ∗(L) and qj = σ2pj. By
hypotheses the qj are in general position with respect to the embedding defined by
M. We obtain W = U = 0 and the proof is done.
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The above proof was based on lemma 11.1.6 below. To prove this lemma we need
some notions of the theory of commutative blowing up.
Assume that Z is a smooth (commutative!) surface let Y ⊂ Z be a divisor.
Let p ∈ Y be a smooth point and let ψ : Z˜ → Z and Y˜ be respectively the blowup
of Z in p and the strict transform of Y . As usual Z˜ = Proj(⊕nmnp ), where mp is
the maximal ideal of OZ defined by p. Let L ⊂ Z˜ be the exceptional curve.
Let P be a one-dimensonal coherent Cohen-Macaulay module on Z. We define
the strict transform ψ−1(P) of P as π(⊕nmnpP). The following lemma is easily
proved.
Lemma 11.1.5. Let the notation be as above. Assume that Y is not contained
in the support of P and furthermore that the p-primary component of i∗P is of the
form O⊕up . Then Supp(ψ−1P) ∩ Y˜ ∩ L = ∅.
We use this lemma to prove the following result.
Lemma 11.1.6. Let Y be embedded as a cubic divisor in P2 through a very
ample line bundle M of degree three. Assume that (qj)j=1,... ,n ∈ Y , n ≤ 8, are
smooth points in general position. Then it is impossible to have a map OuY
φ−→Mu
whose cokernel is a direct sum of copies of Oqj , unless u = 0.
Proof. Let t : Y → P2 be the embedding. The map φ can be uniquely lifted
to a map Ou
P2
µ−→ Ou
P2
such that φ = t∗µ. Let P = cokerµ. Then P is a one
dimensional Cohen-Macaulay module on P2 such that t∗P is a direct sum of copies
of Oqj . We claim that this is impossible unless P = 0.
To do this we perform the blowup of P2 in q1, . . . , qn. Let P˜ and Y˜ be the
(iterated) strict transforms of P and Y . Then according to lemma 11.1.5 we have
Supp P˜ ∩ Y˜ = ∅. On the other hand it follows from the Nakai criterion that if the
qj are in general position then Y˜ is ample. This is clearly a contradiction.
11.2. Exceptional simple objects. If Y ⊂ X is a commutative curve con-
tained as a divisor in a quasi-scheme X then we will call a simple object in mod(X)
exceptional if it is not of the form Op for p ∈ Y . One of the aims of these notes
is to count the exceptional simple objects in the quasi-schemes Xn which were in-
troduced in the previous section. So far we have only been able to do this under
some additional hypotheses as can be seen from our main result below (Theorem
11.2.1). In this section we use the same notations and hypothese as in sections §10
and §11.1. We assume in addition that τ has infinite order.
Throughout we will choose a group law on Y in such a way that if p, q, r ∈ Y
lie on a line then p + q + r = 0. Furthermore we choose a fixed set F ⊂ E of
representatives for the τ -orbits on Y . We partially order NF by putting y ≤ z if
yp ≤ zp for all p ∈ F . If z ∈ NF then we write |z| =
∑
p∈F zp, N(z) =
∑
p∈F zpp.
For n ∈ N we define
Hn = {y ∈ NF | |y| = n,N(y) ∈ Zτ}
and for z ∈ NF we also define
Az = {y ∈ H3 | y ≤ z}
Bz = {y ∈ H6 | y ≤ z, y is not the sum of two elements of H3}
We now have the following theorem.
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Theorem 11.2.1. Let p1, . . . , pn ∈ Y , n ≤ 6 be such that (σpi)i are in general
position (Def. 11.1.2). For p ∈ F let zp be the cardinality of the intersection of
{p1, . . . , pn} with the τ-orbit of p. Let O be the number of non-zero zp. Then
the number of non-isomorphic exceptional simple objects in mod(Xn+1) is equal to
n+ |Az|+ |Bz| −O.
The proof of this theorem will follow rather easily from our previous results.
We start with the following lemma.
Lemma 11.2.2. Assume that A, B are two abelian categories and C ⊂ A, D ⊂ B
are two abelian subcategories closed under subquotients. Assume that there are
inverse equivalence F , G between Db(A) and Db(B). Assume furthermore that for
all i, HiF sends C to D and HiG sends D to C. Then the maps
F¯ : C → D : [C] 7→
∑
(−)i[Hi(FC)]
G¯ : D → C : [D] 7→
∑
(−)i[Hi(GD)]
(11.11)
define isomorphisms between the Grothendieck groups of C and D.
Proof. Let C¯ and D¯ be the closures of C and D under extensions. Then clearly
F and G define inverse equivalences between Db
C¯
(A) and Db
D¯
(B). Hence we obtain
(using standard isomorphisms for Grothendieck groups)
K0(C) ∼= K0(C¯) ∼= K0(DbC¯(A)) ∼= K0(DbD¯(B)) ∼= K0(D¯) = K0(D)
The composition of these isomorphisms (and their inverses) is given by (11.11).
We deduce the following result.
Lemma 11.2.3. Let p1, . . . , pn ∈ Y , n ≤ 8 be such that (σpi)i are in general
position. Let z ∈ N(Y/〈τ〉). Then K0(Mz(X˜i)) and K0(Mz(Xi+1)) are isomorphic
for i ≤ n (see §6.9 for notations).
Proof. By Theorem 11.1.3 we know that Lδ∗i and Rδi,∗ are inverse equiva-
lences between Db(X˜i) and D
b(Xi+1).
Now using the explicit construction of the functors Tp in Proposition 5.7.2 it is
easy to verify that for M ∈ transY (Xi+1) we have Tp(M) = Tp(δ∗iM). Similarly
using Proposition 7.2.4 we have forN ∈ transY (X˜) the identity Tp(δi,∗N ) = Tp(N ).
Finally using Theorem 9.1.9 we find that the higher derived functors of δ∗i and δi,∗
map mod(Xi+1) to isoY (X˜i) and mod(X˜i) to isoY (Xi+1).
It follows that we can apply lemma 11.2.2 to obtain an isomorphism between
Mz(X˜i) and Mz(Xi+1).
We now obtain.
Lemma 11.2.4. Let p1, . . . , pn ∈ Y , n ≤ 8 be such that (σpi)i are in general
position. Let z and O be as in the statement of Theorem 11.2.1 (where we identify
NF with N(Y/〈τ〉)). Then the number of non-isomorphic exceptional simple objects
in mod(Xn+1) is equal to n+ rkK0(Mz(X0))−O.
Proof. By iterating Theorem 6.9.1 and lemma 11.2.4 we easily find
rkK0(M0(Xn+1)) = n+ rkK0(Mz(X1))−O
It is now easy to see thatM0(Xn+1) is equivalent to isoY (Xn+1). Clearly the excep-
tional simple objects in mod(Xn+1) coincide with the simple objects in isoY (Xn+1).
It now suffices to check that isoY (Xn+1) is a finite length category.
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Note that by construction Xn+1 = ProjAn+1 where An+1 is a noetherian
graded ring containing a regular central element t in degree one (see §9.1 and
in particular Prop. 9.1.3). If M is a graded An+1-module and M = πM then
multiplication by t corresponds to the map M(−Y )→M. It easily follows that if
M is a graded An+1-module of Gelfand-Kirillov dimension > 1 then πM is not in
isoY (Xn+1). Hence objects in isoY (Xn+1) come from graded A-modules of Gelfand-
Kirillov dimension one. By considering multiplicity one finds that the latter form
a finite length category when viewed in ProjAn+1.
Proof of Theorem 11.2.1. By lemma 11.2.4 we have to computeK0(Mz(X0))
in the special case that |z| ≤ 6 (by our assumption that n ≤ 6).
Remember that X0 = ProjA where A is a three dimensional elliptic Artin-
Schelter regular algebra. By considering the action of the central element in degree
three it is easily seen that every object in transY (X0) is of the form πM with
GKdimM ≤ 2. Since the graded A-modules with GKdim ≤ 1 correspond to objects
in Cf [7] it follows by considering multiplicity that transY (X0)/Cf is a finite length
category. The same holds for Mz(X0) so a basis for K0(Mz(X0)) is given by the
isomorphism classes of simple objects. These simple objects have been classified in
Theorem 10.2.6. There are in 1-1 correspondence with the following two sets.
A′z = {D ∈ N(Y/〈τ〉) | D ≤ z,D is compatible with L}
B′z = {D ∈ N(Y/〈τ〉) | D ≤ z,D is compatible with 2L
and D is not a sum D1 +D2 with Di compatible with L}
where L represents the divisor of a line in P2. Thus rkK0(Mz(Xn+1)) = |A′z|+|B′z|.
It is now easy to see that Az is in bijection with A
′
z and similarly Bz is in bijection
with B′z. This finishes the proof.
12. Non-commutative cubic surfaces
In this section we recycle notations and assumptions from section §11. We will
however assume in addition that n = 6. Thus will fix six points (pj)j on Y and our
aim will be to study X7. Since we will make no use of Theorem 11.1.3, we will not
assume that the points (σpj) are in general position. Furthermore we will also not
assume that τ has infinite order.
By construction X7 = ProjF for a certain graded k-algebra F . Since the
hypotheses for Proposition 9.2.3 hold on X6 (lemma 11.1.1) we find by that propo-
sition that F contains a regular central element t in degree one such that F¯ = F/tF
is the twisted homogeneous coordinate ring [9] associated to the triple (Y,N7, τ).
Here N7 is a line bundle of degree 9− 6 = 3, defined by (11.1).
From these data we can compute the Hilbert-series of F . We find H(F, s) =
(1 − s3)/(1 − s)4. This suggests that X7 should be viewed as a non-commutative
cubic surface. In this section we substantiate this intuition by showing that there
exists a 4-dimensional Artin-Schelter regular algebra P [6], containing a normal
element C in degree three such that F = P/(C). We can then view ProjP as a
quantum P4 which contains X7 as a cubic divisor.
Remark 12.0.5. Of course the commutative analogue of this is well-known. If
one blows up 6 points in general position in P2 then one obtains a cubic surface
in P4 [20]. However the reader may wonder why, in the non-commutative case, we
don’t need that our points are in general position. The explanation is of course that
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X7 is not a straight blowing up of X1, but is constructed by repeatedly applying
the constructions Xj 7→ X˜j 7→ Xj+1. In the commutative case, if the points are in
general position, then δj is an isomorphism between X˜j and Xj+1 and so in that
case X7 is indeed a straight blowing up of X1. This will in general not be true in
the non-commutative case, except in a derived sense. See Theorem 11.1.3.
The construction of P is easy. It follows from [7] that F¯ has a (minimal)
presentation
F¯ = k[x1, x2, x3]/(r1, r2, r3, C3)
where deg x1 = 1, deg ri = 2, degC3 = 3. One deduces that F has a presentation
F = k[x1, x2, x3, t]/(r
′
1, r
′
2, r
′
3, C
′
3, [t, x1], [t, x2], [t, x3])
where r′i, C
′
3 are homogeneous liftings of ri, C3.
We now put
P = k[x1, x2, x3, t]/(r
′
1, r
′
2, r
′
3, [t, x1], [t, x2], [t, x3])
and we will show that P is Artin-Schelter regular. To this end we make use of the
fact that by [7] one knows that P¯ = P/tP = k[x1, x2, x3]/(r1, r2, r3) is a three-
generator three-dimensional Artin-Schelter regular algebra [6]. We can then use
the criterion [22, Cor. 2.7].
To state this criterion we let RP and RP¯ stand for the relations of degree two
in P and P¯ . Suppose we have the following
1. Left and right multiplication by t is injective on P1.
2. The image of (P1 ⊗RP ) ∩ (RP ⊗ P1) under the natural map P⊗3 → P¯⊗3 is
(P¯1 ⊗RP¯ ) ∩ (RP¯ ⊗ P¯1).
Then according to [22, Cor. 2.7], P will be Artin-Schelter regular with Hilbert
series 1/(1− s)4.
We now verify conditions 1.,2. Condition 1. follows from the observations that
P≤2 = F≤2 and that F is a domain since F¯ is a domain.
Hence we concentrate on condition 2. To simplify the notations we put V =∑
i kxi, R2 =
∑
i kri ⊂ V ⊗2, R3 = kC3 ⊂ V ⊗3, W = V ⊕ kt, S2 = (
∑
i kr
′
i) +
(
∑
i k[t, xi]) ⊂W⊗2, S3 = kC′3 ⊂W⊗3. With these notations
F¯ = k[V ]/(R2 ⊕R3)
F = k[W ]/(S2 ⊕ S3)
P = k[W ]/(S2)
P¯ = k[V ]/(R2)
Note that RP = S2, RP¯ = R2.
We first claim that the following complexes are exact in degrees ≤ 3.
0→ (V ⊗R2 ∩R2 ⊗ V )⊗ F¯ → (R2 ⊕R3)⊗ F¯ → V ⊗ F¯ → F¯ → k → 0(12.1)
0→ (W ⊗ S2 ∩ S2 ⊗W )⊗ F → (S2 ⊕ S3)⊗ F →W ⊗ F → F → k → 0(12.2)
Let us first consider (12.1). The only place where exactness is non-obvious is at
(R2⊕R3)⊗ F¯ . Hence it is sufficient to show that the alternating sum of the Hilbert
series of the terms in (12.1) is zero in degrees ≤ 3. This easily follows from the fact
dim(V ⊗R2 ∩R2 ⊗ V ) = 1
which is true because P¯ is Koszul.
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We use the same method to check the exactness of (12.2). This time we need
dim(W ⊗ S2 ∩ S2 ⊗W ) = 4
Now we know that the dimensions of
F2 =W
⊗2/(S2)
F3 =W
⊗3/(S3 +W ⊗ S2 + S2 ⊗W )
are equal to 10 and 19 respectively. This yields that
dimS2 = 16− 10 = 6
dim(S3 +W ⊗ S2 + S2 ⊗W ) = 64− 19 = 45
Since by [7] we have R3 ∩ (V ⊗ R2 + R2 ⊗ V ) = 0, it also follows that S3 ∩ (W ⊗
S2 + S2 ⊗W ) = 0. Thus
dim(W ⊗ S2 + S2 ⊗W ) = 44
Hence we obtain that
dim(W ⊗ S2 ∩ S2 ⊗W ) = 4× 6 + 6× 4− 44 = 4
This proves what we want.
Now we tensor (12.2) with F¯ and we combine the result with (12.1) to form
the following commutative diagram.
W ⊗ F¯
γ
−−−−−−→ k ⊗ F¯
α
y βy
0 −−−−−−→ (W ⊗ S2 ∩ S2 ∩W ) ⊗ F¯ −−−−−−→ (S2 ⊕ S3)⊗ F¯ −−−−−−→ W ⊗ F¯ −−−−−−→ F¯ −−−−−−→ k −−−−−−→ 0y y y y
0 −−−−−−→ (V ⊗ R2 ∩ R2 ∩ V )⊗ F¯ −−−−−−→ (R2 ⊕ R3)⊗ F¯ −−−−−−→ V ⊗ F¯ −−−−−−→ F¯ −−−−−−→ k −−−−−−→ 0y y
0 0
α, β and γ are defined by
α(w ⊗ 1) = (tw − wt)⊗ 1
β(1 ⊗ 1) = t⊗ 1
γ(w ⊗ 1) = 1⊗ w¯
The homology of the middle complex is given by ExtiF (k, F¯ ) in degrees ≤ 3. In
particular this complex is exact at (S2 ⊕ S3)⊗ F¯ .
It is also clear that γ is surjective in degrees ≥ 1. A trivial diagram chase now
shows that
W ⊗ S2 ∩ S2 ⊗W → V ⊗R2 ∩R2 ⊗ V
is surjective. This completes the proof of conditions 1. and 2. above.
So at this point we know that P is Artin-Schelter regular with Hilbert series
1/(1− s)4. We still have to show that C′3 is a regular normalizing element in P .
By looking at Hilbert series it is clear that t is a regular central element in P .
Hence since P¯ is a domain by [7], the same holds for P . In particular C′3 is regular
in P . Looking at Hilbert series of P and F reveals that the twosided ideal (C′3) in
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P must be free of rank one on the left and on the right. Hence (C′3) = C
′
3P = PC
′
3
and thus C′3 is normalizing. This completes the proof.
Appendix A. Two-categories
A 2-category is a category where the homsets themselves are categories. The
objects of such a category are called 0-cells, the arrows are called 1-cells and the
arrows between arrow are called 2-cells. Such 2-cells are drawn as follows
A B
g
f
ν
✲
✲
✉ ✉
As usual arrows can be composed, and so can 2-cells. It turns out that 2-cells even
have two compositions. Vertical ones
✲
✲
✲
✉ ✉
µ
ν
denoted by µ · ν, which come from the composition in Hom(A,B) and horizontal
ones
✉ ✉ ✉µ ν
✲ ✲
✲ ✲
denoted by µν which come from the fact that the pairing Hom(B,C)×Hom(A,B)→
Hom(A,C) has to be a bifunctor. Between those two compositions there is a natural
compatibility. Assume that one has the following diagram
✲
✲
✲
✉ ✉
µ1
ν1
✲
✲
✲
✉
µ2
ν2
then one has µ1µ2 · ν1ν2 = (µ1 · ν1)(µ2 · ν2). Of course since a set is a category with
only the identity arrows we can consider every category trivially as a 2-category.
The archetypical example of a 2-category is “Cat,” the category of all cate-
gories. In this case the objects are the categories (living in some universe), the
arrows are the functors and the 2-cells are the natural transformations. It is there-
fore not surprising that the standard properties of categories and functors can be
mimicked inside a 2-category.
For example an arrow A
f−→ B is a left adjoint of an arrow B g−→ A if there is a
unit η : idA → gf and a counit ǫ : fg → idB satisfying the standard associativity
conditions. As usual g is determined by f up to unique isomorphism. If in this
situation the η and ν are isomorphisms then we call f, g inverse equivalences and
we say that A and B are equivalent.
In a 2-category it is natural not only to consider ordinary commutative diagrams
(so-called “strict” commutative diagrams) but also pseudo-commutative diagrams.
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These diagrams are commutative up to explicit isomorphism. For example the
notation
h
j
f
g
ν
✲
❄
✲
❄
✉ ✉
✉ ✉
  ✠
(A.1)
means that there is an isomorphism fg
ν−→ jh. Often ν is clear from the context.
In such a case we sometimes tacitly ignore ν and treat (A.1) as a real commutative
diagram.
The naturality of such pseudo-commutative diagrams is reflected in the defini-
tion of a pseudo-functor [21] between 2-categories, which we give below. Assume
that C, D are 2-categories. A pseudo-functor T : C → D associates to every object
of C an object of D, to every arrow f : A→ B of C an arrow T (f) : T (A)→ T (B)
of D and to every 2-cell ν : f → g a two-cell T (ν) : T (f) → T (g). If T were an
ordinary functor then we would require that for compositions of arrows fg one has
T (fg) = T (f)T (g). However for a pseudo-functor we only require the existence
of isomorphisms ηf,g : T (f)T (g) → T (fg) which we consider as being part of the
description of T . The data describing T has to satisfy a list of compatibilities
which may be summarized by saying that every diagram that can commute must
commute.
One can go on and define natural transformations between pseudo-functors and
even natural transformations between natural transformations (“modifications”).
In this way pseudo-functors between 2-categories form themselves a 2-category and
the category of all 2-categories is a 3-category!
We will call a pseudo-functor S : C → D an equivalence if for every object D
in D there exists an object C in C such that D is equivalent to S(C) (essential
surjectivity) and for all objects A,B in C the canonical map
HomC(A,B)→ HomD(SA, SB)
is an equivalence of categories. As usual C and D are said to be equivalent if there
exists an equivalence S : C → D. One verifies that such an S has a quasi-inverse
(in an appropriate sense) and hence “equivalence of two-categories is symmetric”.
An example of a pseudo-functor between 2-categories is given by adjunction.
Assume that C is a 2-category in which every arrow f possesses a right adjoint Rf .
Then R defines a pseudo-functor R : C → Copp. If every arrow f has also a left
adjoint Lf then R, L are inverse equivalences of 2-categories between C and Copp.
One more bit of notation. If C is a 2-category and A is an object of C then the
relative category C/A is the 2-category of pairs (B, f) where B is an object of C
and f : B → A is an arrow. An arrow (B, f)→ (C, g) in C/A is given by an arrow
h : B → C together with an isomorphism µ : f → gh. A 2-cell (h, µ) → (h′, µ′) is
given by an isomorphism ν : h→ h′ such that (idgν) · µ = µ′.
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Appendix B. Summary of notations
Symbol Meaning Section
k an algebraically closed field §1
Inj(D) injective objects in D §3.1
L(D, C) left exact functors from D to C §3.1
BIMOD(C − D) the opposite categorie of L(D, C) §3.1
Bimod(C − D) objects in BIMOD(C − D) that have a left adjoint §3.1
⊗ composition of bimodules §3.1
MOD(C) the category BIMOD(Ab− C) §3.1
HomC(M,−) the left exact functor represented by the bimodule M §3.1
Ext the derived functor of Hom §3.1
T or a kind of derived functor of “⊗” §3.1
ALG(D) the algebra objects in BIMOD(D −D) §3.1
Alg(D) the algebra objects in Bimod(D −D) §3.1
Mod(A) the module category of the algebra A §3.1
”lim←−” the virtual inverse limit §3.1
BIGR(C − D) graded “weak” C-D bimodules §3.2
Bigr(C − D) graded C-D bimodules §3.2
GRALG(D) the algebra objects in BIGR(D −D) §3.2
Gralg the algebra objects in Bigr(D −D) §3.2
Gr(A) the graded modules over the algebra A §3.2
S(A) a certain Serre subcategory of Gr(A) §3.3
i∗, i
∗, i! functors associated to an inclusion i of quasi-schemes §3.4
Mod(X) the category of objects associated to a quasi-scheme X §3.6
OX a distinguished object for an “enriched” quasi-scheme. §3.6
Γ(X,−) notation for the functor HomX(OX ,−) §3.6
oX the bimodule on X represented by the identity functor §3.6
Bimod(X) notation for Bimod(Mod(X)−Mod(X)) §3.6
Alg(X) notation for Alg(Mod(X) §3.6
Sch the category of quasi-compact, quasi-separated schemes §3.6
Qsch the category of quasi-schemes §3.6
Qsch/X the category of quasi-schemes over X §3.6
SpecA a quasi-scheme with module category Mod(A) §3.6
oX(−Y ) a subbimodule of oX associated to a divisor Y ⊂ X §3.7
oX(nY ) notation for oX(−Y )⊗−n §3.7
M(nY ) notation for M⊗ oX(nY ) §3.7
NY/X the “normal bundle” of Y in X §3.7
TorsY (X), IsoY (X) certain categories associated to Y ⊂ X §3.7
Tors(A) torsion modules over a graded algebra A §3.8
QGr(A) the category Gr(A)/Tors(A) §3.8
τ the “torsion functor” §3.8
π the quotient functor Gr(A)→ QGr(A) §3.8
ω the right adjoint to π §3.8
(−˜) the composition ωπ §3.8
ProjA A quasi-scheme whose category is QGr(A) §3.8
Pqsch/X “projective” quasi-schemes over X §3.8
QS(A) the image of S(A) in QGr(A) §3.11
α−1(S) an alternative notation for QS(A) §3.11
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A(n) the n’th Veronese of A §3.12
Liα
∗ a kind of derived functor to α∗ §3.10
PC(A) the category of pseudo-compact A-modules §4
Top(A) the category of topological A-modules §4
Dis(A) the category of discrete A-modules §4
PCFin(A) the category of pseudo-compact finite length modules §4
PC(A−B) the category of pseudo-compact A-B-bimodules §4
⊗ˆ completed tensor product §4
X usually a fixed quasi-scheme §5.1
Y usually a fixed commutative curve which is a divisor in X §5.1
p usually a fixed point on Y §5.1
τ an automorphism of Y associated to NY/X §5.1
Nτ the twisting of the line bundle N by the automorphism τ §5.1
Oτ (p) the τ -orbit of p §5.1
Op the object in Mod(X) corresponding to p ∈ Y §5.1
Cf finite length objects supported on Y §5.1
C direct limits of objects in Cf §5.1
Cp objects in C supported on the τ -orbit of p §5.1
Cf,p the finite length objects in Cp §5.1
Cp the pseudo-compact ring associated to Cp §5.1
N a canonical normal element in Cp §5.1
ˆ(−)p the completion functor §5.1,§5.3,§5.4
R the completion of OY at p §5.1
m the maximal ideal of R §5.1
U the generator of the maximal ideal of R §5.1
mi the i’th maximal ideal of Cp §5.1
Si the i’th simple Cp-module §5.1
ei the i’th diagonal primitive idempotent in Cp §5.1
Pi the i’th pseudo-compact projective of Cp §5.1
oq the bimodule on X corresponding to q ∈ Y §5.1
cohBIMOD(oX − oX) coherent bimodules on X §5.5
C˜f,p finite extensions of oτ ip §5.5
transY (X) objects “transversal” to Y §5.5
Div(F) the divisor on Y associated to an object in mod(X) §5.5
FY notation for F/F(−Y ) §5.7
Tp(F) an invariant for F ∈ transY (X) §5.7
Np(F) the p-normalization of F §5.7
mq the ideal in oX associated to oq §6.1
mY,q the ideal in oY associated to oq §6.1
I notation for mp(Y ) §6.1
IY notation for mY,p(Y ) §6.1
µ the multiplicity of p on Y §6.1
D the Rees algebra for I §6.2
DY the Rees algebra for IY §6.2
X˜ the blowup of X in p §6.3
Y˜ the strict transform of Y in X˜ §6.3
α, β, i, j maps in a diagram relating X ,X˜, Y ,Y˜ §6.3
τ ′ the lifting of τ to Y˜ §6.3
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α−1(Cp) analog for the objects supported on the exceptional curve §6.5
L the exceptional curve §6.6
Mod(L) the objects on L §6.6
OL the “structure sheaf” on L §6.6
α−1 the non-normalized strict transform §6.8
α−1s the normalized strict transform §6.8
lp(F) the Loewy length of Tp(F) §6.8
Mz(X) A certain subcategory of transY (X)/Cf §6.9
D∗(Z), D∗f (Z) derived categories of a quasi-scheme Z §10
(Y,L, σ) a “triple” in the sense of [7] §10
A the Artin-Schelter regular algebra associated to (Y,L, σ) §10
g the canonical central element in A §10
oX(1) the invertible bimodule corresponding to the shift on Gr(A) §10
rp,n(M) the multiplicities of M at points infinitely near to p §10
e(M) the multiplicity of M §10
Div(M) a variant on Div(M) §10
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