Probabilistic K-nearest neighbour (PKNN) classification has been introduced to improve the performance of the original K-nearest neighbour (KNN) classification algorithm by explicitly modelling uncertainty in the classification of each feature vector. However, an issue common to both KNN and PKNN is to select the optimal number of neighbours, K. The contribution of this paper is to incorporate the uncertainty in K into the decision making, and consequently to provide improved classification with Bayesian model averaging. Indeed the problem of assessing the uncertainty in K can be viewed as one of statistical model selection which is one of the most important technical issues in the statistics and machine learning domain. In this paper, we develop a new functional approximation algorithm to reconstruct the density of the model (order) without relying on time consuming Monte Carlo simulations. In addition, the algorithms avoid cross validation by adopting Bayesian framework. The performance of the proposed approaches is evaluated on several real experimental datasets.
Introduction
Supervised classification is a very well studied problem in the machine learning and statistics literature, where the K-nearest neighbour algorithm (KNN) is one of the most popular approaches. It amounts to assigning an unlabeled class to the most common class label among K neighbouring feature vectors. One of the key issues in implementing this algorithm is choosing the number of neighbours K, and various flavours of cross validation are used for this purpose. However a drawback to KNN is that it does not have a probabilistic interpretation, for example, no uncertainty is associated with the inferred class label.
There have been several recent papers which addressed this deficiency, [1, 2, 3, 4] . One of the well-known approaches is the probabilistic KNN (PKNN) model, which provides a probabilistic interpretation of the deterministic KNN [1, 3] algorithm. Indeed from such a Bayesian perspective the issue of choosing the value of K can be viewed as a model (order) selection problem [5, 6, 7, 8, 9, 10, 11] . To date, there exist several different approaches to tackle the model selection problem. One of the most popular approaches is based on information criteria including the Akaike Information Criterion (AIC), the Schwarz's Bayesian Information Criterion (BIC) and the Deviance Information Criterion (DIC) [12, 13, 14] . Given a particular model M K , the well-known AIC and BIC are defined by It is known that many fast approximations or information criterion techniques do not adequately approximate the underlying posterior distribution of the model order. Furthermore, Monte Carlo based estimators can provide an approximate distributions of the model order, but typically require excessive computation time.
Our main contribution is to propose a new functional approximation technique to infer the posterior distribution of the model order, p(K|Y) where K and Y denote the model order and observations, respectively. In particular, this paper demonstrates the applicability of the proposed algorithm by addressing the problem of finding the number of neighbours, K, for probabilistic K-Nearest Neighbour (PKNN) classification. In addition to model selection, we also consider improvements of the KNN approach itself for the purpose of a fair comparison. Although conventional KNN based on euclidean distance is widely used in many application domains, the conventional KNN is not a correct model in that it does not guarantee the symmetric property of the neighbouring structure. So therefore, we designed a new symmetrized neighbouring structure for the KNN classifier in order to conduct a fair comparison. From an application point of view, we classified several benchmark datasets using the proposed algorithms.
It is important to state that PKNN formally defines a Markov random field over the joint distribution of the class labels. In turn this yields a complication from an inferential point of view, since it is well understood that the Markov random field corresponding to the likelihood of the class labels involves an intractable normalising constant, sometimes called the partition function in statistical physics, rendering exact calculation of the likelihood function almost always impossible.
Inference for such complicated likelihoods function is an active field of research. In the context of PKNN [1] and [3] use the pseudo-likelihood function [15] as an approximation to the true likelihood. While [2] and [4] consider improvements to pseudo-likelihood by using a Monte Carlo auxiliary variable technique, the exchange algorithm, [16] which targets the posterior distribution which involves the true intractable likelihood function. Bayesian model selection is generally a computationally demanding exercise, particularly in the current context, due to the intractability of the likelihood function. See [17] for an approach to estimating the posterior model probability for Markov random fields. Due to the computationally intensive nature of this model selection problem, we use a pseudo-likelihood approximation throughout this paper, although future work will focus on efficient means to improve upon this aspect using composite likelihood approximations [18] . This paper consists of several sections. Section 3 includes the background of the statistical approaches used in this paper. This section explains the k-Nearest Neighbour (KNN) classification and Integrated Laplace Approximation (INLA) approaches and provides a detailed description of the probabilistic KNN (PKNN) model. The proposed new algorithm is introduced in section 4. In this section, we introduce a generic algorithm to reconstruct and approximate the underlying model order posterior p(K|Y) and to efficiently search for the optimal model order K * . Afterwards, this section includes how to apply the generic algorithm into PKNN. In addition, we developed a faster version as a variant of the proposed approach to reduce computing time. In section 5, we illustrate the performance of the new PKNN algorithms on several real datasets. Finally, we conclude this paper in section 6 with some concluding remarks.
Related Work
The main aim of this paper is to explore nearest neighbour classification from a model selection perspective. Some popular model selection approaches in the literature include the following. Grenander et al. [19, 20] proposed a model selection algorithm which is based on jump-diffusion dynamics with the essential feature that at random times the process jumps between parameter spaces in different models and different dimensions. Similarly, Markov birth-death processes and point processes can be considered. One of the most popular approaches to infer the posterior distribution and to explore model uncertainty is Reversible Jump Markov Chain Monte Carlo developed by Green [21] . The composite model approach of Carlin and Chib [22] is a further example in this framework. The re-lationships between the issue of choice of pseudo-prior in the case of Carlin and Chib's product composite model and the choice of proposal densities in the case of reversible jump are discussed by Godsill [23] .
In the KNN literatures, there are several prior studies on model order estimation for KNN, which finds an optimal K for KNN [5, 6, 7, 8, 9, 10, 11] although cross validation is practically used in most cases. Fukunaga and Hostetler developed a funtional form for the optimum K in terms of the sample size, the dimensionality of the observation space, and the underlying probability distribuition [6] . Patrick and Fisher showed that optimal K can not be derived if the underlying distribution for KNN is not normal [5] . Enas and Choi showed an efficient adaptive rule which selects K by iteratively maximizing the local Mahalanobis distance [11] . Wang et al. [10] introduced an algorithm to estimate an optimal choice for K based on a statistical decision perspective. The model order K is also designed by well-known distributions such as Poisson or Binomial distribution by Hall and his colleagues [8] . Ghosh mentioned that popular cross-validation techniques often fail in selecting K due to the presence of multiple minimizers of the estimated misclassification rate and he proposed a criterion, in a Bayesian framework, to provide emphasis not only to correct classificiation but also to the strength of evidences for the KNN classifiers [7] . As a further study, Hand and Vinciotti studies how to choose K for two-class nearest neighbor classifiers with unbalanced classes [9] .
In addition, there are a lot of similarities in the clustering domain. For instance, many clustering algorithms such as K-means algorithms, Gaussian Mixture Model (GMM), and Spectral clustering have also the challenging difficulty to infer the number of clusters K as similarly shown in the estimation of the number of neighbours K of the (P)KNN.
Statistical Background

K-Nearest Neighbour (KNN) model
In pattern recognition, the K-Nearest Neighbour algorithm (KNN) is one of the most well-known and useful non-parametric methods for classifying and clustering objects based on classified features which are close, in some sense, in the feature space. The KNN is designed with the concept that labels or classes are determined by a majority vote of its neighbours. However, along with such a simple implementation, the KNN has a sensitivity problem from the locality which are generated from two difficult problems: estimating the decision boundary to determine the boundary complexity and the number of neighbours to be voted. In order to address this problem, adaptive KNN is proposed to efficiently and effectively calculate the number of neighbours and the boundary [10, 9, 24, 25] . In addition, the probabilistic KNN (PKNN) model that is more robust than the conventional KNN has been introduced and developed by Markov chain Monte Carlo to estimate the number of neighbours [1, 3] . In this paper, we use the PKNN model since it provides adequate likelihood term given a particular model with K neighbours.
Boltzmann Model for PKNN [1] can be formed as
where the unknown scaling value β > 0 and C is a set of classes, K denotes the number of neighbours and δ a,b = 1 if a = b and 0 otherwise. In this equation, ne(·) represents the set of neighbours. Suppose that we have four data points as shown in Fig. 1-(a) . Given K = 2, Fig. 1-(b) illustrates the interesting network structure that results from the conventional PKNN model. In this sub-graph, arrows direct the neighbours. As we can see in the Fig. 1-(b) , some pairs of data points (nodes) are bidirectional but others are unidirectional, resulting in an asymmetric phenomena. Unfortunately, this asymmetric property invalidates the Markov Random Field assumption that neighbourhoods are symmetric which can be implicitly applied in Eq. (1).
A symmetrised Boltzmann modelling for pseudo-likelihood of PKNN
Since the pseudo-likelihood of the conventional probabilistic KNN is not symmetrised an approximate symmetrised model has been proposed for PKNN [26] as
The Boltzmann modelling of PKNN resolves the asymmetric problem which arises from the conventional PKNN of Eq. (1). However, the Boltzmann modelling reconstructs the symmetrised network by averaging the asymmetrised effects from the principal structure of PKNN as shown in Fig. 1 -(c). This brings different interaction rate among the edges. In the sub-graph, two edges have a value of a half and all others have a value of one and so this difference may yield an inaccurate Markov Random Field model again.
Conventional estimation of PKNN by Markov chain Monte Carlo (MCMC)
The most popular approach to estimate the parameters of PKNN is using Markov chain Monte Carlo (MCMC) [1, 27, 3] . In this paper, PKNN via MCMC is also used for performance comparison. In particular, there are two different algorithms based on MCMC.
The first approach is to infer the unknown model parameters (β andK) in the training step via MCMC. Afterwards, given these estimated values, we can classify new data from the test set straightforwardly using the conditional posterior p(z i |y, z, y ′ ,β,K). Suppose that we need to reconstruct the target posterior p(β, K|z, y) given the observations z and y which is a set of training data. The standard MCMC approach uses a Metropolis-Hasting (MH) algorithm, so that each unknown parameter is updated according to an acceptance probability
} whereβ andK denote the proposed new parameters and q(β,K) is the proposal density for these parameters. In the training step, we estimateβ andK from the above MCMC simulation. Afterwards, we simply classify the test datasets giveñ β andK. That is, given a test set we can estimate the classes by
for a new test data y ′ and its unknown label z ′ . However, since the uncertainty of the model parameters is ignored in the test step of the first approach, the first approach with two separate steps (training and testing) is less preferred from a statistical point of view although it is often used in practice. Unlike the first approach, the second approach jointly estimates the hidden model parameters to incorporate this uncertainty while classifying the testing datasets. In the second approach we reconstruct not the conditional distribution p(z
by jointly estimating parameters. In this case, the target density is not p(β, K|z, y) but p(β, K, z ′ |z, y, y ′ ). Then each unknown parameter from the marginalized density is updated according to the modified acceptance probability
In this paper, we use the second approach to infer the parameters and classify the data for MCMC simulation for comparison since the joint estimation to obtain the marginalized distribution considers the uncertainty even in the classification of the new dataset. We simply design q(ẑ
where we set β a = 2 and β b = 10 for the Gamma distribution. Given this particular setting of the proposal distribution, we obtain the simplified acceptance probability
Integrated Nested Laplace Approximation (INLA)
Consider a general situation where we have a set of hidden variables f and a set of observations Y, respectively. MCMC can of course be used to infer the marginal density p(f |y) = ∫ p(f , θ|y)dθ where θ is a set of control parameters.
In order to efficiently build the target density, we apply a remarkably fast and accurate functional approximation based on the Integrated Nested Laplace Approximation (INLA) developed by [28] . This algorithm approximates the marginal
Here, F denotes a simple functional approximation close to p(f |Y, θ) such as a Gaussian approximation and f * (θ) is a value of the functional approximation. For the simple Gaussian approximation case, the adequate choice of f * (θ) is the mode of the Gaussian approximation of p G (f |Y, θ). Given the log of the posterior, we can calculate the mode θ * and its Hessian matrix H * θ via Quasi-Newton style optimization by θ * = arg θ max logp(θ|Y) and H * θ . Finally we do a grid search from the mode in all directions until logp(θ * |Y) − logp(θ|Y) > φ, for a given threshold φ.
Our proposed algorithms use an approach similar to the idea of INLA by replacing the model parameters with the model order (the number of neighbours, K). This means that we can speed up the computation by embedding (Quasi-)Newton methods for Laplace approximation rather than grid sampling as described in the original INLA. However, the posterior is not uni-modal in many real cases so we can find local optima rather than global optima for the maximal mode of the posterior if we use such a simple Laplace approximation. Therefore, instead of (Quasi-)Newton methods employed in the original INLA, we reconstructed the density with a relatively slower grid approach for the real datasets in the PKNN of this paper. Of course, if the distribution is uni-modal, then we can use the Quasi-Newton method to speed up the algorithm.
Proposed Approach
Our proposed algorithm estimates the underlying densities for the number of neighbours of probabilistic KNN classification by using Eq. (7).
Obtaining the optimal number of neighbours K *
Let Y denote a set of observations and let f K be a set of the model parameters given a model order K. The first step of our proposed algorithm is to estimate the optimal number of neighbours, K * :
According to Eq. (7), we can obtain an approximated marginal posterior distribution byp
This equation has the property that K is an integer variable while θ in Eq. (7) is in general a vector of continuous variables. By ignoring this difference, we can still use the Quasi-Newton method to efficiently obtain optimal K * . Alternatively, we can also calculate some potential candidates between 1 and K max if K max is not too large. Otherwise, we may still use the Quasi-Newton style algorithm with a rounding operator which transforms a real value to an integer for K.
Bayesian Model Selection for PKNN classification
In general, one of the most significant problems in classification is to infer the joint posterior distribution of L different hidden classes for L different observa-
However, jointly inferring the hidden variables is not straightforward therefore we make the assumption that the hidden class of the i-th observation, z ′ i , is independent of the j-th observation given the i-th observation y ′ i where i ̸ = j leading to the following simpler form (similar to Naive Bayes): 
PKNN via the proposed approach
In the probabilistic kNN model (PKNN), let us define the new unlabelled dataset consisting of L observations given by y 
where
This requires us to know three distributions in the above equation.
The first quantity among the three above is the conditional distribution defined by
This is a likelihood function given the neighbouring structure. That is,
explains the fitness between the assumed/given labels (z, z ′ i ) and the given full data (y, y
The second quantity isp(β (m) |Y, K = j), but we defer estimation of this distribution since it can be automatically estimated when we estimate the last distribution p(K|Y). Therefore, we infer the last distribution first. The last distribution is the marginal posterior of K and using a similar approach to INLA it is defined bỹ
As we can see the denominator is the approximation of the second distribution of interest so we can reuse it i.e.p(β|Y, K) = p G (β|z, y, y
We also easily obtain the marginal posterior of β which is p(β|Y). Since the marginal posterior is approximated by
, we can simply reconstruct the distribution by reusing the previously estimated distributions. When we have µ
Finally, we can obtain the target distribution of interest p(z ′ i |y, z, y ′ i ) with the three distributions. Since we can now estimate the target distribution as a mixture distribution, we can also obtain the expectation and variance as follows:
where µ almost flat prior (more details for such hyper-parameter configuration is described and tested in figure 2 of section 5.
Practical modification of our proposed approach
Our proposed approach based on a marginal distribution of Eq. (11) provides sound mathematical forms and much faster computation than Monte carlo simulation to reconstruct the density of K and z ′ i , However, as the size of training data increases, we found that our approach becomes slow due to the complexity of the likelihood function. From this point of view, although it has a lot of advantages such as restoring density of K and estimating the weight value β, our proposed approach cannot provide the practicality for large scale datasets compared to simple algorithms such as KNN and PKNN which are extremely fast and computationally much lighter. Therefore, instead of using Eqs. (11) and (16), we need to develop more efficient algorithm which is faster but inherits the advantages of the our approach. For this reason we have developed a modified algorithm consisting of training and testing procedures. The original version of our approach in section 4.2.1 does not have training step at all. That is, we need to reconsider all data whenever a new data is coming to classify: z
y).
Whereas, in the modified version, we divide the proposed approach into two subsequent steps: a training step for estimating optimal parametersK andβ and a testing step for predicting the class given a new observation. The main reason to split the algorithm into two steps is that only training step includes time consuming computation while the computation in the testing step becomes relatively lighter by using the output obtained from the training step. Therefore, the problems for the proposed approach and its modified version are defined by In this training step we estimate the control parameter β and the number of neighbours K. In the training the main target function is to restore the joint posterior distribution given training dataset: p(K, β|z, y) and it can be decomposed by p(K, β|z, y) = p(β|z, y, K)p (K|z, y) . First of all, we estimateK in the training step byK = arg max p(K|z, y) 
3:
for j = 1 to K max do 4: Calculate the approximate conditional posteriorp(β|Y, Calculate an unnormalized posterior for K = j,
.
7:
end for 
11:
Calculate an unnormalize weight λ for m = 1 to |S β | do 14: for j = 1 to K max do 15:
17:
end for 18: end for
19:
Calculate p(z
for all c ∈ C.
20:
Calculate the expectation and variance of z i from Eq. (16). 21 : end for
for K ∈ {1, 2, · · · , K max }. Here, we have Gaussian approximation of
After estimatingK, we can easily obtain byβ by usingβ = arg max p(β|z, y,K). Finally our new objective in the testing step is
Simulation Results
The performance of our algorithm is tested on a collection of benchmark datasets. All of the datasets (test and training) used in this paper can be found at http://mathsci.ucd.ie/ ∼ nial/dnn/. The benchmark datasets we used are presented in Table 1 . We assessed the performance of our algorithm by using 10-fold cross validation for a fair comparison with all approaches although our proposed approach does not not require this, due to it being a Bayesian procedure.
As shown in section 4, there are pre-defined hyper-parameters, a β and b β , to build a prior distribution, p(β|a β , b β ) in this study. Before showing the performance and simulation results for the classification, we need to check whether such hyper-parameter configurations for prior distribution would influence the performance of the proposed approach. Therefore we compared reconstructed posterior distributions of β with varying hyper-parameters a β and b β . Figure 2 -(a) displays several different prior distributions which are generated with the varying parameters and figure 2-(b) displays the reconstructed posterior distributions by using our proposed approach. As can be seen in these figures, our proposed approach yielded posterior distributions which are quite insensitive to the different prior specifications. Since we do not have any prior knowledge on β, we set a β = 2 and b β = 10 yielding an almost flat prior as already mentioned in section 4. Figure 3 demonstrates reconstructed densities of a testing datum. While the top sub-graphs show the 2 dimensional densities p(β, K|Y), the bottom subfigures represent the 1 dimensional densities p(K|Y) for all datasets. The graphs illustrate that the distribution is not uni-modal but a complex multi-modal distribution. This also suggests that selecting an appropriate number of neighbours for PKNN is critical to obtain high accuracy.
Asymptotically, MCMC with a large number of iterations will converge and therefore can be used in principle to estimate the underlying posterior density. Thus, we can check whether the reconstructed density using the proposed approach is close to that estimated by MCMC with a very large number of iterations in order to validate the our proposed algorithm. Figure 4 visualizes the similarity between the reconstructed posterior densities of a testing data from the wine dataset by the proposed approach (blue dotted line with markers 'x'), modified version of proposed approach (red dotted line with markers 'o'), MCMC with measure the similarity between the reconstructed densities by MCMC and proposed approach, we use four different metrics as shown in Figure 5 : Root Mean Square Error (RMSE), Peak Signal-to-Noise Ratio (PSNR), Kullback Leibler Distance (KLD) and Structural SIMilarity (SSIM) [29] . Given these metrics, as the reconstructed densities become similar and closer to each other, then RMSE→ 0, KLD→ 0, SSIM→ 1, and PSNR becomes higher. In this figure, the x-axis represents the number of MCMC samples. Here, MCMC with a large sample size produces densities very close to those produced by our proposed algorithm. As the number of MCMC samples increases, RMSE and KLD decrease while PSNR and SSIM increases for all datasets. Table 2 demonstrates the performance of each of the algorithms based on the accuracy of the MAP estimates of the four cases: KNN, PKNN and proposed approaches. The number of training data points is 90% of the total number of data points since 10-fold cross validation is used so that N training = 0.9 × N total and N testing = 0.1 × N total . In this paper, KNN and PKNN use MAP estimate via cross validation to obtain optimal solution. Since MCMC produces results which are very close to that of the proposed approach as shown in highlighted in bold in this table. From this table, we found that our proposed approachs work similar in accuracy. Additionally, we can see that the PKNN and proposed approaches provides relatively stable performance for most of the datasets compared to KNN. For example, KNN does not perform so well for the Crabs and Fglass datasets compared with other approaches while PKNN based approaches performs almost similar to KNN in the Yeast dataset, which is the best performing dataset for KNN. We have also tested whether there exist over-fitting problems in the estimation with relatively small size of the data. That is, we exchanged the training and testing data from the above experiments such that N (i)
The results with the small number of training data are displayed in Table 3 . As we can see from this the table, our proposed approaches are superior to the other algorithms in most cases. We also found that KNN works very poorly in this experiment and this implies that KNN suffers from the over-fitting problem when the size of training data is too small to use. However, our proposed algorithms outperform even in such a small data size since we can avoid the over-fitting problem by using priors in a Bayesian framework, e.g p(β) and p(K).
In addition, we compared the excution times of all algorithms with varying number of data points as shown in Figure 6 . Figure 6 -(a) is a sub-graph to show the time comparison for the training procedures for the five algorithms. Since conventional MCMC and the original version of the proposed approach do not have any training step in computation, their execution times for the training step are set to all zeros. As can be shown in the sub-graph, KNN, PKNN, and modified version of the proposed approach require heavier computation as the number of training data points increases but it can be neglected if we add the training time and the testing time. It is also obvious that MCMC takes a lot of time to obtain adequate results compared to other algorithms 3 . Sub-figures (d) corresponds to the log scale of sub-figure (c). Our proposed algorithms are slower than conventional KNN and PKNN with fixedK but it is much faster than MCMC technique which is regarded as one of the best approaches to infer the model parameters and number of neighbours in Bayesian framework. From the point of the accuracy of Table 2 and Table 3 and the execution time of Figure 6 , we eventually find that PKNN can be efficiently improved by using our proposed algorithms, providing practically useful techniques compared to the conventional approaches including KNN, PKNN and MCMC.
Conclusion
In this paper we have proposed a model selection algorithm for probabilistic k-nearest neighbour (PKNN) classification which is based on a functional approximation inside a Bayesian framework. This algorithm has several advantages compared to other conventional model selection techniques. First of all, the proposed approach can quickly provide an adequate distribution of the model order K which is not given by other approaches, in contrast to time consuming techniques like MCMC. In addition, since the proposed algorithm is based on a Bayesian scheme, we do not need to run cross validation which is usually used for the performance evaluation. The proposed algorithm can also inherit the power of the fast functional approximation of INLA. For instance, it can quickly find the optimal number of neighbours K and efficiently generate the grid samples by embedding Quasi-Newton method if the posterior is uni-modal. Lastly, the proposed approach can calculate the model average which is the marginalized posterior p(x|Y) = ∫ M p(x|Y, M)p(M|Y)dM. We also remark that our algorithm is based on a pseudo-likelihood approximation of the likelihood and suggest that further improvements may result by utilising more accurate approximations of the likelihood, albeit at the expense of computational run time.
