Reliability approach to slope stability analysis with spatially correlated soilproperties  by Kim, Jin Man & Sitar, Nicholas
The Japanese Geotechnical Society
Soils and Foundations
Soils and Foundations 2013;53(1):1–100038-0
http://d
nCor
E-m
sitar@
Peer806 & 20
x.doi.org
respondi
ail addre
ce.berkele
review uwww.sciencedirect.com
journal homepage: www.elsevier.com/locate/sandfReliability approach to slope stability analysis with spatially
correlated soil propertiesJin Man Kima,n, Nicholas Sitarb
aDepartment of Civil Engineering, Pusan National University, 30 Jangjeon-dong, Geumjeong-gu, Busan 609-735, Korea
bDepartment of Civil and Environmental Engineering, University of California, Berkeley, CA 94720-1710, USA
Received 25 August 2011; received in revised form 19 June 2012; accepted 27 July 2012
Available online 8 February 2013Abstract
A reliability approach to a slope stability analysis, considering spatially correlated soil properties, is used to systematically evaluate
the various sources of uncertainty that arise in these types of problems. Measurement errors and bias that often occur during soil
investigations are now incorporated into the probabilistic model of soil properties in addition to the spatial variability and the effects of
spatial averaging. The results of the analysis show that the unconditional approach, which considers spatial variability, but does not
account for measurement-related uncertainties, can yield unconservative results because of an unrealistically large variance reduction.
In contrast, the results obtained from the unconditional approach, which does consider spatial variability and measurement-related
uncertainties, as well as those from the conditional approach, lead to signiﬁcantly lower probabilities of failure that are much less
sensitive to the scales of ﬂuctuation.
& 2013 The Japanese Geotechnical Society. Production and hosting by Elsevier B.V. All rights reserved.
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Soil properties vary spatially because of depositional
and post-depositional processes that cause variations in
properties such as density, mineral composition, moisture
content, stress history, and shear strength. In addition,
there are a number of other factors, including an insufﬁ-
cient number of samples and measurement errors, which
make it difﬁcult to determine the soil properties precisely.
In practice, measurements are taken only at selected13 The Japanese Geotechnical Society. Production and hostin
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nder responsibility of The Japanese Geotechnical Society.locations, and thus, the soil properties are known only at
these locations and can therefore be considered random
quantities. The spatial variations in soil properties can
then be effectively described using their correlation
structures.
In the ﬁeld of slope stability, numerous probabilistic
approaches have been proposed to systematically assess
the problem of uncertainties and spatial variations ever
since Wu and Kraft (1970) proposed a probability-based
slope stability analysis.
It is well known that the common approach, which
models soil properties as random variables, can lead to an
overestimation of the probability of the failure of a slope
because this assumption usually leads to the overestima-
tion of the level of uncertainty (e.g., Wu and Kraft, 1970;
Christian et al., 1994; Chowdhury and Xu, 1995; Low and
Tang, 1997; Christian and Urzua, 1998; Duncan, 2000;
Zhang et al, 2010). Thus, it is important that the spatiallyg by Elsevier B.V. All rights reserved.
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eral, the stochastic nature of the spatially varying material
properties can be studied within the framework of random
ﬁelds (e.g., Vanmarcke, 1977a) and Geostatistics. Those
approaches not only provide the correct statistical repre-
sentation of spatial variations, but they also help to
maximize the use of the available information, which in
turn minimizes the level of uncertainty. In the past, various
methods that consider spatial variability have been proposed
for different applications, including a limit equilibrium-based
slope stability analysis (Vanmarcke, 1977a, 1977b; Li and
White, 1987a, 1987b; Li and Lumb, 1987; Kim and
Sitar,2003; Grifﬁths et al., 2009), a geotechnical site char-
acterization (Nobre and Sykes, 1992), a seismic-response
analysis (Yeh and Rahman, 1998), a liquefaction risk
analysis (Fenton and Vanmarcke, 1998, Baker and Faber,
2008), a foundation–settlement assessment (Fenton and
Grifﬁths, 2002), and a stochastic aquifer model (Clifton
and Neuman, 1982). As an alternative approach to the
widely used limit equilibrium method, the ﬁnite element
method is increasingly being employed in reliability-based
slope stability analyses. FEM-based approaches can com-
pute the failure probability for the critical slip surface (e.g.,
Xu and Low, 2006) or the system probability of slope failure
(e.g., Huang et al., 2010).
In this paper, the authors develop the statistics for the
local average of a material property and extend the
previous applications of the spatial averaging method
proposed by Vanmarcke (1977a, 1977b), and Li and
White (1987a, 1987b), by accounting for measurement-
related errors and measurement locations.
1.1. Spatial variability and spatially correlated soil
properties
Vanmarcke (1983) deﬁned a random process as a family
of random variables at points with coordinates x¼ (x1,
y. ,xn) in an n-dimensional parameter space. If the
random process is a Gaussian process, process u(x) can
be completely described by its mean function, m(x),
variance function, s2(x), and autocorrelation coefﬁcient
function (called correlation function hereafter), r(x,x0).
Many typical problems require the discretization of a
random process into a manageable number of random
variables that adequately represent the whole random
process. A number of discretization methods have been
proposed to represent a continuous random process in
terms of a vector of random variables. These methods,
which have been summarized by Li and Derkiureghian,
1993, include the midpoint method, the spatial averaging
method (Vanmarcke, 1977a, 1983), the shape function
method (Liu et al., 1986), the series expansion method
(Lawrence, 1987; Spanos and Ghanem, 1989), and the optimal
linear estimation method (Li and Derkiureghian, 1993).
In slope stability analyses, we are often interested in the
statistics of the local average of a material property over a
domain, because soils generally exhibit plastic behaviorand the stability of a soil slope tends to be controlled by
the average soil strength rather than by the soil strength at
a particular location along the slip surface. The spatial
average u of a random property u(x) over an element
domain Oe (i.e., discretized zone of interest) can then be
deﬁned as a stochastic integral, namely,
u¼ 1
V
Z
Xe
uðxÞ dx; V ¼
Z
Xe
dx; x 2 Xe ð1Þ
where dx is the volume, area, or line element for the three-,
two-, or one-dimensional cases, respectively.
In this study, the authors developed a statistical model
that can systematically describe the various sources of
uncertainty in the determination of soil properties.
1.2. Unconditional approach that does not account for the
location of measurements
Suppose that u(x) has been observed at n points inside
and/or around a homogeneous zone of interest. Each
observation uni may be associated with a true value, ui, a
measurement error, ei, and a measurement bias such that
ui ¼ Biuni þei; i¼ 1; 2; . . .:; n ð2Þ
The measurement bias can be modeled by introducing a
bias factor B, whose mean and variance are denoted as mB
and s2B, respectively (e.g., Tang, 1984; Baecher, 1984).
As the true soil properties are unknown, the statistics of
the soil properties are estimated on the basis of measured
values. An unbiased sample mean (m^) may be used as the
point estimate of the mean of the population, assuming
that the locations of the observations are separated from
each other by a sufﬁciently large distance.
m m^ ¼ 1
n
Xn
i¼1
Biuni þei
  ð3Þ
It should be noted that m^ is obtained by correcting only
the measurement bias, not the measurement random error,
in spite of its presence in Eq. (3). The variance of m^ is given
as (see the Appendix for the derivation)
var m^½  ¼ var 1
n
Xn
i ¼ 1
BiV
n
i þei
 " #
¼ m
2
Bs
n2þmn2s2Bþs2Bsn2þs2e
n
ð4Þ
The ﬁrst two moments of spatial average u can be
estimated on the basis of observational data, accounting
not only for point estimates, but also for the degree of
accuracy of these estimates. Firstly, we deﬁne u in further
detail as
u¼ 1
V
Z
Xe
uðxÞ dx¼ 1
V
Z
Xe
½mðxÞþeðxÞ dx; V ¼
Z
Xe
dx ;
x 2 Xe ð5Þ
where u(x) is described in terms of the trend and random
components. For a homogeneous random ﬁeld, m(x)¼m
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evaluated with m^ as
E u½  ¼ E 1
V
Z
Oe
m^þeðxð ÞÞ dx
 
¼ E m^þe xð Þ½  ¼ m ð6Þ
var ½u is estimated as (see the Appendix for the deriva-
tion)
var u½  ¼ m
2
Bs
n2þmn2s2Bþs2Bsn2þs2e
n
þs2g Xeð Þ ð7Þ
where g Xeð Þ ¼ 1=V 2
R R
Xe
rðrÞ dxdx0.
cov ½u; u0 is evaluated as (see the Appendix for the
derivation)
cov u; u0½  ¼ m
2
Bs
n2þmn2s2Bþs2Bsn2þs2e
n
þs2g Xe;Xe0ð Þ ð8Þ
where g Xe;Xe0ð Þ ¼ 1=VV ’
R
Xe
R
Xe
0rðrÞ dxdx0
In the above relations, g(Oe) and g(Oe, Xe0) may be
called the variance and the covariance reduction factors,
respectively (Vanmarcke, 1983). These expressions can be
extended to multiple homogeneous random ﬁelds, espe-
cially for cases in which the random ﬁelds are statistically
independent (Kim, 2001). The ﬁrst term in Eqs. (7) and (8)
represents the sampling and measurement-related errors
(i.e., uncertainties in the estimation of m^), while the second
term is the reduced inherent variance attributed to the
spatial averaging. Fig. 1 shows a comparison between the
magnitude of uncertainty of the spatial variation and that
of the sampling error. Unlike the inherent uncertainty,
errors resulting from insufﬁcient data and incorrect mea-
surements do not decrease when they are averaged over an
area or a space, but they depend only on the number of
samples. Li and White (1987a) proposed relationships
similar to those given by Eqs. (7) and (8), although their
formulas do not include measurement errors and bias
terms, as presented herein.0.0
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Fig. 1. Comparison of magnitude of spatial variation and sampling error:
n, number of measurements; L, length of averaging domain; d, scale of
ﬂuctuation.1.3. Method that accounts for the location of measurements
(conditional approach)
A conditional simulation, or ordinary kriging (OK), that
can reproduce the observed values at their respective
sampling locations, has been extensively used in many
applications, particularly mineral explorations (e.g., Krige,
1966; Matheron, 1967; Journel and Hujibregts, 1978;
Journel, 1989; Nobre and Sykes, 1992).
An estimate of the mean value of a property for an
element domain Oe can be expressed as a weighted linear
combination of the observed values in the following form,
which considers measurement errors and bias:
u^ ¼ u^ xað Þ ¼
Xn
j¼1
wajuj ¼
X
waj Bjunj þej
 
ð9Þ
The requirements for the estimator to be unbiased and
for the expected value of its squared error to be minimal
result in the following conditions for weight waj:
Xn
j¼1
waj ¼ 1 ð10Þ
Xn
j¼1
wajsjkla ¼ sak; k ¼ 1; 2; . . .; n ð11Þ
where la is a Lagrange multiplier. The above two equa-
tions constitute a system of nþ1 linear equations with n
unknowns waj and la. A measure of the error in the
estimation can be given in terms of the expected value of
the squared error at the minimum condition (sometimes
called ‘‘ordinary kriging variance’’):
s2OK ;a ¼ E½ u^auað Þ2 ¼ sa2
Xn
j¼1
wajsjaþla ð12Þ
If all of the observation points and the points to be
estimated are separated by a sufﬁcient distance, such that
sjaE0; sijE0 for iaj, the estimated value may be equal to
the arithmetic mean and the variance may reduce to
s2OK ;a  sa2þla  s2g Xað Þþ
m2Bs
n2þmn2s2Bþs2Bsn2þs2e
n
ð13Þ
because wajsjj ¼ wajvar½uj ¼ wajvar½Bjunj þej ¼ waj m2Bsn2þ

mn2s2Bþs2Bsn2þs2eÞ  la; waj  1=n (from Eqs. (10) and
(11)).
The covariance between two values, u^a and u^b, is given
by
sOK ;ab ¼ E½ u^auað Þ u^bubð Þ ¼ sab
Xn
k¼1
wakskbþla ð14Þ
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sOK ;ab  sabþla  s2g Xa;Xbð Þþ
m2Bs
n2þmn2s2Bþs2Bsn2þs2e
n
ð15Þ
2. Example case analyses
2.1. Soil property determination that incorporates spatial
variability and measurement-related uncertainties
The purpose of the example case analysis is to illustrate
the inﬂuence of various assumptions on the estimated soil
properties and the resulting failure probabilities. In this
case, we consider that uncertainties arise from the spatial
variation in material properties and from sampling errors.
The failure surface is considered to be deterministic, as it
may be accompanied by a pre-existing slip surface; this
consideration simply makes our method more convenient
and is not a requirement. Finally, we compare the results
obtained from different approaches, beginning with the
conventional random-value approach and ending with the
random-ﬁeld approach based on ﬁeld measurements.
Three vertical borings are carried out and ten soil
samples are taken at the speciﬁc locations of the cohesive
(undrained case) slope shown in Fig. 2 and Table 1.
Subsequent laboratory tests yield sample mean m_c ¼ 45 kN/
m2 and sample standard deviation sc ¼ snc
 ¼ 13:5 kN/m2
for the undrained shear strength, and m_g ¼ 18 kN/m3 and
sg¼0.9 kN/m3 for the soil density. As an example, the scalesFig. 2. Cohesive slope wit
Table 1
Undrained shear strengths obtained from three vertical borings.
Sample no. 1 2 3 4
Su (kN/m
2) 65 35 56 34of ﬂuctuation are taken as dx¼5 m and dy¼1 m as the
baseline, and they are increased by a factor of ﬁve to
dx¼25 m and dy¼5 m to examine the sensitivity. These
values are comparable to the typical scales of ﬂuctuation
for a variety of common geotechnical parameters reported in
the literature (Phoon et al., 1995). In fact, the number of
measurements is often too small to perform spatial correla-
tion analyses to estimate the scales of ﬂuctuation, and the
horizontal scale of ﬂuctuation is known to often be much
larger than that of the vertical direction. A separable 2-D
exponential autocorrelation function is employed to model
the correlation. It is known that the computed statistics for
the local average are generally not sensitive to the type of
autocorrelation function (Vanmarcke, 1977a).
In this example, the sliding mass is divided into only
four vertical soil slices of equal width. The variances and
covariances of the spatial averages can be computed using
the expressions presented earlier with the aid of a devel-
oped computer program, STAGLEM, that is capable of
handling multiple horizontal soil layers as long as they are
independent (Kim, 2001). Table 2 lists the variance reduc-
tion factors for the undrained strength for each slice
evaluated with Eq. (7). As can be observed in the table,
the variance reduction is quite signiﬁcant, i.e., the reduced
values range from 7.4 to 29.5% of the point values, since
the averaging is carried out over a relatively long slip
surface (more than 10 m in length) by considering the
scales of ﬂuctuation (dx¼5 m and dy¼1 m). Similarly, the
covariance reduction factors and the corresponding covar-
iance can be estimated; the resulting values are listed inh circular slip surface.
5 6 7 8 9 10
35 50 60 30 55 30
Table 3
Covariance reduction factor g (Oe,Oe0) and covariance matrices of the line-
averaged undrained shear strengths for scales of ﬂuctuation dx¼5 m
and dy¼1 m.
Slice number 1 2 3 4
(a) Covariance reduction factor g (Oe, Oe0)
1 .0735 .0092 .0000 .0000
2 .0092 .1690 .0290 .0003
3 .0000 .0290 .2951 .0161
4 .0000 .0003 .0161 .1223
(b) Unconditional covariance (in (kN/m2)2)
1 13.40 1.68 .00 .00
2 1.68 30.80 5.29 .05
3 .00 5.29 53.79 2.93
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effect, there is some correlation between the undrained
strengths of the adjacent slices, even though the center-to-
center distance between them is 9.68 m. Similarly, the
variance and covariance of the area- or volume-averaged
soil density are computed. As can be seen in Table 2, the
variance reduction of the soil density obtained by areal
averaging, ranging from 2.7 to 6.3% of the point values, is
more signiﬁcant than that obtained by line averaging.
The variance of the local average generally decreases as
the dimension n of a domain increases. This is because the
correlation function that appears in the variance reduction
factor is always equal to or less than unity.
Assuming that the mean, the variance, and the covar-
iance of the point soil properties are completely known, the
variances and the covariances of the spatial averages
computed above represent only the spatial variation
(hence, the inherent uncertainty) of the soil properties.
As a matter of fact, these quantities (mean, variance, and
covariance) must be estimated on the basis of measured
values or experience.
Let us ﬁrstly examine the unconditional approach. The
uncertainty arising from sampling and measurement errors
can be estimated on the basis of Eq. (4). Assuming that
there are no measurement errors and bias (i.e., se¼0,
mB¼1, sB¼0), the sampling error (or variance) of the
sample mean shear strength (m_c) is
var m^c
 	¼ sn2c
n
 sc
n
¼ 13:5
2
10
¼ 18:2 kN= m2 2
Similarly, the sampling error of the soil density is obtained
as
var m^g
 	 s2g
n
¼ 0:9
2
10
 0:081 kN= m3 2
We can now compute the total covariance of the spatial
average by adding the spatial covariance and the sampling
error according to Eq. 8. The computed total (or overall)
covariances are listed in Table 3(c). In the case of shear
strength, the spatial variation (or inherent uncertainty,
listed in Table 3(b)) and the sampling uncertainty (i.e., a
variance of 18.2 in this case) appear to have a roughly
equal contribution to the total uncertainty of the averaged
shear strengths. In contrast, the sampling uncertainty of
the density (a variance of 0.081) is the dominant part of
the total uncertainty of the averaged soil densities, and the
spatial variation is less signiﬁcant in comparison to theTable 2
Variance reduction factor g (Oe) of spatially averaged soil properties
(slices numbered from crest to toe).
Slice number Su (kN/m
2) g (kN/m3)
1 .074 0.039
2 .169 0.027
3 .295 0.034
4 .122 0.063sampling uncertainty, since the soil density is averaged
over a larger volume, yielding a signiﬁcant variance
reduction (for example, the variance corresponding to the
spatial variation is s2g(Oe)¼0.92 0.039¼0.032 for the
ﬁrst slice in Table 2).
The same data are then used to compute the statistics
of the spatial averages that account for the measure-
ment locations (conditional approach). The computation
involves the calculation of the covariances between the
measurements (sjk in Eq. (11)) and between the measure-
ments and the properties averaged over the soil slices
(sak in Eq. (11)). The kriging weights, waj, can be estimated
by assembling the covariance matrices and by solving a
system of nþ1 linear equations (for this particular exam-
ple, there are eleven equations). This conditional approach
involves quite intensive computations, because a system of
nþ1 equations has to be computed for every slice. The
computational effort of the conditional approach for
calculating the covariance matrices of the soil slices is
proportional to the square of the number of slices. Never-
theless, all the necessary computations that involve the
conditional approach are performed in less than a minute
on a desktop computer. The effect of the uncertainty of the
probabilistic slip surface has been previously discussed by
several researchers (e.g., Li and Lumb, 1987; Hassan and
Wolff, 1999; Bhattacharya et al., 2003). It is known that
the probabilistic critical slip surface is generally not the
same as the deterministic critical slip surface. Locating this
probabilistic critical slip surface requires additional com-
putational effort. Fortunately, performing a reliability
evaluation for each slip surface is neither difﬁcult nor
time-consuming in this current highly technological envir-
onment. However, if the conditional approach is used to4 .00 .05 2.93 22.28
(c) Unconditional total covariance (in (kN/m2)2)
1 31.63 19.91 18.23 18.23
2 19.91 49.03 23.52 18.28
3 18.23 23.52 72.02 21.16
4 18.23 18.28 21.16 40.51
(d) Conditional covariance (in (kN/m2)2)
1 27.07 15.25 16.14 12.89
2 15.25 37.86 19.87 11.88
3 16.14 19.87 71.38 16.88
4 12.89 11.88 16.88 29.80
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method, it can be a potentially time-consuming process.
Consequently, the use of methods that are less intensive
computationally, such as deterministic methods or other
simple reliability methods, should be considered ﬁrst to
ﬁnd the approximate area where the probabilistic critical
slip surface might be located, after which the conditional
approach should be used to pinpoint the critical surface.
There have been different approaches to determine the
reliability of a slope in terms of targets at which to estimate
the reliability, such as an arbitrary slip surface, a deterministic
critical slip surface, a probabilistic critical slip surface, and a
so-called ﬂoating surface. The probabilistic critical surface
yields a lower bound for the reliability index of a slope.
It should be noted that the proposed procedure can be easily
extended to account for different targets with conventional
searching methods for the critical slip surface.
The computed conditional covariances of the average
shear strengths are listed in Table 3(d). If the diagonal
elements in Table 3(d) are compared with those in
Table 3(c), it is found that the conditional approach
reduces the variance by a relatively modest amount (i.e.,
74–99% of the unconditioned values). The main reason for
this modest reduction in variance is the relatively large
distance between the measurement location and the slip
surface where the spatially averaged values are sought.
To examine the sensitivity, the scales of ﬂuctuation are
increased by a factor of ﬁve to dx¼25 m and dy¼5 m,
which reduces the effective distance between the measure-
ment locations. The results are listed in Tables 4(a) and (b).
A comparison between the diagonal elements of these
tables shows that the conditional approach indeed reduces
the variance signiﬁcantly, especially for the soil slices that
are closer to the measurement locations. For example, the
variance obtained with the conditional approach is in the
range 20–31% of the variance obtained with the uncondi-
tional approach in the case of slices 1, 2, and 4; however,
the variance obtained with the conditional approach is
66% of that obtained with the unconditional approach in
the case of slice 3, which is at least 8 m away from the
closest measurement location.Table 4
Covariance matrices of line-averaged undrained shear strengths for scales
of ﬂuctuation dx¼25 m and dy¼5 m.
Slice number 1 2 3 4
(a) Unconditional total covariance (in (kN/m2)2)
1 74.7 36.8 22.7 23.7
2 36.8 118.2 77.0 39.1
3 22.7 77.0 148.2 55.0
4 23.7 39.1 55.0 100.3
(b) Conditional covariance (in (kN/m2)2)
1 22.97 8.43 3.24 1.70
2 8.43 34.04 21.58 3.53
3 3.24 21.58 97.87 11.72
4 1.70 3.53 11.72 20.41The number of slices should not signiﬁcantly affect the
results. And, as the number of slices increases, the errors
from the geometrical simpliﬁcation should decrease
asymptotically, as is the case of a ﬁnite element analysis.
In most cases, around 40 slices tend to be more than
adequate.
As this example shows, a signiﬁcant variance reduction
can be achieved by spatial averaging and it illustrates the
importance of spatial correlation in the determination
of soil properties. The results suggest that if the size of
the averaging domain is sufﬁciently large, the variance
associated with the inherent uncertainty may be practically
ignored (although a correlation should not be ignored);
thus, it allows us to focus on statistical uncertainties and
measurement errors.
However, we still cannot determine which uncertainty
dominates the total uncertainty, since the variance reduc-
tion and the uncertainty of the averaged quantities are
dependent on the size of the slice over which the averaging
is performed. As the number of slices increases, the effect
of the variance reduction on the averaged quantities
decreases because of the decrease in the size of the slice
over which the averaging is performed. It should be noted
that the effect of increasing the slice (subdomain) size on
the variance reduction is only local, and that the effect of
the total cumulative variance reduction on the risk
involved in a problem should be the same, regardless of
the size of the slice (subdomain) (Kim, 2001). Hence, the
relative signiﬁcance of the spatial variance and the sam-
pling variance should be evaluated on the basis of global
effects. The same argument can be applied to sampling and
measurement errors. Locally, sampling and measurement
errors in the case of a small number of slices appear to be
relatively more signiﬁcant than in the case of a large
number of slices, but their overall contribution is the same,
regardless of the number of slices used in the analysis.
Correlated random soil properties can be generated once
their means and covariance matrixes have been deter-
mined. Fig. 3 shows samples of the simulated shear
strengths over (the) 40 slices of the slip surface for the
conditional approach, assuming a Gaussian distribution.
2.2. Static slope stability analysis that incorporates spatial
variability, sampling errors, and measurement errors
The objective here is to evaluate the risk of failure of the
cohesive slope shown in Fig. 2. A potential sliding mass is
divided into 40 vertical soil slices of equal width for
a stability analysis using the Simpliﬁed Bishop method.
The deterministic analysis of the static slope stability,
performed by considering the mean soil properties, yields
a factor of safety (FS) of 1.52. The analysis performed by
considering more adverse soil properties (ms for the
shear strengths and mþs for the soil density) results in an
FS of 1.02.
Conceptually, the performance of a structure can be
described by a limit-state function (also called performance
10
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Fig. 3. Average undrained shear strengths simulated by conditional approach.
Fig. 4. Limit-state and probability density functions.
Table 5
Probability of failure (Pf) for three different approaches with normal and
lognormal distributions.
Source of uncertainty Normal Lognormal
Spatial variation only 2.1 109 1.2 1012
Sampling error added 1.4 103 2.2 104
Conditional approach 4.2 104 6.1 105
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the condition of g(x)r0 is satisﬁed, where x is the vector
of the model variables (Fig. 4). The limit-state function for
the reliability analysis is then deﬁned as g(x)¼FS(x)1.
The probability of failure is then given by
pf ¼Pðg xð Þr0Þ ¼
Z
gðxÞr0
f ðxÞ dx ð16Þ
where f(x) is the joint probability density function (PDF)
of x.
Once g(x) and joint distribution f(x) are selected, pf can
be estimated by computing the volume of f(x) within the
failure domain deﬁned by g(x)r0. Although the problems
appear trivial at ﬁrst, they are not, since the limit-state
surface given by g(x)¼0, which separates the safe and the
unsafe domains of the outcome space, is nonlinear in many
cases. Thus, an approximation or a simulation is required
to compute the integrals, except in very special cases, such
as linear problems with Gaussian distributions.
The limit-state function for the reliability analysis is
given as g(x)¼FS(x)1, which deﬁnes a slope to be safe
for an FS greater than one. The reliability computations
are carried out with the aid of CALREL, a general-
purpose structural reliability analysis program developed
by Liu et al. (1989). It is linked to user-deﬁned subroutine
programs for use in static slope stability analyses,including STAGLEM and GLEM developed by Kim
(2001). The undrained strength of the soil is modeled with
both normal and lognormal distributions to examine the
inﬂuence of the uncertainty of distribution forms on the risk
involved in a problem. As observed in Table 5, the computed
probabilities of failure are in the range 2.1 109
1.2 1012 for the unconditional approach (spatial varia-
tion only), 1.4 1032.2 104 for the case where a
sampling error is added, and 4.2 1046.1 105 for
the conditional approach. Unlike the case of a deterministic
analysis, the results from this analysis allow us to quantify
the risk level and they can be used as a systematic aid in
decision making.
Simple reliability analyses can be carried out with
minimum effort in addition to those required by the
conventional deterministic analysis (e.g., Duncan, 2000).
Single random variables are used to model the geotechnical
properties of an entire soil mass. The approximate values
for the mean and the standard deviation of FS are
computed by the mean and the standard deviation of the
soil properties (Tables 6(a) and (b)). Note that the
difference between the cases with and without sampling
errors is very small (i.e., sFS¼0.49 and 0.46, respectively);
this result is in contrast to that obtained by other
approaches based on random-ﬁeld models. Once the mean
and the standard deviation are available, the probability of
failure can be computed by assuming a speciﬁc distribution
for FS, such as a lognormal distribution. Computationally,
this type of approach can be considered as a special case of
FOSM (mentioned earlier). However, the representation of
a soil layer as a single random variable does not account
for the potential variance reduction brought about by
spatial averaging. Consequently, this leads to very con-
servative results with a maximum probability of failure
that is two orders of magnitude higher than that obtained
with the random-ﬁeld models (Figs. 5 and 6). On the other
hand, assigning an independent random variable to every
soil slice can result in unconservative conclusions because
of an unrealistically large variance reduction. In such a
case, the risk of failure varies according to the number of
soil slices present within a layer such that the higher the
number of soil slices, the greater the effect of the variance
reduction on a problem. This increase in the effect of the
variance reduction generally increases the reliability of the
problem, which, of course, is not true.
The reliability of the slope stability is very sensitive to
the scale of ﬂuctuation in the case of the unconditional
Table 6
First-order approximation (single random-value approach).
Variable Values FS DFS
(a) Without considering sampling errors
Undrained shear strength, Su
mþs 58.5 1.98
ms 31.5 1.07 0.91
Soil unit weight, g
mþs 18.9 1.45
ms 17.1 1.60 0.15
(b) With sampling errors considered
Undrained shear strength, Su
mþst 59.2 2.00
mst 30.8 1.04 0.96
Soil unit weight, g
mþst 18.94 1.45
mst 17.06 1.61 0.16
Mean of factor of safety: mFS¼1.52; standard deviation of factor of
safety:
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Fig. 6. Effects of scale of ﬂuctuation on failure probability.
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the risk of failure signiﬁcantly increases with an increase in
the scale of ﬂuctuation, since the variance reduction
decreases. In contrast, the results obtained with the
unconditional approach (with sampling errors) and the
conditional approach, are much less sensitive to the scale
of ﬂuctuation. This is because of the fact that with a
decrease in the scale of ﬂuctuation, the increase in the
variance reduction due to spatial averaging is offset by the
increase in variance with sampling- and measurement-
related errors. This illustrates the importance of sampling-
and measurement-related errors in the assessment of slopestability problems. The fact that these approaches are less
sensitive to the scale of ﬂuctuation is important since an
accurate determination of the scale of ﬂuctuation is
difﬁcult and requires additional efforts. The evaluation
of measurement-related errors in practical problems is an
important issue, but it is beyond the scope of this paper.
Readers may refer to Li and White (1987a) and Kulhawy
et al. (1988), for example.
3. Summary and conclusions
A probabilistic approach that can be used to system-
atically model various sources of uncertainty found during
the assessment of soil properties has been presented. Newly
developed simple expressions for the probabilistic character-
ization of the soil properties incorporated sampling and
measurement errors as well as spatial variability and its
reduced variance due to spatial averaging. The expressions
explicitly separated the spatial correlation from sampling-
and measurement-related uncertainties. While the example
analysis was performed for slope stability, the methodology
that has been developed is generally also applicable to other
typical problems in geotechnical engineering.
The results of the analysis have conﬁrmed that the
variability of the local average of soil properties is always less
than that of the point values of the properties, and that it
decreases with an increase in the size of the averaging domain.
The variability of the local average generally decreases as the
dimensions of a domain increase; and therefore, the uncer-
tainty of the area- or volume-averaged soil properties is often
much less than that of the point properties.
Unlike inherent uncertainties, sampling- and measurement-
related uncertainties do not decrease when they are averaged
over an area or space, but they depend only on the number of
samples. In this context, an increase in the size of a locally
averaged area is only locally effective in variance reduction,
and the effect of the total cumulative variance reduction on the
risk of slope failure does not vary, regardless of the size of the
local area. The results have also suggested that, in general, the
variance associated with the inherent uncertainty is relatively
less signiﬁcant due to the averaging effect, but that
measurement-related uncertainties, such as statistical uncer-
tainties, are more important.
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represents a soil layer as a single random variable, leads to
very conservative results. On the other hand, the uncondi-
tional approach, that considers only the spatial variability
and does not account for measurement-related uncertain-
ties, can result in unconservative results because of
an unrealistically large variance reduction. This approach
is also highly sensitive to the scales of ﬂuctuation.
In contrast, the results obtained from the unconditional
approach, that accounts for measurement-related uncer-
tainties, and those from the conditional approach lead to
lower probabilities of failure that are relatively insensitive
to the scales of ﬂuctuation. More importantly, the condi-
tional approach takes full advantage of the available data
and leads to a more complete evaluation of the level of
risk. The unconditional approach that accounts for sam-
pling- and measurement-related uncertainties also yields
failure probabilities that are close to those of the condi-
tional approach.
The fact that the failure probabilities computed by the
unconditional approach (with sampling- and measurement-
related errors) and by the conditional approach are rela-
tively insensitive to the scales of ﬂuctuation, has an
important implication, since the accurate determination of
the scales of ﬂuctuation requires a relatively large number of
measurements. The conditional approach, while computa-
tionally more intensive, offers the advantage of honoring
the data at the respective sampling points, but it is suited
for problems with a large number of samples in a highly
correlated random ﬁeld. In most cases, the unconditional
approach (with sampling- and measurement-related errors)
can be a good alternative to the conditional approach.
Finally, it should be pointed out that a comprehensive
reliability analysis should consider other sources of
uncertainty, such as modeling errors and geological
abnormalities.
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Appendix: A
The following derivations may help the reader under-
stand the equations developed in this study.
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