Ultrasonic pulse propagation through the human abdominal wall has been simulated using a model for two-dimensional propagation through anatomically realistic tissue cross sections. The time-domain equations for wave propagation in a medium of variable sound speed and density were discretized to obtain a set of coupled finite-difference equations. These difference equations were solved numerically using a two-step MacCormack scheme that is fourth-order accurate in space and second-order accurate in time. The inhomogeneous tissue of the abdominal wall was represented by two-dimensional matrices of sound speed and density values. These values were determined by processing scanned images of abdominal wall cross sections stained to identify connective tissue, muscle, and fat, each of which was assumed to have a constant sound speed and density. The computational configuration was chosen to simulate that of wavefront distortion measurements performed on the same specimens. Qualitative agreement was found between those measurements and the results of the present computations, indicating that the computational model correctly depicts the salient characteristics of ultrasonic wavefront distortion in vivo. However, quantitative agreement was limited by the two-dimensionality of the computation and the absence of detailed tissue microstructure. Calculations performed using an asymptotic straight-ray approximation showed good agreement with time-shift aberrations predicted by the full-wave method, but did not explain the amplitude fluctuations and waveform distortion found in the experiments and the full-wave calculations. Visualization of computed wave propagation within tissue cross sections suggests that amplitude fluctuations and waveform distortion observed in ultrasonic propagation through the abdominal wall are associated with scattering from internal inhomogeneities such as septa within the subcutaneous fat. These observations, as well as statistical analysis of computed and observed amplitude fluctuations, suggest that weak fluctuation models do not fully describe ultrasonic wavefront distortion caused by the abdominal wall.
INTRODUCTION
Much has recently been written on the distortion of ultrasonic wavefronts by tissue inhomogeneities and its effect on ultrasonic images. Direct measurements of the ultrasonic distortion produced by human abdominal wall, 1,2 chest wall, 3 and breast [4] [5] [6] have been made and techniques for the correction of this distortion have been proposed and examined. [7] [8] [9] [10] [11] [12] [13] [14] [15] However, the physical causes of ultrasonic wavefront distortion by human soft tissues are not yet well understood.
Several investigators have set out to improve this understanding by devising models of human tissue to explain observed distortions. Robinson et al. 16 and Sauerbrei 17 were able to explain shadowing, enhancement, and double image artifacts seen in abdominal imaging via ray tracing through arrangements of homogeneous structures, each with a different characteristic sound speed and a simple geometric shape. More recently, Manry and Broschat 18 applied a finitedifference time-domain ͑FDTD͒ algorithm to a similarly simple model to study ultrasonic propagation through the breast. A Dutch group 19 has developed a method to calculate acoustic transmission and reflection at an irregularly shaped boundary between layers of two homogeneous media. However, none of these models takes into account the detailed structure of human tissues or the complex arrangement of these tissues in the human body. One early study used power spectra of sectional images to determine scattered power of porcine liver tissue under the Born approximation. 20 A recent study of the effect of tissue microstructure on ultrasonic imaging has been performed by a group at the Riverside Research Institute 21 using sound-speed maps determined from acoustic microscopy images of liver cross sections. Simulations of a-scan and b-scan mode imaging were performed by convolving idealized pulses with estimated tissue impulsea͒ response functions. While this approach provides insight into the relationship between tissue microstructure and speckle, the linear convolution process does not model distortion effects such as beam and focus degradation.
Models of ultrasonic propagation through distorting layers, whether stated explicitly or implicitly, are essential to all distortion correction methods. Many use models of the types described above. For example, Kossoff et al. 7 have been able to reduce gross artifacts caused by refractive effects in the abdomen. Smith et al. 8 found that distortions created by imaging through the skull could be corrected by compensating for refraction by a plane layer, but had little success when viewing the abdominal wall as a plane layer of fat. Others followed the lead of those working on distortion encountered in astronomy and modelled the distorting tissue as a phase screen at the receiving aperture, [9] [10] [11] which implies that received waveforms differ only in phase. One notable exception is an early paper by Hirama et al. , 12 who used a phase and amplitude screen at or away from the aperture. Substantial recent experimental evidence has confirmed that the distortion produced by actual tissues is more complicated than that produced by a single phase screen at the receiving aperture. 2, 3, 5, 6, 22 For this reason, some investigators 13, 14 have employed a phase screen placed some distance from the aperture, so that amplitude and wave shape variations as well as arrival time differences can be accounted for. Others 15 have approximated this configuration using both a phase and an amplitude screen at the aperture.
Models of wavefront distortion are also important because they are used to test distortion correction algorithms. Very few of these techniques have been tested using ultrasonic signals recorded after propagation through actual human tissues. 7, 8, 13 Instead, most investigators have relied on computer simulations in which phase and/or amplitude distortion is numerically added to received or calculated waveforms. [9] [10] [11] [12] 15 Others have used data from experiments in which an aberrator constructed of a uniform medium with varying thickness is inserted between the ultrasonic transducer and the target. 9, 10, 12, 14 While some of the proposed algorithms perform well under these simplified conditions, none has been able to return an ultrasonic beam or image distorted by human tissues to diffraction-limited quality. Such focus correction is theoretically possible; for instance, a wavefront emitted by a point source and distorted by propagation through an inhomogeneous medium is optimally refocused by propagating the time-reversed wavefront back through the same inhomogeneity.
14 The limitations of current methods may, in part, be due to the fact that each method rests on unrealistic assumptions about the nature of distortions produced clinically. For example, human tissues are not completely homogeneous, organs rarely occur in simple geometric shapes, and the thickness of the abdominal wall, chest wall, or intervening tissue of the breast is generally a significant fraction of the transducer focal length. A better understanding of the composition and structure of the body wall, breast, or other distorting tissues and their interaction with ultrasound would clearly aid the development of aberration correction techniques.
The purpose of the present study is to simulate ultrasonic propagation through the abdominal wall using a realistic model of tissue structure and a computational model that incorporates all wave effects such as single and multiple scattering, reflection, and refraction. The model is shown to produce distortion similar to experimental measurements. Results were also obtained using an asymptotic straight-ray approximation. Examination of the detailed wave propagation computed with the finite-difference model provides previously unavailable insight into the physical nature of ultrasonic wavefront distortion. The results suggest that simple phase screen models can explain some of the time-shift aberrations caused by the human abdominal wall, but that consideration of strong scattering effects is necessary to explain experimentally measured amplitude and waveform distortion.
I. THEORY
Ultrasonic pulse propagation through the human abdominal wall was modelled using the equations of motion for a lossless fluid with variable sound speed and density. The tissue was assumed to be motionless except for small acoustic perturbations. For such a fluid, the linearized equations of mass conservation, momentum conservation, and state are respectively ‫ץ‬Ј͑r,t ͒ ‫ץ‬t ϩ"-"͑r͒v͑r,t ͒…ϭ0, ͑1͒ ͑r͒ ‫ץ‬v͑r,t ͒ ‫ץ‬t ϭϪ"p͑r,t ͒, ͑2͒
where (r) and c(r) are the spatially dependent ambient density and sound speed, Ј(r,t) is the acoustic perturbation in density, p(r,t) is the acoustic pressure, and v(r,t) is the ͑vector͒ acoustic particle velocity. The linear propagation equations ͑1͒-͑3͒ are obtained from the full fluid-mechanical equations by removing all terms of quadratic or higher order in the acoustic perturbation variables Ј, p, and v. 23 Equation ͑3͒ may be used to eliminate the acoustic density perturbation from Eqs. ͑1͒ and ͑2͒. This yields, in twodimensional Cartesian coordinates, the coupled equations ‫ץ‬p͑x,y,t ͒ ‫ץ‬t ϩ͑x,y ͒c͑ x,y ͒ 2 "-v͑x,y,t ͒ϭ0, ͑4͒
͑x,y ͒ ‫ץ‬v͑x,y,t ͒ ‫ץ‬t ϩ"p͑x,y,t ͒ϭ0. ͑5͒
Equations ͑4͒ and ͑5͒ were solved numerically using a finite-difference time-domain ͑FDTD͒ method. In order to implement the finite-difference algorithm, the fluidmechanical equations were written in the form ‫ץ‬S͑x,y,t ͒ ‫ץ‬t ϩ ‫ץ‬F"S͑x,y,t ͒… ‫ץ‬x ϩ ‫ץ‬G"S͑x,y,t ͒… ‫ץ‬y ϭ0, ͑6͒
where the ordered triplets S(x,y,t), F, and G are defined
and u and v, respectively, are the x and y components of the acoustic velocity.
The system of equations expressed in Eq. ͑6͒ was numerically solved using a two-step MacCormack algorithm that was fourth-order accurate in space and second-order accurate in time. 24, 25 The implementation of the finitedifference operators was equivalent to that described in Ref. 26 . The initial condition was chosen to simply model the experimental condition of a slowly-varying, nearly planar wavefront emitted from a wide band, pulsed, point-like source far from the tissue layer. The initial wavefront was represented as a plane wave pulse propagating in the ϩy direction,
where the wave number k 0 is equal to 2 f 0 /c for a center frequency of f 0 and is the Gaussian parameter of the pulse temporal envelope. The Gaussian parameter was chosen to simulate the bandwidth of the pulse used in the experiments, as discussed below in Sec. II. The computational configuration is sketched in Fig. 1 . The domain of computation is two-dimensional, with the y direction taken to be parallel to the direction of propagation and the x direction parallel to the initial wavefront. Periodic boundary conditions were applied on the edges of the grid parallel to the direction of propagation, that is,
The periodic boundary conditions, together with the plane wave initial condition, ensured that the wavefront remained undistorted in the absence of propagation-path inhomogeneities. On the edges normal to the direction of propagation, radiation boundary conditions were applied to calculate p and v. These conditions were chosen to absorb waves normally incident to the boundaries yϭ0 and yϭL y , so that waves propagating in directions close to normal would incur only small reflections. The derivatives in Eqs. ͑10͒ were calculated using firstorder-accurate differences, and the estimated time derivatives of p and v were used to advance the solution on the top and bottom boundaries after differencing was performed on the interior of the grid.
II. METHOD
The accuracy of the finite-difference method in this study was tested using a benchmark scattering computation. The benchmark problem, which was chosen to approximate the realistic problem of scattering from a single fat lobule while allowing the possibility for comparison with a known exact solution, was the scattering of a single-frequency, 3.75-MHz plane wave by a cylinder of diameter 4.0 mm with sound speed and density values equal to 95% of background. These parameters correspond approximately to the contrast and size of a typical fat lobule in a water background. The finite-difference computation was implemented using the methods detailed above, with a plane-wave radiation condition ͓Eqs. ͑10͔͒ on the top boundary and periodic boundary conditions on the side boundaries. The incident wave was generated by the oscillating-wall boundary condition
where f 0 was 3.75 MHz. The total pressure field obtained using the finitedifference method was compared with the total pressure calculated from an exact solution for scattering from the same cylinder. 27 The pressure was compared using a simulated aperture of 154 point receivers extending 12 mm in the x direction and located 1 mm above the cylinder boundary in the y direction. As seen in Fig. 2 , the amplitude and phase of the pressure calculated with the finite-difference method agree very well with those predicted by the exact solution. This agreement is quantified by the L 2 error 28 between the total pressure from the finite-difference solution and the exact solution, defined as
where p fd and p exact are Fourier components of the pressure calculated from the finite-difference algorithm and the exact solution, respectively. The agreement achieved corresponds to an L 2 error ⑀ϭ0.015. Five fresh unfixed abdominal wall sections, each from a different donor, were obtained from autopsy and stored at Ϫ20°C. Each specimen was later thawed by immersion in room-temperature saline solution, and a grid with 1-cm spac- ing oriented parallel to the array and elevation directions was ruled on its skin surface with India ink. The wavefront distortion produced by each specimen was then measured according to the procedure detailed in Ref. 2 . A specimen was suspended between 7.5-m-thick polyimide membranes in a water tank electronically maintained at 37.0°C. Ultrasonic pulses at a nominal center frequency of 3.75 MHz were emitted from a custom-made, 13-mm-diam, hemispheric source 29 and, after travelling a distance of approximately 165 mm, entered the specimen through its peritoneal membrane. Data were recorded on each of the 128 elements of a 3.75-MHz linear array 30 placed 5-10 mm above the specimen's skin surface. A foam mask was used to reduce the elevation dimension of the receiving array, so that the active area of each element measured 0.72ϫ1.44 mm 2 . The array was physically translated 32 times in the elevation direction to obtain data for a 92.16ϫ46.08 mm 2 aperture. The position of each measurement relative to the grid on the specimen's skin was noted for future correlation with the tissue cross sections used in the simulations, and the specimen was then refrozen at Ϫ20°C.
After the wavefront distortion measurements, a bandsaw was used to slice the frozen specimens lengthwise, i.e., in the measurement array direction, along the grid rulings to obtain cross sections at 1-cm intervals. Distortion or tearing of the tissue specimens was prevented by lowering the temperature of the specimens to about Ϫ80°C by immersion in an ethanol-dry ice bath before cutting. The specimen slices were then fixed in a 10% buffered formalin solution. The cross sections were stained with a modified Gomori's trichrome stain according to the procedure detailed in Ref. 31 so that the fat, muscle, and connective tissue could be distinguished. This stain colored the muscle red and the connective tissue blue while leaving the fat its natural color. Full color 300 d.p.i. images of the cross sections were created by placing each stained tissue cross section directly onto the surface of a digital flatbed scanner. A commercial image editing package 32 was used to remove scanning artifacts such as shadows surrounding the specimens and to correct staining irregularities before the fat, muscle, connective tissue, and background were converted to uniform shades of green, red, blue, and white, respectively, by a FORTRAN program. The finished images were cropped to a length of about 110 mm to leave some margin beyond the size of the receiving aperture while minimizing the computational grid size. An additional guard band of about 10 mm of water was also added to each end of the images to prevent spurious waves ͑caused by wrap-around associated with the periodic boundary conditions on the sides of the domain͒ from affecting the signals recorded at the simulated aperture.
The density and sound speed arrays needed for the finite-difference computation were created by mapping the colors of the tissue images to reference density and sound speed values for the three tissue types and water. The water sound speed and density employed were those of pure water at body temperature ͑37.0°C͒. 34, 35 Sound speeds for muscle and fat were obtained by averaging values for human tissues given in Refs. 37 and 38. A representative sound speed for connective tissue was determined using an empirical formula relating collagen content to ultrasonic sound speed 39 together with a measured value for collagen content of human skin. 40 Density values for the tissues were determined from Ref. 41 by averaging values reported for adipose tissue, skeletal muscle, and skin, respectively. Attenuation values employed in the straight-ray computations were determined from measurements summarized in Ref. 37 for human fat at 37°C, human biscep muscle at 37°C, and human skin at 40°C. Attenuation values reported at other ultrasonic frequencies were interpolated to the center frequency of 3.75 MHz assuming a linear dependence of attenuation on frequency. The attenuation for water was estimated by extrapolating frequency-and temperature-dependent attenuation summarized in Ref. 36 to 3.75 MHz and 37.0°C. The parameter values employed in the present study are summarized in Table I .
The finite-difference program was used to simulate propagation of a plane wave pulse through each scanned cross section from the peritoneal membrane to the skin surface as in the distortion measurements. The spatial step size of the finite difference grid was chosen to be 0.0271 mm, or 1/15 wavelength in water at the center frequency of 3.75 MHz. The temporal step size was chosen for an optimal Courant-Friedrichs-Levy number c⌬t/⌬x of 0.25. 33 The Gaussian parameter of the source pulse was chosen to be 0.3574 in accordance with the experimentally measured pulse bandwidth of 1.6 MHz. Visual comparison confirmed that the simulated pulse closely matched the experimental pulses in shape and length.
Each simulation was performed on an individual IBM SP2 node with 1 GB of random-access memory. Finitedifference grids on the order of 5000ϫ2000 points were employed. At each time step, the wave field was updated on a grid subset chosen to include the entire support of the acoustic wave but to exclude quiescent regions. The entire pressure field was saved as a raster image at intervals of 0.444 s, for later visualization. Computational time for each calculation was on the order of 15 hours.
Signals were recorded for 7.3 s at a sampling frequency of 225 MHz by 128 simulated receivers of width 0.72 mm, placed about 8 mm from the skin surface of the specimen. The simulation of receiving elements was performed by integrating the locally computed pressure over a finite width. Element directivity was included by the implicit integration of omnidirectional sensitivity functions over the width of each element.
A one-dimensional version of the reference waveform method 13 was used to calculate the arrival time of the pulse at each receiving position in the simulation data. The arrival time fluctuations across the receiving aperture caused by each cross section were calculated by subtracting a linear fit from these calculated arrival times. Energy level fluctuations in the data were calculated by summing the squared amplitudes of each waveform over a 2.4 s window which isolated the main pulse, converting to decibel units, and subtracting the best linear fit from the resulting values. The purpose of the linear fit removal in each case was to compensate for gross changes in tissue thickness across the array. Variations in pulse shape across the aperture were evaluated using the waveform similarity factor defined in Ref. 13 .
The measured data were first corrected for gross variations in arrival time caused by the measurement geometry by subtracting a fitted two-dimensional fourth-order polynomial from the measured arrival times. Waveforms measured for the elevations which corresponded most closely to the positions from which the cross sections were taken were then analyzed using the one-dimensional technique described above. The simulation and measurement results were compared to determine the accuracy of the computational model.
Arrival time and energy level fluctuations were also computed for the modelled cross sections using simpler techniques. In each case, ultrasonic rays were assumed to pass straight through the specimen without deviation from their direction of incidence. The arrival time T of each ray was calculated using the formula
where the integral is performed numerically along the ray path through the tissue and water. Likewise, the energy level of each ray was computed by integrating the spatially dependent attenuation coefficient along the ray paths, so that the transmission loss in dB was given by
TL͑x ͒ϭ ͵ ␣͑x,y ͒dy,
͑14͒
where ␣ is the local attenuation coefficient at the center frequency of 3.75 MHz specified in dB per unit length. The sound-speed and attenuation values employed were those reported in Table I . The resulting arrival time and energy level variations were compared to the values obtained for the same cross sections using the FDTD simulation and from the experimental measurements described above.
III. RESULTS
Tissue maps for the six abdominal wall cross sections studied are presented in Fig. 3 . The average thickness of the cross sections is 26.8 mm. In each case, connective tissue layers are visible at each tissue interface, the lobular structure of the fat layer is clearly shown, and the detailed intermingling of fat and connective tissue in the muscle layer is evident. The muscles that occur in these cross sections are the rectus abdominus, transversus abdominus, and external and internal obliques. Aponeuroses, or the ends of muscle sections, are evident in each image.
Example wave fields calculated using the finitedifference model are shown in Figs. 4 and 5. These two figures show acoustic pressure fields within the tissue cross section depicted in Fig. 3͑f͒ . Examination of the wavefront evolution shows the mechanism for formation of specific features that appear in the received wavefronts shown in Fig.  6 . Figure 4 shows simulated internal wavefronts within cross section 120fe during the initial propagation through muscle and connective tissue. The distinctive feature of this portion of the propagation is a large-scale time-shift fluctuation caused by propagation through a fatty aponeurosis. Since the fat contained within the aponeurosis has a lower sound speed than the surrounding muscle and connective tissue, propagation through this region causes a substantial delay in this portion of the wavefront. This delay is accumulated as the wave propagates through the aponeurosis, so that a portion of the wavefront is delayed by about 0.2 s ͑about three fourths of the wave period͒ as shown in Fig. 4͑d͒ . The accumulated delay is also visible in the wavefront after propagation through the entire specimen, as shown in Figs.  6͑f͒ and 7͑f͒ . Thus, the time-shift aberration occurring in this example is associated with large-scale variations in sound speed rather than with other effects such as irregularity of the interfaces between tissue layers.
An example of amplitude dropout formation is shown in Fig. 5 using simulated internal wavefronts within cross section 120fe during propagation through the subcutaneous fat and septa. These results show the cumulative formation of amplitude fluctuations by scattering from septa aligned close to the main direction of propagation. As the wave propagates along a path that includes septa, energy is scattered outside the main direction of propagation. Scattered energy interferes constructively in a manner determined by the angle and contrast of the septa, so that secondary wavefronts are formed. Because the transmitted pulse is of short temporal duration ͑wide band͒, scattering from septa results in the removal of energy from the main wavefront, causing amplitude dropouts in the received waveforms. This effect is inherently different from effects of coherent interference that may occur for narrow band propagation through tissue.
Animated visualization of the saved pressure raster im- ages was employed to gain insight into the development of wavefront distortion. This visualization clearly showed multiple scattering effects; for instance a secondary wavefront caused by scattering from one septum would be further scattered and distorted by other septa later in its propagation path. These effects lead to the complex, random wave field that appears behind the principal wavefront in Figs. 4 and 5. Received wavefronts from the FDTD simulation are presented in Fig. 6 together with the corresponding experimentally measured wavefronts. The waveforms show qualitatively similar features, including the magnitude of largescale time-shift and amplitude fluctuations as well as the presence of waveform distortion. However, the locations of these features do not match precisely between computed and experimentally measured wavefronts. Possible reasons for this discrepancy are given in Sec. IV.
Distortion statistics for the wavefronts determined by measurements and the FDTD and straight-ray simulations are given in Table II . The statistics of the FDTD results show qualitative agreement with the statistics of the experimental results. However, it may be noted that the arrival time and wave shape distortion in the simulated results are typically smaller than the measured distortion. Arrival time fluctuations from the FDTD results and from the straight-ray results are presented in Fig. 7 . The corresponding energy level fluctuations are presented in Fig. 8 . The statistics of each simulation are reported in Table II , while correlation coefficients for the arrival time surfaces and the energy level surfaces which result from the two types of simulation are reported in Table III . Arrival time surfaces calculated using the straightray method agree well with those predicted using the FDTD method, as seen by the correlation coefficients, which vary between 0.413 and 0.807. For the aperture size of 128 elements, a correlation coefficient with magnitude greater than 0.2875 is significant to a 99.9% confidence level. 42 This agreement provides evidence that time-shift aberration in the abdominal wall is, in many cases, principally associated with large-scale variations in sound speed. However, the energy level fluctuations calculated by the straight-ray approximation are much smaller in magnitude than those from the FDTD results and the experiments. The two sets of simulated energy level fluctuations are also poorly correlated. These results indicate that differences in the attenuation characteristics of the various tissue types at the center frequency of the transmitted pulse are inherently incapable of explaining the amplitude fluctuation that are observed both in experiments 2, 3, 5, 6, 22 and in our full-wave computations. Since the asymptotic straight-ray simulation neglected scattering and ray-bending effects that cause waveform distortion, waveform similarity factors reported in Table II are unity for the straight-ray simulation. More realistic waveform distortion was present in the FDTD simulations, but the amount of waveform distortion in the FDTD results, as quantified by the waveform similarity factor, was somewhat smaller than in the measurements.
The energy level fluctuations reported in Table II used to classify ultrasonic scattering in the abdominal wall in terms of common nomenclature for propagation in random media. The rms values of the measured and simulated energy level fluctuations were within the range of 3.1-4.4 dB, which corresponds to a logarithmic amplitude variance of about 0.4-0.5. In a standard reference work on wave propagation in random media, wavefront fluctuations caused by scattering are defined to be weak only if the logarithmic amplitude variance is ''less than about 0.2-0.5.'' Otherwise, strong-fluctuation theory is required. 43 The wavefront distortion effects associated with ultrasonic propagation through the abdominal wall, therefore, should be considered within the range of strong fluctuations that cannot be described fully by weak scattering theory.
IV. DISCUSSION
The simulations and measurements reported here, like the measurements detailed in Refs. 1-6 and 22, model only part of the wavefront distortion that occurs in pulse-echo ultrasonic imaging systems. In the present simulations and experiments, the transmission configuration and broad wavefront model the return path of an initially coherent echo from a scattering site within the abdomen. A transmission configuration is generally used in distortion measurements because this simple arrangement allows the ultrasonic aberration produced by the tissue to be measured directly. However, in pulse-echo imaging, the echo coherence may also be reduced by degradation of the transmit focus. Thus, the distortion measured and calculated here can be regarded as a conservative estimate of the distortion that may be incurred in clinical imaging. In particular, echoes produced by diffuse inhomogeneities illuminated by a poorly-focused beam may be substantially more distorted than those described here.
The measurements and simulations presented here also differ from clinical ultrasonic imaging in that post mortem specimens are employed rather than living subjects. This allows experimental conditions to be controlled precisely and enables tissue morphology to be determined in detail by means of dissection and staining, but implies that the results may not correspond exactly to the clinical situation. It also requires the specimens to be subjected to some form of preservation to prevent degradation during the time between their acquisition, the making of measurements, and imaging for the simulations. The preservation methods used were chosen to minimize their impact on experimental results. For example, the specimens were frozen rather than fixed with formalin before the measurements because formalin fixation alters the elastic properties of tissue. Previous work 2 indicates that freezing affects distortion measurements minimally. The cellular disruption produced by freezing and thawing also should not affect the simulation results because it occurs on scales much smaller than the resolution of the images ͑0.5-to 20-m cellular size versus 0.085-mm resolution͒. The cross sections are finally fixed in formalin because this is required for staining and because it allows them to be kept indefinitely for future reference.
The wavefronts computed using the finite-difference, time-domain method exhibit qualitative agreement with measured distortion for the same specimens. However, the simulated results do not show precise quantitative agreement with the measurements. Several reasons for these differences exist.
First, available computational resources limited the present simulations to a two-dimensional geometry, while real ultrasonic propagation through tissue occurs in three dimensions. Although the computation did not precisely simulate the physical situation of three-dimensional wavefront distortion, the two-dimensional computations are believed to yield a qualitatively accurate description of the development of wavefront distortion as an ultrasonic pulse propagates through abdominal wall. Two-dimensional computations may also be appropriate for characterization of the wavefront distortion that affects clinical imaging systems in which twodimensional sections of tissue are imaged using a beam focused in the elevation direction. The lack of threedimensionality is a likely explanation for some of the observed differences between the calculated and measured wavefronts.
Although care was taken to ensure that the sound speed, density, and attenuation parameters used were representative values for the tissues employed, no single group of parameters can characterize all tissue of a given type. As seen in Refs. 21, 37-39, and 41, measured ultrasonic tissue properties vary considerably among individual tissue specimens and different measurement techniques. The tissue model used in this study is also limited by the absence of tissue microstructure below a resolution of about 0.085 mm ͑corre-sponding to the 300 d.p.i. resolution of the scanned images employed͒ and point-to-point variations in sound speed and density within individual tissue types. Although these variations can be quantitatively estimated using acoustic microscopy, 21, 39 implementation of this process with high resolution is not practically feasible for large cross sections like those used in the present study. Further limitations arose from the neglect of anisotropy in tissue properties. An extended tissue model could incorporate these effects into similar computations, given that the orientation of each tissue type were known. The approximate nature of the tissue model presented here is an additional cause for the lack of precise quantitative agreement between the simulated and measured wavefronts.
A high degree of uniformity in the received waveforms is necessary for accurate estimation of pulse arrival times when a correlation-based estimation method is used. 44 Table  II and Fig. 6 indicate that the measured waveforms are more distorted than those produced by the finite-difference, time- domain simulation. This may be related to the difference in dimensionality of the distortion encountered in the two cases. Whatever the cause, the result is that the arrival times estimated for the FDTD data are likely to be more accurate than those determined for the corresponding measurements. This could also account for the lower arrival time fluctuation rms values obtained for the FDTD simulation results. Several other assumptions of the FDTD model were considered not to affect the results significantly. First, no damping was formally incorporated into the finite-difference time-domain model, although the computational method used is slightly dissipative ͑see Ref. 25 for a discussion of numerical dissipation in finite-difference algorithms͒. However, the straight-ray attenuation calculations confirm that amplitude fluctuations caused by varying tissue attenuation are much smaller than those caused by scattering effects, so that any artifacts caused by the absence of explicit absorption or the presence of numerical dissipation did not significantly impact the results. The shear elasticity of tissue was neglected in our calculations because tissue has been found to be well approximated by a fluid model at frequencies used in diagnostic ultrasound. 45, 46 Therefore, the absence of attenuation and shear elasticity from our FDTD simulations, as well as the small numerical dissipation associated with the finitedifference algorithm, do not affect the validity of our distortion results.
Despite the limitations of the model employed, the presence of realistic time-shift aberrations, amplitude drop outs, and waveform fluctuations indicate that the FDTD method and tissue model employed in this study are sufficient to explain the principal characteristics of wavefront distortion produced by the abdominal wall. The model is, therefore, a useful tool for investigation of the physical causes of wavefront distortion. In particular, the results have shown the formation of large-scale time-shift aberrations with propagation through slowly-varying tissue structures as well as strong amplitude and waveform distortion caused by scattering from inhomogeneities within subcutaneous fat. The computational model presented here is also potentially useful as a tool for the simulation of realistic scattering data for tests of focusing and imaging algorithms.
Since many previous studies of ultrasound-tissue interaction have been based on weak scattering models such as the Born and Rytov approximations, 20, 21, 47 it is notable that the present calculations show strong scattering and multiple scattering effects not predicted by such simple methods. For example, the large amplitude drop outs seen in the transmitted wavefronts are inconsistent with the Born ansatz that the incident wavefront is unperturbed by the scattering medium. Furthermore, examination of the internally scattered fields indicates that a single portion of an ultrasonic wavefront may incur scattering by several inhomogeneities over the large thickness of the abdominal wall, so that single-scattering approximations are seen to provide incomplete representations of the wave effects occurring in real tissue.
Finally, the results reported here clearly show that simple phase-screen and amplitude-screen models do not fully characterize ultrasonic propagation through the abdominal wall. The straight-ray simulation performed in this study is equivalent to a simulation using both a phase and an amplitude screen at the receiving aperture, with time-shift and amplitude-shift values determined by integration of the local tissue sound speed and attenuation along straight propagation paths. Figures 7 and 8 and Tables II and III show that this simple model successfully predicts the magnitudes and large-scale trends of time-shift fluctuations, but is unable to predict energy-level fluctuations and waveform distortions that occur both in experimental measurements and in the full-wave computations reported here. More sophisticated models that include a phase screen some distance from the aperture do predict amplitude and waveform distortion [48] [49] [50] and are thus more successful in characterizing propagation through the abdominal wall, as seen from the improved performance of correction algorithms incorporating these models. 6, 13 However, no single phase screen, whether alone or in combination with an amplitude screen, can cause cumulative propagation effects and strong scattering effects like those obtained using the present full-wave model and illustrated by Figs. 4 and 5. These effects could be represented, at least in part, by more sophisticated models that include multiple phase screens or numerical ray tracing, but since such models are based on further approximations to the wave propagation equations considered here, they are less complete than the present full-wave approach.
The observation that single phase-and amplitude-screen models are incomplete implies that methods of wavefront distortion correction employing these models should not be expected to restore an ultrasonic focus aberrated by the abdominal wall to its diffraction-limited form. Such algorithms, which were originally developed to correct weak fluctuations such as may occur in radio astronomy, are not fully applicable to correction of strong scattering effects like those shown here to occur within the abdominal wall. Still, the performance of aberration correction algorithms to date suggests that improved models of propagation through tissue, such as the model of a phase screen away from the receiving aperture, have resulted in improved aberration correction. Aberration correction methods that incorporate some of the wave effects shown here could result in further improvements in ultrasonic focusing through the abdominal wall.
V. CONCLUSIONS
A new model for ultrasonic propagation through abdominal wall has been presented. The model is based on realistic cross-sectional tissue maps and on a full-wave solution of the acoustic propagation equations for an inhomogeneous fluid medium.
The model produces wavefront distortion that is statistically similar to experimentally measured wavefront distortion for the same tissue specimens. Some major features of the experimentally measured distortion are reproduced; however, accurate simulation of the precise structure of received wavefronts may require three-dimensional computation as well as more complete tissue models.
Visualization of ultrasonic wavefronts inside the abdominal wall shows the development of time-shift fluctuations as the wavefront propagates through large-scale tissue variations. Examination of the internal pressure fields also shows that large amplitude and waveform fluctuations can be caused by scattering from high-contrast inhomogeneities such as vertically-aligned septa within the subcutaneous fat layer.
Comparison of the finite-difference, time-domain results with results of a straight-ray approximation suggests that a significant portion of the time-shift aberration caused by the abdominal wall can be explained using simple phase-screen models. However, these models, even those that incorporate tissue attenuation variations, are unable to completely predict amplitude and waveform distortion caused by the abdominal wall. Since these latter distortion effects are associated with strong scattering, complete correction of amplitude and waveform distortion is a challenge that may not be fully attainable using currently available methods of aberration correction that model the aberrating layer as a phase screen alone or in combination with an amplitude screen. Progress toward the goal of diffraction-limited focusing through the abdominal wall may be achieved by incorporation of wave effects such as strong scattering into aberration correction algorithms.
