This paper introduces the concept of eigenvalue manipulating transformation (EMT) of a data m atrix for noise suppression in twodimensional (2D) correlation spectroscop y. The FT-IR spectra of a polystyrene/methyl ethyl ketone/toluene solution mixture during the solvent evaporation process, to which were added a substantial amount of arti cial noise, have been analyzed. By uniformly raising the power of a set of eigenvalues, the major eigenvalues becom e more prominent. As a consequence, minor eigenvectors representing the noise com ponent are no longer strongly rep resented in the reconstructed data. This EMT operation is similar to the simple truncation of noise-dominated minor factors practiced in standard principal component analysis (PCA), as demonstrated in our preceding paper on PCA-2D correlation spectroscopy. The effect of this new EMT scheme is more gradual, with attractive exibility to continuously ne-tune the balance between the desired noise reduction effect and the retention of pertinent spectra l information.
INT RODUCTIO N
Generalized two-dimensional (2D) correlation spectroscopy has been applied extensively to the evaluation of spectral data sets obtained when a sample is subjected to an external perturbation. [1] [2] [3] [4] Recently, there have been some new developments in the theoretical aspect of generalized 2D correlation analysis. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] The sample-sample correlation spectroscopy, which provides information about the species' perturbation-dependent dynamics, [5] [6] [7] and various ideas around the combined use of 2D correlation spectroscopy and chemometrics (e.g., principal component analysis (PC A)), 10 -14 have been introduced as a potentially promising method for the analysis of data in m any spectroscopic studies.
In the preceding papers 15, 16 we have proposed the concept of a PCA-based 2D (PCA-2D) correlation spectroscopy. This development formally incorporates well-established m ultivariate chemometrics techniques into the 2D correlation spectroscopy. One of the notable bene ts of PCA-2D correlation analysis is the ability to substantially reduce the noise contribution to conventional 2D correlation spectra. We have form ulated our PCA-based analysis of spectral data by treating the data matrix A, i.e., the original set of perturbation-dependent spectra with each row of the matrix corresponding to a spectral trace, as a somewhat arbitrary sum of an inform ationally sig-ni cant portion A* and a residual portion E comprising predominantly noise contributions. We have termed A* as the PCA-reconstructed data matrix, since it no longer contains the residual (i.e., noise) contributions. This reconstructed data matrix, which is generated from a few selected signi cant scores and loading vectors of PCA, has been successfully applied instead of the original data matrix for the calculation of 2D correlation spectra. The 2D correlation analysis of this reconstructed data matrix could readily accentuate only the most important features of synchronicity and asynchronicity without being hampered by noise or even by minor signal components, if the number of principal components (PCs) is restricted. We can accomplish the reduction of noise component E from A to calculate A* by two different but closely related approaches. One is the method described previously, 15, 16 such that only a limited number of eigenvectors are used to calculate A*. The alternative approach is to actually calculate a lot more eigenvectors contained in A 9A and AA 9, but modify the diagonal m atrix S containing the square roots of the eigenvalues (so-called singular values) to alter the level of informational contribution of each eigenvector to A*. Here, A 9 stands for the transpose of A.
In this contribution, we will propose the idea of eigenvalue manipulating transformation (EM T) for the PCA-2D correlation analysis. The purpose of the present study is to demonstrate a new possibility of the generalized PCA-2D correlation analysis through eigenvalue manipulating transformation of a spectral data set. By gradually suppressing the in uence of m inor PCs, noise is systematically reduced without the abrupt truncation of information. Further m odi cation of 2D correlation spectra to enhance certain features m ay also be possible by systematically manipulating the eigenvalues (i.e., weight factor of inform ation contribution). We will separately explore this very interesting potential of EMT in the following paper. 17
BACKG RO UND
As indicated in our previous papers, 15, 16 the basic idea of PCA is that the reconstructed data matrix A* 5 A 2 E can be decomposed into a product of two orthogonal matrices, as A* 5 WV 9. Here W and V are, respectively, called the score m atrix and the loading vector matrix, or simply scores and loading vectors. Thus, PCA is nothing but a special form of a factor analysis. Loading vector matrix V is an orthonormal m atrix with each column corresponding to a norm alized eigenvector of the covariance matrix A 9A. The covariance m atrix is equivalent to the conventional (w avenum ber-w avenum ber correlation) synchronous 2D correlation spectrum. The separation of the original data A into the reconstructed data A* and the residual E is controlled by the selection of the number of signi cant factors, which corresponds to the number of eigenvectors used to construct V. The more eigenvectors one incorporates into V, the m ore subtle inform ation, as well as noise contributions, will be retained in A*. If we use only a small number of eigenvectors, the reconstructed data m atrix A* has much less noise, but we may also lose some useful inform ation. Score matrix W is obtained by W 5 AV.
It is well known that the matrix product L 5 W 9W is a diagonal matrix where each diagonal element corresponds to the eigenvalue of a principal component. The eigenvalues for PCA are all positive real numbers and arranged in descending order of m agnitude. It is often useful to express the score matrix in the form W 5 US.
Here the square matrix S is a diagonal matrix where the diagonal elements are the positive square roots of eigenvalues. The diagonal elements (i.e., singular values) of the m atrix S are norm ally obtained by raising the corresponding diagonal elements (eigenvalues) of the m atrix L to the power of ½. The orthonorm al matrix U can be obtained from W by normalizing each colum n of W . Alternatively, the matrix U can be obtained directly from the original data matrix A, since columns of U correspond to the eigenvectors of the so-called association matrix AA 9. It is noted here that the association matrix is equivalent to the sample-sample correlation synchronous 2D correlation spectrum.
By combining the above results, the reconstructed data matrix A* can now be expressed in the fam iliar form known as the singular value decomposition (SVD): [18] [19] [20] A* 5 USV 9
(1) where S 5 L 1/2
As we discussed earlier, the separation of the original data A into a signi cant portion of the data A* and residual noise E is somewhat arbitrary and is determined by choosing exactly how many eigenvectors one would like to use to reconstruct A* to represent the original data A. One can, for example, employ a very large number of eigenvectors to reconstruct A*, but such additional eigenvectors often tend to contain no useful information but noise, and the corresponding eigenvalues are ver y small. [18] [19] [20] The singular values are arranged in order of size, so the rst singular value, located at the upper left corner of S, is the largest. As we move down the row and column of S, the diagonal elements become smaller. If we replace sm aller diagonal elements of S beyond a select point with zero, the contribution of the corresponding eigenvectors from U and V to the reconstruction of A* disappears. In other words, replacement of minor eigenvalues or singular values with zero is equivalent to the truncation of minor factors consisting mainly of noise contribution.
The above realization, that the commonly practiced PCA-based noise truncation can be regarded as an inten- tional manipulation of certain (in this case, smaller amplitude) eigenvalues, leads to the evolution of a somewhat radical new idea designed to further transform the data set to extract useful information. The concept of eigenvalue manipulating transformation (EMT) of spectral data involves the systematic substitution of individual eigenvalues associated with the original data set. This process will generate a new set of transformed data with a very different emphasis placed on speci c information content.
For our rst attempt at producing a new reconstructed data m atrix by EM T, we calculate a modi ed diagonal matrix S** where the diagonal elements are now given by raising the corresponding singular values from S by the power of m, where m is a positive real number. Thus, the new data m atrix will be obtained by:
A** 5 US**V 9
with S** 5 S m
We can then construct a new 2D correlation spectra based on this new transformed data m atrix A** obtained by replacing eigenvalues according to Eq. 3 instead of the normal PCA-reconstructed data matrix A*.
To the best of our knowledge, this is the rst report on the formal manipulation of eigenvalues or singular values to transform a data matrix to selectively accentuate the inform ation content of the data set. The application of this particular approach to 2D correlation spectroscopy using a transform ation of the data set to accentuate speci c inform ation content certainly is a novel concept without any precedent.
EXPERIMENTAL
The set of spectra to which we applied the combination 2D correlation analysis and PCA were the time-dependent FT-IR spectra of a mixture of methyl ethyl ketone, deuterated toluene, and polystyrene that were injected with a substantial amount of arti cial noise. The detailed experimental procedure was described elsewhere, 2 so no further description will be given here.
Prior to PCA calculation, the m ean-centering operation was applied to the data matrix. To preserve the amplitude inform ation of the variation of spectral intensities, which becomes important later for 2D correlation analysis, other steps commonly used in PCA such as norm alization scaling of data according to the standard deviation were not carried out. PCA analysis was perform ed in the Pirouette software (Infometrix Inc.).
Synchronous and asynchronous PCA-2D correlation spectra were obtained using the same software as those described previously. 15, 16 To investigate how the 2D correlation spectra constructed from this new reconstructed data matrix will evolve, we systematically varied the value of the power parameter m, as m 5 1, 1.5, 2, etc. As the value for m can be varied continuously, this EM T operation will be a gradual noise reduction scheme with the attractive exibility of continuously ne-tuning the balance between the desired noise-suppression effect and the retention of pertinent spectral inform ation. Figure 1a shows the FT-IR spectra of a polystyrene/ methyl ethyl ketone/deuterated toluene solution mixture during the solvent evaporation process, to which are added a substantial amount of arti cial noise. Conventional synchronous and asynchronous 2D correlation spectra constructed from the raw spectra in Fig. 1a are displayed in Figs. 1b and 1c , respectively. In this study, we will focus our attention on the potential of EMT for noise suppression, so no further interpretation of synchronous and asynchronous 2D correlation spectra will be given here. The new reconstructed data matrix A** obtained by Eq. 2 was used instead of the usual PCA-reconstructed data m atrix A* for the 2D correlation analysis. Figure 2 shows spectra corresponding to the EMT-reconstructed matrix A** obtained by replacing eigenvalues with those raised by a varying power param eter value, m . 1. It is noted that if the parameter m is 1, the EM T-reconstructed data m atrix is the same as the regular PCA-reconstructed data m atrix A** 5 A*. As the value of m gradually becomes large, minor eigenvectors used in the PCA reconstruction are less strongly represented in A**. Thus, as opposed to an abrupt truncation of principal components, this approach provides a gradual and continuously adjustable noise reduction scheme. As the power parameter m becomes large, all eigenvalues having magnitudes less than one become sm all, and eventually vanish to zero. Eigenvalues greater than one, on the other hand, will become larger than original values. In either case, the relative contribution of eigenvectors to such EM T-reconstructed data tends to weigh more toward those associated with larger eigenvalues. If the value of m becomes too large, for example m 5 10, m ost of the PC contributions to A** except the rst PC are eliminated. Figure 3 displays synchronous 2D correlation spectra from the EM T-reconstructed data m atrix A** obtained by replacing the original eigenvalues by varying the value of the power parameter m, as m 5 1, 1.5, 2, etc. The corresponding asynchronous 2D correlation spectra are depicted in Fig. 4 . For moderately large values of m (e.g., m 5 1.5 to m 5 3), the effect of this EMT with m . 1 is actually very interesting. This operation will diminish the contribution of sm aller eigenvalues much more rapidly compared to the rst and second eigenvalues. The net result is that m inor factors representing the noise component are effectively eliminated rst. This effect is very similar to the truncation of minor factors by setting small eigenvalues to zero. We can see this effect with the asynchronous 2D correlation spectrum for m 5 2. The result will be even more dramatic if we use a data m atrix with some m ore injected arti cial noise. As m becomes much larger (m 5 4 to m 5 6), the effect of suppressing minor eigenvalues becomes so strong that only the rst eigenvalue will survive. This is the situation equivalent to using only one PC factor to represent the data. We have seen a similar case when we reconstructed data with only one PC factor in regular PCA, as reported in preceding papers. 15, 16 The reconstructed data loses the asynchronous character completely, and the asynchronous 2D correlation spectrum is lled only with scattered bit noise from computational error of machine calculation. Synchronous 2D correlation spectra for m 5 4 and 6 clearly exhibit this trend. The results we have obtained so far are very much consistent with what we expected to see.
RESULTS AND DISCUSSION
For the m . 1 study, EMT to suppress noise is clearly demonstrated with even m 5 2 or 3. It is noted that the separation of A into A* and E is controlled by the selection of the number of signi cant factors, which corresponds to the number of eigenvectors used to construct V. The more eigenvectors one incorporates into V, the more subtle inform ation, as well as noise contributions, will be retained in A*. If we use only a sm all number of eigenvectors, the reconstructed data matrix A* has much less noise, but we m ay also lose useful information.
Another potentially interesting point of this EMT study is the concept of the ''2D correlation analysis of 2D correlation spectra''. The synchronous spectrum F can be directly obtained from the matrix product F 5 A 9A, which corresponds to the covariance of the data m atrix A. The covariance m atrix may be regarded as a set of new spectral traces. Thus, it is possible to carry out the 2D correlation analysis of F by treating it as a new data matrix. The resulting synchronous 2D correlation spectrum of F (i.e., 2D correlation of a 2D spectrum) can be expressed as F9F. If the starting data m atrix A can be expressed in terms of SVD as A 5 USV 9, we have F 5 VS 2 V 9, which is the diagonalized form of covariance. We also note that the above 2D correlation of a synchronous 2D spectrum is given by F9F 5 VS 4 V 9. Interestingly, the identical result can be obtained by EMT with m 5 2.
In other words, EM T with m 5 2 as described previously actually generates the 2D correlation spectrum of 2D correlation spectrum.
CONCLUSION
In this contribution, we proposed the EMT of spectral data for PCA-2D correlation analysis to reduce the effect of noise. This idea of placing a heavy bias toward the inform ation content of spectral data through direct manipulation of eigenvalues may seem to be a radical concept. Certainly to our knowledge, there is no other attempt like it in the literature, not only in chemometrics but also in broader statistical theory. The basic distribution of inform ation content m aking up the original data set is not preserved by EMT, such that the newly transformed data may not even resemble the original data. In certain conceptual ways, EMT may be compared almost to the genetic manipulation of biological systems to create new mutants by varying genetic codes. In our case, the spectral mutant is the EMT-reconstructed data matrix and the genetic coding of spectral data to be engineered is the set of eigenvalues.
This seemingly radical idea is actually a logical extension of well-established multivariate factor analysis techniques like PCA. The selection of a limited number of factors to represent the original data is mathematically equivalent to the transformation of preselected eigenvalues to zero. Thus, the truncation of minor eigenvectors is a form of EM T. We have demonstrated another simple example of EMT where each eigenvalue is raised to a xed parameter m. Of course, there are many other ways to manipulate a set of eigenvalues to transform a data set to selectively emphasize a particular type of information contained in the original data set. Some other interesting possibilities will be explored elsewhere.
With this rst example of power function based EM T operation with m . 1, the most noticeable bene t is the gradual reduction of the effect of noise. It provides us more robust noise-suppressed results at the expense of some loss of subtle information contained in the original data set. An approach of accentuation of dominant factors is a gradual noise reduction process based on more exible ne-tuning operation compared to the abrupt truncation of noise (and spectral information) performed by the PCA-2D correlation analysis discussed in the preceding paper. 15, 16 The case for m . 1 will contrast nicely to the situation where m becomes smaller than one and eventually approaches zero. For m , 1, EMT will strongly accentuate minor but potentially more interesting factors contributing to asynchronicity and thus will also accentuate subtle differences in the variational behavior of spectral intensities. In the extreme case of m 5 0, all transformed eigenvalues become one and the synchronous 2D correlation spectrum becomes the so-called projection matrix. We will discuss these points in more detail in the following paper. 17 
