Introduction
Availability of spatial distribution of plant species is a major requirement for conservation of plant natural habitats. Identification of rangeland with high suitability for establishment of a specific plant species is also important. The logistic regression and maximum entropy methods predict potential distribution of species rather than their real distribution. Therefore, the probability of predicted presence of a species by these two models is equal to the suitability of a habitat for a specific species (Pearce and Ferrier, 2000; Keating and Cherry, 2004) . It is clear that establishment of plant species in suitable habitats can be limited by some factors such as human intervention and biological interactions (Phillips et al., 2006) . On the other hand, a field survey for data collection is always time consuming and costly. In this situation, predictive models for plant species distribution can be an important alternative (Hernandez et al., 2008) . Predictive models are cause and effect tools that construct a relationship between real distribution patterns of plants and environmental variables for prediction of plant species distribution (Elith and Graham, 2009 ). In addition, predictive models are widely used in wildlife management, determination of suitability of a habitat for a specific species, and rangeland improvement projects (Araujo and Guisan, 2006; Zare Chahouki and Khalasi Ahvazi, 2012; Hosseini et al., 2013; Ardestani et al., 2015; Piri Sahragard and Zare Chahouki, 2016b) .
The logistic regression model is one of the regression methods that can be used when a response variable is binary, and the predictor variable is continuous or categorical. Logistic regression uses logit function for description of the relationship between response variables and predictor variables (Miller and Franklin, 2002) . In the general linear model (GLM), logistic regression is widely used for distribution modelling of plant species (Rushton et al., 2004) . In logistic regression, variable input to the model is done on the basis of significance of maximum likelihood statistic, and variable output is done based on probability of this statistic and maximum likelihood estimation .
The maximum entropy model as a machine learning method is also a common method in distribution modelling of plant species that uses only the presence data of species as response variable (Baldwin, 2009) . Input variables can be continuous or categorical in this method (Phillips and Dudik, 2008) . This model's need for a small dataset for precise model development, its low sensitivity to spatial uncertainty of data, and its generation of maps that show probability of species presence in a specific area are some of its advantages (Baldwin, 2009) . In other words, this method predicts presence probability of each plant species in a specific area using presence data and environmental variables data layer (Phillips et al., 2006) . Continuous output of the predictive model, possibility of threshold determination based on the objectives of the study, and being user friendly are other characteristics of this method (Piri Sahragard and Zare Chahouki, 2015) . Kumar and Stohlgren (2009) used the maximum entropy model for distribution modelling of suitable habitats for Canacomyrica monticola and reported that the distribution pattern of this endangered species can be modeled with acceptable accuracy using this model. Tarkesh and Jetscheke (2012) compared prediction efficiency of the maximum entropy model with BIOCLIM 1 and GARP 2 methods, and showed that prediction efficiency of maximum entropy was better than by two other methods. Furthermore, Piri Sahragard and Zare Chahouki (2015) compared the prediction efficiency of logistic regression, maximum entropy, and artificial neural network in plant species potential habitats, and observed that the maximum entropy method was more appropriate for distribution modelling of species with vast ecological niches.
It seems that comparison of predictive efficiency of the two models, i.e. logistic regression and maximum entropy, is necessary in distribution modelling of range plant species because the two models vary in their input data type and modelling procedure. Moreover, by taking into consideration the different capability of the two models, limitation of resources, and budget, it is necessary to characterize the model (a model that uses presence and absence data, or presence data only for modelling) that is more reasonable on the large scale. The objectives of this study were to identify favorable environmental conditions for plant species establishment and to compare the prediction efficiency of the logistic regression and maximum entropy in distribution modelling of range plant species in the rangelands of western Taftan, southeast Iran.
Materials and methods

Study area
The study site, with a total area of 64,000 ha, is located between 60°39′36″ and 60°58′19″ E longitude and 28°20′35″ and 28°42′39″ N latitude on a hill slope of Taftan Mountain, Sistan and Baluchestan province, southeastern Iran ( Figure  1 ). The highest and lowest altitude of the area was 2800 and 140 above msl, respectively. Geomorphologically, the study area was plain-mountainous. Annual precipitation ranges from 160 to 832 mm, snowing and frosting occur in winter (Ebrahimi et al., 2015) . Haloxylon persicum, Artemisia sieberi, Amygdallus scoparia, and Zygophyllum eurypterum are dominant plant species; Hamada salicornica, Cousinia stocksi, and Artemisia santolina are co-dominant species.
Data collection
Environmental variables were quantified by using the digital elevation model (DEM) and geology map (scale 1:25,000), field survey and laboratory analysis for understanding the effective variables in distribution of plant species, and development of a model for distribution prediction. Sampling units were prepared through integration of landform and geology maps and separation of habitat was conducted on the basis of field survey and observations. Vegetation of each habitat was sampled by a randomized-systematic method along four sampling lines 150-200 m in length. The length of a sampling line was determined on the basis of plant density and variation of vegetation. Sample size was calculated by Cochran's Q test with regard to variations of vegetation and soil. Quadrat size (2-25 m 2 ) was determined according to vegetation type, plant density, and parameters to be measured (Table  1) .
Species type, species richness, and vegetation cover percent were recorded in each quadrat during vegetation sampling. The soils of each habitat were sampled at 0-30 and 30-60 cm depths through the digging of eight soil profiles. In total, 40 soil samples were collected. Physical and chemical properties including gravel content, lime content, pH, EC, available moisture content, organic matter, gypsum, sand, silt, clay, and saturated moisture were measured for soil samples. In addition, data related to habitat border, slope, altitude, and geological structure were recorded for each habitat.
Data analysis
The distribution of plant species in each habitat was modelled using logistic regression and maximum entropy models after quantification of some variables and preprocessing of the dataset. Multicollinearity between independent variables was checked through the calculation of variance inflation factor (VIF) in the logistic regression method. The VIF value was lower than 10, indicating that there was no multicollinearity between independent variables. Predictive models of logistic regression were generated in SPSS 18 for each habitat. Layers of input variables of predictive models were prepared by using geostatistics and GIS facilities. Coefficients of these layers were assigned to each layer in the ARC GIS 9.3 environment and finally predicted maps of plant habitats were generated. For maximum entropy, maps of environmental variables were generated in ASCII format and MaxEnt 3.3e was used for modelling of plant habitat distribution. It should be noted that 25% of data were used for model examination and the rest were used for training. The iteration of model generation was considered 1000. The jackknife test was employed for determination of the importance of environmental variables (Piri Sahragard and Ajorlo, 2016).
Assessment of the accuracy of predicted models and maps
The Hosmer-Lemeshow (HL) test was used for the assessment of logistic regression models. The HL statistic was used for the assessment of agreement between predicted and observed maps (Hosmer and Lemeshow, 2000) . A high value of this statistic indicates greater agreement between them. In addition, the area under curve (AUC) statistic was used for the assessment of generated models by maximum entropy method (Sweet, 1988) . The value of this statistic varies from 0.5 (in cases where there is no difference between the points of two groups, i.e. correct presence and correct absence) to 1.0 (in cases where there is no overlap between the points of two groups and difference is excellent). The AUC statistic shows the power of the model in distinction between presence and absence. If the value of the statistic is close to 1.0, it indicates better agreement of the model with the real environment (Piri Sahragard and Zare Chahouki, 2015) . After the generation of the predicted map, it is necessary to determine the optimal threshold for determination of presence or absence of desired species (Phillips et al., 2006) . In this study, after the determination of optimal threshold using the equal sensitivity and specificity method, continuous predicted maps were converted into presence and absence maps (Piri Sahragard and Zare Chahouki, 2016b) . The agreement between predicted and documented maps was calculated with kappa index in IDRISI release 32 .
Results
Assessment of efficiency of predicted models
Logistic regression models for the studied habitats were significant at α = 0.01 according to the HL test. The accuracy level of the models generated for Haloxylon persicum, Amygdalus scoparia, and Artemisia aucheri habitats was good, but it was acceptable for Zygophyllum eurypterum and Artemisia sieberi habitats (Table 2) . Models were run with various numbers and arrangements of variables in the maximum entropy method. Models with the lowest number of variables and the highest AUC were selected as optimal models.
Assessment of agreement between predicted and documented maps
Assessment of efficiency of the models used in this study for determination of plant species ecological niche revealed that the accuracy level of generated models varies in prediction of species presence and absence. This leads to the emergence of significant differences in the efficiency of the models. Consequently, the agreement between predicted and observed maps of species in different plant habitats varied. In this study, the agreement between predicted and observed maps was assessed by kappa index. The highest and lowest kappa values related to the agreement between predicted maps generated by logistic regression and documented maps were 0.95 and 0.39 in Artemisia aucheri and Artemisia sieberi habitats, respectively. The agreement between predicted maps generated by the maximum entropy method and observed maps was very good for Haloxylon persicum, Amygdalus scoparia, and Artemisia aucheri habitats, but it was good and fair for Zygophyllum eurypterum and Artemisia sieberi habitats, respectively (Table 3 ). Predicted and documented maps with the highest and lowest agreement generated by logistic regression and maximum entropy are shown in Figure 2 .
Relationship between presence of plant species and environmental variables using logistic regression models
Input variables of predictive models generated by logistic regression along with their coefficients are shown in Table  4 . Percentages of sand and organic matter at 0-30 cm soil depth were the most effective variables in the distribution of Haloxylon persicum habitat. In other words, the presence of this species was directly related to soil light texture and organic matter content. Presence of Zygophyllum eurypterum was boosted by increase of gypsum percent at 30-60 cm and silt at 0-30 cm soil depths, indicating that the presence of this species was directly related to these variables (Table 4) . However, the presence of Artemisia sieberi was mainly affected by soil lime content and pH at 0-30 cm depth. In the highland of the study area, physical characteristics of the habitats including altitude, slope, and geological structure also affect the distribution of plant habitats. For example, besides the percentage of sand at 0-30 cm soil depth, slope and geological structure were the most effective variables in Amygdalus scoparia habitat. Furthermore, altitude and lime percent at 0-30 cm soil depth had the greatest effect on the distribution of Artemisia aucheri habitat (Table 4) .
Relative importance of variables
The relative importance of variables was determined by the jackknife test. The results showed that adding new variables to the predictive models of maximum entropy did not increase the accuracy of the model . Therefore, these variables were the most effective ones in the predictive models. For example, available soil moisture content and sand percent at 0-30 cm soil depth along with slope degree were the most effective variables in the predictive model of Haloxylon persicum (Table 5 ). Thus, a predictive model that includes these three variables was selected as the best one on the basis of AUC statistic value. In addition, the simplest and most accurate model of Zygophyllum eurypterum showed that soil gypsum and lime content at 30-60 cm depth and gravel percent at 0-30 cm depth played the greatest roles in the predictive model (Table 5 ). Exclusion of these variables can adversely affect the accuracy of the model. Moreover, soil moisture content at 0-30 cm depth and gypsum content at 30-60 cm depth were the most effective variables in the predictive model of Artemisia sieberi (Table 5 ). The effective variables in the distribution of Amygdalus scoparia were soil gravel percent (0-30 cm depth), lime content (30-60 cm depth), and geologic structure. The most precise model for Artemisia aucheri was the model that included altitude, lime, and silt at 30-60 cm soil depth. In the jackknife test, the response curves show a relationship between environmental variables and presence probability of plant species. Interpretation of these curves can introduce favorable environmental conditions for the occurrence of plant species. The output of the jackknife test for Artemisia aucheri is shown in Figure 3 . 
Discussion
Our results indicated that the logistic regression and the maximum entropy models have roughly similar efficiencies in the prediction of studied plant species distribution in the rangelands of western Taftan. Both models were able to predict the distribution of plant species with a small ecological niche (e.g., Amygdalus scoparia and Artemisia aucheri) more precisely than species with a vast ecological niche (Artemisia sieberi). Consequently, both models showed low efficiency in the prediction of distribution of plant species with vast ecological niches in the rangelands of western Taftan. Previous studies reported that the vastness of species ecological niches can negatively affect the accuracy of models generated by logistic regression (Guisan and Zimmermann, 2000; Piri Sahragard and Zare Chahouki, 2015) . On the other hand, it can be stated that logistic regression is a suitable model for distribution modelling of plant species because of the nonlinear relationship between species and environmental variables and sigmoid curves of the logistic regression functions. The ecological niche of each species can be accurately predicted by using the logistic regression model (Guisan et al., 1999) . It is worth mentioning that it is not necessary for all input variables of the model to be statistically significant in logistic regression. The important thing is that combination of all variables can minimize prediction error. Consequently, a predictive model can be formed with a set of significant and insignificant variables (Rossiter and Loza, 2010) . It is clear that insignificant variables can improve the prediction accuracy of the model. In the maximum entropy model, the maximum and minimum values of AUC statistic were 0.96 and 0.84 for Artemisia aucheri and Artemisia sieberi, respectively. The value of AUC statistic as an index of accuracy of a model in prediction for a species with a vast ecological niche is lower than that for a species with a small niche. Therefore, prediction efficiency of the maximum entropy model is affected by species distribution range or vastness of niche. This method could predict the distribution of species with small ecological niches more accurately in the study. It has been reported that vastness of ecological niche can affect the response curve of a species to predictive variables, distribution range, and efficiency of model (Guisan and Zimmermann, 2000; Luoto and Hjort, 2005; Evangelista et al., 2008; Yang et al., 2013; Piri Sahragard and Zare Chahouki, 2016b) . In contrast, Piri Sahragard and Zare Chahouki (2015) reported that maximum entropy was more suitable for distribution modelling of plant species with vast niches. Contrary to logistic regression, maximum entropy does not consider the absence of species. This method predicts the occurrence probability of each species based on the relationship between species distribution and environmental variables (Buehler and Ungar, 2001 ). Moreover, it is possible to check the effect of each variable on the efficiency of the model separately through AUC statistic. Therefore, variables with low importance can be removed from the model in order to improve its accuracy (Zare Chahouki and Piri Sahragard, 2016) .
In general, environmental heterogeneity can generate heterogeneous habitats with a mosaic of conditions in which some areas are favorable for establishment of a specific species, whereas other areas are unfavorable for that species. According to the results of logistic regression and maximum entropy, a large number of environmental variables, including edaphic variables (soil texture, soil lime content, soil moisture content, gypsum percent, gravel percent, and geologic structure) and physiographic variables (slope degree and altitude) contributed to the distribution of studied plant habitats in western Taftan. In other words, a set of soil physicochemical properties and topography of the study area contain invaluable information about the distribution of plant species habitats. Some variables, such as soil EC and pH, made a small contribution to distribution of habitats compared with other environmental variables. The importance of soil properties in distribution of plant habitats has been emphasized by many studies Abd El-Ghani et al., 2011; Tatian et al., 2011; Hosseini et al., 2013; Piri Sahragard and Zare Chahouki, 2015) . In addition, in some geographical conditions the role of physiographic factors such as altitude and slope has been emphasized in occurrence of plant species (Maltez-Mouro et al., 2005; Abdel Khalik et al., 2013; Hosseini et al., 2013; Piri Saharagard and Zare Chahouki, 2016a) . Scrutinizing the relationship between environmental variables and species distribution indicates that in flat parts of the studied area where Haloxylon persicum, Zygophyllum eurypterum, and Artemisia sieberi habitats were located the role of soil variables in plant distribution was greater. The results showed that soil variables including texture, organic matter, lime, moisture content, and pH were the input variables of the models for Haloxylon persicum, Zygophyllum eurypterum, and Artemisia sieberi. In other words, the distribution of plant habitats in flat parts of the studied area were mainly affected by soil physicochemical characteristics. However, in the highlands of the studied area, physiographic factors including slope and altitude were the effective variables in distribution of plant habitat, besides soil variables and geologic structure.
It can be concluded that the logistic regression model is basically a linear model that establishes a direct relationship between environmental variables and species presence probability. For this reason, the optimum efficiency of this model is in studies with the objective to investigate a linear relationship between species occurrence probability and environmental variables (for example, relationship between presence probability of a species in a small area in which the environmental gradient is not too long). Meanwhile, maximum entropy explains the relationships between presence probabilities of species with environmental variables in a nonlinear form by providing response curves. In cases where there is a nonlinear relationship between presence probabilities of species with environmental variables, the maximum entropy model will be able to generate a more accurate predictive model when compared with logistic regression. On the other hand, the maximum entropy model compared with logistic regression requires a smaller number of variables to generate an accurate model. This is an important note in practice.
