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1 Introduction
The mechanisms behind mass generation for particles play a crucial role in the advancement of
our understanding of the fundamental forces of Nature. For instance, our current description of three
out of five fundamental interactions is through the action of gauge fields [1]. This idea has one of
its origins in Nuclear Physics with the Yukawa theory wherein the screened Coulomb potential arises
from the exchange of a massive pion between nucleons [2]. Since the field mediator in the Yukawa
theory has a nonvanishing mass, the corresponding force has a finite range. Actually, the amplitude
of the classical Yukawa potential in the static limit decays exponentially with the distance when
compared with the Coulomb potential and the range of this interaction, id est, its typical length, is
inversely proportional to the mass of the mediator particle.
A not altogether dissimilar idea arose independently in a completely different physical context:
the description of the Meissner-Oschenfeld effect in low-temperature superconductivity [3]. In this
phenomenon, weak magnetic fields are expelled from superconductors when their temperatures are
bellow their respective critical temperatures. One of the first attempts for a theoretical description
for this effect was given by the London Brothers’ theory [4]. The London Brothers hypothesised
the electric current j in a superconductor bellow its critical temperature is proportional to the gauge
field A. This assumption leads to a Helmholtz equation for each component of the static magnetic
field inside the superconductor whose solutions comprise an exponential decay with a typical length
- called London penetration length - depending on the characteristics of the particular material. So,
in the London theory, magnetic fields do penetrate the superconductors, but they are damped expo-
nentially with the distance. As a matter of fact, the London Brothers’ general results can also be
achieved by assuming that, inside a superconductor bellow its critical temperature, the electromag-
netic field acquires an effective mass inversely proportional to the London penetration length. In other
words, the electromagnetic field inside a superconductor is more easily described not in terms of the
fundamental Maxwell theory but in terms of an effective Proca field whose mass depends on the par-
ticular characteristics of the superconductor [5]. A refined theory for superconductivity was proposed
by Ginzburg and Landau and it is called the phenomenological Ginzburg-Landau theory [6]. The
Ginzburg-Landau theory consists of a nonrelativistic self-interacting charged scalar field interacting
with a magnetic field. In modern terminology, their phenomenological theory can be described as
follows. Due to the self-interacting potential of the scalar field the theory is gauge-invariant above the
superconductor’s critical temperature and, as usual, the electromagnetic field is massless. However, a
phase transition takes place at the critical temperature in such a way that bellow that temperature the
potential effectively breaks the gauge symmetry, giving rising to a non zero mass for the electromag-
netic field. This, in turn, makes the effective description of the electromagnetic field be made through
a Proca field, giving similar results to those of the London Brothers’ theory for the explanation of
the Meissner-Oschenfeld effect. This effective breaking of a symmetry due to a scalar potential is
essentially the Anderson-Englert-Brout-Higgs-Guralnik-Hagen-Kibble mechanism.
The Anderson-Englert-Brout-Higgs-Guralnik-Hagen-Kibble mechanism (or Higgs mechanism,
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for short) for symmetry breaking was first proposed by Anderson in the nonrelativistic context based
on plasma physics and similarities with superconductivity theories and it was later extended simulta-
neously by Englert and Brout, Higgs, and Guralnik, Hagen, and Kibble for relativistic fields [7–11].
The mechanism corresponds to a self-interacting charged scalar field interacting with a gauge field.
Depending on the sign of a parameter, the self-interacting potential may have either a single min-
imum value or infinitely many minima. In the former case the theory is gauge-invariant and, as a
consequence, the gauge field is massless. In the latter, a spontaneous symmetry breaking is said to
occur and the gauge field acquires a mass. This mechanism plays a key role in the theory of the elec-
troweak interaction. A prototype theory assuming that the weak coupling between fermions could be
due to the exchange of massive vector bosons was first introduced by Lopes [12]. After the advent of
the Higgs mechanism of symmetry breaking, the unification of weak and electromagnetic interactions
was fulfilled by Glashow, Salam and Ward, and Weinberg which resulted in a massless vector field for
the Abelian sector of the interaction and three massive vector gauge fields for the SU (2) one [13–15].
This furnished a more precise description of the electroweak interaction than the phenomenological
theory by Fermi [16]. A new way of studying spontaneous symmetry breaking was obtained with the
effective action technique introduced by Coleman and Weinberg [17]. The effective action technique
opened up the possibility to explore the Jackiw-Dolan concept of symmetry restoration when the tem-
perature of the system increases above a critical temperature [18]. This effect has its philosophical
roots in the phenomenological Ginzburg-Landau theory of superconductivity.
Meanwhile, another revolution in the way we think of effective masses of gauge fields was taking
place in Plasma Physics: the electric field shielding, also known as Debye screening. In order to
grasp the essence of this phenomenon, let us picture a gas of classical electrons randomly but (in
large scale) homogeneously displaced spacewise under the assumption of charge neutrality, that is,
that there exists a background of fixed ions for this gas in such a way that the total net electric charge
is zero. If we insert a negative electric charge q in this gas it will repel the electrons in its vicinity
due to the Coulomb force. So, there is a region around the test charge where no electron (or very few
of them) can be found. Since the gas is assumed to be overall homogeneous, this region with fewer
electrons can be seen from afar as a region with a positive electric charge concentration due the ionic
background. Measuring the field generated by the test charge away from it will show that it is shielded,
or screened. This pictorial view can be made rigorous when considering a mathematical model for the
system. This was first done by Debye and Hu¨ckel [19]. When they computed the effective Coulomb
potential away from the test charge, they found that it is exponentially damped quantitatively just
like the Yukawa potential and qualitatively like the London magnetic fields discussed above. The
typical length of this screened potential is known as Debye length and its inverse, as in the previous
cases, is proportional to a mass for the gauge field. This is known as Debye mass. The importance
of this effect cannot be understated, as it is one of the simplest examples of renormalization. The
Debye screening can be viewed as a process of renormalization for the test charge in the Coulomb
potential as q→ qe−mDr (in natural units) where mD is the Debye mass and r the distance to the test
charge [20]. The Debye screening has been a topic of great implications in plasma physics (either
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classical or quantum, and for both nonrelativistic and relativistic), electrolytes and colloids [21–24].
Unlike the case of the Higgs mechanism, the presence of the Debye mass in a gauge field does
not necessarily break the gauge symmetry of the theory.1 We have plenty of examples where massive
gauge fields, contrary of popular belief, maintain gauge symmetries intact. The first of these examples
was studied by Schwinger where a dynamical mass generation for the quantum gauge field does take
place, but the transversality of polarization tensor shows that theory is still gauge invariant [26].
Another example of presence of mass in a gauge field which exhibits gauge symmetry can be found
in theories of higher-order derivatives, from which the theory proposed by Bopp and Podolsky is
the prime example [27, 28]. The Bopp-Podolsky theory for the electromagnetic field, also known as
generalized electromagnetism - or generalized electrodynamics in the case where the dynamics of the
sources of the gauge field are taking into consideration - is the main theory we study in this paper.
The Lagrangian density for this theory has a term involving second-order derivatives of the gauge
field and possesses a free parameter that can be identified with a mass, called Podolsky mass mP. This
generalized electrodynamics gives the correct finite expressions for self-force of charged particles, as
shown by Frenkel and Zayats [29]. Generally speaking, Podolsky electrodynamics presents a better
ultraviolet behavior than Maxwell’s, in a way closely related to the Pauli-Villars-Rayski regularization
scheme [30]. Despite the origin of the Podolsky mass remaining a mistery, several limits for its value
have been set on experimental grounds through the years, with better and better accuracy for its lower
bound [31–33]. Podolsky electrodynamics can reproduce most of the results of Maxwell theory, but
it is worth noticing that it breaks the dual symmetry [34]. The generalized electromagnetic field has
five degrees of freedom, two of them associated with the usual Maxwell field while the other three
comes from a Proca field [35]. This result has been corroborated by statiscal analysis [31]. In the free
case, Podolsky theory is equivalent to Lee-Wick theory wherein the gauge field is complex [36].
In the present paper we study the implications of the Higgs mechanism for electrostatic fields and
the Debye screening in the context of the Podolsky electrodynamics. In section 2 we review the basics
of the generalized theory with focus on its electrostatic potential. In section 3 we consider the essence
of the Higgs mechanism for the Bopp-Podolsky electromagnetism and study its implications for the
theory’s electrostatic field. In section 4 we consider the Podolsky plasma and compute (an approxi-
mation for) the Debye mass. In section 5 we consider a region of parameters where new drastically
Physics is expected to be found. In section 6 we present our final thoughts on this subject. Throughout
this paper we use the natural unit systems in which h¯ = 1, c = 1, kB = 1, and the Minkowski metric
signature used is (+,−,−,−).
1This can be verified by noticing that the Ward-Fradkin-Takahashi identities are still satisfied in thermodynamic equi-
librium for, say, quantum electrodynamics [25]
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2 The Electrostatic Potential in the Generalized Classical Elec-
trodynamics
In this section, we review some aspects of the Classical Podolsky Electrodynamics. We start by
writing down the Lagrangian density for the theory in (3+1) dimensions as
LCP =−14FµνF
µν +
1
2m2P
∂ µFµν∂ξF ξν −J µAµ , (2.1)
whereFµν ≡ ∂µAν−∂νAµ is the field-strength,A is the electromagnetic (or Podolsky) field, mP > 0
is the Podolsky mass, andJ is an external source for the gauge field.
From (2.1) we get the following Euler-Lagrange equations:(

m2P
+1
)
∂µF µν = J ν , (2.2)
where ≡ ∂µ∂ µ .
After imposing the generalized Lorenz condition [37](

m2P
+1
)
∂µA µ = 0 (2.3)
the equations of motion become simplified(

m2P
+1
)
A µ = J µ . (2.4)
For our purposes, we are interested in the static regime:(
∇2
m2P
−1
)
∇2A µ = J µ . (2.5)
The solution for this equation is
A µ (x) =
∫
V
d3yGP (x−y)J µ (y) , (2.6)
where V is any volume that encompassesJ and GP is the Green function for the operator
(
∇2
m2P
−1
)
∇2.
In particular, for a point electric charge lying in the origin of the coordinate system,
J 0 (y) = Qδ (3) (y) , (2.7)
where Q 6= 0 is the electric charge value, the electrostatic potential is
A 0 (x) =
Q
4pi |x|
(
1− e−mP|x|
)
. (2.8)
The Podolsky electrostatic potential has some known features like the fact that it goes to the
Maxwell’s result in the limit mP→+∞ and it presents a finite limit at short distances:
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lim
|x|→0+
A 0 (x) =
QmP
4pi
. (2.9)
In order to appreciate fully the physical content of the electrostatic potential (2.8), let us consider
again equations (2.4), this time in the free caseJ ≡ 0. In that situation, the equations of motion can
be written as
(
+m2P
)
A µ = 0, (2.10)
whose solution is A µ = A µM −A µP . Here, A µM is a massless vector field while A µP is a Proca field
with mass mP. This is connected with the five degrees of freedom of the generalized theory mentioned
earlier. A µM and A
µ
P are called the massless and the massive sectors of the theory, respectively.
Furthermore, (2.8) can now be understood as a Yukawa potential subtracted from the usual Coulomb
potential. So, a part of Podolsky electrostatic field is naturally shielded due to the Podolsky length
m−1P , but the interaction is still long-ranged since it goes asymptotically back to the Maxwell’s result
for |x|  m−1P .
Our next move will be to check how this electrostatic potential is affected by the presence of an
extra mass in the Podolsky field due to the spontaneous symmetry breaking of the gauge symmetry.
3 The Classical Podolsky Field and the Higgs Mechanism
In this section we shall see how the spontaneous symmetry breaking induced by the Higgs poten-
tial in classical field theory affects the Podolsky field. The mass generation for the gauge field due to
the Higgs mechanism can be studied in the Podolsky theory via the following Lagrangian density
LPH = LP+LH , (3.1)
whereLP is the Lagrangian density (2.1) withJ µ = 0 and
LH ≡
(
Dµφ
)∗Dµφ −U (|φ |) ; (3.2)
Dµ ≡ ∂µ + iqsAµ ; (3.3)
U (|φ |) ≡ −κ |φ |2+λ |φ |4 . (3.4)
Here, φ is a complex Poincar scalar field (and φ∗ its conjugate) called the Higgs field, κ , λ , and qs
are real parameters with λ > 0 and qs being the electric charge of the scalar field. LPH is U (1)-gauge
invariant.
For κ ≤ 0, the (unique) global minimum of the potential U is φ = φ∗ = 0. This is the usual
generalized classical scalar electrodynamics: a self-interacting complex scalar field interacting also
with the ordinary Podolsky gauge field. On the other hand, if κ > 0, |φ |= 0 becomes a local maximum
of the potential (which means φ = 0 is no longer a stable field configuration), while there are now
infinitely, uncountably many minima, all of them satisfying
|φ (x)| =
√
κ
2λ
. (3.5)
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This is the situation we are interested in in the present paper. Due to the global U (1) symmetry of
(3.1), any field such that φ (x) = eiα
√
κ/2λ , with α ∈R, minimizes U . Our present goal is to expand
(3.1) around one of such minima. Due to the symmetry of the theory, it really does not matter which
minimum we choose. So, without loss of generality, we shall expand the Lagrangian density around
the value φ =
√
κ/2λ . In order to do so, we rewrite the scalar field as
φ (x) =
1√
2
[
χ (x)+
√
κ
λ
]
ei
√
λ
κ θ(x) (3.6)
and its complex conjugate accordingly. Here, χ and θ are real scalar fields and infx χ (x) =−
√
κ/2λ .
In order for us to understand the role of each of these new scalar fields, let us expand the term involving
θ as
ei
√
λ
κ θ(x) = 1+ i
√
λ
κ
θ (x)+O
(√λ
κ
)2 . (3.7)
Doing so approximates the potential U to
U (|φ |) ' κ [χ (x)]2− κ
2
4λ
+λ [χ (x)]3
√
κ
λ
+λχ (x) [θ (x)]3
√
κ
λ
+
λ [χ (x)]4
4
+
+
λ
2
[χ (x)]2 [θ (x)]2 . (3.8)
Since we are dealing with a positive parameter κ , the quadratic term in χ tells us that it is a
massive field with mass
√
κ . Seeing that there is no correspondent term for θ , the expression above
shows us that θ is a massless scalar field. This is a consequence of the Goldstone theorem and, for
that reason, θ is called the Goldstone boson of this theory.2
Now, going back to the full representation (3.6), it is pretty clear that the potential U is independent
of the Goldstone boson. What is not so obvious is that the whole Lagrangian density (3.1) does not
depend on θ either. In order to prove that, we recall the Lagrangian density (3.1) is invariant under
local gauge transformations and we perform the following gauge transformation:
A µ (x) → A ′µ (x) =A µ (x)+∂ µ
[
1
qs
√
λ
κ
θ (x)
]
; (3.9)
φ (x) → φ ′ (x) = eiqs
[
− 1qs
√
λ
κ θ(x)
]
φ (x) ; (3.10)
φ∗ (x) → φ ′∗ (x) = e−iqs
[
− 1qs
√
λ
κ θ(x)
]
φ∗ (x) . (3.11)
2The path we followed here is close to that of Goldstone’s original paper [38, 39]. A rigorous proof of the Goldstone
theorem for classical fields (without gauge field, though) can be found in [40].
7
These last two transformations are equivalent to
χ (x) → χ ′ (x) = χ (x) ; (3.12)
θ (x) → θ ′ (x) = θ (x)−θ (x) = 0 (3.13)
in (3.6). By the very definition of covariant derivative, we have
Dµφ (x) → e−i
√
λ
κ θ(x)Dµφ (x) (3.14)
which, thanks to the gauge transformation (3.13), shows us that
(
Dµφ
)∗Dµφ → D∗µ 1√2
[
χ (x)+
√
κ
λ
]
Dµ
1√
2
[
χ (x)+
√
κ
λ
]
(3.15)
is independent of the Goldstone boson as well and so is the whole Lagrangian (3.1), quod erat demon-
strandum. Furthermore, expliciting the covariant derivative yields
(
Dµφ
)∗Dµφ = 1
2
∂µχ (x)∂ µχ (x)+
iqs
2
∂µχ (x)A µ (x)χ (x)++
iqs
2
√
κ
λ
∂µχ (x)A µ (x)+
− iqs
2
Aµ (x)χ (x)∂ µχ (x)− iqs2
√
κ
λ
Aµ (x)∂ µχ (x)+
+
q2s
2
Aµ (x)χ (x)A µ (x)χ (x)+q2s
√
κ
λ
Aµ (x)χ (x)A µ (x)+
+
m2H
2
Aµ (x)A µ (x) . (3.16)
Here, we have defined3
mH ≡
√
q2sκ
λ
. (3.17)
With this result, we can rewrite (3.1) as4
LPH =
(
LP+
m2H
2
A µAµ
)
+
(
LH− m
2
H
2
A µAµ
)
. (3.18)
LP+
m2H
2 A
µAµ is a theory of a free vector field A (with second order derivatives) while LH −
m2H
2 A
µAµ is a theory of a real, massive scalar field χ interacting with itself and with the vector field
3Notice that mH is non negative.
4Of course, we can rewrite (3.1) in the form (3.18) even for κ ≤ 0. However, there are some problems. First of all, the
mass (3.17) becomes zero for κ = 0 (which makes the whole point void) or purely imaginary for κ < 0. This last issue
may be more or less remedied by inverting the form (3.18) to
(
LP− m
2
H
2 A
µAµ
)
+
(
LH +
m2H
2 A
µAµ
)
. Nevertheless,
in that case, LH +
m2H
2 A
µAµ would contain a term that depends only on the vector field, which defeats the purpose of
writing it like this.
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A without terms that depend only on the vector field. We are interested in the first of these two: the
Lagrangian density concerning only the Podolsky field. In order to proceed, we shall add a source for
this gauge field satisfying the continuity equation and write
L
(1)
PH ≡ −
1
4
FµνF
µν +
1
2m2P
∂ µFµν∂ξF ξν +
m2H
2
AµA
µ −J µAµ . (3.19)
The equations of motion which arrive from this Lagrangian density are(

m2P
+1
)
∂µF µν +m2HA
ν = J ν . (3.20)
The continuity of the external current implies ∂νA ν = 0 which, in turn, simplifies the above
Euler-Lagrange equations:
[(

m2P
+1
)
+m2H
]
A µ = J µ . (3.21)
The static regime equations can be obtained from this last expression and they read[(
∇2
m2P
−1
)
∇2+m2H
]
A µ =J µ , (3.22)
whose solution is
A µ (x) =
∫
V
d3yGPH (x−y)J µ (y) . (3.23)
In this equation, GPH is the Green function for the differential operator
(
∇2
m2P
−1
)
∇2 +m2H . In
order to find the new electrostatic potential, we consider a point charge like (2.7) with all other com-
ponents vanishing. The resulting potential is
A 0 (x) =
Qm2P
4pi |x|(m2H+−m2H−)
(
e−mH−|x|− e−mH+|x|
)
, (3.24)
where we have defined the masses5
mH± ≡
√√√√m2P±mP√m2P−4m2H
2
. (3.25)
First of all, we see that if we turn the interaction between the Higgs field and the Podolsky field
off, these masses go to
5The results presented in this section are valid for mH ≤mP/2. As a consequence, not only both masses mH+ and mH−
are real but they are also both non negative.
9
lim
mH→0+
mH+ = mP; (3.26)
lim
mH→0+
mH− = 0. (3.27)
This shows that in this limit the electrostatic potential (3.24) from the massive Podolsky field goes
back to the usual Podolsky electrostatic potential (2.8). Furthermore, the result (3.24) and the limits
above show that the massless sector of Podolsky acquires a mass mH− through the Higgs mechanism.
This is not surprising, since the same phenomenon takes place when one is studying the Higgs field
coupled with Maxwell’s. What is really unexpected is that the Higgs mechanism alters the mass of the
massive sector of the generalized gauge field from the Podolsky mass mP to a new value mH+ < mP.
In addition, it is worth noticing that the number of degrees of freedom of the theory (without sources)
remains unchanged. In the Lagrangian density (3.1) we had five degrees of freedom for the Podolsky
field (being two associated with the massless sector of the theory and three with the massive one) and
two for the complex scalar field. So, the initial degrees of freedom of the theory were seven. For
vanishing sources, we ended up with one real scalar field (which has one degree of freedom), three
degrees of freedom for the massive sector of the Podolsky field (the massive sector continues to be
massive despite having its mass value changed), and also three for the former massless sector which
now has acquired a mass. So, the Podolsky field after the symmetry breaking adds six degrees of
freedom to the final theory which, as a consequence, equates the original seven. This happens due to
the Higgs mechanism, which made the Goldstone boson disappear from the final Lagrangian density.
Secondly, there are a couple of limits of interest in (3.24). At short distances, the electrostatic
potential for the Podolsky field in the broken symmetry regime is finite
lim
|x|→0+
A 0 (x) =
Qm2P
4pi (mH++mH−)
, (3.28)
which is reminiscent of (2.9). In addition, in the limit of equal masses mH− = mH+, which happens
when the mass acquired through the Higgs mechanism mH goes to half the value of the Podolsky
mass mP, the result is a Yukawa potential with typical length lY ≡
√
2/mP and the electric charge Q
renormalized to Q |x|/lY :
lim
mH→m
−
P
2
A 0 (x) =
(
Q|x|
lY
)
e−
|x|
lY
4pi |x| . (3.29)
Alternatively, this can be seen as a pure evanescent wave generated by the electric charge Q
rescaled to the charge linear density Q/lY
lim
mH→m
−
P
2
A 0 (x) =
(
Q
lY
)
e−
|x|
lY
4pi
(3.30)
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in a manner that resembles the London Brothers’ result for magnetic fields inside superconductors [4].
Moreover, this is precisely the result we get by starting with the condition of equal masses:
A 0 (x)
∣∣
mH+=mH−=
mP√
2
=
QmP
4
√
2pi
e−
mP√
2
|x|
. (3.31)
Equations (3.30) and (3.31) show that the Bopp-Podolsky electrostatic potential under the Higgs
mechanism is a continuous function of the Higgs mass mH from the left of half the Podolsky mass,
that is, mP/2.
Lastly, we see that in the region of parameters mH  mP, the modified masses (3.25) behave as
mH+ = mP
(
1+O
((
mH
mP
)2))
; (3.32)
mH− = mH
(
1+O
((
mH
mP
)2))
. (3.33)
So, this is the region where our naı¨ve expectation is met with actualization: the massless sector of
the gauge field acquires the mass mH obtained directly from the Higgs mechanism and the massive
sector retains its original mass mP. In general, however, both masses are modified.
Next we shall study the Debye screening in the Generalized Quantum Plasma and compare the
results with those shown in this section.
4 Debye Screening in the Generalized Quantum Electrodynam-
ics
In this section we are interested in learning about the electrostatic field generated by an electric
point charge not in the vacuum, but in a generalized relativistic quantum plasma. A generalized rel-
ativistic quantum plasma is nothing more than the Podolsky quantum electrodynamics in thermody-
namic equilibrium [41]. Inside the plasma, under the assumptions of validity of the finite-temperature
linear response theory, the thermal expectation of the disturbed gauge field
〈
δ Âµ (x)
〉
≡Aµ (x) due
to the presence of an external classical current densityJν (y) is given by [21–23]
Aµ (x) =
∫
d4yDRµν (x− y)J ν (y) . (4.1)
In this expression, DRµν (·) is the retarded propagator of the (quantum) Podolsky gauge field in the
plasma. Since we are interested in the electrostatic potential, we haveA =(A0,0) andJ =
(
J 0,0
)
,
with J 0 given by (2.7), which imply the only component of the retarded propagator we need is
that with µ = ν = 0. The way to find the retarded propagator inside the medium is computing the
11
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Figure 1: Full thermal photon propagator
electromagnetic Green function D˜µν
(
kBn
)
in thermodynamic equilibrium in the Fourier space and,
then, Wick-rotating the variables as6
iωBn → k0+ iη , (4.2)
where η is any positive number and, in the end, computing the one-side limit η → 0+ [21, 22, 42].
In order to find D˜µν
(
kBn
)
, we first need to compute a component of the polarization tensor, whose
general form in thermodynamic equilibrium is7
Π˜µν
(
kBn
)
= F
(
kBn
)
PLµν +G
(
kBn
)
PTµν , (4.3)
where we have used the projectors [22]
PT00 ≡ PT0i = PTi0 = 0; (4.4)
PTi j ≡ δi j−
kik j
|k|2 ; (4.5)
PLµν ≡ δµν −
kBnµ k
Bn
ν
(kBn)2
−PTµν . (4.6)
From the polarization tensor (4.3) we have the complete electromagnetic Green function in ther-
modynamic equilibrium (vide Fig. 1):
6We use the following notation for the theory in thermodynamic equilibrium: kBn =
(
ωBn ,k
)
and kFn =
(
ωFn ,k
)
,
where ωBn = 2npi/β is the Bosonic Matsubara frequency and ωFn = ωBn +pi/β the Fermionic Matsubara frequency. In
both cases, β is the multiplicative inverse of the temperature and n ∈ Z. Moreover, all the implicit summations are done
with the Euclidean metric tensor δµν .
7As a matter of fact, as shown in [41], the most general form of the polarization tensor is Π˜µν
(
kBn
)
=
A
(
kBn
)[
δµν − k
Bn
µ k
Bn
ν
(kBn)
2
]
+ B
(
kBn
)[ kBnµ kBnν
(kBn)
2 −
(
kBnµ δν0+kBnν δµ0
ωBn
)
+
(kBn)
2δµ0δν0
(ωBn )
2
]
+ I
(
kBn
)
ε0µνξ
kBnξ
ωBn
. Using (4.4), (4.5), and
(4.6) we can show that we can rename the even scalar functions as F
(
kBn
) ≡ A(kBn)+ |k|2
(ωBn )
2 B
(
kBn
)
and G
(
kBn
) ≡
A
(
kBn
)
. For our present analysis we can safely assume the odd function I vanishes for two reasons: 1) the tensor ε0µνξ
kBnξ
ωBn
is not invertible. In order to see that, let us suppose, ad absurdum, that a tensor Qµν
(
kBn
)
is its inverse. Then, by def-
inition, we must have Qµρ
(
kBn
)
ε0ρνξ
kBnξ
ωBn
= δµν . By choosing µ = ν = 0 this expression teaches us that 0 = 1, which
is a contradiction. Ergo, ε0µνξ
kBnξ
ωBn
is a singular tensor. 2) we only need to compute Π˜00
(
kBn
)
anyway and there is no
contribution of I to it.
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Figure 2: Exact photon self-energy
D˜µν
(
kBn
)
= D˜µν
(
kBn
)
+ D˜µζ
(
kBn
)
Π˜ζκ
(
kBn
)
D˜κν
(
kBn
)
+D˜µζ
(
kBn
)
Π˜ζκ
(
kBn
)
D˜κλ
(
kBn
)
Π˜λρ
(
kBn
)
D˜ρν
(
kBn
)
+ ...
=
1{
−
[
1+ (k
Bn)2
m2P
]
(kBn)2+F (kBn)
}PLµν + 1{
−
[
1+ (k
Bn)2
m2P
]
(kBn)2+G(kBn)
}PTµν+
+
α{
−
[
1+ (k
Bn)2
m2P
]2
(kBn)2
} kBnµ kBnν
(kBn)2
. (4.7)
in which the free generalized thermal electromagnetic propagator is written in the non-mixing gauge
[35]
D˜µν
(
kBn
)
=−
[
m2P
(kBn)2+m2P
][
δµν +(α−1)
kBnµ k
Bn
ν
(kBn)2
]
. (4.8)
For future use, it is worth noticing that
F
(
k,ωBn
)
=
[(
ωBn
)2
+ |k|2
|k|2
]
Π˜00
(
k,ωBn
)
. (4.9)
As it will become clear later, we need to compute limk→0F
(
ωB0 ,k
)
. According to the relation
above, we need to find limk→0 Π˜00 (0,k). In order to compute this quantity, we use one of the Dyson-
Schwinger-Fradkin equations (in the Fourier space, vide Fig. 2)
Π˜µν
(
k,ωBn
)
=
+∞
∑
l=−∞
∫ d3 p
β (2pi)3
q2e
(
γEµ
)
ab
S˜bc
(
p,ωFl
)
Γ˜ν(cd)
(
p−k,ωFl−n;−k,ωB−n
)
×S˜da
(
p−k,ωFl−n
)
. (4.10)
In this expression, qe is the electron electric charge,
{
γEµ
}
µ∈{0,1,2,3}
are the Euclidean Dirac
matrices, S˜ is the complete electron Green function, and Γ˜ is the complete vertex function of the
theory.
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From the Ward identity in thermodynamic equilibrium8
ipBlµ Γ˜µ(ab)
(
k,ωFn ;p,ω
B
l
)
= S˜ −1ab
(
k+p,ωFn+l
)− S˜ −1ab (k,ωFn ) , (4.11)
we can deduce for l = 0 and p→ 0 [25]
∂S˜ −1ab
(
k,ωFn
)
∂µe
= Γ˜0(ab)
(
k,ωFn ;0,0
)
. (4.12)
Here, µe is the chemical potential associated with the conservation of the Noether charge
N̂ =
1
2
(
γE0
)
ab
∫
V
d3z
[
ψ̂a (z) , ψ̂b (z)
]
. (4.13)
From the definition of the Fermionic Green function and from equations (4.10,4.12,4.13) as well
we can write
lim
k→0
Π˜00 (k,0) = −q2e
∂n(β ,µe)
∂µe
, (4.14)
where
n(β ,µe) ≡
+∞
∑
l=−∞
∫ d3 p
β (2pi)3
(
γE0
)
ab S˜ba
(
p,ωFl
)
(4.15)
is the density of the thermal average of the Noether charge N̂. Since n(β ,µe) is an intensive thermo-
dynamic parameter, it can be evaluated through the thermodynamic relation
n(β ,µe) =
1
βV
∂
∂µe
{ln [Z (β ,µe,V )]} , (4.16)
where Z (β ,µe,V ) is the complete grand partition function of the generalized quantum electrodynam-
ics. It is an open problem to compute Z (β ,µe,V ) exactly but, for our purposes, it suffices to find an
approximation for the limit (4.14). For instance, in the lowest order of perturbation theory, the only
component of Z (β ,µe,V ) that depends on the chemical potential is the partition function for free
Fermions, whose logarithm reads [22]
ln
(
Z f
)
=
V
pi2
∞∫
0
d pp2
{
β
√
p2+m2e + ln
[
1+ e−β
(√
p2+m2e−µe
)]
+ ln
[
1+ e−β
(√
p2+m2e+µe
)]}
.
(4.17)
8Notice that there is a typo with a missing i in equation (165) of [41].
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In this equation, me is the electron mass. Using this in (4.16) yields
n(µe,β ) =
1
pi2
∫ ∞
0
d p p2
 1
eβ
(√
p2+m2e−µe
)
−1
−
 1
eβ
(√
p2+m2e+µe
)
−1
 . (4.18)
Unfortunately, there is no known closed form for this integral in terms of elementary functions.
However, if we consider the ultrarelativistic regime, that is, the limit in which the energies involved
are much higher than the electron rest energy, we find the result from (4.14) [43]
lim
k→0
Π˜00 (k,0) =
2q2e
pi2β 2
[
Li2
(
−e−βµe
)
+Li2
(
−eβµe
)]
' − q
2
e
3β 2
− q
2
eµ2e
pi2
, (4.19)
where Lin (z) is the Jonquie`re’s function
Lin (z)≡
∞
∑
k=1
zk
kn
. (4.20)
Instead of the ultrarelativistic regime of (4.14) we can consider the other end: its nonrelativistic
limit, which is
lim
k→0
Π˜00 (k,0) = −
√
2q2em
3
2
e
pi
3
2
√
β
[
Li 1
2
(
−e−β (me−µe)
)
+Li 1
2
(
−e−β (me+µe)
)]
' −
√
2q2em
3
2
e
pi
3
2
√
β
e−βme cosh(βµe) . (4.21)
This last approximation coincides with the result obtained using the Maxwell-Boltzmann statistics.
By performing the Wick rotation (4.2) in the complete thermodynamic Green function (4.7) in
order to obtain the retarded propagator, substituting the result for the relevant components of (4.1) (id
est, µ = ν = 0), and using, as previously mentioned, (2.7), we find
A0 (x) = Q
∫ d3k
(2pi)3
e−ik·x[(
1+ |k|
2
m2P
)
|k|2−F (k,0)
] . (4.22)
The long-range behavior of the electrostatic potential in the plasma is governed by the poles of
the integrand in the infrared limit of F . Taking that into account, we define the Debye mass mD:
mD ≡
√
− lim
k→0
F (k,0). (4.23)
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Due to the identity (4.9), we see that the computation of mD is intimately related to the limit
limk→0 Π˜00 (k,0), which can be calculated in a number of approximations including, but not limited
to, (4.19) and (4.21).
By exchanging F (k,0) by its infrared limit limk→0F (k,0) in (4.22) and defining9
mD± ≡
√√√√m2P±mP√m2P−4m2D
2
(4.24)
we find the electrostatic potential in the generalized quantum electrodynamics with Debye screening:
A0 (x) =
Qm2P
4pi |x|(m2D+−m2D−)
(
e−mD−|x|− e−mD+|x|
)
. (4.25)
Comparing these results with those found on the previous section we see that there is a mathemat-
ical analogy between the electrostatic potential in the Bopp-Podolsky theory arising from the mass
generation via Higgs mechanism (3.24) and the electrostatic potential of the theory shielded due the
interaction with the generalized quantum plasma (4.25). We also notice that not only the two poten-
tials have the same overall form but also that even the modified masses (3.25) and (4.24) have the same
dependence on the Higgs mass mH and the Debye mass mD, respectively. So, from the point of view
of the electrostatic potential in the Podolsky theory, the Higgs mechanism and the Debye screening
are mathematically analogous. For that reason, all the analysis done in the previous section, includ-
ing all the discussions concerning the results (3.26-3.33), apply to the Debye screening as well. For
that, it suffices to make the changes mH → mD and mH±→ mD±. Also, all the conclusions we arrive
at from now on for the Debye shielding can be translated to Higgs mechanism simply by using the
inverse mapping mD→ mH and mD±→ mH±. For instance, taking into account the approximations
(3.32) and (3.33), we can recover the Maxwell’s result for the Debye screening:10
lim
mP→∞
A 0 (x) =
Qe−mD|x|
4pi |x| . (4.26)
Furthermore, by changing the two independent thermodynamic intensive parameters in n(β ,µe)
we can vary the value of the Debye mass mD. In figure 3 we can find the plots of the modified masses
mD− and mD+ as a function of the Debye mass. In that picture we can visualize the limits (3.26) and
(3.27) and, in the other end, the limit of mD→ (mP/2)−, which implies mD+ = mD− = mP/
√
2, as
discussed in (3.29) and (3.30).
Notwithstanding, figure 3 shows us an important feature of the Debye shielding in the Podolsky
theory: by changing the value of the thermodynamic parameters and, as a consequence, changing the
value of the original Debye mass mD, we can effectively reduce the value of the mass of the massive
sector of the generalized theory from its original value mP down to mP/
√
2, which can make it more
9The results presented in this section are valid for mD ≤ mP/2.
10The limit (4.26) holds at least for the lowest order of perturbation theory for n(β ,µe).
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Figure 3: Plot of mD−/mP (red) and mD+/mP
(blue) as function of mD/mP
accessible experimentally. Moreover, even the dependence of the massless sector with the newly
acquired mass mD− is not a linear function of the Debye mass mD as it is in the Maxwell theory.
Thus, the previously massless sector, too, can be used as a mean to detect the signature of the elusive
Podolsky field.
For the sake of comparison, in figure 4 we have plotted the Coulomb potential Q/4pi |x|, the origi-
nal Podolsky electrostatic potential (2.8), and the shielded electrostatic potential (4.25) for mD =mP/4
and for mD =mP/2, which happens to be (3.29) or (3.30).11 We immediately see that (2.8) approaches
the Coulomb potential as the distance to the electric charge increases, but the screened Podolsky po-
tential does not (for small distances).12 The reason for that is that it does not need to. Instead, the
shielded Podolsky electrostatic potential is expected to go to the correspondent screened Maxwell
electrostatic potential at long distances. This is, apparently, the case, as can be verified in the example
depicted in figure 5, where we used a Debye mass with 1% of the value of the Podolsky mass. That
picture also illustrates the finite limit (3.28) for the Podolsky electrostatic potential in the quantum
plasma. However, this is not entirely accurate. Except for the special case mD = mP/2 (which shall
be dealt with next), we always have mD− < mD+. Since m−1D− and m
−1
D+ are, respectively, the typical
length of attenuation of the (previously) massless and the massive sectors of the generalized theory,
we see that the long range behaviour of the electrostatic potential in the Podolsky theory under Debye
screening is dominated by Qe−mD−|x|/4pi |x|. This is not, however, equal to Debye-screened Coulomb
potential Qe−mD|x|/4pi |x|, unless the approximation (3.33) holds. In general, though, far away from
the source, both the Maxwellian and the Podolskian electrostatic potentials are exponentially attenu-
ated and the farther from the source the harder it is to detect the difference between them.
11In the figures 4, 5, and 6 we have used the best minimum fit for the Podolsky mass, which is around 370 GeV [33].
12A 0 = 0 is a horizontal asymptote for all potentials showed in figure 4. So, technically, all those potentials approach
Coulomb for large enough distances.
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Figure 4: Plot of the electrostatic potential A 0 (x) as function of the distance |x| for Q = 4pi for the
Coulomb potential (red), the Podolsky potential (2.8) (orange), and the potential (4.25) for mD =mP/4
(blue) and mD = mP/2 (grey)
Figure 5: Plot of the screened electrostatic potential for Maxwell (red) and Podolsky (blue) both for
Q = 4pi and mD = mP/100
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Figure 6: Plot of the screened electrostatic potential for Maxwell (red) and Podolsky (blue) both for
Q = 4pi and mD = mP/2
The situation becomes more interesting, though, when the value of the Debye mass is half of
that of the Podolsky mass. In figure 6 we have presented the graph of (3.30) and that of the Yukawa
potential with typical length 2/mP, which is the Debye length for mD =mP/2. The picture shows that,
close to the electric source, the absolute value of the Maxwell’s results is greater than Podolsky’s. This
is expected, since the Yukawa potential diverges at the origin, while (3.29) does not. What is quite
surprising here is the existence of a region of distance where the absolute value of the screened
generalized electrostatic field is greater than that of the shielded Coulomb potential. Since both
potentials are continuous functions of the distance, this means they intercept at the points satisfying
e−
mP
2 |x|
|x| =
mP e
−mP√
2
|x|
√
2
. (4.27)
The solutions for this transcendental equation are
|x|=−
2
(
1+
√
2
)
Wn
(
1√
2
−1
)
mP
, (4.28)
where W is the Lambert W -function, defined as the inverse of f (W ) =WeW . The index n in W is an
integer that labels the branches of the function. The two interceptions shown in 6 are
|x| ' 2.2569
mP
; (4.29)
|x| ' 8.86008
mP
, (4.30)
which are both of the order of 10−17 m. This is far too small to any current technology’s experimental
setup to detect. For comparison, this scale is 2 orders of magnitude smaller than the experimental
19
effective quark-charge radius [44]. The kind of inversion of values between Maxwell and Podolsky
results showed in 6 is unexpected but not unheard of. For instance, the classical Podolsky magneto-
static field is famous to have its value flipped in comparison with Maxwell’s really close to a infinite,
straight wire [45].
In the next section we shall go even higher in the energy scale.
5 Beyond the Podolsky Mass
In the previous sections we considered the impact the Higgs mechanism has on the Podolsky
electrostatic potential as well as the Debye screening in the generalized theory. In both cases, we
restrict ourselves to the region mH ≤ mP/2 or, equivalently, mD ≤ mP/2. As a consequence, all the
contribution due to the massive sector of the theory acted like corrections (some small, some big) to
the usual Maxwellian results. In the present section, on the other hand, we will explore the region
of parameters where m0 > mP/2, where m0 stands for either mH or mD. We will show that in this
region the change due to generalized gauge field changes greatly the behaviour of the static potential
between electric charges and cannot be thought of as a simple correction. Let us start by considering
the Lagrangian density
LB ≡ −14FµνF
µν +
1
2m2P
∂ µFµν∂ξFξν +
m20
2
AµAµ − JµAµ . (5.1)
In order to explore some phenomenological aspects due to the presence of the nonvanishing mass
m0, we start our analysis with the following transition amplitude
Z[J] =
∫
DAexp
(
i
∫
d4xL(B)
)
; (5.2)
L(B) = −
1
4
FµνFµν +
1
2m2P
∂ µFµν∂ξFξν −
1
2
∂µAµ
(

m2P
+1
)
∂νAν +
m20
2
AµAµ − JµAµ (5.3)
which is the generating functional associated with the quantum version of (5.1). We can write the
previous transition amplitude in the following way
Z[J] =
∫
DAexp
[
i
∫
d4x
(
1
2
AµOµνAν − JµAµ
)]
; (5.4)
Oµν ≡ ηµν
[(

m2P
+1
)
+m20
]
. (5.5)
which, after a field translation,
Aµ → Aµ +
∫
d4yO−1µν(x,y)J
ν(y), (5.6)
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reads
Z[J] = det(O)exp
[
− i
2
∫
d4yd4zJµ(y)DBµν(y− z)Jν(z)
]
. (5.7)
Here, we have the propagator
D˜Bµν(p) =
m2Pηµν
(p2−m2P)p2+m20m2P
. (5.8)
Now we can investigate how the presence of external sources has influence on the energy of
the system. We recall that the transition amplitude (5.3) is the vaccum expected value of the time
evolution operator exp
{
−i∫+∞−∞ Ĥ [J, t]dt}, where Ĥ [J, t] is the Hamiltonian operator associated with
the Lagrangian density (5.1). So, if we are interested in knowing the change in the energy of the
quantum system in the vaccum state due to the presence of the classical sources, we must compute
[46, 47]
ln

〈
Ω
∣∣∣e−i∫+∞−∞ Ĥ[J,t]dt∣∣∣Ω〉〈
ω
∣∣∣e−i∫+∞−∞ Ĥ[0,t]dt∣∣∣ω〉
= ln(Z [J]
Z [0]
)
, (5.9)
where |Ω〉 and |ω〉 are the vacua states with and without sources, respectively, and Ĥ [0, t] is the
Hamiltonian without sources where Z [0] is its correspondent transition amplitude. Let us consider
the following classical source
Jµ (y) = ηµ0
[
qδ 3 (y)+Qδ 3 (y−x)] . (5.10)
With this, (5.9) becomes −i∫+∞−∞ ET (q,Q;x)dt where ET (q,Q;x) = Ese (q,Q;x) +Eint (q,Q;x)
with
Ese (q,Q;x)≡ q
2m2P
2
∫ d3 p
(2pi)3
1[
|p|2
(
|p|2+m2P
)
+m20m
2
P
]
+
Q2m2P
2
∫ d3 p
(2pi)3
1[
|p|2
(
|p|2+m2P
)
+m20m
2
P
] (5.11)
being the self-energy of the sources and
Eint (q,Q;x) ≡ qQm2P
∫ d3 p
(2pi)3
eip·x[
|p|2
(
|p|2+m2P
)
+m20m
2
P
] (5.12)
their interaction (potential) energy. We are interested in this quantity. As it is well-known, the elec-
trostatic potential can be obtained from the potential energy between two charges just by dividing the
energy by the electric charge of the test charge. Doing this in Eint yields
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Eint (q,Q;x)
q
= Qm2P
∫ d3 p
(2pi)3
eip·x[
|p|2
(
|p|2+m2P
)
+m20m
2
P
] . (5.13)
If m0≤mP/2, then we reobtain the results (3.24) and (4.25). However, if m0 >mP/2, the situation
becomes way more interesting. For instance, the poles of the integrand of (5.13) are κb+ imB, −κB+
imB, and their complex conjugates, with
mB ≡√m0mP cos
1
2
arctan
√(2m0
mP
)2
−1
 ; (5.14)
κB ≡√m0mP sin
1
2
arctan
√(2m0
mP
)2
−1
 . (5.15)
There are a few things to notice about (5.14) and (5.15). Firstly, since we are in the regime
m0 > mP/2, we have
√(
2m0
mP
)2−1 > 0. As a consequence
0 <
1
2
arctan
√(2m0
mP
)2
−1
< pi
4
. (5.16)
Therefore, both κB and mB are positive. In this case, the electrostatic potential (5.13) is
A(x) =
Qm2P
8pi
e−mB|x|
mB
sin(κB |x|)
κB |x| . (5.17)
The first thing we notice is that for m0 greater than half of the Podolsky mass value there is a drastic
change in the phenomenology of the generalized electrostatic potential. It goes from a Yukawa-like
potential to an oscillatory, although attenuated, one. As a matter of fact, (5.17) can be viewed as a
sine function with period 2pi/κB enveloped by the Yukawa potential Qe−mB|x|/4pi |x| and rescaled by
the multiplying constant m2P/2mBκB. Consequently, the potential periodically vanishes at the points
|x| = npi/κB, n ∈ N+. Just to give us a glimpse of the distance between these zeroes, let us suppose
m0 ∼ mP. Using the best lower bound for the Podolsky mass [33], it would furnish mB ∼ mP and
κB ∼ mP and we would find the zeroes for the potential equidistanced from each other at the order
10−17 m, which is well-beyond anything experimental currently available. The second thing to notice
is the limit
lim
m0→mP2
+
A0 (x) =
√
2QmP
8pi
e−
mP√
2
|x|
, (5.18)
which happens to coincide with the result for equal masses (3.31). Therefore, the screened Podolsky
electrostatic potential is continuous everywhere as a function of the underlying mass m0. The third
thing to notice is that even in this regime of energy, the potential still has a finite limit at the origin:
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lim
|x|→0+
A0 (x) =
Q
8pi
m2P
mB
. (5.19)
But now, a question arises: which is the regime of energy where this drastic change in the potential
takes place? In order to answer that question it is convenient to go back to the Debye mass specifically.
In the ultrarelativistic limit (4.19) in the situation of vanishing chemical potential, the Debye mass,
due to equations (4.9) and (4.23), reads
mD =
√
4piαT√
3
, (5.20)
where we have written the electron electric charge in terms of the fine structure constant α and
T = β−1 is the temperature. By equating mD to mP/2 and using the best lower experimental value
available for the Boop-Podolsky parameter, arising from the uncertainties of the gyromagnetic ratio
or electron-positron scattering measures [33], we find a temperature of the order TB ∼ 1023 K. Just to
give us an idea of the scale we are dealing with, the classical radius of the electron is approximately
(re ∼ 10−15m), to which we can associate a temperature through mec2 = kBTe of the order Te ∼ 109
K. Although TB is a formidable temperature and beyond anything ever produced by humans, this tem-
perature may not be beyond the reach of probing after all. As a matter of fact, this is a mere order
of magnitude lower than the temperature associated with one specific observation by the Fly’s Eye
air shower detector [48]. That observation consisted of an ultra-high-energy cosmic ray event whose
energy is around 3.2×1020 eV, which translates as 3.7×1024 K.
We used the relation (5.9) to compute the vacuum energy change due to classical sources in the
quantum Bopp-Podolsky field instead of simply computing the electrostatic potential of the theory
to elucidate the fact that at this scale of energy there is no hope of a classical description producing
anything close to accurate predictions. However, even the formulation presented here’s aim is noth-
ing more than to give us a pedagogical insight of what kind of change to expect in the gauge field
behaviour alone at so high temperatures. A more realistic description, though, should not neglect the
contributions from the other fundamental interactions of the Standard Model of Particles.
6 Conclusions
In the present work we studied two mechanisms for mass generation in the Podolsky theory: the
Higgs mechanism and the Debye screening. Although the Higgs mechanism can be studied in a more
general context, our main focus rested in the electrostatic potential of the theory. The reasons are
twofold: first of all, even the electrostatic regime contains all the pertinent features of the mass gen-
eration through the symmetry breaking, which makes its generalization to include other field config-
urations (like time-dependent ones) possible. And, secondly, it allows us to compare our results with
those of Debye shielding, which takes place with static electric fields. From this comparison we found
the most important result of this paper: in what concerns the electrostatic potentials, the two mecha-
nisms for mass generation are mathematically analogous in their results. Perhaps the importance of
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this result is overlooked when one thinks of Maxwell: both mechanisms generate (effective) masses
for the Maxwell field. Notwithstanding, what studying a second-order derivative theory teaches us
is not only that there is generation of masses for the gauge field making the electrostatic potentials
(3.24) and (4.25) look alike, but also that, independently of the underlying mechanism, the masses
change in exactly the same way in both effects, as can be seen in equations (3.25) and (4.24). This
mathematical analogy is kept secret when one is studying Maxwell electrodynamics, but it is revealed
in its fullness when studying the generalized theory.
Furthermore, we analised limits and the behaviours of the static potentials in the parameter region
m0 ≤ mP/2. We found that by carefully changing the independent, intensive parameters, we can
change the value of the Debye mass (or, equivalently, by somehow changing the coupling constant
between the Podolsky field and the Higgs field, we can change the Higgs mass) which allows us to
change the value of changed masses (4.24). This is helpful when trying to probe the existence of the
Podolsky parameter since by raising the value of mD it simultaneously lowers the effective value of
Podolsky mass mD+ as well as changes the form of the function of newly acquired mass mD−.
Lastly, we saw that in the previously mentioned regime, all that the contribution from the massive
sector of the Bopp-Podolsky theory does is “correcting” the Maxwell’s electrostatic potential in some
sense. A substantial changing in the qualitative behaviour of the potential takes place at energies
above the threshold mP/2, though. From that point on, the potential behaves like a standing sine wave
enveloped by a rescaled Yukawa potential. The transition between these two regions is continuous
and its short-range limit is still finite. Moreover, we estimated the order of magnitude for the temper-
ature for this change in the potential to happen. This temperature, although very high indeed, is not
extremely beyond the reach of physical observation, being only one order of magnitude below that
associated with the most energetic cosmic ray event detected to date. We hope that future observations
of events like that shed some light in the behavior of the electromagnetic field.
Although we have studied how the infra-red mass generating mechanisms (Higgs or Debye shield-
ing) affect the Podolsky electrodynamics, it is possible to explore other types of mechanisms [49,50].
This matters will be analysed and require elaborations.
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