Energías de Casimir en medios dieléctricos : Aplicaciones by Rebora, Karin Guillermina
Tesis Doctoral
Energ´ıas de Casimir en medios diele´ctricos
Aplicaciones
Karin Re´bora
Director: Dr. Horacio A. Falomir
Departamento de F´ısica
Facultad de Ciencias Exactas
Universidad Nacional de La Plata
23 de marzo de 2005
2
I´ndice general
1. Introduccio´n 5
2. El Efecto Casimir 9
2.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2. Definicio´n de la energ´ıa de Casimir . . . . . . . . . . . . . . . . . . . 12
2.3. Regularizacio´n y renormalizacio´n de la energ´ıa de vac´ıo . . . . . . . . 20
2.4. Renormalizacio´n y condicio´n de normalizacio´n . . . . . . . . . . . . . 25
2.5. Caracter´ısticas de la dispersio´n en medios reales . . . . . . . . . . . . 27
2.5.1. Modelo sencillo de dispersio´n . . . . . . . . . . . . . . . . . . 28
2.5.2. Causalidad en la relacio´n entre el campo ele´ctrico y el vector
desplazamiento. Comportamiento general de la permitividad. . 30
3. Divergencias en la energ´ıa de Casimir de un medio diele´ctrico con
comportamiento ultravioleta realista 35
3.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2. El modelo y su energ´ıa de Casimir . . . . . . . . . . . . . . . . . . . . 37
3.3. Singularidades ultravioletas en la energ´ıa de Casimir . . . . . . . . . 44
3.4. Singularidades ultravioletas del modelo con conductividad . . . . . . 45
3.5. Resumen y conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . 48
4. Energ´ıa de Casimir de un campo escalar con condiciones de con-
torno dependientes de la frecuencia 51
4.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2. El modelo y su funcio´n ζ incompleta . . . . . . . . . . . . . . . . . . 52
4.3. El nu´mero de modos que contribuyen . . . . . . . . . . . . . . . . . . 57
4.4. Contribuciones dominantes a la energ´ıa de vac´ıo . . . . . . . . . . . . 59
4.5. Resumen y conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . 61
5. Energ´ıa de Casimir para medios diele´ctricos dispersivos esfe´rica-
mente sime´tricos 63
5.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2. El modelo a bajas frecuencias y su funcio´n ζ incompleta . . . . . . . 66
5.2.1. El modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.2. La energ´ıa de vac´ıo y la funcio´n ζ incompleta . . . . . . . . . 69
3
45.2.3. Continuacio´n anal´ıtica de la funcio´n ζ incompleta . . . . . . . 71
5.3. El nu´mero de modos que contribuyen . . . . . . . . . . . . . . . . . . 77
5.4. Las contribuciones dominantes a la energ´ıa de vac´ıo . . . . . . . . . . 79
5.4.1. Contribuciones de volumen . . . . . . . . . . . . . . . . . . . . 79
5.4.2. Correcciones de taman˜o finito . . . . . . . . . . . . . . . . . . 81
5.5. La energ´ıa de Casimir . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.5.1. La presio´n electromagne´tica sobre la burbuja . . . . . . . . . . 84
5.5.2. La energ´ıa de Casimir . . . . . . . . . . . . . . . . . . . . . . 86
5.6. Aplicacio´n a la sonoluminiscencia . . . . . . . . . . . . . . . . . . . . 87
5.7. Contribuciones de los modos de alta frecuencia . . . . . . . . . . . . . 89
5.7.1. Contribucio´n de altas frecuencias usando el Modelo de Drude . 90
5.8. Resumen y conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . 97
6. Resumen y conclusiones 101
A. El feno´meno de la sonoluminiscencia y la propuesta de Schwinger107
A.1. Breve descripcio´n del feno´meno . . . . . . . . . . . . . . . . . . . . . 107
A.2. La propuesta de Schwinger . . . . . . . . . . . . . . . . . . . . . . . . 109
B. Funciones espectrales 111
B.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
B.2. Funciones espectrales . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
B.2.1. Relacio´n entre la distintas funciones espectrales . . . . . . . . 115
C. Autofrecuencias de los modos TE y TM 119
C.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
C.2. Hermiticidad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
C.3. Las autofrecuencias . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
C.4. Las multiplicidades . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
D. Ca´lculo nume´rico de partes finitas provenientes de altas frecuencias131
D.1. Ca´lculo nume´rico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Cap´ıtulo 1
Introduccio´n
Los feno´menos f´ısicos conocidos bajo el nombre general de Efecto Casimir [1, 2, 3]
son de naturaleza cua´ntica, y esta´n asociados con la existencia de oscilaciones de
vac´ıo de los campos cua´nticos. El efecto surge como resultado de la distorsio´n que
sufre la energ´ıa del estado de vac´ıo de los campos debida a la presencia de contornos,
topolog´ıas no triviales o campos de ”background”.
El ca´lculo de las primeras correcciones cua´nticas a e´sta y otras magnitudes f´ısi-
cas de la teor´ıa cua´ntica de campos esta´ ı´ntimamente relacionado con el ca´lculo
de funciones espectrales (como determinantes funcionales, heat-kernels y potencias
complejas) de operadores el´ıpticos asociados a las acciones que describen la dina´mica
de los campos.
Estos aspectos conforman lo que hoy se conoce como geometr´ıa espectral, y
encuentran aplicacio´n en diversas a´reas de la F´ısica y la Matema´tica [4, 5, 6, 7, 8,
9, 10, 11, 12, 13, 14], presentando intere´s para materias tan variadas como lo son
su relacio´n con teoremas del ı´ndice [4], su aplicacio´n a problemas de la cosmolog´ıa
cua´ntica [15], a modelos efectivos para las interacciones fuertes [16, 17, 18] y la
materia condensada [19, 20].
En particular, la traza del heat kernel y la funcio´n ζ asociada a ciertos sistemas
el´ıpticos de borde son de gran utilidad para la regularizacio´n [21] de acciones efectivas
[22] y energ´ıas de Casimir [23].
Aqu´ı trabajaremos sobre el problema del ca´lculo de ciertas funciones espectrales
y su empleo para la determinacio´n de energ´ıas de Casimir de campos definidos en
regiones con borde y en presencia de backgrounds, as´ı como en su aplicacio´n a
modelos de intere´s pra´ctico.
Debido al progresivo avance en las te´cnicas experimentales, hoy en d´ıa es posible
medir las fuerzas de Casimir con gran precisio´n [24]. De hecho, actualmente es
tenida en cuenta como una componente determinante en las fuerzas que actu´an
sobre micro-dispositivos electro-meca´nicos. En particular, el ca´lculo de energ´ıas de
Casimir resulta de intere´s incluso en situaciones tan concretas como la bu´squeda
de una explicacio´n para el feno´meno de la sonoluminiscencia [25], en el cual una
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burbuja de gas en un fluido, atrapada en un nodo de velocidad de una onda sonora
estacionaria, emite cortos e intensos pulsos de luz. Cada pulso contiene alrededor de
un millo´n de fotones en el rango de la luz visible, y su duracio´n es de so´lo algunas
decenas de picosegundos. La emisio´n de luz se produce cerca del final del ra´pido
colapso que sufre la burbuja en cada ciclo, que reduce su radio unas diez veces desde
un valor inicial de unos 50 µm. Si se compara la energ´ıa emitida desde una regio´n
de esas dimensiones con la densidad de energ´ıa promedio transportada por la onda
sonora, se concluye que en este feno´meno ocurre una concentracio´n de energ´ıa de
12 o´rdenes de magnitud, lo que muestra el intere´s pra´ctico de este problema (ver
Ape´ndice A).
La idea de dar una explicacio´n al feno´meno de la sonoluminiscencia [25] basada
en la energ´ıa de Casimir de una burbuja en un medio diele´ctrico fue desarrolla-
da inicialmente por Schwinger [26]. Pero sobre ese punto hay au´n un considerable
desacuerdo [27, 28, 29, 30, 31, 32, 33].
En efecto, hay autores que basan sus ca´lculos en el desarrollo asinto´tico de la
densidad de estados y en la existencia de un cut-off real en el nu´mero de onda (que
refleja el comportamiento del ı´ndice de refraccio´n del medio), obteniendo resultados
que dan sustento a esa hipo´tesis [30, 31]. Adema´s, en recientes trabajos [32, 33] se
ha estudiado el problema de la emisio´n de fotones debida a un brusco cambio en las
propiedades diele´ctricas del medio (en el l´ımite de grandes volu´menes), calculando
el espectro de part´ıculas emitidas a partir de la evaluacio´n de los coeficientes de Bo-
goliubov que relacionan los estados inicial y final. Estos resultados tambie´n estar´ıan
de acuerdo con la explicacio´n propuesta por Schwinger [26].
Por otra parte, hay autores [29, 27, 28] que esta´n en franco desacuerdo con esa
explicacio´n del feno´meno, basa´ndose en ciertos argumentos de renormalizacio´n para
descartar te´rminos de volumen y superficie en la energ´ıa de Casimir. Esos autores
[29, 27, 28], estudiando sumas sobre autofrecuencias, no toman en cuenta la exis-
tencia de un cut-off f´ısico en ese sistema, definiendo la energ´ıa de Casimir mediante
regularizaciones que conducen a un resultado inconsistente con el experimento, tanto
por su magnitud como por su signo.
En particular, no hay acuerdo acerca de la renormalizacio´n necesaria para remo-
ver las singularidades que aparecen en la energ´ıa de vac´ıo, un hecho que oscurece la
interpretacio´n f´ısica de las partes finitas. El por que´ de tales desacuerdos se puede
entender recordando que la energ´ıa de vac´ıo E0 del campo cua´ntico en consideracio´n
(calculado mediante algu´n mecanismo de regularizacio´n), puede considerarse como
una correccio´n cua´ntica al sistema cla´sico. Como, en general, E0 contendra´ una parte
finita y una divergente, se acude al procedimiento de renormalizacio´n que consiste
ba´sicamente en sustraer la parte divergente de la energ´ıa de vac´ıo y agrega´rsela a la
energ´ıa cla´sica del sistema, redefiniendo sus para´metros (como masa, constantes de
acoplamiento, etc.) de manera tal que el resultado sea finito.
Sabemos que se desliza cierta arbitrariedad cuando se introduce una regulari-
zacio´n, hecho que se traduce en que la parte finita de la energ´ıa de vac´ıo regulari-
zada dependa de la regularizacio´n elegida. Luego es necesario fijar alguna condicio´n
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de normalizacio´n sobre la energ´ıa renormalizada, Eren, de manera que tenga un
significado f´ısico u´nico.
Una condicio´n natural para campos con masa es que Eren → 0 cuando m→∞,
ya que se puede argumentar que un campo masivo en el l´ımite de masa infinita no
deber´ıa tener fluctuaciones cua´nticas.
Sin embargo, no hay una condicio´n de normalizacio´n general para los campos sin
masa.
De aqu´ı pueden entenderse las discrepancias sobre la renormalizacio´n necesaria
para remover las singularidades que aparecen en el estudio de la energ´ıa de vac´ıo
en presencia de diele´ctricos: Por un lado, como el campo relevante es no masivo, no
hay una condicio´n de normalizacio´n que haga u´nica a la parte finita de la energ´ıa de
vac´ıo. Por otro lado, en general el resultado para la parte divergente no es expresable
en te´rminos de funciones simples, de modo que los contrate´rminos necesarios son
extremadamente complicados y la interpretacio´n del modelo cla´sico asociado es poco
clara.
De este modo, en ca´lculos con diele´ctricos no dispersivos la presencia de divergen-
cias ultravioletas dificulta la interpretacio´n f´ısica de las partes finitas de la energ´ıa
de vac´ıo.
En ese contexto de controversia, resulta de sumo intere´s el estudio de la energ´ıa
de Casimir en medios diele´ctricos. Su estudio reviste intere´s tanto desde un punto de
vista teo´rico, para dilucidar problemas referentes a la renormalizacio´n y condicio´n
de normalizacio´n que hemos mencionado antes, como para la comparacio´n directa
con el experimento, por ejemplo en el feno´meno de la sonoluminiscencia.
Nuestra propuesta para analizar el problema de la energ´ıa de Casimir en diele´ctri-
cos se basa en la suposicio´n de que los inconvenientes que hemos mencionado pueden
tener su origen en el hecho de que los modelos usualmente utilizados para describir
medios diele´ctricos no incorporan, en su mayor´ıa, una relacio´n de dispersio´n realista,
dependiente de la frecuencia. Una consecuencia directa de ello es un comportamiento
ultravioleta inadecuado, que lleva a la aparicio´n de divergencias de las cuales es im-
posible extraer un valor finito para la energ´ıa de Casimir de una manera f´ısicamente
razonable.
Por este motivo, aqu´ı analizaremos la energ´ıa de Casimir como funcio´n de las
propiedades diele´ctricas del medio. Y, en ese sentido, resulta natural su estudio en
situaciones donde los diele´ctricos se describen usando modelos realistas.
El me´todo que emplearemos se basa en la suma sobre frecuencias propias del
campo electromagne´tico. Esto requiere la introduccio´n de una regularizacio´n para
controlar las contribuciones de las altas frecuencias. Adoptaremos la te´cnica de la
regularizacio´n ζ, que consiste en la extensio´n anal´ıtica de la suma de potencias
complejas de las autofrecuencias del campo cua´ntico relevante.
Dada la profunda conexio´n existente entre distintas funciones espectrales de ope-
radores el´ıpticos (como la funcio´n ζ, la traza del llamado heat kernel, o el determi-
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nante funcional) [4], la te´cnica de la funcio´n ζ sirve como un marco de trabajo
unificado en diferentes a´reas de intere´s. Aqu´ı desarrollaremos un me´todo de ca´lculo
de una funcio´n ζ adecuada al estudio de la energ´ıa de Casimir como funcio´n de
las propiedades diele´ctricas del medio, en principio aplicable a distintas geometr´ıas.
Las divergencias ultravioletas de la Teor´ıa Cua´ntica de Campos se presentan en este
contexto como singularidades de la extensio´n meromorfa de estas funciones.
En primer lugar, en el cap´ıtulo 3 analizaremos el comportamiento de las di-
vergencias en la energ´ıa de vac´ıo cuando se utilizan modelos que describen medios
dispersivos realistas. Estos modelos introducen una frecuencia de plasma en la per-
mitividad, de manera tal que su comportamiento para altas frecuencias puede ser
deducido a partir de la relacio´n (causal) no local en el tiempo que existe entre el
vector campo ele´ctrico y el vector desplazamiento ele´ctrico para medios dispersivos
generales [34].
Bajo la hipo´tesis de que una relacio´n de dispersio´n lo suficientemente realista
podr´ıa actuar como un regulador natural de la energ´ıa de vac´ıo, la propuesta es
que la consideracio´n de propiedades dispersivas sencillas pero realistas, tanto en el
rango de altas como de bajas frecuencias, conducira´ a una estructura simple de las
singularidades, de manera que puedan ser separadas de las partes finitas mediante
la introduccio´n de contrate´rminos sencillos. Luego, las partes finitas as´ı obtenidas
ganan sentido f´ısico tras un proceso de renormalizacio´n, pudiendo ser comparadas
con el experimento [24].
Para el estudio de esas partes finitas, como primera medida, estableceremos en el
cap´ıtulo 4 un me´todo de ca´lculo para un modelo simplificado de un campo escalar,
que simula el comportamiento de los ı´ndices de refraccio´n a altas frecuencias y que
se traduce en una condicio´n de contorno dependiente de la frecuencia. El me´todo de
ca´lculo podra´ luego ser utilizado en el estudio de situaciones de creciente compleji-
dad, como sucede en el problema de la contribucio´n de bajas frecuencias a la energ´ıa
de vac´ıo del campo electromagne´tico en medios diele´ctricos. Este estudio sera´ pos-
teriormente ampliado en el cap´ıtulo 5, para analizar un modelo completo para la
energ´ıa de Casimir, que toma en consideracio´n de manera realista las contribuciones
tanto de bajas como de altas frecuencias, esto es, un modelo que describe el rango
completo de frecuencias de manera realista.
Los resultados sera´n aplicados, por un lado, a una situacio´n de intere´s para la
sonoluminiscencia, en bu´squeda de una respuesta sobre el papel que puede desem-
pen˜ar la energ´ıa de Casimir en ese feno´meno. Por otro lado, ellos sera´n analizados
con el fin de dilucidar puntos oscuros como los mencionados arriba acerca de la
renormalizacio´n de la energ´ıa de vac´ıo en presencia de medios diele´ctricos.
Comenzaremos, en el cap´ıtulo siguiente, con un repaso histo´rico del Efecto Ca-
simir, su definicio´n en el marco de la Teor´ıa Cua´ntica de Campos, y una breve
descripcio´n de los aspectos generales referidos a los mecanismos de regularizacio´n y
renormalizacio´n de la energ´ıa de vac´ıo. El cap´ıtulo finaliza con una presentacio´n de
las propiedades dispersivas generales de los medios diele´ctricos.
Cap´ıtulo 2
El Efecto Casimir
Los feno´menos f´ısicos conocidos bajo el nombre general de Efecto Casimir son de
naturaleza cua´ntica, y esta´n asociados con la presencia de oscilaciones de punto cero
en los estados de vac´ıo de los campos cua´nticos. El efecto surge como resultado de la
distorsio´n de la energ´ıa de vac´ıo de los campos debida a la presencia de contornos,
topolog´ıas no triviales o campos de ”background”en el dominio de cuantizacio´n.
Comenzamos en este cap´ıtulo dando, en la seccio´n 2.1, un breve repaso de la
historia del Efecto Casimir. En la seccio´n 2.2 se da una definicio´n de la energ´ıa
de Casimir dentro del marco de la Teor´ıa cua´ntica de campos. En las secciones
2.3 y 2.4 se describen los aspectos generales de los mecanismos de regularizacio´n y
renormalizacio´n de la energ´ıa de vac´ıo y se discuten los problemas que surgen en su
aplicacio´n para una correcta definicio´n de la energ´ıa de Casimir en el caso de los
medios diele´ctricos. Por u´ltimo, la seccio´n 2.5 esta´ dedicada la descripcio´n de las
caracter´ısticas dispersivas de los medios reales.
2.1. Introduccio´n
El Efecto Casimir es un aspecto fundamental de la Teor´ıa Cua´ntica de Campos,
que se expresa usualmente como una consecuencia observable de las fluctuaciones
de vac´ıo de los modos normales del campo cua´ntico bajo consideracio´n.
Histo´ricamente, la primer prediccio´n de este efecto la dio H. B. Casimir [1] en
1948 al sugerir que deb´ıa existir una fuerza atractiva entre dos placas meta´licas des-
cargadas, originada por el cambio en la energ´ıa de vac´ıo del campo electromagne´tico
producido por la presencia de las placas.
Casimir considero´ un sistema formado por dos placas infinitas paralelas perfecta-
mente conductoras y descargadas, ubicadas en el vac´ıo y separadas por una distancia
a. Aunque generalmente es aceptado que las oscilaciones de punto cero de los cam-
pos en el vac´ıo del espacio ilimitado son no-observables, la presencia de contornos
cambia esa situacio´n. En efecto, Casimir observo´ que se podr´ıa medir la diferencia
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entre la energ´ıa de punto cero del campo electromagne´tico en el espacio vac´ıo y la
energ´ıa de punto cero del mismo en presencia de contornos:
ECas =
∑ 1
2
~ ωcond −
∑ 1
2
~ ωvac, (2.1)
donde los sub´ındices se refieren a los modos normales, de frecuencia ω, del campo
electromagne´tico en presencia de contornos conductores y en el vac´ıo del espacio no-
acotado, y las sumas son hechas sobre todos los posibles modos normales del campo
en ambas situaciones (en la seccio´n siguiente se dara´ una explicacio´n detallada acerca
de la definicio´n de expresiones como (2.1)).
En (2.1), el cambio en el espectro de modos normales se debe a la anulacio´n
de la componente tangencial del campo ele´ctrico sobre la superficie de las placas
meta´licas, y eso es lo que produce un efecto observable. Por supuesto que la expresio´n
(2.1) es puramente simbo´lica, ya que ambas sumas son divergentes. Casimir dio una
definicio´n adecuada a esas sumas (es decir, adopto´ una regularizacio´n de las sumas
divergentes que aparecen en (2.1), tema que se tratara´ en la seccio´n 2.3), de la que
fue capaz de extraer un resultado finito, la Energ´ıa de Casimir (por unidad de a´rea
de las placas) para esa geometr´ıa,
ECas = − pi
2
720
~c
a3
, (2.2)
donde a es la separacio´n entre placas, o bien para la fuerza por unidad de a´rea,
f = −dECas
da
= − pi
2
240
~c
a4
. (2.3)
Notar el signo menos en la expresio´n de f . Eso significa que la fuerza de Casimir es
atractiva: las placas (descargadas) se atraen entre s´ı. Para placas 1 cm2 de a´rea y
una separacio´n de a = 0,5µm, esta fuerza es del orden de |f | ∼ 0,2 10−5N .
Esta atraccio´n entre placas paralelas conductoras descargadas ubicadas en el
vac´ıo ha sido convincentemente demostrada por varios experimentos en los u´lti-
mos an˜os [35, 24, 36]. De hecho, actualmente es tenida en cuenta como una com-
ponente determinante en las fuerzas que actu´an sobre micro-dispositivos electro-
meca´nicos[37, 38].
Pronto la atencio´n sobre el Efecto Casimir se volco´ hacia otras geometr´ıas. En
particular, para geometr´ıas esfe´ricas el intere´s en el estudio de la energ´ıa de Casimir
fue motivado por otro trabajo del propio Casimir [39] de 1956, en el cual sugirio´ que
una fuerza de vac´ıo atractiva podr´ıa balancear la repulsio´n de Coulomb en un modelo
semicla´sico para el electro´n. Sin embargo Timothy Boyer [40] en 1968, con su ca´lculo
del cambio en la energ´ıa de Casimir debido a la presencia de una capa esfe´rica
conductora, echo´ por tierra el modelo de Casimir para el electro´n, ya que el signo
de la fuerza resultante era el contrario del supuesto por Casimir.
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El resultado de Boyer, que mostro´ que la geometr´ıa juega un papel poco previ-
sible en ca´lculos de la Energ´ıa de vac´ıo, impulso´ su estudio por diversos grupos y
con diversas te´cnicas de trabajo (te´cnicas de scattering multiple [41, 42], te´cnicas
involucrando funciones de Green [43], te´cnicas basadas en teor´ıa de fuentes [44], etc).
Como la aparicio´n de fuerzas de Casimir entre cuerpos r´ıgidos es esencialmente
la u´nica manifestacio´n macrosco´pica de las fluctuaciones de vac´ıo de los campos
cua´nticos, fue interesante no so´lo investigar el efecto para varias configuraciones
geome´tricas, sino tambie´n incluir paredes ideales y semipermeables, paredes rugosas
y problemas no-estacionarios con contornos mo´viles. Tambie´n fue investigado el
Efecto Casimir a temperaturas distintas del cero absoluto [45, 46, 47] entre 1950 y
1960, con resultados que au´n hoy resultan controversiales [48, 49, 50, 51, 52, 53, 54,
55].
Cabe sen˜alar que desde los comienzos del Efecto Casimir, el feno´meno fue con-
siderado como una consecuencia de las fuerzas de van der Waals entre mole´culas,
en el sentido de que las fuerzas de Casimir entre cuerpos macrosco´picos ocasionadas
por las oscilaciones de punto cero del campo electromagne´tico fueron interpretadas
como un caso l´ımite de la interaccio´n de van der Waals [56, 57]. En realidad, hasta
la actualidad so´lo se ha podido mostrar que ambas aproximaciones dan los mismos
resultados para medios diluidos u´nicamente [27, 58].
De cualquier manera, un Efecto Casimir causado por cambios en el espectro de
oscilacio´n de punto cero de otros campos en dominios espaciales acotados, o de todos
los campos (incluyendo el electromagne´tico) en espacios con topolog´ıas no-triviales,
ciertamente no puede reducirse a un feno´meno de fuerzas de van der Waals, da´ndole
al Efecto Casimir el status de un tema de estudio independiente.
As´ı, desde principios de 1970 el Efecto Casimir fue estudiado en diversas a´reas.
Por ejemplo, su aparicio´n en cosmolog´ıa esta´ asociada con la posible topolog´ıa no-
eucl´ıdea del espacio-tiempo [59, 2]. Ana´logamente a lo que ocurre en presencia de
cuerpos materiales, en espacios topolo´gicamente no-triviales el espectro de oscilacio´n
de punto cero difiere del caso de Minkowski, resultando en una densidad de energ´ıa
de vac´ıo no nula que permitir´ıa, en principio, determinar la topolog´ıa global del
Universo por medio de medidas locales.
Tambie´n el Efecto Casimir ha cobrado importancia en f´ısica hadro´nica en la
construccio´n del modelo de la bolsa [60, 61, 62, 63], donde el confinamiento de
quark se asegura postulando la ausencia de corriente a trave´s de la superficie de la
bolsa. La energ´ıa de Casimir de los campos de quark y de gluones debe ser incluida
en la energ´ıa total de la bolsa cuando se calculan propiedades hadro´nicas.
Pero ma´s alla´ de los aspectos aplicados mencionados arriba, desde un punto de
vista teo´rico la investigacio´n del Efecto Casimir presenta aspectos de intere´s para la
Teor´ıa Cua´ntica de Campos y la F´ısica Matema´tica, en tanto que requiere de nuevos
me´todos para aislar y remover divergencias de los valores de expectacio´n de vac´ıo
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de los operadores correspondientes a observables f´ısicos1.
Un caso de particular intere´s es el estudio del Efecto Casimir en presencia de
medios diele´ctricos. All´ı los principales temas a desarrollar esta´n ligados al problema
de la regularizacio´n y renormalizacio´n de la energ´ıa de vac´ıo. En los u´ltimos tiempos
su estudio ha cobrado creciente importancia debido a la existencia de feno´menos en
donde se ha sugerido que este efecto podr´ıa jugar un papel importante. Uno de los
ejemplos ma´s interesantes es el feno´meno de la sonoluminiscencia [64, 25], que se
describe en el cap´ıtulo 5.
Por otro lado, el estudio de la energ´ıa de Casimir en presencia de medios diele´ctri-
cos es un tema sobre el cual au´n hoy quedan aspectos no resueltos. Para entender
estos aspectos, relacionados como se dijo antes con la adecuada regularizacio´n y re-
normalizacio´n de singularidades en la energ´ıa de vac´ıo, conviene primero revisar ma´s
detalladamente el Efecto Casimir en el marco de una teor´ıa cua´ntica de campos.
2.2. Definicio´n de la energ´ıa de Casimir
La esencia de la f´ısica cua´ntica son las fluctuaciones. El principio de Heisenberg
implica que el conocimiento preciso de la posicio´n de una part´ıcula implica perder
todo conocimiento sobre su momento y viceversa, y el producto de las incertezas
de una coordenada generalizada q y de su momento conjugado p esta´ acotado por
debajo,
∆q∆p ≥ ~
2
, (2.4)
lo que refleja la relacio´n de conmutacio´n fundamental
[q, p] = ı~. (2.5)
El Hamiltoniano, en general, no conmuta con q ni con p; esto significa que en un
autoestado de energ´ıa las fluctuaciones en q y p son ambas no-nulas:
∆q > 0 , ∆p > 0 . (2.6)
Mas au´n, un oscilador armo´nico tiene, correspondientemente, una energ´ıa de su
estado fundamental no-nula. En efecto,
Eosc.n = ~ ω(n+
1
2
), n = 0, 1, 2, ... (2.7)
1Un problema teo´rico interesante es el de las llamadas divergencias superficiales. Para dominios
compactos acotados por superficies cerradas (por ejemplo el interior de una esfera), la densidad de
energ´ıa de vac´ıo regularizada se hace infinita sobre el contorno de la superficie. Estas singularidades
superficiales pueden removerse, por ejemplo, si se considera la suma de las energ´ıas de vac´ıo del
problema interior y exterior [3, 65] y tambie´n, como veremos ma´s adelante, al considerar modelos
de diele´ctricos realistas.
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La implicacio´n aparente de esto es que, por ejemplo, un cristal (que puede pen-
sarse de manera grosera como una coleccio´n de a´tomos contenidos en potenciales
armo´nicos) deber´ıa tener una gran energ´ıa de punto cero a temperatura cero:
E0 =
∑
atomos
1
2
~ ω, (2.8)
donde ω es la frecuencia caracter´ıstica de cada oscilador.
De manera similar, un campo cua´ntico puede considerarse, en primera apro-
ximacio´n, como una coleccio´n infinita de osciladores armo´nicos desacoplados, que
representan las fluctuaciones de los campos.
Para introducir el problema de las energ´ıas de vac´ıo en Teor´ıa Cua´ntica de Cam-
pos, conviene primero repasar brevemente los lineamientos generales del mecanismo
de cuantificacio´n cano´nica. Para simplificar, lo haremos en el caso sencillo de un
campo escalar real Φ, libre y de masa m, para luego investigar lo que sucede cuando
se var´ıan las condiciones de contorno impuestas al sistema.
En la teor´ıa cla´sica de un campo escalar Φ, cuya dina´mica esta´ dictada por la
densidad lagrangiana
L = 1
2
∂µΦ∂
µΦ− 1
2
m2Φ2, (2.9)
el campo Φ(−→x , t) satisface la ecuacio´n cla´sica de movimiento de Klein-Gordon,
(∂µ∂µ +m
2)Φ = 0, (2.10)
que resulta de las ecuaciones de Euler-Lagrange para este sistema.
En la formulacio´n Hamiltoniana, el campo cano´nicamente conjugado a Φ es
Π(−→x , t) = ∂0Φ(−→x , t), de modo que el Hamiltoniano del sistema y las ecuaciones
cla´sicas de movimiento (en el lenguaje de Corchetes de Poisson) son
H[Φ,Π] =
∫
t
d3x [Π ∂0Φ− L],
{Π(−→x , t),Φ(−→y , t)} = δ3(−→x −−→y ), {Π,Π} = 0, {Φ,Φ} = 0,
{H,Φ} = ∂0Φ, {H,Π} = ∂0Π,
(2.11)
de donde se ve que el Hamiltoniamo del sistema es el generador de las traslaciones
temporales.
En la correspondiente teor´ıa cua´ntica, los campos cano´nicamente conjugados
Φ y Π son representados por operadores que satisfacen relaciones de conmutacio´n
sugeridas por los corchetes de Poisson cla´sicos. A tiempos iguales:
[Π(−→x , t),Φ(−→y , t)] = −ı ~ δ3(−→x −−→y ), [Π,Π] = 0, [Φ,Φ] = 0. (2.12)
En el esquema de Heisenberg, la evolucio´n temporal de los operadores Φ y Π
viene dada por las ecuaciones de Heisenberg
[H,Φ] = −ı ~ ∂0Φ, [H,Π] = −ı ~ ∂0Π , (2.13)
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donde H, el operador Hamiltoniano, se infiere a partir de la teor´ıa cla´sica, simetri-
zando las expresiones para que resulte hermı´tico.
Tambie´n hay que especificar el espacio de Hilbert sobre el cual actu´an los opera-
dores de campo. Los operadores Φ y Π de un campo escalar se pueden desarrollar en
te´rminos de los operadores a+k y ak, que se interpretan como operadores de creacio´n
y destruccio´n de part´ıculas de masa m y tetraimpulso kµ = (k
0, ~k) = (ωk, ~k), donde
kµk
µ = ω2k − k2 = m2 (notar que las frecuencias propias ω2k son autovalores del
operador −4+m2), y satisfacen las reglas de conmutacio´n
[ak, a
+
q ] = 2 ωk δ
3(
−→
k −−→q ),
[ak, aq] = [a
+
k , a
+
q ] = 0.
(2.14)
El operador de campo a todo tiempo se puede obtener a partir del conocimiento
de la evolucio´n temporal de a+k y ak, la que se obtiene de sus relaciones de conmu-
tacio´n con el Hamiltoniano del sistema. Se tiene
a+k (t) = a
+
k e
ıωkt, ak(t) = ak e
−ıωkt. (2.15)
La interpretacio´n de los operadores a+k y ak como operadores de creacio´n y destruc-
cio´n de part´ıculas de masa m y tetraimpulso kµ implica la existencia de un estado
de vac´ıo que satisface
ak|0 >= 0, ∀k, (2.16)
a partir del cual se construye el espacio de Hilbert por aplicacio´n de a+k .
De lo expuesto arriba se ve que tanto el operador de campo como los estados
cua´nticos permitidos dependera´n (a trave´s de las frecuencias propias ωk) de las con-
diciones de contorno impuestas al sistema. Para ilustrar mejor este punto y entender
sus consecuencias, consideremos dos situaciones (por simplicidad tomemos so´lo una
dimensio´n espacial):
a) Campo escalar libre definido en toda la recta −∞ < x <∞:
El operador de campo Φ desarrollado en te´rminos de los operadores a+k y ak es
Φ(x, t) =
∫
dk
2pi
1
(4piωk)1/2
[ak e
−ı(ωkt−kx) + a+k e
ı(ωkt−kx)] , (2.17)
donde ω2k = k
2 +m2, −∞ < k <∞, y el operador Hamiltoniano H resulta
H =
∫
dk
2pi
ωk [a
+
k ak +
1
2
] . (2.18)
b) Campo definido en el segmento [0, a], con condiciones de contorno de Dirichlet,
Φ(a, t) = Φ(0, t) = 0:
Aqu´ı el operador de campo en te´rminos de los operadores a+k y ak resulta
Φ(x, t) =
∞∑
n=1
1
(a ωn)1/2
[an e
−ıωnt + a+n e
ıωnt] (2.19)
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donde ω2n = k
2
n +m
2, kn =
npi
a
, n ∈ Z, mientras que para el operador H queda
H =
∑
n
ωn [a
+
n an +
1
2
] . (2.20)
Una comparacio´n de las expresiones (2.17) y (2.19) muestra que tanto el operador
de campo como los estados cua´nticos permitidos dependen de las condiciones de
contorno. En particular el estado de vac´ıo |0 > definido en (2.16) depende de las
condiciones de contorno.
Un ca´lculo de la energ´ıa de vac´ıo, valor medio de vac´ıo del operador H, conduce
a las siguientes expresiones formales:
para a)
E0M =< 0M |H|0M >= 1
2
∫ ∞
−∞
dk
2pi
√
m2 + k2 L, (2.21)
donde L→∞ es la longitud del espacio accesible.
para b)
E0 =< 0|H|0 >= 1
2
∞∑
n=1
√
m2 + (
npi
a
)2. (2.22)
Aunque las cantidades E0 y E0M son ambas infinitas, se puede mostrar que la
diferencia entre sus densidades es una magnitud finita. Pero primero habra´ que
definir adecuadamente expresiones como las (2.21) y (2.22): en general la expresio´n
para la energ´ıa de vac´ıo aparece como una suma o integral divergente, de manera
que expresiones como las de (2.21) y (2.22) son so´lo formales. Luego, para darles un
sentido matema´tico preciso se recurre a esquemas de regularizacio´n.
Por ejemplo, podemos forzar la convergencia de (2.21) y (2.22) introduciendo
una funcio´n de corte exponencial y definiendo
E0(a) :=
1
2
∞∑
n=1
npi
a
e−α
npi
a
∣∣∣∣∣
α→0+
,
E0M
L
:=
1
2
∫ ∞
−∞
dk
2pi
|k| e−α |k|
∣∣∣∣
α→0+
(2.23)
donde se ha considerado el caso simplificado de masa nula, m = 0. En (2.23),
el s´ımbolo |α→0+ significa tomar, al final del ca´lculo, la extensio´n anal´ıtica de esa
funcio´n del regulador α al valor f´ısico de ese para´metro, α = 0.
Para α > 0,
E0(a;α) =
pi
8 a
sinh−2(
pi α
2 a
) =
=
a
2 pi α2
+ E(a) +O(α2) , E(a) = −pi
24 a
,
E0M(α) =
L
2 pi α2
.
(2.24)
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No´tese que las partes singulares de las densidades lineales de energ´ıa son ide´nticas,
de modo que su diferencia es una cantidad finita:
E0(a;α)−
(
E0M
L
(α)
)
a = E(a) +O(α2)∣∣
α=0
= E(a) , (2.25)
donde E(a) es la energ´ıa de Casimir del sistema.
Aqu´ı la magnitud finita E(a) se obtuvo removiendo la contribucio´n divergente
de la energ´ıa de vac´ıo regularizada E0(a;α), tomando como punto de comparacio´n
la densidad de energ´ıa de vac´ıo correspondiente al espacio ilimitado. En ese sentido,
una condicio´n de consistencia para esta definicio´n es que se satisfaga que E(a)→ 0
cuando a→∞.
Se puede calcular ahora la fuerza entre contornos (extremos del intervalo):
F (a) = −∂E(a)
∂a
= − pi
24 a2
. (2.26)
Esta fuerza, que resulta atractiva y tiende a 0 cuando a→∞, es llamada fuerza de
Casimir.
Esa fue la idea ba´sica del trabajo de Casimir de 1948 para su ca´lculo de la fuerza
entre placas paralelas descargadas [1].
Como se ha mostrado en este ejemplo sencillo, lo que tiene sentido calcular
son las diferencias de energ´ıas de vac´ıo, as´ı que en el caso general se define la
energ´ıa de vac´ıo renormalizada E como la diferencia entre los valores medios de
vac´ıo (regularizados) del Hamiltoniano para el problema en cuestio´n y la energ´ıa
contenida en esa misma regio´n para el caso del campo libre sin limitaciones en el
espacio de Minkowski. Siguiendo la notacio´n de los ejemplos a) y b), definimos
E(a) = (< 0|H|0 >α − < 0M |H|0M >α)|α→α0 (2.27)
donde α es el para´metro correspondiente a alguna regularizacio´n para esas expresio-
nes (de otro modo divergentes), y el l´ımite significa tomar la continuacio´n anal´ıtica
al valor f´ısico del para´metro, α0, una vez efectuada la sustraccio´n
2.
2Es usual en teor´ıa cua´ntica de campos en espacios no acotados, adoptar la prescripcio´n de
orden normal para los operadores. En el caso del operador Hamiltoniano esto corresponde a restar
la energ´ıa de vac´ıo, lo que hace que el operador Hamiltoniano en orden normal tenga un valor medio
de vac´ıo nulo. Pero ¿cua´l es el valor de la energ´ıa de vac´ıo en presencia de campos de background
y/o cuando el campo cua´ntico ocupa una regio´n espacial acotada y esta´, en consecuencia, sujeto
a condiciones de contorno?. Es fa´cil entender que en el caso de un campo definido en una regio´n
acotada existira´ un conjunto infinito de estados de vac´ıo diferentes para configuraciones geome´tricas
o condiciones de contorno diferentes. Por ejemplo, modificando los valores de los para´metros, como
una longitud a, se podra´ pasar de un estado de vac´ıo a otro con una diferencia de energ´ıa de
vac´ıo que resultara´, en general, divergente. Luego se ve claramente que aunque se preasigne un
valor de energ´ıa nulo a algu´n estado, el problema resurge al variar los para´metros del sistema. En
consecuencia, en ca´lculos del Efecto Casimir no tiene sentido tomar los operadores Hamiltonianos
en orden normal.
2.2- Definicio´n de la energ´ıa de Casimir 17
Por otra parte, para una correcta determinacio´n de la energ´ıa de Casimir E es
necesario que su valor no dependa de la regularizacio´n adoptada. Este es verdadera-
mente el caso para el ejemplo del campo escalar que se discutio´ anteriormente, como
se puede ver fa´cilmente considerando otras regularizaciones en (2.23).
Para ilustrar esto consideremos de nuevo el caso del campo escalar sin masa,
pero ahora restringido al espacio entre dos placas paralelas infinitas. Este problema
es ana´logo al del ejemplo b), pero considerado ahora en tres dimensiones espaciales
y satisfaciendo condiciones de contorno de Dirichlet sobre las placas,
Φ(a, y, z, t) = Φ(0, y, z, t) = 0. (2.28)
Las frecuencias propias son ωn = (k
2
n+k
2
y+k
2
z)
1
2 con kn =
npi
a
, n ∈ N , ky, kz ∈ R.
Luego, la energ´ıa de vac´ıo por unidad de a´rea de las placas esta´ dada por
E0
A
=
1
2
∫ ∞
−∞
dky dkz
(2pi)2
∞∑
n=1
[(npi
a
)2
+ k2y + k
2
z
] 1
2
. (2.29)
Esta energ´ıa de vac´ıo por unidad de a´rea transversal es divergente ya que tanto la
suma como las integrales son no convergentes. Luego, como hicimos antes, para darle
una interpretacio´n debemos regularizar esa expresio´n, aislar las partes singulares y
despue´s renormalizar (cuando sea posible) incorporando contrate´rminos en la energ´ıa
cla´sica del sistema mediante consideraciones f´ısicas.
Para ver que E en este ejemplo no depende de la regularizacio´n elegida, calcula-
remos (2.29) por dos me´todos distintos. El primer me´todo que usaremos es conocido
como regularizacio´n zeta, basado en las propiedades de analiticidad de la funcio´n
zeta de un operador que depende del sistema f´ısico considerado y que, en este ca-
so, es el laplaciano. En el Ape´ndice B se dara´ una definicio´n formal de la funcio´n
espectral conocida como funcio´n zeta. En el marco de esta regularizacio´n, definimos
E0
A
:=
µ
2
∫ ∞
−∞
dky dkz
(2pi)2
∞∑
n=1
(
(
npi
µ a
)2 + (
ky
µ
)2 + (
kz
µ
)2
)− s
2
∣∣∣∣∣
s=−1
. (2.30)
Aqu´ı s es una variable compleja, con R(s) lo suficientemente grande como para
garantizar la convergencia absoluta de (2.30). En esa regio´n (2.30) define una funcio´n
anal´ıtica de s. Luego la energ´ıa de vac´ıo estara´ definida a trave´s de su extensio´n
anal´ıtica a s = −1. El para´metro µ, con dimensiones de masa, se introdujo para que
la cantidad dentro de la suma sea adimensional. Ahora bien, usando que
z−s =
1
Γ(s)
∫ ∞
0
dt ts−1 e−zt, R(s) > 0, R(z) > 0, (2.31)
la ecuacio´n (2.30) tambie´n puede escribirse como
E0
A
=
µ
2
∫ ∞
−∞
dky dkz
(2pi)2
∞∑
n=1
1
Γ( s
2
)
∫ ∞
0
dt t
s
2
−1 e−((
npi
µ a
)2+(
ky
µ
)2+( kz
µ
)2)t
∣∣∣∣∣
s=−1
. (2.32)
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Para R(s) suficientemente grande puede invertirse el orden de las integrales y la
suma, de modo que
E0
A
=
µ
2
∞∑
n=1
1
Γ( s
2
)
∫ ∞
0
dt t
s
2
−1 e−((
npi
µ a
)2)t
∫ ∞
−∞
dky dkz
(2pi)2
e−((
ky
µ
)2+( kz
µ
)2)t
∣∣∣∣∣
s=−1
.(2.33)
Resolviendo las integrales gaussianas y usando nuevamente la ecuacio´n (2.31) se
obtiene
E0
A
=
µ3
8pi
Γ( s
2
− 1)
Γ( s
2
)
∞∑
n=1
(
n pi
µ a
)2−s
∣∣∣∣∣
s=−1
=
µ3
4pi(s− 2) (
µ a
pi
)s−2 ζR(s− 2)
∣∣∣∣
s=−1
.
(2.34)
En (2.34) hemos usado la definicio´n de la funcio´n zeta de Riemann,
ζR(s) =
∞∑
n=1
n−s, (2.35)
cuyas propiedades de analiticidad son bien conocidas [66]: la serie en (2.35) define
una funcio´n anal´ıtica para R(s) > 1, cuya extensio´n anal´ıtica al plano complejo s
presenta un u´nico polo simple en s = 1 de residuo 1. En particular, ζR(s − 2) es
finita para s = −1 y su valor es 1
120
.
Luego, nuestro resultado final para la energ´ıa de vac´ıo es
E0
A
= − pi
2
1440 a3
. (2.36)
Como vemos, la regularizacio´n zeta da, en e´ste caso simple, un resultado finito (es
decir, esta regularizacio´n asigna a la parte singular un valor nulo).
Ahora vamos a comparar el resultado (2.36) con el dado por otra regularizacio´n,
la correspondiente a la introduccio´n de un corte exponencial [67, 68], que esta´ basada
en el uso de otra funcio´n espectral conocida como la traza del heat-kernel (este tipo
de regularizacio´n ya fue utilizada en el primer ejemplo, ecuacio´n (2.23)).
En el presente caso definimos
E0
A
:=
µ
2
∫ ∞
−∞
dkydkz
(2pi)2
×
∞∑
n=1
(
(
npi
µ a
)2 + (
ky
µ
)2 + (
kz
µ
)2
) 1
2
e−((
npi
µ a
)2+(
ky
µ
)2+( kz
µ
)2)
1
2 t
∣∣∣∣∣
t=0+
(2.37)
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Aqu´ı, de nuevo podemos intercambiar sumas con integrales pues la convergencia
esta´ asegurada por la exponencial. La ecuacio´n (2.37) se puede reescribir como
E0
A
= −µ
2
d
dt
∫ ∞
−∞
dky dkz
(2pi)2
∞∑
n=1
e−((
npi
µ a
)2+(
ky
µ
)2+( kz
µ
)2)
1
2 t
∣∣∣∣∣
t=0+
=
− µ
4pi
d
dt
∫ ∞
0
dk k
∞∑
n=1
e−((
npi
µ a
)2+( k
µ
)2)
1
2 t
∣∣∣∣∣
t=0+
.
(2.38)
Despue´s de intercambiar la suma con la integral y cambiar la variable de inte-
gracio´n,
E0
A
= −µ
3
2
d
dt
∞∑
n=1
∫ ∞
( npi
µ a
)2
dk e−k
1
2 t
∣∣∣∣∣
t=0+
. (2.39)
La suma en (2.39) puede ser evaluada por medio de la formula de suma de
Euler-Maclaurin [69]
∞∑
n=1
f(n) = −1
2
f(0) +
∫ ∞
0
f(x) dx−
∞∑
k=1
1
(2k)!
B2k f
(2k−1)(0) , (2.40)
donde los B2k son los nu´meros de Bernoulli.
Usando (2.40), el resultado final para la energ´ıa de vac´ıo en esta regularizacio´n
es
E0
A
=
3 a µ4
2 pi2 t4
− µ
3
4 pi t3
− pi
2
1440 a3
+O(t). (2.41)
Notar que en el resultado (2.41) aparecen dos te´rminos divergentes en el l´ımite
t → 0+, en forma de polos mu´ltiples. El primero corresponde a un te´rmino de
volumen, y puede ser interpretado como la energ´ıa de vac´ıo del espacio no acotado
contenida en una regio´n de volumen V = aA. El segundo te´rmino divergente es una
contribucio´n de superficie. Ambos pueden ser eliminados requiriendo que E0 + Eclas
A
→
0 cuando a → ∞, donde Eclas es la energ´ıa asociada al sistema cla´sico (lo que
sera´ discutido con mayor detalle en la seccio´n 2.4).
Esto puede lograrse mediante una renormalizacio´n de la energ´ıa cla´sica del sis-
tema, que en este problema toma la forma
Eclas = p0 a A+ σ0A, (2.42)
donde p0 es una presio´n y σ0 es una tensio´n superficial. Se trata entonces de definir
esas cantidades de manera tal que los para´metros fenomenolo´gicos
p := p0 +
3 µ4
2 pi2 t4
, σ := σ0 − µ
3
4 pi t3
(2.43)
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(que incluyen las contribuciones cua´nticas y deben ser determinados experimental-
mente) resulten finitos.
En esas condiciones, vemos que la parte finita remanente de (2.41) coincide con
el resultado obtenido a partir de la regularizacio´n zeta, ecuacio´n (2.36).
Entonces, hemos mostrado que para el caso sencillo de un campo escalar sin
masa que satisface condiciones de contorno de Dirichlet sobre dos planos separados
por una distancia a, el valor de la energ´ıa de Casimir E(a) es el mismo para las dos
regularizaciones consideradas. Por el contrario, las partes divergentes dependen de
la regularizacio´n, siendo nulas para la regularizacio´n zeta, y teniendo la forma de
polos mu´ltiples en t = 0 en la regularizacio´n exponencial.
Es importante reconocer tambie´n que esas partes singulares muestran una de-
pendencia con la distancia a diferente de la correspondiente a la parte finita (lo
que permite diferenciar una de otra), y que adema´s es consistente con la forma
que razonablemente puede asignarse a la energ´ıa de un modelo cla´sico, que incor-
pora densidades de energ´ıa volume´tricas y superficiales (una presio´n y una tensio´n
superficial). Entonces, estos para´metros pueden ser elegidos adecuadamente para
compensar las partes divergentes de las primeras contribuciones cua´nticas, condu-
ciendo a un resultado finito, con un sentido f´ısico bien determinado.
Sin embargo, en casos ma´s generales, las partes divergentes pueden tener una
dependencia de la geometr´ıa que no permita diferenciarlas de las partes finitas,
dificultando su interpretacio´n f´ısica. En ciertos casos el problema se salva fijando
alguna condicio´n de normalizacio´n, aunque veremos que en situaciones ma´s comple-
jas, por ejemplo problemas que involucran medios diele´ctricos con permitividades
constantes, esto u´ltimo no es posible.
2.3. Regularizacio´n y renormalizacio´n de la ener-
g´ıa de vac´ıo
Es importante discutir los procedimientos generales de regularizacio´n y renor-
malizacio´n formulados en el marco de una teor´ıa cua´ntica de campos sometidos a
condiciones de contorno. En esta seccio´n resumiremos algunos resultados sobre la re-
gularizacio´n ζ, discutidos con ma´s detalle en el Ape´ndice B, ya que ese sera´ el me´todo
que utilizaremos en los ca´lculos de los cap´ıtulos siguientes. Sobre la regularizacio´n
exponencial, so´lo mencionaremos algunos resultados con el fin de comparacio´n. Ex-
posiciones detalladas sobre las definiciones y propiedades de ambos mecanismos de
regularizacio´n pueden encontrarse en [67, 68, 70, 71, 72].
Como se discutio´ en la seccio´n anterior, la cantidad ba´sica que aparece en co-
nexio´n con el Efecto Casimir es el valor medio de vac´ıo del operador Hamiltoniano
del campo cua´ntico bajo consideracio´n. Pero, en general, las expresiones resultantes
para la energ´ıa de vac´ıo, de la forma E0 =
1
2
∑
n ωn, son puramente formales. Luego,
con el objeto de darles un sentido matema´tico preciso, se recurre a algu´n esquema
de regularizacio´n.
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Por simplicidad, consideremos nuevamente el caso de un campo escalar, ahora
en un espacio-tiempo (d+ 1)-dimensional, donde d es la dimensio´n de una variedad
espacial compactaM . En la expresio´n para la energ´ıa de vac´ıo, las ωn son las energ´ıas
propias del campo, ωn = λ
1/2
n , donde los λn son los autovalores de un problema de
valores de borde DB,
Dϕn = λn ϕn ,
Bϕn = 0 ,
(2.44)
donde D es un operador diferencial de segundo orden sobre la variedad M , y B es
el operador que define las condiciones de contorno. As´ı, DB simboliza el problema
de valores de borde asociado al operador D con dominio en el conjunto de funciones
definidas sobre M que satisfacen las condiciones de contorno (2.44).
En la regularizacio´n ζ, la energ´ıa de vac´ıo se define como
Eζ :=
µ
2
∑
n
(
λn
µ2
)− s
2
∣∣∣∣∣
s=−1
, (2.45)
donde el para´metro µ, con dimensiones de masa, se introduce para asegurar que Eζ
tenga las dimensiones correctas para todo s, haciendo que la cantidad dentro de la
suma sea adimensional.
Este me´todo de regularizacio´n esta´ basado en las propiedades de analiticidad
de la funcio´n espectral conocida como funcio´n ζ de un operador. En el ape´ndice
B se da´ una definicio´n formal de esta funcio´n espectral y las condiciones bajo las
cuales puede ser definida. A continuacio´n so´lo mencionaremos algunos resultados
bien conocidos. En una serie de trabajos publicados entre 1967 y 1969, R.T. Seeley
[70, 71, 72] estudio´ la existencia y propiedades de la resolvente (A−λ)−1 de un ope-
rador diferencial A con coeficientes infinitamente derivables definido sobre secciones
de un fibrado vectorial sobre una variedad de base compacta M con borde suave
∂M . El procedimiento utilizado consiste en construir una aproximacio´n al nu´cleo de
la resolvente (A−λ)−1, con λ ∈ C, para grandes valores de |λ| a partir de una apro-
ximacio´n al s´ımbolo de la resolvente. Esto permite, por su parte, definir e investigar
las propiedades del operador pseudodiferencial A−s, para una variable s ∈ C.
Los trabajos [70, 71, 72] contienen un resultado fundamental en la teor´ıa de las
funciones espectrales: la traza de A−s, tambie´n denominada funcio´n-ζ del operador
A, es una funcio´n meromorfa de la variable s cuyas u´nicas singularidades consisten
en una sucesio´n de polos simples sn ubicados en puntos del eje real dados por
sn =
d− n
m
con n = 0, 1, 2, . . . (2.46)
donde la cantidad d designa la dimensio´n de la variedadM ym el orden del operador
diferencial A.
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Cuando el operador tiene un conjunto completo de autofunciones, su funcio´n
zeta puede expresarse en te´rminos de los correspondientes autovalores,
ζA(s) = ζ(s, A) := Tr A
−s =
∑
k
λ−sk . (2.47)
Es notable que la ubicacio´n de los polos de la funcio´n espectral ζ(s, A), so´lo
dependan del orden del operador A y de la dimensio´n de la variedadM . No depende,
por ejemplo, de para´metros externos que aparecen en los coeficientes del operador
diferencial ni de la forma funcional de estos coeficientes3.
Luego, para la energ´ıa de vac´ıo regularizada a` la zeta en el problema de valores
de borde DB, ecuacio´n (2.45)), se tiene
Eζ =
µ
2
∑
n
(
λn
µ2
)− s
2
∣∣∣∣∣
s=−1
=
µ
2
ζ(
s
2
,
DB
µ2
)
∣∣∣∣
s=−1
. (2.48)
Como mencionamos arriba, para operadores con coeficientes suaves la funcio´n ζ
del operador correspondiente se extiende a una funcio´n meromorfa cuyas singulari-
dades son polos simples ubicados en el eje real. En el problema de valores de borde
DB, se puede ver que Γ(
s
2
)ζ( s
2
, DB
µ2
) presenta la siguiente estructura de singularidades:
Γ(
s
2
) ζ(
s
2
,
DB
µ2
) =
N∑
j=1
2aj
s+ j − d + rN(
s
2
) (2.49)
donde rN(
s
2
) es anal´ıtica para R(s) > d − N − 1, y los coeficientes aj esta´n de-
terminados por los coeficientes de Seeley integrados (un ca´lculo detallado de este
resultado puede encontrarse en [67]).
La ecuacio´n (2.49) muestra claramente que la energ´ıa de vac´ıo, evaluada a trave´s
de la regularizacio´n zeta, presenta una singularidad de la forma de un polo simple
en s = −1 con residuo proporcional ad+1. En consecuencia, la parte singular que
separa esta regularizacio´n sera´ no nula en la medida en que ad+1 6= 0.
3No obstante, el resultado (2.46) es va´lido bajo las hipo´tesis mencionadas, o sea que la variedad
M debe ser compacta y su borde ∂M suficientemente suave. Tambie´n existen restricciones sobre
las condiciones de contorno del problema, esto es, sobre el comportamiento de las funciones del
dominio D(A) del operador en el borde ∂M de la variedad. Las condiciones de contorno deben estar
definidas mediante operadores de borde locales que sean combinaciones lineales de las derivadas
normales al borde. El operador diferencial A y los operadores de borde deben, adema´s, definir un
sistema el´ıptico para el cual se satisfaga la condicio´n de Agmon. Por otra parte, los coeficientes
del operador A deben pertenecer a la clase C∞(M) de funciones infinitamente derivables sobre la
variedad. Sobre esto u´ltimo, cabe sen˜alar que no existe informacio´n suficiente acerca de la validez
de (2.46) en el caso de operadores diferenciales con coeficientes singulares. Un estudio sobre este
tema ha sido abordado en el trabajo de Tesis [73], donde se considera la estructura de polos de la
funcio´n ζA(s) de un operador diferencial A con coeficientes singulares definidos sobre una variedad
con borde.
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Por otro lado, la energ´ıa de vac´ıo en la regularizacio´n exponencial se define como
Eexp :=
µ
2
∑
n
λ
1/2
n
µ
e−t
λ
1/2
n
µ
∣∣∣∣∣
t=0
= − µ
2
d
dt
(
h(t,
D
1/2
B
µ
)
) ∣∣∣∣∣
t=0
(2.50)
donde
h(t,
D
1/2
B
µ
) := Tr
(
e−
D
1/2
B
µ
)
=
∑
n
e−t
λ
1/2
n
µ (2.51)
es la funcio´n espectral conocida como traza del heat-kernel4. Aqu´ı de nuevo se intro-
duce un para´metro µ con dimensiones de masa para asegurar que el argumento de
la exponencial sea adimensional.
Se puede demostrar que la derivada de h(t, 1
µ
D
1/2
B ) en (2.50) tiene el siguiente
desarrollo asinto´tico [67]:
d
dt
h(t,
1
µ
D
1/2
B ) =
d∑
k=0
(−k) 1
2µ
Γ(k+1
2
)
Γ(1
2
)
ad−k(
t
2µ
)−k−1+
K∑
k=1
(−k) 1
2µ
Γ(−k + 1
2
)
Γ(1
2
)
2 ad+2k(
t
2µ
)2k−1+
K∑
k=0
(2k + 1)(−1)k
2µΓ(1
2
) Γ(k + 1)
(
t
2µ
)2k[rd+2k+1(−k − 1
2
) + ad+2k+1(Ψ(1) +
k−1∑
l=0
1
k − l )+
d+2k∑
j=0
2aj
j − d− 2k − 1 + 2 ad+2k+1((2k + 1) ln(
t
2µ
)− 1
2k + 1
)] + ρk(t) ,
(2.53)
donde aj y rj(k) son las mismas que en (2.49) y el resto ρk(t) es O((
t
2µ
)2K+1+²), con
0 < ² < 1 para t→ 0.
De la expresio´n (2.53) se ve que el desarrollo asinto´tico para t → 0+ contiene
te´rminos singulares que se presentan como potencias negativas y logaritmos de t.
Ahora comparemos las energ´ıas de vac´ıo de nuestro ejemplo, definidas en las re-
gularizaciones (2.45) y (2.50), evaluando los correspondientes desarrollos asinto´ticos
4Hay una cercana relacio´n entre la funcio´n zeta de un operador positivo definido y la traza de
su heat kernel: ambas esta´n relacionadas por una transformada de Mellin,
ζ(s,A) =
1
Γ(s)
∫ ∞
0
dz
∑
k
e−λkz zs−1 =
1
Γ(s)
∫ ∞
0
dz h(z,A) zs−1. (2.52)
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en los valores requeridos de los para´metros (s = −1 en (2.45) y t = 0 en (2.50)):
Eexp = −1
2
d∑
k=1
(−k) Γ(
k+1
2
)
2−k Γ(1
2
)
ad−k (
t
µ
)−k−1
∣∣∣∣∣
t=0
−
1
4Γ(1
2
)
[
rd+1(
−1
2
) + ad+1(Ψ(1)− 2) + 2
d∑
j=0
aj
j − d− 1
]
+
ad+1
2Γ(1
2
)
ln(
t
2µ
),
(2.54)
mientras que
Eζ =
1
2Γ(−1
2
)
d∑
j=0
2 aj
j − d− 1 +
rd+1(−12)
2 Γ(−1
2
)
+
µs+1 ad+1
Γ( s
2
) (s+ 1)
∣∣∣∣∣
s=−1
=
−1
2Γ(1
2
)
d∑
j=0
aj
j − d− 1 +
1
4 Γ(1
2
)
rd+1(−1
2
)+
ad+1
2Γ(1
2
)
[
Ψ(1)
2
+ 1− ln(2µ)− 1
(s+ 1)
] ∣∣∣∣
s=−1
.
(2.55)
Como se ve de (2.54) y (2.55), ambos me´todos separan partes divergentes de las
partes finitas.
En particular, si el coeficiente ad+1 es nulo, la regularizacio´n ζ da so´lo un re-
sultado finito que coincide con la parte finita de la regularizacio´n exponencial. Sin
embargo, la regularizacio´n exponencial presenta polos de orden 2, 3, 4, ..., d+ 15.
Si ad+1 6= 0, la regularizacio´n exponencial muestra adema´s una divergencia lo-
gar´ıtmica. Tambie´n aparece en este caso una diferencia entre las partes finitas de
ambas regularizaciones, asociada a la arbitrariedad en la eleccio´n del para´metro µ,
dada por −1
2
ad+1√
pi
Ψ(1) = 1
2
ad+1√
pi
γ, donde γ es la constante de Euler.
Cabe sen˜alar que, en ambos casos (ad+1 = 0 o´ ad+1 6= 0), se podra´ dar una
interpretacio´n f´ısicamente consistente a los resultados si la diferencia entre ambas
regularizaciones se reduce a te´rminos renormalizables, es decir, te´rminos que puedan
ser compensados con una redefinicio´n de los para´metros que aparecen en la expresio´n
de la energ´ıa cla´sica del sistema6.
El procedimiento de renormalizacio´n y las condiciones de normalizacio´n que per-
miten fijar los para´metros fenomenolo´gicos se discuten en la siguiente seccio´n.
5De hecho, esto es lo que ocurrio´ en el ejemplo de la seccio´n anterior para el campo escalar sin
masa con condiciones de contorno tipo Dirichlet (comparar (2.36) con (2.41)).
6Esto es lo que efectivamente ocurrio´ en el ejemplo del campo escalar, ver (2.42).
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2.4. Renormalizacio´n y condicio´n de normaliza-
cio´n
Para llevar a cabo el procedimiento de renormalizacio´n, necesitamos una canti-
dad a ser renormalizada. En la Teor´ıa Cua´ntica de Campos perturbativa, son las
constantes desnudas (masas, acoplamientos, etc) las que son renormalizadas por la
introduccio´n de contrate´rminos, un procedimiento bien conocido. En el caso de la
energ´ıa de vac´ıo, as´ı como para otros valores medios se vac´ıo, las cantidades corres-
pondientes son los campos de background cla´sicos (de los que dependen los valores
medios de vac´ıo).
El ejemplo ma´s simple a considerar es el de la teor´ıa de un campo escalar con un
campo de background cla´sico Φ(x) y un campo cua´ntico ϕ(x), descrito por la accio´n
S =
1
2
∫
d4x Φ(x)
[
2+M2 + λΦ2(x)
]
Φ(x) + ϕ(x)
[
2+m2 + λ′Φ2(x)
]
ϕ(x)
(2.56)
donde V (x) = λ′Φ2(x) es el potencial de background con el que esta´ acoplado el
campo cua´ntico. M y λ son la masa y constante de acoplamiento desnudas, a ser
renormalizadas.
Hay una energ´ıa cla´sica asociada con el campo de background
Eclas =
1
2
∫
d3x
[
(∇Φ(x))2 +M2Φ2(x) + λΦ4(x)] (2.57)
(donde suponemos que el background es esta´tico).
La energ´ıa del estado fundamental del campo cua´ntico, E0, esta´ dada, por ejem-
plo, por (2.48) en la regularizacio´n ζ. Entonces, debe considerarse la energ´ıa completa
del sistema como un todo, que es la suma
E = Eclas + E0 . (2.58)
Su diferencia para dos situaciones distintas es lo que sera´ medible.
El procedimiento de renormalizacio´n consiste ba´sicamente en sustraer la parte
divergente de la energ´ıa de vac´ıo, Ediv0 , separando de la energ´ıa cla´sica una parte
divergente igual pero de signo contrario,
E = (Eclas − Ediv0 ) + (Eren0 + Ediv0 ) = Eclas + Eren0 , (2.59)
de modo que ambos te´rminos en el miembro de la derecha resulten finitos. Desde
luego que la sustraccio´n de una parte divergente deja atra´s una parte finita arbitra-
ria (de la misma forma que la sustra´ıda), lo que debe ser interpretado en te´rminos
de constantes fenomenolo´gicas cuyo valor la teor´ıa no es capaz de predecir. De ese
modo, el cambio de Eclas por Eclas puede ser interpretado como una renormalizacio´n
de los para´metros del sistema cla´sico (aqu´ı M y λ), redefinidos de ese modo para
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que compensen los te´rminos divergentes que aparecen en el ca´lculo de las prime-
ras correcciones cua´nticas, dejando valores finitos de cierta forma funcional a ser
determinados por la experiencia.
Cabe destacar que es muy importante la interpretacio´n que podamos dar a los
valores medios de vac´ıo. En general ellos deben entenderse como una correccio´n
cua´ntica al sistema cla´sico, descrito en el caso de arriba por el campo Φ(x). Este
sistema debe tener su propia dina´mica, a partir de la cual se puedan determinar sus
caracter´ısticas tales como M y λ, las que reciben contribuciones de las correcciones
cua´nticas al sistema. Luego surge la pregunta de co´mo dar un significado u´nico a los
valores de expectacio´n de vac´ıo.
Como se vio en la seccio´n anterior, se desliza cierta arbitrariedad cuando se
introduce una regularizacio´n. Esto significa que en general existe una contribucio´n a
la parte finita de la energ´ıa de vac´ıo regularizada que tiene la misma forma funcional
que la parte divergente Ediv0 sustra´ıda, y que depende de la regularizacio´n adoptada.
Luego se debe fijar alguna condicio´n de normalizacio´n sobre esta parte finita Eren0
de manera que ella tenga un significado u´nico.
Para valores de expectacio´n de vac´ıo visualizados como correcciones cua´nticas
al sistema cla´sico, hay una condicio´n de normalizacio´n natural para campos con
masa: se puede requerir que en el l´ımite de grandes masas del campo cua´ntico, las
correcciones cua´nticas a la energ´ıa del vac´ıo se anulen,
Eren0 → 0, cuando m→∞. (2.60)
Esa condicio´n es natural porque se puede argumentar que un campo masivo en el
l´ımite de masa m→∞ no deber´ıa tener fluctuaciones cua´nticas. Desde un punto de
vista te´cnico esto remueve la arbitrariedad del procedimiento de renormalizacio´n.
Sin embargo, no hay una condicio´n de normalizacio´n general para la energ´ıa de
vac´ıo de los campos sin masa.
De lo dicho arriba se ve que surgira´n problemas en el estudio de la energ´ıa
de vac´ıo del campo electromagne´tico en presencia de medios diele´ctricos: por un
lado, como el campo relevante es no-masivo, no hay en principio una condicio´n
de normalizacio´n natural que haga u´nica a la parte finita de la energ´ıa de vac´ıo
regularizada. Por otro lado, en ca´lculos con medios diele´ctricos no dispersivos sucede
que, en general, los resultados obtenidos para la parte divergente no son expresables
en te´rminos de funciones simples, de modo que los contrate´rminos necesarios para
la renormalizacio´n son extremadamente complicados, y luego la interpretacio´n del
modelo cla´sico asociado es poco clara.
En otras palabras, en ca´lculos de energ´ıas de Casimir para el campo electro-
magne´tico en presencia de medios diele´ctricos no dispersivos la existencia de diver-
gencias ultravioletas dificulta la interpretacio´n f´ısica de la parte finita de la energ´ıa
de vac´ıo.
Nuestra propuesta en ese sentido se basa en la suposicio´n de que estos incon-
venientes pueden tener su origen en que los modelos usados habitualmente para
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describir los medios diele´ctricos no incorporan una relacio´n de dispersio´n realista
²(ω), dependiente de la frecuencia del campo. Esto lleva a un comportamiento ul-
travioleta inadecuado que se refleja en E0 por la aparicio´n de te´rminos divergentes
que impiden extraer de manera clara valores f´ısicamente bien definidos para la parte
finita de la energ´ıa de Casimir.
Por ese motivo, aqu´ı analizaremos la energ´ıa de Casimir en el caso donde los
diele´ctricos se describen usando modelos realistas para la permitividad.
En la seccio´n siguiente analizaremos las propiedades generales de un medio dis-
persivo. Veremos que el solo hecho de que exista una relacio´n causal, no local en el
tiempo, entre el vector desplazamiento
−→
D(−→x , t) y el campo ele´ctrico −→E (−→x , t) permi-
te deducir el comportamiento de la permitividad ²(ω) como funcio´n de la frecuencia
del campo. Los resultados que se obtienen de este tipo de ana´lisis general esta´n en
completo acuerdo con los datos experimentales que se poseen, por ejemplo, para el
ı´ndice de refraccio´n y el coeficiente de absorcio´n de varios medios [34]. En particu-
lar, en el l´ımite de altas frecuencias el ana´lisis nos conduce al modelo de Drude, que
sera´ usado en ca´lculos de los cap´ıtulos posteriores. Es en este sentido que hablamos
aqu´ı de modelos realistas.
2.5. Caracter´ısticas de la dispersio´n en medios re-
ales
La dispersio´n en un medio general se produce cuando la permeabilidad y la
permitividad se hacen dependientes de la frecuencia. En ausencia de dispersio´n, la
propagacio´n de un tren de ondas tiene lugar sin distorsio´n. Sin embargo, todos los
medios reales presentan alguna dispersio´n, lo cual hace que cada componente en
frecuencia de una onda incidente adquiera una velocidad de fase distinta. Luego,
las diferentes componentes de la onda viajan a velocidades diferentes y la onda se
distorsiona. La forma espec´ıfica de esta distorsio´n depende de la manera en que cada
medio responde a un onda electromagne´tica incidente, de acuerdo con la dependencia
particular de la frecuencia de sus caracter´ısticas tales como permeabilidad magne´tica
y permitividad ele´ctrica.
Las propiedades generales de un medio dispersivo se pueden obtener como una
consecuencia directa de la condicio´n de causalidad, que establece una relacio´n no
local en el tiempo entre el vector desplazamiento
−→
D(−→x , t) y el campo ele´ctrico−→
E (−→x , t). De all´ı, y ma´s alla´ de cualquier modelo espec´ıfico, es sencillo deducir el
comportamiento de, por ejemplo, la permitividad ²(ω) (para un medio no magne´tico)
para grandes frecuencias. Como veremos esto nos conduce al modelo de Drude.
De todas maneras, comenzaremos revisando brevemente las propiedades de la
permitividad obtenida en el marco de un modelo cla´sico [34]. Este modelo es muy
usado en f´ısica del estado so´lido y sus resultados son, por supuesto, consistentes con
el comportamiento general deducido de la relacio´n causal entre
−→
D(−→x , t) y −→E (−→x , t).
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De aqu´ı obtendremos las expresiones que sera´n usadas en los ca´lculos de los cap´ıtulos
posteriores.
2.5.1. Modelo sencillo de dispersio´n
Casi toda la f´ısica de la dispersio´n utiliza un modelo cla´sico donde se considera la
ecuacio´n de movimiento para un electro´n ligado mediante una fuerza de naturaleza
armo´nica, sobre el que actu´a un campo ele´ctrico
−→
E (−→x , t):
m
(−¨→x + γ−˙→x + ω20 −→x ) = e−→E (−→x , t) . (2.61)
Aqu´ı, por simplicidad, se ha despreciado la diferencia entre el campo ele´ctrico apli-
cado y el campo local, la permeabilidad relativa µ se ha tomado igual a 1, y γ
corresponde a una fuerza amortiguadora fenomenolo´gica. En (2.61), se han despre-
ciado efectos de naturaleza magne´tica.
Haciendo la suposicio´n adicional de que la amplitud de oscilacio´n es lo suficien-
temente pequen˜a como para que el campo
−→
E pueda ser evaluado en la posicio´n
media del electro´n, y si el campo var´ıa armo´nicamente con el tiempo, se tiene que
el momento dipolar con que contribuye cada electro´n es
−→p = e−→x = e
2
m
(
ω20 − ω2 − ı ω γ
)−1 −→
E . (2.62)
Suponiendo que en el medio hay N mole´culas por unidad de volumen, con Z
electrones por mole´cula y que, en lugar de una sola frecuencia de resonancia hay
varias, de modo que haya fj electrones con frecuencia de enlace ωj y con constante
de amortiguamento γj, se puede escribir
² (ω) = ²0
[
1 +
N e2
²0m
∑
j
fj(
ω2j − ω2 − ı γj ω
)] ≡ n2, (2.63)
donde n =
√
² (ω) es el ı´ndice de refraccio´n, y las ”intensidades de oscilador”fj
satisfacen
∑
j fj = Z.
La ecuacio´n (2.63), aunque deducida a partir de un modelo cla´sico, resulta una
descripcio´n exacta de la contribucio´n ato´mica a la constante diele´ctrica una vez que
se reemplazan en ella valores mecanocua´nticos adecuados para fj, γj y ωj.
Las constantes de amortiguamiento γj en general son pequen˜as comparadas con
las frecuencias de enlace ωj. Esto significa que ² (ω) es aproximadamente real, salvo
cuando ω esta´ cerca de ωj. Sin embargo, desempen˜an un papel importante en la
descripcio´n de la disipacio´n de la energ´ıa de la onda incidente en el medio, disipacio´n
que esta´ directamente ligada a los conductores. Ampliaremos aqu´ı un poco ma´s sobre
esto, ya que sera´ utilizado en la discusio´n de la seccio´n 3.4.
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En efecto, la atenuacio´n de una onda plana se puede expresar en te´rminos de
la parte real y la parte imaginaria del nu´mero de ondas k = ω/v = ω
√
² (ω),
escribiendo
k = β + ı
α
2
. (2.64)
El para´metro α se conoce como constante de atenuacio´n o coeficiente de absorcio´n.
La intensidad de la onda decae como e−αx. En (2.64), la relacio´n entre (α, β) y
(<(²),=(²)) es
β2 − α
2
4
=
ω2
c2
<(²)
²0
; β α =
ω2
c2
=(²)
²0
, (2.65)
de donde se puede obtener la constante de atenuacio´n
α =
=(²(ω))
<(²(ω)) β, (2.66)
siendo β =
√
<(²(ω))/²0 ω
c
. Notar que las dos relaciones anteriores son va´lidas para
cualquier forma funcional de ²(ω).
De (2.66) vemos que la existencia de una parte imaginaria en ²(ω) representa
una disipacio´n de la energ´ıa de la onda electromagne´tica en el medio. Por otro
lado, en la expresio´n dada en (2.63), es sencillo ver que la existencia de la parte
imaginaria de ²(ω) esta´ determinada en principio por la no nulidad de las constantes
de amortiguamiento γj. Esto se vera´ con mayor claridad en los l´ımites de la ecuacio´n
(2.63) para bajas y altas frecuencias, que tomaremos a continuacio´n. Usaremos este
resultado en la discusio´n de la seccio´n 3.4.
Comportamiento a bajas frecuencias
En el l´ımite de bajas frecuencias existe una diferencia cualitativa en la respuesta
del medio segu´n que la frecuencia resonante ma´s baja sea cero o no. Para un aislante,
dicha frecuencia, ω0, es diferente de cero. Luego,
² (ω)→ ²0
(
1 +
N e2
²0m
∑
j
fj
ω2j
)
para ω → 0, (2.67)
que es real e independiente de ω. Este es el modelo que usaremos para describir la
respuesta de un medio a bajas frecuencias.
Por otro lado, para un conductor, cierta fraccio´n de los electrones son libres en
el sentido de que tienen ω0 = 0
7. Presentando por separado la contribucio´n de los
7En realidad, el problema de la conductividad ele´ctrica debe ser tratado con los me´todos de
la Meca´nica Estad´ıstica Cua´ntica, ya que el principio de exclusio´n de Pauli desempen˜a all´ı un
papel fundamental. La teor´ıa que describe un conductor es la teor´ıa de bandas. Sin embargo, en
un rango considerable de frecuencias, los datos experimentales para la conductividad responden al
resultado simple que proporciona (2.68) [34]. De cualquier manera, nuestro objetivo aqu´ı solamente
es sen˜alar que las constantes γj deben ser no nulas para describir un medio conductor con este
modelo cla´sico, lo cual sera´ usado posteriormente.
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electrones libres y tomando el l´ımite de bajas frecuencias, tenemos
² (ω)→ ²resto + ı N e
2 f0
mω (γ0 − ı ω) para ω → 0, (2.68)
donde ²resto es la contribucio´n de todos los otros dipolos (una expresio´n similar a
(2.67) con j 6= 0), que es real.
De las ecuaciones de Maxwell se puede ver que la conductividad del medio se
puede describir mediante la parte imaginaria de la permitividad ² (ω) [34], que en
este modelo esta´ contenida el segundo te´rmino del lado derecho de (2.68) en el l´ımite
de bajas frecuencias. La parte imaginaria de este te´rmino es proporcional a γ0, de lo
cual vemos que, efectivamente, debe ser γ0 6= 0 para dar cuenta de la conductividad
del medio. Volveremos a encontrar esta situacio´n en el l´ımite de altas frecuencias.
Comportamiento a altas frecuencias. Modelo de Drude
A frecuencias ma´s altas que la mayor de las frecuencias de resonancia, la cons-
tante diele´ctrica toma la forma
² (ω)→ ²0
(
1− Ω
2
ω2
)
para ω →∞, (2.69)
donde Ω2 = N Z e
2
²0m
.
La expresio´n (2.69) se llama modelo de Drude, que es el modelo que usaremos
para describir la respuesta de un medio diele´ctrico a altas frecuencias. La constante
Ω, que depende u´nicamente del nu´mero total de electrones por unidad de volumen,
N Z, es la frecuencia de plasma del medio. Por ejemplo, para el agua en condiciones
normales de temperatura y presio´n, Ω ' 3, 3 × 1016Hz (~Ω ' 21, 0 eV ). En los
medios diele´ctricos, (2.69) so´lo se aplica cuando ω2 À Ω2.
Si retenemos un orden ma´s en el desarrollo de (2.63) para ω grande, hallamos
una expresio´n va´lida para describir la conductividad del medio a altas frecuencias,
² (ω) ' ²0
(
1− Ω
2
ω (ω + ı γ)
)
, (2.70)
donde hemos aproximado γj = γ para todo valor de j. Este modelo, a veces llamado
modelo de Drude para metales reales, sera´ usado en la seccio´n 3.4. Como discutimos
antes, la conductividad esta´ presente cuando γ es no nulo. Para una discusio´n deta-
llada de la relacio´n entre la conductividad y las constantes de amortiguamiento, ver
por ejemplo [104]
2.5.2. Causalidad en la relacio´n entre el campo ele´ctrico y el
vector desplazamiento. Comportamiento general de
la permitividad.
Para que los resultados de los cap´ıtulos que siguen revistan validez, es necesario
mostrar que los modelos usados para describir la respuesta del medio diele´ctrico
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con la frecuencia son de cara´cter general y no esta´n limitados a las consideraciones
cla´sicas que hemos usado en la seccio´n anterior para derivar la expresio´n de la
permitividad.
En esta seccio´n mostraremos que, independientemente del modelo particular para
² (ω), el hecho de que la permitividad dependa de la frecuencia hace que exista una
relacio´n no local en el tiempo entre el vector desplazamiento
−→
D(−→x , t) y el campo
ele´ctrico
−→
E (−→x , t). Es de esta relacio´n causal que se pueden deducir propiedades
generales para ² (ω) que, como veremos, esta´n de acuerdo con las expresiones antes
derivadas a partir de un modelo cla´sico.
Si las componentes monocroma´ticas de frecuencia ω de los campos
−→
D y
−→
E esta´n
relacionadas linealmente por
−→
D(−→x , ω) = ² (ω) −→E (−→x , ω), (2.71)
la dependencia con el tiempo se puede reconstruir mediante la transformacio´n de
Fourier. Tratando como un para´metro fijo a la coordenada espacial, se pueden es-
cribir las integrales de Fourier en los dominios del tiempo y de la frecuencia como
−→
D(−→x , t) = 1√
2pi
∫ ∞
−∞
−→
D(−→x , ω) e−ı ω t dω (2.72)
y
−→
D(−→x , ω) = 1√
2pi
∫ ∞
−∞
−→
D(−→x , t′) eı ω t′ dt′. (2.73)
Para
−→
E podemos escribir expresiones ana´logas. Sustituyendo
−→
D(−→x , ω) mediante
(2.71), tenemos
−→
D(−→x , t) = 1√
2pi
∫ ∞
−∞
² (ω)
−→
E (−→x , ω) e−ı ω t dω. (2.74)
Introduciendo la representacio´n de Fourier de
−→
E (−→x , ω) en la u´ltima integral,
obtenemos
−→
D(−→x , t) = 1
2pi
∫ ∞
−∞
dω ² (ω) e−ı ω t
∫ ∞
−∞
dt′
−→
E (−→x , t′) eı ω t′ . (2.75)
Bajo la hipo´tesis de que podemos intercambiar el orden de integracio´n, se puede
escribir −→
D(−→x , t) = ²0−→E (−→x , t) +
∫ ∞
−∞
G (τ)
−→
E (−→x , t− τ) dτ , (2.76)
donde G (τ) es la transformada de Fourier de la susceptibilidad ²0 χe(ω) = ² (ω)−²0:
G (τ) =
1
2pi
∫ ∞
−∞
[² (ω)− ²0] e−ı ω τ dω. (2.77)
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Las ecuaciones (2.76) y (2.77) dan una relacio´n no local entre
−→
D y
−→
E , en la que−→
D en el instante t depende del campo ele´ctrico en instantes distintos de t. Si ² (ω) es
independiente de ω para cualquier ω, la ecuacio´n (2.77) conduce a que G (τ) ∝ δ (τ)
y se obtiene una relacio´n instanta´nea, pero si ² (ω) var´ıa con ω, G (τ) ya no se anula
para valores de τ distintos de cero.
Para ilustrar el cara´cter de la relacio´n que implican (2.76) y (2.77), consideremos
una variante del ı´ndice de refraccio´n (2.63) que contenga una sola frecuencia de
resonancia,
² (ω)− ²0 = ²0Ω2
(
ω20 − ω2 − ı γ ω
)−1
. (2.78)
En este modelo, la transformada G (τ) de la susceptibilidad es
G (τ) =
²0Ω
2
2pi
∫ ∞
−∞
e−ı ω τ
ω20 − ω2 − ı γ ω
dω. (2.79)
La integral se puede evaluar en el plano complejo, considerando que el integrando
tiene polos en el semiplano inferior, en los puntos ω± = −ı γ/2 ± ν0, donde ν20 =
ω20 − γ2/4. Para τ < 0, se puede cerrar el contorno de integracio´n por el semiplano
superior sin afectar el valor de la integral. Como el integrando es anal´ıtico dentro de
ese contorno, la integral es nula. Pero para τ > 0 el contorno debe cerrarse por el
semiplano inferior y la integral resulta igual a −2pi ı veces la suma de los residuos
del integrando en los dos polos. Luego la funcio´n G (τ) es
G (τ) = ²0Ω
2 e−γ τ/2
sin (ν0 τ)
ν0
θ (τ), (2.80)
donde θ (τ) es la funcio´n escalo´n. Para la constante diele´ctrica (2.63) la funcio´n G (τ)
es justamente la superposicio´n lineal de te´rminos como los de (2.80). La no localidad
en el tiempo de la relacio´n entre
−→
D y
−→
E esta´ luego limitada a tiempos del orden de
γ−1.
El aspecto ma´s obvio y fundamental del nu´cleo (2.80) es que se anula para τ < 0.
Esto significa que en el instante t so´lo los valores del campo ele´ctrico anteriores a
dicho instante entran en juego en la determinacio´n del desplazamiento, en acuerdo
con nuestras ideas fundamentales acerca de la causalidad en los feno´menos f´ısicos.
Por lo tanto, la ecuacio´n (2.76) se puede escribir
−→
D(−→x , t) = ²0−→E (−→x , t) +
∫ ∞
0
G (τ)
−→
E (−→x , t− τ) dτ . (2.81)
Esta es la relacio´n causal, lineal y espacialmente local ma´s general que puede es-
cribirse entre
−→
D y
−→
E en un medio iso´tropo y uniforme. Su validez va ma´s alla´ de
cualquier modelo espec´ıfico para ² (ω).
A partir de (2.77), se puede expresar la constante diele´ctrica en funcio´n de G (τ)
como
² (ω) = ²0 +
∫ ∞
0
G (τ) eı ω τ dτ . (2.82)
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Esta relacio´n tiene varias consecuencias interesantes: A partir de que en (2.81)
−→
D ,−→
E son reales, y por consiguiente tambie´n lo es G (τ), se puede deducir de (2.82) que
cuando ω sea compleja
² (−ω) = ²∗ (ω∗). (2.83)
Adema´s, si se considera (2.82) como una representacio´n de ² (ω) en el plano
complejo ω, esto muestra que ² (ω) es una funcio´n anal´ıtica de ω en el semiplano
superior, suponiendo que G (τ) es finita para todo τ . Para ω sobre el eje real es
necesario imponer adema´s el requisito de que G (τ) → 0 cuando τ → ∞ para
asegurar que ² (ω) tambie´n all´ı sea anal´ıtica. Esto es cierto para los diele´ctricos,
aunque no para los conductores en los que G (τ) → σ cuando τ → ∞ y ² (ω) tiene
un polo simple en ω = 0 (ver seccio´n anterior). Entonces, salvo un posible polo en
ω = 0, la constante diele´ctrica ² (ω) es anal´ıtica para =(ω) ≥ 0 como un resultado
directo de la relacio´n causal entre
−→
D y
−→
E .
Esas propiedades pueden verificarse efectivamente en los modelos discutidos en
la seccio´n anterior.
El comportamiento de ² (ω)− ²0 para valores grandes de ω puede ser relaciona-
do con el comportamiento de G (τ) en las proximidades de τ = 0. En efecto, un
desarrollo en serie de Taylor de G en (2.82) nos conduce al desarrollo asinto´tico
² (ω)− ²0 = ı G(0)
ω
− G
′(0)
ω2
+ ... (2.84)
donde tanto G como sus derivadas esta´n evaluadas en τ = 0+. Si G(0+) = 0 como
en (2.80), el primer te´rmino de la serie esta´ ausente, con lo cual ² (ω) − ²0 decae
a altas frecuencias como ω−2, justamente como se hallo´ para el modelo de Drude,
ecuacio´n (2.69).
De hecho, el desarrollo asinto´tico muestra que las partes real e imaginaria de
² (ω)− ²0 se comportan para valores reales y grandes de ω como
< [² (ω)− ²0] = O( 1
ω2
); = [² (ω)] = O( 1
ω3
), (2.85)
en completo acuerdo con el comportamiento de las partes real e imaginaria de (2.70).
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Cap´ıtulo 3
Divergencias en la energ´ıa de
Casimir de un medio diele´ctrico
con comportamiento ultravioleta
realista
En este cap´ıtulo consideramos un medio diele´ctrico dispersivo, con un compor-
tamiento ultravioleta extra´ıdo del modelo de Drude. Como hemos discutido en la
seccio´n 2.5, el modelo es realista en el sentido de que sus propiedades generales
pueden ser obtenidas como una consecuencia directa de la relacio´n causal que exis-
te entre el vector desplazamiento y el campo ele´ctrico. Por otro lado, comparado
con los modelos dilu´ıdos (permitividades pro´ximas de la del vac´ıo pero constantes
como funcio´n de la frecuencia), tiene la ventaja de que para grandes frecuencias
dos medios diferentes se comportan de la misma manera. En efecto, como resultado
mostraremos aqu´ı que la energ´ıa de Casimir presenta divergencias ma´s suaves que
las arrojadas usando aproximaciones de medios diluidos: la energ´ıa de Casimir de
una esfera diele´ctrica contiene so´lo un te´rmino divergente proporcional al volumen,
que puede ser cancelado por renormalizacio´n introduciendo un contrate´rmino de
volumen ana´logo al usado en modelos de la bolsa. Mostraremos adema´s que este
comportamiento se mantiene au´n en un caso ma´s general, donde el medio tambie´n
presenta conductividad.
3.1. Introduccio´n
Como se menciono´ al final del cap´ıtulo 2, cuando se trabaja con medios diele´ctri-
cos no dispersivos la presencia de divergencias ultravioletas dificulta la interpretacio´n
f´ısica de la energ´ıa de vac´ıo. Esto tiene su origen, por un lado, en el hecho de que el
campo electromagne´tico es no-masivo y entonces no hay una condicio´n de norma-
lizacio´n natural que determine un´ıvocamente la parte finita de la energ´ıa de vac´ıo
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renormalizada. Por otro lado, los resultados obtenidos para la parte divergente no
son expresables en te´rminos de funciones simples, de modo que los contrate´rminos
que ser´ıan necesarios para la renormalizacio´n son extremadamente complicados, y
entonces la interpretacio´n del modelo cla´sico asociado es poco clara.
Nuestra propuesta en este sentido se basa en la suposicio´n de que esta situacio´n
problema´tica tiene su origen en el hecho de que los modelos usados habitualmente
al describir los medios diele´ctricos no incorporan, en su mayor´ıa, una relacio´n de
dispersio´n ²(ω) (dependiente de la frecuencia del campo) realista. Esto lleva a un
comportamiento ultravioleta inadecuado en la energ´ıa E0 y de ah´ı la aparicio´n de
divergencias de las cuales no es posible extraer una parte finita de la energ´ıa de
Casimir con un sentido f´ısico bien determinado.
Por esas razones, parece natural analizar las divergencias ultravioletas del Efecto
Casimir en un modelo de diele´ctrico que tiene una relacio´n de dispersio´n con rasgos
realistas, al menos en el rango de altas frecuencias1. Como veremos, la estructura
de singularidades para un modelo con simetr´ıa esfe´rica en el marco de la regulariza-
cio´n ζ es muy simple: existe so´lo un polo, con un residuo proporcional al volumen,
que resulta completamente ana´logo al te´rmino absorbido en la energ´ıa cla´sica en el
modelo de la bolsa [60, 61, 62, 63]. En esas condiciones, basta con la introduccio´n
de un u´nico contrate´rmino, con el sentido de una densidad de energ´ıa, para obtener
una energ´ıa de Casimir finita.
No hay una manera intr´ınseca en Teor´ıa Cua´ntica de Campos para fijar la parte
finita de este contrate´rmino, que entonces queda expresado en te´rminos de una cons-
tante fenomenolo´gica. En principio, como en los modelos de la bolsa, esta constante
debe ser fijada por el experimento. Pero dada la estructura simple del contrate´rmino
necesario, consideramos que este resultado es un paso importante para el entendi-
miento de la energ´ıa de Casimir en medios diele´ctricos reales.
En la siguiente seccio´n analizaremos la energ´ıa de Casimir de un medio diele´ctri-
co esfe´rico cuyas propiedades se modelan mediante una permitividad cuya forma
funcional se deriva del modelo de Drude en la aproximacio´n de altas frecuencias
(ver seccio´n 2.5.1). La energ´ıa de Casimir se definira´ a trave´s de la funcio´n ζ del mo-
delo. En la seccio´n 3.3 hallaremos sus singularidades y mostraremos que, gracias a
cancelaciones que ocurren entre las contribuciones de los modos transversal ele´ctrico
y transversal magne´tico, ellas se reducen a un te´rmino proporcional al volumen ac-
cesible [75]. Tambie´n veremos que esta dependencia de los te´rminos singulares con el
volumen se mantiene au´n en un caso ma´s general, donde el medio se considera como
un metal real, lo que sera´ discutido en la seccio´n 3.4 mediante un modelo modifica-
do que incluye conductividad. Finalmente en la seccio´n 3.5 daremos un resumen y
estableceremos nuestras conclusiones.
1El efecto de la introduccio´n de una relacio´n de dispersio´n realista en el rango de bajas frecuen-
cias sera´ estudiado en el cap´ıtulo 5
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3.2. El modelo y su energ´ıa de Casimir
Comenzamos esta seccio´n con una descripcio´n del modelo que vamos a analizar.
Consideremos una esfera diele´ctrica no-magne´tica (µ = µ0) de radio a, con una
permitividad dependiente de la frecuencia dada por
²(ω) = ²0
(
1− Ω
2
ω2
)
, (3.1)
e inmersa en el vac´ıo de permitividad ²0. Esta permitividad corresponde al modelo de
Drude en la aproximacio´n de altas frecuencias, que ya hemos analizado en la seccio´n
2.5.1. El para´metro fenomenolo´gico Ω es la llamada frecuencia de plasma efectiva.
Dado que nos vamos a concentrar en la estructura de singularidades ultravioletas de
la energ´ıa de Casimir, este modelo va´lido para altas frecuencias es suficiente para
nuestros propo´sitos.
Como hemos mencionado en el cap´ıtulo anterior, la energ´ıa de Casimir de esta
configuracio´n esta´ definida formalmente como la suma sobre las energ´ıas de vac´ıo
de cada modo de oscilacio´n del campo electromagne´tico:
ECas(a) =
∑
n
1
2
~ ωn =
~ c
2a
∑
n
zn, (3.2)
donde las cantidades adimensionales zn := aωn/c son las autofrecuencias correspon-
dientes a una esfera de radio 1 divididas por la velocidad de la luz, c. La serie de la
ec. (3.2) es divergente, por lo que debemos recurrir a algu´n mecanismo de regulari-
zacio´n. Definiremos apropiadamente la energ´ıa de Casimir usando la regularizacio´n
ζ. En este esquema, ECas(a) se define mediante la continuacio´n anal´ıtica a s = −1
de la funcio´n ζ(s),
ECas(a) :=
~ c
2a
ζ(s)|s=−1 , (3.3)
la que esta´ definida a partir de las autofrecuencias del campo electromagne´tico por
medio de la serie
ζ(s) =
∑
n
z−sn . (3.4)
Esta serie es absoluta y uniformemente convergente para <(s) suficientemente gran-
de, regio´n donde define una funcio´n anal´ıtica que se extiende al resto del plano
complejo s como una funcio´n meromorfa.
En (3.4), las autofrecuencias deben determinarse resolviendo las ecuaciones de
Maxwell en dos medios diele´ctricos homoge´neos, para lo cual buscamos soluciones
de la forma
−→
E ,
−→
B ∼ exp(−ıωt). Esto lleva a las relaciones
−→∇ ×−→B = −ıω
c
µ²
−→
E ,
−→∇ ×−→E = ıω
c
−→
B , (3.5)
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donde ambos campos,
−→
E y
−→
B , tienen divergencia nula en la regio´n de intere´s. Estas
ecuaciones conducen a ecuacio´n de Helmholtz(
∆
−→
E + µ ²
ω2
c2
) −→
E = 0, (3.6)
y una ecuacio´n similar para el campo
−→
B .
En (3.6),
−→
E y
−→
B esta´n sujetos a las condiciones apropiadas en la superficie de
separacio´n entre dos medios diele´ctricos,
Eθ,φ
∣∣∣∣
r=a+
= Eθ,φ
∣∣∣∣
r=a−
,
1
µ1
Bθ,φ
∣∣∣∣
r=a+
=
1
µ2
Bθ,φ
∣∣∣∣
r=a−
. (3.7)
En nuestro caso, pondremos µ1 = µ2 = µ0.
Para esas condiciones de contorno, se puede emplear la linealidad del problema
para describir a los campos en te´rminos de los modos transversales ele´ctricos (TE),
con el campo ele´ctrico dado por
−→
E
(TE)
l,m = fl(r)
−→
LYl,m(θ, φ), (3.8)
y los modos transversales magne´ticos (TM), donde el campo magne´tico toma la
forma −→
B
(TM)
l,m = gl(r)
−→
LYl,m(θ, φ). (3.9)
Aqu´ı, el operador
−→
L es
−→
L = −ı−→r ×−→∇ = −ıϕˆ∂θ + ıθˆ 1
sin θ
∂ϕ. (3.10)
Teniendo en cuenta que
−→∇ ×−→L = ırˆ
r
−→
L 2 + ıθˆ (∂r + 1/r) ∂θ + ıϕˆ (∂r + 1/r)
1
sin θ
∂ϕ, (3.11)
de (3.8) y (3.5) tenemos para los modos TE
B
(TE)
l,m;r =
c
ωr
l(l + 1)fl(r)Yl,m(θ, φ),
B
(TE)
l,m;θ =
c
ωr
∂r [rfl(r)] ∂θYl,m(θ, φ),
B
(TE)
l,m;ϕ =
c
ωr
∂r [rfl(r)]
1
sin θ
∂ϕYl,m(θ, φ).
(3.12)
De manera similar, de (3.9) y (3.5) resulta para los modos TM
E
(TM)
l,m;r =
−c
µ ² ω r
l(l + 1)gl(r)Yl,m(θ, φ),
E
(TM)
l,m;θ =
−c
µ ² ω r
∂r [rgl(r)] ∂θYl,m(θ, φ),
E
(TM)
l,m;ϕ =
−c
µ ² ω r
∂r [rgl(r)]
1
sin θ
∂ϕYl,m(θ, φ).
(3.13)
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Imponiendo las condiciones (3.7) para los modos TE, tenemos
fl(r = a
+) = fl(r = a
−),
∂r [rfl(r)]
∣∣∣
r=a+
= ∂r [rfl(r)]
∣∣∣
r=a−
.
(3.14)
De manera similar, imponiendo las condiciones (3.7) para los modos TM,
gl(r = a
+) = gl(r = a
−),
1
²0
∂r [rgl(r)]
∣∣∣
r=a+
= 1
²
∂r [rgl(r)]
∣∣∣
r=a−
.
(3.15)
Dentro de cada diele´ctrico, los campos satisfacen ecuaciones de Helmholtz, (3.6).
Considerando por ejemplo los modos TE, tenemos para fl(r)
1
r
d2
dr2
[rfl(r)]− l(l + 1)
r2
fl(r) = −² ω
2
c2
fl(r), para r 6= a, (3.16)
junto con las condiciones de contorno (3.14).
Para trabajar con un espectro discreto, encerraremos al sistema en una gran
esfera conductora de radio R, y tomaremos el l´ımite R→∞ en un paso intermedio
adecuado en el ca´lculo. Esto conducira´ a una condicio´n de contorno adicional en
r = R para fl(r) y para gl(r):
fl(r)
∣∣∣∣
r=R
= 0, ∂r [rgl(r)]
∣∣∣∣
r=R
= 0. (3.17)
En el Ape´ndice C mostraremos que las autofrecuencias de los modos TE esta´n
determinadas por los ceros de la funcio´n
∆TEl+1/2(aω/c) = ∆
TE
l+1/2(z) :=
= Jl+1/2(z¯1)
{
Yl+1/2(z¯0)J ′l+1/2(z¯2)− Jl+1/2(z¯0)Y ′l+1/2(z¯2)
}
−
−ξJ ′l+1/2(z¯1)
{Yl+1/2(z¯0)Jl+1/2(z¯2)− Jl+1/2(z¯0)Yl+1/2(z¯2)} ,
(3.18)
donde
Jl+1/2(w) = w jl(w) =
√
piw
2
Jl+1/2(w)
Yl+1/2(w) = w yl(w) =
√
piw
2
Yl+1/2(w)
(3.19)
son las funciones de Riccati-Bessel. Aqu´ı hemos introducido la notacio´n z = a(ω/c),
z¯1 = z n(z), z¯2 = z n0, z¯0 = z R n0/a, ξ = n(z)/n0, n0 =
√
²0 y n(z) =
√
²(ω).
40 3- Divergencias en la energ´ıa de Casimir de un medio ...
Para los modos TM, se puede hacer un ana´lisis similar para la funcio´n gl(r). En
ese caso, las autofrecuencias vienen dadas por los ceros de
∆TMl+1/2(aω/c) = ∆
TM
l+1/2(z) :=
= Jl+1/2(z¯1)
{
Y ′l+1/2(z¯2)J ′l+1/2(z¯0)− J ′l+1/2(z¯2)Y ′l+1/2(z¯0)
}
−
−1
ξ
J ′l+1/2(z¯1)
{
Yl+1/2(z¯2)J ′l+1/2(z¯0)− Jl+1/2(z¯2)Y ′l+1/2(z¯0)
}
.
(3.20)
Aqu´ı supondremos que estas funciones tienen en el semiplano abierto derecho de
la variable z ceros reales y simples u´nicamente, lo que tambie´n sera´ demostrado en
el Ape´ndice C.
En lo que sigue consideraremos de manera expl´ıcita el ca´lculo de las singula-
ridades que provienen de los modos TE. El tratamiento para los modos TM es
completamente ana´logo.
Como se menciono´ al comienzo de esta seccio´n, la energ´ıa de Casimir en el marco
de la regularizacio´n ζ, ECas, esta´ definida en la ecuacio´n (3.3) como la continuacio´n
anal´ıtica de la funcio´n ~ c
2a
ζ(s) a s = −1. Debido a la simetr´ıa esfe´rica del problema,
la funcio´n ζ(s) toma la forma
ζ(s) =
∞∑
ν=3/2
2 ν
∑
n
z−sν,n, (3.21)
donde ν = l + 1/2. Para cada valor de ν, el ı´ndice n numera los ceros de ∆TEν (z)
en la ecuacio´n (3.18), y la serie converge absoluta y uniformemente para <(s) sufi-
cientemente grande. Veremos que la continuacio´n anal´ıtica de esta funcio´n presenta
un polo simple en s = −1, de modo que ECas contiene un te´rmino divergente que
dependera´ de la relacio´n de dispersio´n particular que se adopte para ²(ω) (en nuestro
caso definida en (3.1)). El me´todo general utilizado para analizar esta continuacio´n
anal´ıtica se puede hallar en [76, 77, 78, 79].
Para <(s) suficientemente grande, podemos representar a la funcio´n zeta como
una integral en el plano complejo de la variable z. Utilizando el teorema de Cauchy,
para los modos TE tenemos
ζν(s) :=
∞∑
n=1
z−sν,n =
1
2piı
∮
C
z−s
∆TEν
′
(z)
∆TEν (z)
dz, (3.22)
donde la prima indica derivacio´n respecto de z y la curva C, recorrida en sentido
antihorario, encierra todos lo ceros positivos de ∆TEν (z). Cabe sen˜alar que esta clase
de representacio´n es va´lida para cualquier relacio´n de dispersio´n ²(ω).
La curva C se puede deformar en una l´ınea recta vertical que cruza el eje horizon-
tal en <(z) = x, donde x es cualquier valor dentro del intervalo abierto 0 < x < zν,1,
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siendo zν,1 el primer cero positivo de ∆
TE
ν (z). Obviamente, la integral (3.22) no de-
pendera´ del valor particular de x en ese rango. En efecto, expresando el integrando
en te´rminos de las funciones de Bessel modificadas [69]
Jν
(
eı
pi
2 w
)
= eı
pi
2
ν Iν (w) ,
Yν(e
ıpi
2 w) = eı
pi
2
(ν+1) Iν (w)− 2pi e−ı
pi
2
ν Kν (w) ,
J ′ν(e
ıpi
2 w) = eı
pi
2
(ν−1) I ′ν (w) ,
Y ′ν(e
ıpi
2 w) = eı
pi
2
ν I ′ν(w)− 2pi e−ı
pi
2
(ν+1)K ′ν(w),
(3.23)
relaciones va´lidas para −pi < arg(w) ≤ pi/2, y tomando en consideracio´n su com-
portamiento asinto´tico para grandes argumentos, se puede ver que la integral
ζν(s) =
−1
2piı
∫ x+ı∞
x−ı∞
z−s
∆TEν
′
(z)
∆TEν (z)
dz, (3.24)
converge absoluta y uniformemente a una funcio´n anal´ıtica de s en el semiplano
abierto <(s) > 1. Sin pe´rdida de generalidad, y por conveniencia de ca´lculo, evalua-
remos esta funcio´n para argumentos reales s > 1, desde donde sera´ extendida como
una funcio´n meromorfa al resto del plano complejo s.
Por otro lado, haciendo uso de las propiedades de las funciones de Bessel de
argumento complejo [69],
Iν (e
−ı pi (y + ıx)) = e−ıpiν (Iν (y − ıx))∗ ,
Kν (e
−ı pi (y + ıx)) = eıpiν (Kν (y − ıx))∗ + ıpi (Iν (y − ıx))∗ ,
I ′ν (e
−ı pi (y + ıx)) = e−ıpi(ν − 1) (I ′ν (y − ıx))∗ ,
K ′ν (e
−ı pi (y + ıx)) = eıpi(ν + 1) (K ′ν (y − ıx))∗ + ıpieıpi (I ′ν (y − ıx))∗ ,
(3.25)
va´lidas para y > 0, la expresio´n (3.24) se puede reescribir para s > 1 como
ζν(s) =
−1
pi
<
{
x1−s e
−ıpi
2
s
∫ ∞
0
(y − ı)−s ∆
TE
ν
′
(ıx(y − ı))
∆TEν (ıx(y − ı))
dy
}
, (3.26)
donde la derivada logar´ıtmica es tomada con respecto al argumento ıx(y − ı).
Cambiando la variable de integracio´n a t ≡ z(y−ı), con z = x/ν > 0, finalmente
obtenemos
ζν(s) =
−1
pi
<
{
ν−s e
−ıpi
2
(s+ 1)
∫ ∞−ız
−ız
t−s
d (ln∆TEν (ıνt))
d t
dt
}
. (3.27)
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Notar que el lado derecho de (3.27) no depende de z para z (> 0) suficientemente
pequen˜o.
Para construir la extensio´n anal´ıtica de la expresio´n (3.3) a s ' −1, en (3.27)
sumamos y restamos los primeros te´rminos del desarrollo asinto´tico del integrando,
obtenido a partir del desarrollo asinto´tico uniforme de las funciones de Bessel modi-
ficadas (desarrollo de Debye) [69] que aparecen en la expresio´n de ∆TEν (ıνt). Para
aislar las singularidades de la energ´ıa de Casimir es suficiente retener en el desarrollo
te´rminos hasta el orden ν−3,
d (ln∆TEν (ı ν t))
d t
= DTEν (t) +O(ν−4), (3.28)
donde
DTEν (t) =
= νD
(1)
TE(t) +D
(0)
TE(t) + ν
−1D(−1)TE (t) + ν
−2D(−2)TE (t) + ν
−3D(−3)TE (t).
(3.29)
es un desarrollo va´lido para grandes valores de ν con t fijo, obtenido empleando
el desarrollo de Debye para las funciones de Bessel. Aqu´ı las funciones D
(k)
TE(t),
k = 1, 0, ...,−3, son
D
(1)
TE(t) =
1
t
√
1 + n20R
2t2/a2 (3.30)
D
(0)
TE(t) =
(
2t+ 2n20R
2t3/a2
)−1
(3.31)
D
(−1)
TE (t) =
n20R
2t (1− n20R2t2/4a2)
2a2 (1 + n20R
2t2/a2)5/2
− (n
2
0 + 2/t
2)Z2
2t
√
1 + n20t
2
(3.32)
D
(−2)
TE (t) =
a6n20R
2t
2(a2 + n20R
2t2)4
(
5n20t
2
2
− n
4
0R
4t4
4a4
− 6n
2
0R
2Z2
a2
− a
2Z2
n20R
2t4
− 4Z
2
t2
− 4n
4
0R
4t2Z2
a4
− n
6
0R
6t4Z2
a6
− 1
) (3.33)
D
(−3)
TE (t) =
n20R
2t (64a6 − 560a4n20R2t2 + 456a2n40R4t4 − 25n60R6t6)
128a8 (1 + n20R
2t2/a2)11/2
+
Z2 (16Z2 + 56n20t
2Z2 + 6n80t
8Z2 + 3n60t
6(t2 + 12Z2)− 2n20(t6 − 35t4Z2))
16t5 (1 + n20t
2)7/2
(3.34)
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Para los modos TM, un desarrollo ana´logo conduce al desarrollo de Debye
D
(1)
TM(t) =
1
t
√
1 + n20R
2t2/a2 (3.35)
D
(0)
TM(t) = −
(
2t+ 2n20R
2t3/a2
)−1
(3.36)
D
(−1)
TM (t) =
−n20R2t (8 + n20R2t2/a2)
8a2 (1 + n20R
2t2/a2)5/2
− (2 + n
2
0t
2)Z2
2t3
√
1 + n20t
2
(3.37)
D
(−2)
TM (t) =
n20R
2t (10− 10n20R2t2/a2 + n40R4t4/a4)
8a2 (1 + n20R
2t2/a2)4
+
Z2
2t3
(3.38)
D
(−3)
TM (t) =
−n20R2t (176a6 − 784a4n20R2t2 + 480a2n40R4t4 − 23n60R6t6)
128a8 (1 + n20R
2t2/a2)11/2
+
Z2 t2 (2 + n20t
2)(4 + 12n20t
2 + 3n40t
4) + 2Z4 (1 + n20t
2)2(8 + 12n20t
2 + 3n40t
4)
16t5 (1 + n20t
2)7/2
(3.39)
donde n0 =
√
²0 y Z = aΩ/c.
Cabe sen˜alar que en el ca´lculo del desarrollo asinto´tico hemos descartado las
contribuciones de los te´rminos que contienen Kν(
n0Rν t
a
), ya que se anulan exponen-
cialmente cuando R→∞.
Para calcular la extensio´n anal´ıtica de (3.3), debemos considerar entonces
∞∑
ν=3/2
ν <
{
−ν−s
pi
e
−ıpi
2
(s+ 1)
∫ ∞−ız
−ız
t−s
d (ln∆TEν (ıνt))
d t
dt
}
=
−
∞∑
ν=3/2
ν <
{
ν−s
pi
e
−ıpi
2
(s+ 1)
∫ ∞−ız
−ız
t−sDTEν (t) dt
}
−
∞∑
ν=3/2
ν <
{
ν−s
pi
e
−ıpi
2
(s+ 1)
∫ ∞−ız
−ız
t−s
{
d (ln∆TEν (ıνt))
d t
−DTEν (t)
}
dt
}
.
(3.40)
El segundo te´rmino en el lado derecho de (3.40) converge, por construccio´n, para
s > −2. Luego se puede poner s = −1 dentro de la suma y la integral y evaluar
nume´ricamente su contribucio´n, si fuese necesario. Sin embargo, como aqu´ı estamos
interesados en el ca´lculo de los te´rminos singulares de (3.3), so´lo consideraremos el
primer te´rmino del lado derecho de (3.40).
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3.3. Singularidades ultravioletas en la energ´ıa de
Casimir
Como se dijo al final de la seccio´n 3.2, para calcular las divergencias ultravioletas
de ECas es suficiente considerar el primer te´rmino del lado derecho de (3.40). A los
efectos del ca´lculo, es importante mostrar que no so´lo el lado izquierdo de (3.40) es
independiente de z = x/ν (como ya fue sen˜alado debajo de la expresio´n (3.22)), sino
que tambie´n lo es individualmente cada te´rmino del lado derecho de esa ecuacio´n.
Como veremos, esto facilitara´ el ca´lculo de la suma en ν.
Investigaremos, en primer lugar, la dependencia en z de la integral involucrada
en el primer te´rmino del lado derecho de (3.40). Teniendo en cuenta la analiticidad
del integrando, basta con estudiar la integral∫ 1
−ız
t−sDTEν (t) dt. (3.41)
Esta integral se puede resolver exactamente en te´rminos de funciones hipergeome´tri-
cas. De esas expresiones es inmediato verificar que, dado que se puede tomar x→ 0+
(recordar que z = x/ν), la parte dependiente de z en (3.41) resulta imaginaria para
todo s > 1, y luego es eliminada al tomar la parte real en (3.40). En consecuencia,
ambos te´rminos en el lado derecho de (3.40) son independientes de z. Este hecho
sera´ de utilidad en los ca´lculos que siguen.
Una vez investigada la dependencia en z del segundo miembro de (3.40), dedicare-
mos el resto de esta seccio´n a aislar sus divergencias ultravioletas. Por construccio´n,
ellas esta´n contenidas en el primer te´rmino del lado derecho de esa ecuacio´n. Para
s > 1, podemos estudiar cada te´rmino de DTEν (t) por separado, evaluando entonces
las expresiones
∞∑
ν=3/2
ν−(s−k−1) <
{
−1
pi
e
−ıpi
2
(s+ 1)
∫ ∞−ız
−ız
t−sD(k)TE(t) dt
}
, (3.42)
donde el ı´ndice k = 1, ...,−3 corresponde a cada orden en el desarrollo de Debye.
Como la parte real de la expresio´n entre llaves en (3.42) es independiente de ν
(pues es independiente de z = x/ν, como sen˜alamos antes), la suma sobre ν queda
expresada en te´rminos de la funcio´n ζ de Hurwitz [66],
∞∑
ν=3/2
ν−(s−k−1) = ζH(s− k − 1, 1/2)− 2s−k−1. (3.43)
Esta funcio´n presenta una singularidad en s = −1 solamente cuando k = −3, a
saber
ζH(s+ 2, 1/2)
∣∣∣∣
s'−1
=
1
s+ 1
+ (γ + ln(4)) +O(s+ 1) , (3.44)
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donde γ es la constante de Euler [69]. Para los dema´s valores de k se obtienen
continuaciones anal´ıticas de (3.43) regulares en s = −1.
Luego, es so´lo para k = −3 que necesitamos calcular tanto las partes finitas
como las singulares de la continuacio´n anal´ıtica a s = −1 de la integral involucrada
en (3.42). Para los restantes valores de k, so´lo son necesarios los te´rminos singulares
de dicha integral.
Todos estos te´rminos se pueden calcular exactamente. Reuniendo sus contribu-
ciones, obtenemos la parte divergente de la contribucio´n de los modos TE a la energ´ıa
de Casimir. En el l´ımite R→∞ tenemos
ETE(a) =
~ c
a
{
− n
3
0 a
4 Ω4
24 pi c4(1 + s)
− n0 a
2 Ω2
4 pi c2(1 + s)
+O(s+ 1)0
}
. (3.45)
Notar que el primer te´rmino del lado derecho corresponde a una contribucio´n de
volumen y el segundo es una contribucio´n de curvatura. En particular, no aparecen
contribuciones de superficie. Esto esta´ de acuerdo con lo mencionado en la nota 1
al pie de pa´gina del Cap´ıtulo 2, relacionado con la aparicio´n de divergencias super-
ficiales en la energ´ıa de vac´ıo regularizada para dominios compactos acotados por
superficies cerradas: El uso de un modelo de diele´ctrico realista en la descripcio´n del
medio suaviza las singularidades ultravioletas.
Para los modos TM, un ca´lculo completamente ana´logo arroja el resultado
ETM(a) =
~ c
a
{
− n
3
0 a
4 Ω4
24 pi c4(1 + s)
+
n0 a
2 Ω2
4 pi c2(1 + s)
+O(s+ 1)0
}
. (3.46)
Finalmente, sumando las dos contribuciones anteriores obtenemos para la parte
singular de la energ´ıa de Casimir de la esfera diele´ctrica so´lo una contribucio´n de
volumen,
E(a) =
~ c
a
{
− n
3
0 a
4 Ω4
12 pi c4(1 + s)
+O(s+ 1)0
}
. (3.47)
Notar que los te´rminos divergentes de curvatura se han cancelado al sumar las
contribuciones de los modos TE y TM. Reescribiendo este resultado en te´rminos del
volumen de la esfera, V = 4pia3/3, encontramos
E(a) = − ~ n
3
0 Ω
4
16 pi2 c3(1 + s)
V +O(s+ 1)0. (3.48)
3.4. Singularidades ultravioletas del modelo con
conductividad
En la seccio´n anterior vimos que al considerar un medio esfe´rico con un compor-
tamiento ultravioleta realista, la energ´ıa de Casimir suaviza sus singularidades en el
sentido de que so´lo contiene un te´rmino divergente proporcional al volumen. En esta
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seccio´n mostraremos que este comportamiento se mantiene en un caso ma´s general,
donde adema´s el medio presenta conductividad.
El problema de la inclusio´n de conductividad en ca´lculos de la energ´ıa de Casimir
esta´ ı´ntimamente ligado a las controversias que hoy en d´ıa existen en los resultados
obtenidos por diversos grupos sobre el Efecto Casimir a temperatura finita ([48]-[55],
entre otras). Una correcta descripcio´n de la fuerza de Casimir te´rmica en metales
reales podr´ıa ser de importancia, por ejemplo, en aplicaciones de nanotecnolog´ıa [105,
106]. Sin embargo, no se tienen au´n resultados concluyentes. Aparentemente, uno de
los principales puntos oscuros en esos estudios sobre metales reales esta´ relacionado
con la magnitud de la constante de amortiguamiento γ (a veces llamado para´metro
de relajacio´n), que hemos definido en la seccio´n 2.5.1.
En efecto, en general la expresio´n usada para la permitividad diele´ctrica en
ca´lculos con metales reales es la que hemos hallado en la seccio´n 2.5.1, ecuacio´n
(2.70). Aunque sobre este tema existe actualmente una amplia gama de art´ıculos
([51],[107]-[108]) los desacuerdos son au´n profundos, al punto de que hay autores
que han proclamado que la entrop´ıa de Casimir a temperatura cero no es igual a
cero, contradiciendo la tercer ley de la termodina´mica. So´lo a trave´s de dudosos
procedimientos, que evitan la utilizacio´n de modelos del tipo de la ecuacio´n (2.70),
se logra salvar la situacio´n. Sin embargo, hemos mostrado en la seccio´n 2.5.2 que la
relacio´n causal que existe entre el campo ele´ctrico y el vector desplazamiento con-
duce al comportamiento del tipo (2.70) para la permitividad. El punto de conflicto
aqu´ı podr´ıa radicar en la nulidad del para´metro γ en el l´ımite de bajas temperaturas.
Segu´n mencionamos a lo largo de la seccio´n 2.5, la constante de amortiguamiento
γ debe ser no nula para dar cuenta de conductividad. La consecuencia que introduce
esto en nuestros resultados para las singularidades ultravioletas de la energ´ıa de
Casimir se puede ver modificando la expresio´n (3.1) de la permitividad ele´ctrica por
²(ω) = ²0
(
1− Ω
2
ω (ω + ı γ)
)
, (3.49)
que describe un medio con conductividad finita. El resto del modelo se mantiene
igual a lo que hemos descrito en las secciones anteriores, en particular las funciones
∆TEν (z) y ∆
TM
ν (z), dadas en las ecuaciones (3.18) y (3.20) respectivamente, con el
u´nico cambio de que ²(ω) en ellas esta´ dado ahora por (3.49). Como consecuencia,
los desarrollos de Debye para los modos TE se ven modificados en
D
(1)
TE(t) =
1
t
√
1 + n20R
2t2/a2 (3.50)
D
(0)
TE(t) =
(
2t+ 2n20R
2t3/a2
)−1
(3.51)
D
(−1)
TE (t) =
−5 a n04R4 t3
8 (a2 + n02R2 t2)
5
2
+
a n0
2R2 t
2 (a2 + n02R2 t2)
3
2
− Z
2
t3
√
1 + n02 t2
− n0
2 Z2
2 t
√
1 + n02 t2
(3.52)
3.4- Singularidades incluyendo conductividad 47
D
(−2)
TE (t) =
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2 t3
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√
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√
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(3.53)
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(3.54)
mientras que para los modos TM se tiene
D
(1)
TM(t) =
1
t
√
1 + n20R
2t2/a2 (3.55)
D
(0)
TM(t) = −
(
2t+ 2n20R
2t3/a2
)−1
(3.56)
D
(−1)
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4R4 t3
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2
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2R2 t
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(3.57)
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5 a6 n0
2R2 t
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donde n0 =
√
²0, Z = aΩ/c y Γ = aγ/c. Notar que los primeros o´rdenes de ambos
desarrollos (determinados por el te´rmino dominante en el desarrollo de (3.49) para
grandes ω) coinciden con los correspondientes al caso con γ = 0 que hemos estudiado
anteriormente. La presencia de γ so´lo se manifiesta en los o´rdenes superiores, de
acuerdo con los siguientes te´rminos en el desarrollo de ²(ω) para grandes ω (ver
ecuacio´n (2.70)).
El me´todo de ca´lculo de las divergencias ultravioletas es enteramente similar
al de la seccio´n 3.3, as´ı que aqu´ı so´lo daremos los resultados finales. Sumando las
contribuciones de los modos TE y TM a la parte singular de la energ´ıa de Casimir
obtenemos, en el l´ımite R→∞,
E(a) =
~ c
a
{
− a
4 n0
3 γ2Ω2
3 c4 pi (1 + s)
− a
4 n0
3Ω4
12 c4 pi (1 + s)
+O(s+ 1)0
}
, (3.60)
lo que nuevamente corresponde a contribuciones de volumen. El segundo te´rmino en-
tre llaves es ide´ntico al hallado antes, ecuacio´n (3.47), pero ahora aparece un te´rmino
adicional debido exclusivamente al hecho de haber considerado una conductividad
no nula para el medio. Su dependencia con el volumen de la esfera hace que sean
aplicables las mismas conclusiones que para (3.47); esto es, que tambie´n puede ser
cancelado mediante un contrate´mino de volumen en la expresio´n de la energ´ıa cla´si-
ca del sistema (lo que corresponde a una renormalizacio´n de la densidad de energ´ıa
del material).
3.5. Resumen y conclusiones
En las secciones anteriores encontramos que la estructura de singularidades ul-
travioletas (en el esquema de la regularizacio´n ζ) de la energ´ıa de Casimir de una
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esfera diele´ctrica no magne´tica es muy simple, una vez que se considera un com-
portamiento realista para la permitividad del medio a altas frecuencias. El u´nico
te´rmino singular que aparece es un polo simple en s = −1 cuyo residuo es propor-
cional al volumen de la esfera, que puede interpretarse como una contribucio´n a la
densidad de energ´ıa del material [27], al estilo de lo que sucede en modelos de la
bolsa. Su renormalizacio´n deja presente en el modelo una constante fenomenolo´gica
que corresponde precisamente a la densidad de masa medible.
En este modelo (y con esta regularizacio´n) no son necesarios contrate´rminos de
superficie o curvatura: las divergencias superficiales esta´n ausentes y las de curvatura
se cancelan entre s´ı cuando se suman las contribuciones de los modos transversales
ele´ctricos (TE) y transversales magne´ticos (TM).
Si bien este resultado ha sido obtenido en una situacio´n particular con sime-
tr´ıa esfe´rica, e´l parece avalar nuestra hipo´tesis fundamental de que si se emplean
permitividades realistas para la descripcio´n de los medios diele´ctricos entonces las
divergencias ultravioletas se suavizan, clarificando la interpretacio´n de los modelos
cla´sicos asociados.
Las mismas conclusiones se pueden obtener del estudio de la estructura de di-
vergencias de la energ´ıa de Casimir para un modelo simple de metales reales, ya que
tambie´n se trata de contribuciones proporcionales al volumen del medio.
A partir de esta sencilla estructura de polos y contrate´rminos se ve que tiene
sentido analizar las partes finitas de la energ´ıa de Casimir en el contexto de una
teor´ıa cua´ntica de campos para medios realistas. Como primer paso se podr´ıa adop-
tar el modelo de Drude para la permitividad del medio y analizar co´mo depende
la energ´ıa de Casimir de, por ejemplo, la frecuencia de plasma Ω. En un modelo
mejorado, podr´ıa considerarse el modelo de Drude so´lo para las frecuencias altas,
digamos ω > Ω, mientras que para ω < Ω el medio deber´ıa describirse por una
relacio´n de dispersio´n representativa de las bajas frecuencias. Esto sera´ hecho en
el Cap´ıtulo 5, donde analizaremos las partes finitas y singulares de la energ´ıa de
Casimir en un medio diele´ctrico modelado de manera realista, tanto a bajas como a
altas frecuencias.
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Cap´ıtulo 4
Energ´ıa de Casimir de un campo
escalar con condiciones de
contorno dependientes de la
frecuencia
En este cap´ıtulo calculamos la energ´ıa de vac´ıo de un campo escalar sujeto a una
condicio´n de contorno que depende de la frecuencia del campo [76]. Esta dependen-
cia particular, que emula de manera simplificada el comportamiento de los medios
diele´ctricos reales, incorpora una frecuencia de corte en las condiciones de contorno
impuestas sobre la superficie de separacio´n entre dos medios. Esto se traduce en que
la energ´ıa de vac´ıo se puede describir en te´rminos de una funcio´n ζ incompleta, a
partir de la cual se pueden determinar las contribuciones dominantes (te´rminos de
volumen, superficie, etc) de la energ´ıa de Casimir del sistema.
El modelo es u´til en dos sentidos: por un lado se puede visualizar como un modelo
sencillo de prueba que permite establecer un me´todo de ca´lculo que sera´ usado en
el cap´ıtulo siguiente. Por otro lado, muestra que las contribuciones dominantes a
la energ´ıa de Casimir son te´rminos de volumen, que por su magnitud podr´ıan ser
relevantes (en un ana´logo electromagne´tico) para la descripcio´n de feno´menos tales
como el de la sonoluminiscencia [64, 25].
4.1. Introduccio´n
Como se menciono´ en el Cap´ıtulo 2, el Efecto Casimir surge como resultado de
la distorsio´n de la energ´ıa de vac´ıo de los campos cua´nticos debido a la presencia
de contornos, topolog´ıas no triviales o campos de background en el dominio de
cuantizacio´n.
En los u´ltimos an˜os, ha surgido un gran intere´s en el estudio de la energ´ıa de
Casimir de campos electromagne´ticos en presencia de medios diele´ctricos, debido
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principalmente a la sugerencia de Schwinger [26] de que el efecto podr´ıa ser impor-
tante en la explicacio´n del feno´meno de la sonoluminiscencia [64, 25]. Sin embargo,
los resultados obtenidos sobre este tema por distintos grupos [27, 80, 81, 82], [29]-[33]
usando diferentes te´cnicas de ca´lculo (me´todos que involucran funciones de Green,
fuerzas de van der Waals, desarrollos asinto´ticos de la densidad de estados, etc.) son
controversiales.
En vista de las discrepancias que existen en la materia, en este cap´ıtulo comenza-
mos nuestro estudio considerando, en primer lugar, un modelo simple de un campo
escalar sujeto a condiciones de contorno locales sobre la superficie de una esfera,
pero dependientes de la frecuencia. Nuestro principal objetivo aqu´ı es establecer un
me´todo de ca´lculo para el cambio que ocurre en la energ´ıa de Casimir del campo
cuando se var´ıa el radio de la esfera, en una situacio´n en donde las condiciones de
contorno imponen una frecuencia de corte f´ısica, Ω.
Consideraremos entonces el modelo simplificado de un campo escalar cuyos mo-
dos correspondientes a autofrecuencias ω ≤ Ω esta´n confinados al interior de una
esfera de radio a, sobre la que satisfacen condiciones de contorno locales homoge´neas
[76].
Por otro lado, supondremos que el contorno es completamente transparente para
aquellos modos de frecuencia ω > Ω. Luego, su contribucio´n a la diferencia de
energ´ıa de Casimir para dos radios diferentes se cancelara´, independientemente de
la regularizacio´n utilizada para su definicio´n. Por este motivo, substraeremos estas
contribuciones desde un principio, lo que es equivalente a una redefinicio´n del nivel
de referencia de la energ´ıa de vac´ıo de forma independiente del radio a.
Para el ca´lculo de la energ´ıa de vac´ıo de los modos de baja frecuencia hare-
mos uso de desarrollos asinto´ticos de una funcio´n ζ incompleta del modelo, te´cnica
que introduciremos a continuacio´n. Esto permitira´ la identificacio´n de los diferentes
te´rminos de volumen, superficie, etc, en la energ´ıa de Casimir.
Como un ejercicio final, mostraremos que eligiendo valores razonables para la
frecuencia de corte y para el radio de la esfera, la energ´ıa de Casimir disponible
en este modelo es comparable con la energ´ıa emitida durante cada ciclo de una
burbuja t´ıpica en un experimento de sonoluminiscencia [25]. En vista de esto, resulta
de gran intere´s aplicar este me´todo a un modelo ana´logo para el caso del campo
electromagne´tico en presencia de medios diele´ctricos. Este ca´lculo sera´ realizado en
el cap´ıtulo 5, para un modelo realista de diele´ctrico que toma en consideracio´n el
comportamiento dispersivo del medio en todo el rango de frecuencias.
4.2. El modelo y su funcio´n ζ incompleta
Consideremos un campo escalar libre en R3 que satisface condiciones de contorno
locales sobre la superficie de una esfera de radio a. Las condiciones de contorno
dependera´n de la frecuencia de los modos normales del campo.
Supondremos que el contorno es completamente transparente para aquellos mo-
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dos de frecuencia mayor que una frecuencia de corte Ω dada, mientras que los modos
con ω < Ω satisfacen
(∆ +
w2
c2
) ψω(
−→r ) = 0, para r < a, (4.1)
y condiciones de contorno de Dirichlet sobre la esfera
ψω(
−→r )|r=a = 0, (4.2)
quedando confinados al interior de la esfera.
Proponiendo que ψω(
−→r ) = fl(r)Y ml (θ, ϕ), la funcio´n radial satisface
(
d2
dr2
+
2
r
d
dr
− l(l + 1)
r2
+
ω2
c2
)fl(r) = 0, para r < a, (4.3)
donde las autofrecuencias quedan determinadas por la condicio´n
fl(r)
∣∣∣∣
r=a
= 0. (4.4)
Las soluciones de (4.3) sujetas a la condicio´n (4.4) y que adema´s son regulares
en el origen son fl(r) =
√
pi/(2z)Jν(z), con ν = l + 1/2, l ∈ N y z = ων,n r/c. Las
autofrecuencias quedan determinadas como
ων,n =
c
a
jν,n, (4.5)
donde jν,n es el n-e´simo cero de la funcio´n de Bessel Jν(z).
Estamos interesados en el ca´lculo de la diferencia de energ´ıas de vac´ıo para dos
situaciones con distinto valor del radio a. Como hemos sen˜alado, en esta diferen-
cia podemos descartar las contribuciones de aquellos modos con frecuencia ω > Ω
porque, al ser independientes de la posicio´n del contorno, sus contribuciones se can-
celara´n independientemente de la regularizacio´n usada en la definicio´n de la energ´ıa
de vac´ıo.
Luego, para calcular la energ´ıa de Casimir debemos evaluar la suma
E(a) =
ν0∑
ν=1/2
2 ν
Nν∑
n=1
1
2
~ ων,n, (4.6)
donde Nν es el nu´mero de ceros positivos de Jν(z) menores o iguales a x := Ωa/c,
el factor 2 ν = 2 l+ 1 es la degeneracio´n de cada autovalor, y ν0 es el valor ma´ximo
de ν para el cual Nν ≥ 1.
Notar que en (4.6) la suma es finita, dado que el primer cero de Jν(z) crece
con ν. No obstante, como estamos interesados en una evaluacio´n anal´ıtica de (4.6)
antes que nume´rica, utilizaremos un me´todo de suma basado en la evaluacio´n de una
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funcio´n ζ incompleta que definiremos a continuacio´n. Comenzamos con la siguiente
representacio´n:
Nν∑
n=1
jν,n =
Nν∑
n=1
j−sν,n
∣∣∣∣∣
s=−1
, (4.7)
donde la suma en el lado derecho de esta ecuacio´n existe ∀ s ∈ C.
Notar que la suma en el lado derecho de (4.7) evaluada en s = 0 nos da precisa-
mente Nν , el nu´mero de modos que contribuyen a la energ´ıa de vac´ıo del campo para
cada valor del momento angular l = ν − 1/2. Este hecho sera´ usado en la seccio´n
4.3 para calcular ν0.
Como Jν(z) tiene so´lo ceros reales para ν > −1, y sus ceros no nulos son todos
simples [66], podemos utilizar el teorema de Cauchy para representar la suma en el
lado derecho de (4.7) como una integral en el plano complejo,
Nν∑
n=1
j−sν,n =
1
2 pi ı
∮
C
z−s
J ′ν(z)
Jν(z)
dz, (4.8)
donde la curva C, recorrida en sentido antihorario, encierra los Nν primeros ceros
positivos de Jν(z).
Para <(s) suficientemente grande, el contorno C se puede deformar en dos l´ıneas
rectas verticales, una cruzando el eje horizontal en <(z) = x+ y la otra en <(z) = 0+.
Expresando el integrando en te´rminos de las funciones de Bessel modificadas [69]
Iν(w) = e
−ı (pi/2) νJν(eı(pi/2) w), (4.9)
relacio´n va´lida para −pi < arg(w) ≤ pi/2, y teniendo en cuenta su comportamiento
asinto´tico para grandes argumentos [69], es fa´cil ver que para x > 0 la integral
ζν(s, x) :=
−1
2 pi ı
∫ x+−ı∞
x+−ı∞
z−s
J ′ν(z)
Jν(z)
dz , (4.10)
evaluada sobre una recta vertical que corta al eje real en <(z) = x+ ² y tomada en
el l´ımite ² → 0+, converge absoluta y uniformemente para s > 1. Ella define una
funcio´n anal´ıtica que se extiende como funcio´n meromorfa a todo el plano complejo
s.
Luego, para s > 1,
Nν∑
n=1
j−sν,n = ζν(s, 0)− ζν(s, x). (4.11)
Como el lado izquierdo de (4.11) es una funcio´n entera de s, las singularidades de
ζν(s, x) deben ser independientes de x.
Por otro lado, para y > 0 [69],
Iν(−y − ı x) = e−ı pi νIν(y + ı x), Iν(y + ı x) = (Iν(y − ı x))∗. (4.12)
4.2- El modelo y su funcio´n ζ incompleta 55
Luego, para <(s) > 1 podemos escribir
ζν(s, x) = <
{−x1−s
pi
e−ı (pi/2) (s+1)
∫ ∞
0
(y − ı)−s I
′
ν(x(y − ı))
Iν(x(y − ı)) dy
}
. (4.13)
Para construir la extensio´n anal´ıtica de ζν(s, x) a s ' −1 vamos a sumar y
restar los primeros te´rminos del desarrollo asinto´tico del integrando en (4.13), que
se obtiene a partir del desarrollo asinto´tico uniforme (desarrollo de Debye) de las
funciones de Bessel [69]:
I ′ν(ν t)
Iν(ν t)
=
1
ν
Dν(t) +O(ν−3), (4.14)
donde
Dν(t) = νD
1
ν(t) +Dν(t)
0 + ν−1D−1ν (t)
=
ν
√
1 + t2
t
− t
2(1 + t2)
+
4t− t3
8 ν(1 + t2)5/2
,
(4.15)
que es un desarrollo va´lido para grandes valores de ν con t fijo. Veremos ma´s adelante
que esta aproximacio´n permite la identificacio´n de las contribuciones de volumen,
superficie, etc, a la energ´ıa de vac´ıo.
En (4.13), cambiando la variable de integracio´n a t = z(y− ı), con z = x/ν > 0,
tenemos
ζν(s, x) = <
{−ν−s
pi
e−ı (pi/2) (s+1)
∫ ∞−ız
−ız
t−s
d(ln Iν(νt))
dt
dt
}
. (4.16)
Luego, debemos considerar la integral∫ ∞−ız
−ız
t−s
d(ln Iν(νt))
dt
dt =
∫ ∞−ız
−ız
t−sDν(t) dt+
∫ ∞−ız
−ız
t−s
[
d(ln Iν(νt))
dt
−Dν(t)
]
dt.
(4.17)
La segunda integral en el lado derecho de esta ecuacio´n converge para s > −2, como
se puede ver fa´cilmente estimando el integrando por medio del te´rmino de O(ν−3) del
desarrollo de Debye presentado en (4.14). En efecto, e´ste se comporta como O(t−3)
para grandes valores de |t|. Luego esta integral se puede evaluar (nume´ricamente,
por ejemplo) poniendo directamente s = −1.
En lo que sigue de este cap´ıtulo consideraremos la primera integral del lado
derecho de (4.17), de la que retendremos so´lo los primeros te´rminos de un desarrollo
en potencias de ν−1, de manera consistente con los o´rdenes retenidos en (4.14). Como
se puede ver de (4.15), el integrando Dν(t) es una funcio´n algebraica que presenta
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singularidades en t = 0,±ı, y se comporta como O(t0) para grandes valores de t.
Luego, la integral converge absoluta y uniformemente para s > 1, donde define una
funcio´n anal´ıtica que se extiende a una funcio´n meromorfa en la regio´n de intere´s
del para´metro s. Como se vera´ ma´s adelante, esta prolongacio´n muestra que las
singularidades de ζν(s, x) son polos simples, con residuos que resultan independientes
de x. Esto u´ltimo es una condicio´n necesaria para que el resultado de (4.11) sea finito
para todo s.
Haciendo uso de la analiticidad del integrando, podemos cambiar el camino de
integracio´n para escribir
∫ ∞−ız
−ız
t−sDν(t) dt =
∫ 1
−ız
t−s
(
ν
√
1 + t2
t
− t
2(1 + t2)
+
4t− t3
8 ν(1 + t2)5/2
)
dt+
∫ ∞
1
t−s
[
ν
√
1 + t2
t
− t
2(1 + t2)
+
4t− t3
8 ν(1 + t2)5/2
−
(
ν(1 +
1
2t2
)− 1
2t
− 1
8νt2
)]
dt+
∫ ∞
1
t−s
(
ν(1 +
1
2t2
)− 1
2t
− 1
8νt2
)
dt.
(4.18)
La primera integral en el lado derecho de (4.18), que contiene toda la dependencia
con x = νz, es una funcio´n entera de s y puede ser evaluada directamente en el valor
requerido de ese para´metro (s = −1). En la integral sobre (1,∞), hemos restado y
sumado los primeros te´rminos del desarrollo en serie de Dν(t) para grandes valores
de t. Esto hace que la segunda integral sea convergente para s > −2, y que la tercera
deba ser evaluada para s > 1, para luego determinar su continuacio´n anal´ıtica a los
valores relevantes de s. Esto u´ltimo se puede hacer exactamente, encontra´ndose que
su contribucio´n a ζν(s, x) en (4.16) es la parte real de
e−ı (pi/2) (s+1)
ν1+s8 pi
(
8 ν2
1− s +
4 ν
s
+
1− 4 ν2
1 + s
)
. (4.19)
Esta expresio´n tiene polos simples en s = 0,±1, las u´nicas singularidades de
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ζν(s, x) para <(s) > −2. Como espera´bamos, los residuos son independientes de x,
Res ζν(s, x)|s=1 =
1
pi
,
Res ζν(s, x)|s=0 = 0,
Res ζν(s, x)|s=−1 =
1− 4 ν2
8 pi
.
(4.20)
Por ejemplo, para ζν(s, x) alrededor de s = −1 y con ν < x (este resultado
se necesitara´ en la seccio´n 4.4 para evaluar la energ´ıa de vac´ıo), resulta inmediato
obtener el desarrollo de Laurent
ζν(s, x > ν) =
1− 4 ν2
8 pi (1 + s)
+
[
4 ν2 − 1
8 pi
(ln(
ν
2
) + ln(z +
√
z2 − 1))−
ν2
4 pi
− ν
2
2 pi
z
√
z2 − 1− 3 z − 8 z
3
24 pi(z2 − 1)3/2 −
1
3 pi
+O(ν−1)
]
+O(s+ 1),
(4.21)
con z = x/ν & 1.
Por otro lado, cuando x→ 0+, un ca´lculo similar conduce a
ζν(s, 0) =
1− 4 ν2
8 pi (1 + s)
+
[
4 ν2 − 1
8 pi
log(
ν
2
)−
ν2
4 pi
− ν
4
− 1
3 pi
+O(ν−1)
]
+O(s+ 1).
(4.22)
En la seccio´n siguiente evaluaremos el nu´mero de modos que contribuyen en
(4.11) como funcio´n de ν. En la seccio´n 4.4, calcularemos las contribuciones de esos
modos a la energ´ıa de vac´ıo.
4.3. El nu´mero de modos que contribuyen
Esta seccio´n esta´ dedicada a la determinacio´n de ν0 en (4.6), el ma´ximo valor
de ν para el cual Nν ≥ 1. Aunque en este caso simple los ceros de Jν(w) son
bien conocidos [69], preferimos establecer un criterio que pueda ser usado en las
situaciones ma´s generales de los pro´ximos cap´ıtulos.
En primer lugar notamos que
Nν(x) ≡
Nν∑
n=1
j−sν,n
∣∣∣∣∣
s=0
=
[
ζν(s, 0
+)− ζν(s, x)
]∣∣
s=0
(4.23)
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es una funcio´n discontinua de x que tiene un salto de altura uno en cada zero positivo
jν,n de la funcio´n de Bessel Jν(w).
Luego, ν0 puede ser determinado de la condicio´n
Nν0(x) = Nν0(j ν0,1 + 0) = 1 (4.24)
con Nν0(j ν0,1 − 0) = 0.
Teniendo en cuenta que Res ζν(s, x)|s=0 = 0 (ver (4.20)) y el hecho de que la
segunda y tercera integrales en el lado derecho de (4.18) son reales, se puede obtener
de manera directa de (4.16) - (4.18) que
ζν(s = 0, x) = −ν
2
− 1
4
+
<
[
− ı ν
pi
(√
1 + e−ıpiz2 − ln(1 +
√
1 + e−ıpiz2)
)
+
ı
4 pi
ln(1 + e−ıpiz2) +
ı (2 + 3 z3)
24 ν pi (1 + e−ıpiz2)3/2
]
+O(ν−2),
(4.25)
donde hemos tomado z = x/ν ≈ 1. En particular, para x→ 0+,
ζν(s = 0, x = 0) = −ν
2
− 1
4
+O(ν−2), (4.26)
en acuerdo con [74].
Ahora, tomando la diferencia entre (4.26) y (4.25) logramos una aproximacio´n
suave, N˜ν(x) + O(ν−1), de la funcio´n escalonada Nν(x) definida en (4.23). Es fa´cil
ver que N˜ν(x) = 0 para ν > x, mientras que para ν < x tenemos
N˜ν(x) =
ν
pi
(√
z2 − 1− arctan(
√
z2 − 1)
)
− 1
4
− 2 + 3 z
3
24 ν pi (z2 − 1)3/2 , (4.27)
con z = x/ν.
Ahora vamos a determinar el valor de ν0 para el cual
N˜ν0(x) =
1
2
. (4.28)
Para esto, proponemos un desarrollo de la forma√
z20 − 1 = ε1 ν−1/30 + ε3 ν−3/30 +O(ν−5/30 ), (4.29)
el cual tiene sentido para ν0 À 1 y z0 = x/ν0 ≈ 1. Reemplazando en (4.27) e
imponiendo (4.28), podemos determinar los coeficientes εk orden por orden en ν
−1/3
0
para obtener
x = ν0 + 1,857 ν
1/3
0 + 1,034 ν
−1/3
0 +O(ν−10 ) , (4.30)
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o bien, invirtiendo este desarrollo,
ν0 = x− 1,857 x1/3 + 0,1155 x−1/3 +O(x−1). (4.31)
Notar que, como se esperaba, ν0 < x.
La ecuacio´n (4.30) esta´ en excelente acuerdo con la expresio´n del primer cero no
nulo de Jν0(w) para un orden ν0 grande [69]: j ν0,1 = ν0+1,8557 ν
1/3
0 +1,0331 ν
−1/3
0 +
O(ν−10 ).
4.4. Contribuciones dominantes a la energ´ıa de
vac´ıo
En esta seccio´n evaluamos las primeras contribuciones a la energ´ıa de vac´ıo ob-
tenidas del desarrollo de Debye usado en la seccio´n 4.2. Como veremos, esto nos
permitira´ determinar te´rminos de volumen, superficie, etc, en la energ´ıa de Casimir
del campo escalar.
De acuerdo con los resultados de las secciones anteriores, estamos interesados
en el desarrollo de Laurent alrededor de s = −1 de las funciones ζν(s, x > ν) y
ζν(s, x = 0) dadas en (4.21) y (4.22). Como mencionamos antes, las partes singula-
res se cancelan al efectuar la diferencia en la ecuacio´n (4.11) (ver (4.20)). Para la
diferencia de las partes finitas tenemos
z F (x, ν) :=
[
ζν(s, 0
+)− ζν(s, x)
]∣∣
s=−1 =
ν2
2
(
z
√
z2 − 1− ln(z +
√
z2 − 1)
)
− ν
4
+
3 z − 8 z3
24 pi(z2 − 1)3/2 +
1
8 pi
ln(z +
√
z2 − 1) +O(ν−1).
(4.32)
Esta es una buena aproximacio´n para ν À 1 y z = x/ν & 1.
Nuestro objetivo es evaluar la suma de (4.6)
E(a = xc/Ω) =
~Ω
x
ν0∑
ν=1/2
ν
[
ζν(−1, 0+)− ζν(−1, x)
]
= ~Ω
ν0∑
ν=1/2
F (x, ν),
(4.33)
con ν0 dado en (4.31).
La funcio´n F (x, ν) es no negativa y tiene un pico pronunciado en ν ≈ x/2 (es
decir, z ≈ 2). Luego el uso de la aproximacio´n de (4.32) es consistente si xÀ 1.
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Para realizar la suma indicada en (4.33), hacemos uso de la fo´rmula de suma
de Euler-Maclaurin [69]. De (4.32), se puede ver que los te´rminos sucesivos en la
fo´rmula de suma,
ν0∑
ν=1/2
F (x, ν) =
∫ ν0
1/2
F (x, ν) dν +
1
2
[F (x, ν0) + F (x, 1/2)]
+
1
12
∂ν [F (x, ν)]
∣∣∣∣ν=ν0
ν=1/2
+ ...,
(4.34)
son de orden creciente en x−1. Luego, reteniendo los primeros te´rminos consistentes
con la aproximacio´n hecha, tenemos para la energ´ıa de vac´ıo
E(a)
~Ω
= x3
(
(5− 2 z20)
√
z20 − 1
24 pi z30
+
2 z40 − 3 ln(z0 +
√
z20 − 1)
24 pi z40
)
−x2
(
−
√
z20 − 1
24 pi z20
+
pi + 3 ln(z0 +
√
z20 − 1)
12 pi z30
)
−x
(
(27− 17 z20)
48 pi z0
√
z20 − 1
+
6 pi − 10 z20 + 69 ln(z0 +
√
z20 − 1)
48 pi z20
)
+O(x0),
(4.35)
donde z0 = x/ν0, x = aΩ/c, y ν0 esta´ dado en (4.31). En esta expresio´n ya se pueden
reconocer contribuciones de volumen, superficie y curvatura a E(a). Cabe sen˜alar que
podr´ıamos haber retenido cualquier nu´mero de te´rminos en el desarrollo asinto´tico
de (4.14) para obtener, siguiendo los mismos pasos que en el ca´lculo anterior, la
energ´ıa de Casimir a cualquier orden en x−1.
Finalmente, reemplazando en (4.35) z0 → x/ν0, ν0 por la expresio´n (4.31) y
x→ aΩ/c, tenemos
E(a) = ~Ω
[
x3
12 pi
− x
2
12
− 0,1343 x4/3 +O(x)
]
=
= ~Ω
[
(aΩ/c)3
12 pi
− (aΩ/c)
2
12
− 0,1343 (aΩ/c)4/3 +O(x)
]
,
(4.36)
de donde podemos ver que los te´rminos de volumen y superficie son dominantes
para xÀ 1. Las potencias no enteras del radio a, como el tercer te´rmino de (4.36),
aparecen como consecuencia de la relacio´n entre ν0 y x en (4.31), que involucra
potencias no enteras.
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4.5. Resumen y conclusiones
En las ecuaciones (4.35) y (4.36) hemos calculado las contribuciones dominantes
a la energ´ıa de vac´ıo de un campo escalar en un modelo con una condicio´n de
contorno dependiente de la frecuencia, que consiste en el confinamiento al interior
de una esfera de radio a de los modos de baja frecuencia (hasta una frecuencia de
corte f´ısica Ω).
Esos modos esta´n sujetos a condiciones de contorno de Dirichlet sobre la super-
ficie de la esfera, mientras que aquellos con frecuencias mayores que Ω son libres,
pues para ellos el contorno es completamente transparente. Esta caracter´ıstica del
modelo permite la sustraccio´n de la contribucio´n de los modos de alta frecuencia a
la energ´ıa de vac´ıo, lo cual no tiene consecuencias en la evaluacio´n de diferencias
de energ´ıa pues es equivalente a una redefinicio´n (independiente de a) del nivel de
referencia de la energ´ıa.
As´ı, hemos representado la suma sobre las autofrecuencias hasta la frecuencia de
corte Ω en te´rminos de una funcio´n ζ incompleta asociada con el operador Laplaciano
en la esfera con condiciones de contorno de Dirichlet, ecuacio´n (4.11).
La funcio´n ζ(s, x) esta´ definida por la serie de la ecuacio´n (4.13) so´lo para
<(s) > 1. Luego, fue necesario evaluar su continuacio´n anal´ıtica desde esa regio´n
a los valores relevantes del para´metro s, que son s = 0, necesario para evaluar el
momento angular ma´ximo l0 = ν0 − 1/2 correspondiente a autofrecuencias menores
o iguales que Ω, y s = −1, necesario para evaluar la contribucio´n a la energ´ıa de
Casimir de los modos con momento angular l = ν − 1/2 (con l ≤ l0). Este resultado
fue obtenido aproximando el integrando en (4.13) mediante el uso del desarrollo
asinto´tico uniforme de Debye para las funciones de Bessel modificadas que aparecen
en su expresio´n.
Este procedimiento nos condujo a una funcio´n meromorfa que tiene polos simples
con residuos que fueron evaluados exactamente y que resultan independientes de la
frecuencia de corte (ver (4.20)). Esto es una condicio´n necesaria, dado que la suma
en el lado izquierdo de (4.11) es finita para todo complejo s.
Por otro lado, hemos evaluado la parte finita de ζ(s, x) hasta te´rminos de un
orden dado en ν−1. Aunque en este ca´lculo hemos retenido so´lo los primeros te´rmi-
nos de ese desarrollo asinto´tico (ver (4.14)), siguiendo los mismos pasos que en las
secciones anteriores es posible determinar la parte finita de ζ(s, x) en s = −1 (o en
s = 0) hasta cualquier orden dado en ν−1.
Finalmente, aplicando la formula de suma de Euler-Maclaurin hemos arribado
a una expresio´n para la energ´ıa de Casimir del modelo en la cual se reconocen
contribuciones de volumen, superficie, y curvatura, ecuacio´n (4.35).
Para un valor de la frecuencia de corte correspondiente a x = aΩ/c À 1, los
te´rminos dominantes en la energ´ıa de vac´ıo, ecuacio´n (4.36), son proporcionales al
volumen (V = 4pia3/3) y al a´rea de la esfera (S = 4pia2),
E(a)
~Ω
= V
Ω3
16 pi2c3
+ ξ S
Ω2
12 pi2c2
+ ..., (4.37)
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donde ξ = −pi/4.
Cabe sen˜alar que si los modos de baja frecuencia del campo escalar estuvieran
sujetos a condiciones de contorno de Neumann en lugar de las de Dirichlet, ob-
tendr´ıamos la misma expresio´n que (4.37) para los te´rminos dominantes, pero con
ξ = pi/4. Esto esta´ en completo acuerdo con lo obtenido a partir del desarrollo de
la densidad de estados en potencias del inverso de la longitud de onda [83, 30]. En
efecto, para campos escalares sujetos a condiciones de contorno locales homoge´neas,
la densidad de estados se ve modificada por efectos de volumen finito [83]. La primer
correccio´n en el desarrollo asinto´tico para grandes valores del inverso de la longitud
de onda, k, esta´ dado por∑
n
∼ V
∫
d3k
(2 pi)3
+ S
∫
ξ
d3k
(2 pi)3k
+ ..., (4.38)
donde el coeficiente ξ toma los valores ξ = −pi/4, ξ = +pi/4, y ξ = +pi/4 para condi-
ciones de contorno de Dirichlet, Neumann, y Robin, respectivamente. Introduciendo
la relacio´n de dispersio´n ω(k) = ck y un corte dado por K = Ω/c, se puede obtener
fa´cilmente la ecuacio´n (4.37) para la energ´ıa de vac´ıo1.
Sin embargo, para condiciones de contorno de juntura, como son las que aparecen
en problemas con diele´ctricos (ver cap´ıtulo 5), el coeficiente ξ tiene en general una
expresio´n complicada, lo que dificulta un ca´lculo del tipo de (4.38) [30].
Volviendo a nuestra expresio´n para la energ´ıa de vac´ıo, ecuacio´n (4.36), como un
ejercicio final podemos estimar el valor de la frecuencia de corte Ω necesaria para
producir la cantidad de energ´ıa emitida por una burbuja t´ıpica en un experimento
de sonoluminiscencia: adoptaremos los valores de los radios inicial y final, y de la
energ´ıa emitida por una burbuja sonoluminiscente en su colapso2 [25], y sencillamen-
te tomaremos la diferencia de la contribucio´n de las bajas frecuencias a la energ´ıa
de Casimir del campo escalar para esos valores del radio de la esfera.
Si la burbuja colapsa desde un radio inicial a = 4 10−5 m a un radio final de una
de´cima de este valor, y si la energ´ıa emitida fuera de E = 1,2 10−12 J, imponiendo
la igualdad
a
~c
[E(a)− E(a/10)] = 1,516× 109, (4.39)
donde E en la expresio´n de arriba es aproximada por la ecuacio´n (4.36), se obtiene
que x = 490, lo que justifica la aproximacio´n usada (x À 1, pa´rrafo posterior a la
ecuacio´n (4.33)).
Esto implica que Ω = 3,675 × 1015 1/seg, lo cual corresponde a un corte ul-
travioleta para la longitud de onda, Λ = 5,129 × 10−7 m = 5129 A˚, cercana a la
regio´n donde el ı´ndice de refraccio´n del agua se hace esencialmente igual a uno [34].
Esto sugiere considerar un modelo similar para el caso del campo electromage´tico
en presencia de medios diele´ctricos, ca´lculo que sera´ abordado en el Cap´ıtulo 5.
1No obstante, la relacio´n entre ν0 y x, ecuacio´n (4.31), introduce adema´s potencias no enteras
del radio a en el desarrollo (4.36).
2En el Cap´ıtulo 5 describiremos en detalle este feno´meno.
Cap´ıtulo 5
Energ´ıa de Casimir para medios
diele´ctricos dispersivos
esfe´ricamente sime´tricos
En este cap´ıtulo consideramos la energ´ıa de vac´ıo del campo electromagne´tico en
el background de dos medios diele´ctricos esfe´ricos conce´ntricos, modelados por una
relacio´n de dispersio´n que presenta una frecuencia de corte comu´n a ambos. Estas
relaciones se traducen en una condicio´n de contorno en la superficie de separacio´n
entre ambos medios que depende de la frecuencia. La energ´ıa de Casimir de este
sistema se describe en te´rminos de la funcio´n ζ incompleta del problema, siguiendo
los lineamientos del cap´ıtulo anterior.
El uso del desarrollo asinto´tico de Debye para las funciones de Bessel permite
determinar las contribuciones dominantes en la energ´ıa de Casimir, que resultan ser
te´rminos de volumen, superficie, etc. Se discute la aplicacio´n de estos resultados
al caso de una burbuja de gas inmersa en agua, encontrando resultados que son
consistentes con la propuesta de Schwingwer acerca del papel que podr´ıa jugar la
energ´ıa de Casimir en el feno´meno de la sonoluminiscencia. Tambie´n se analizan las
partes finitas y singulares provenientes de las contribuciones a la energ´ıa de vac´ıo
proveniente del rango de altas frecuencias.
5.1. Introduccio´n
Como se menciono´ en el cap´ıtulo 2, el Efecto Casimir ha cobrado creciente in-
tere´s en diversas a´reas de la f´ısica, desde f´ısica estad´ıstica hasta f´ısica de part´ıculas
elementales y cosmolog´ıa.
En particular, en los u´ltimos an˜os, ha surgido un gran intere´s en el estudio de la
energ´ıa de Casimir del campo electromagne´tico en presencia de medios diele´ctricos,
debido principalmente a la sugerencia de Schwinger [84] de que podr´ıa desempen˜ar
un papel importante en el feno´meno de la sonoluminiscencia [64, 25], conocido desde
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hace ma´s de medio siglo pero au´n carente de explicacio´n.
En la actualidad, existen esencialmente dos maneras en que es estudiado el pro-
blema de la energ´ıa de Casimir en medios diele´ctricos. Una consiste en sumar las
fuerzas de van der Waals retardadas entre mole´culas individuales que forman el me-
dio [85, 86]. La segunda hace uso de la teor´ıa cua´ntica de campos para evaluar la
energ´ıa de vac´ıo del campo electromagne´tico en el background de un medio diele´ctri-
co (ver por ejemplo [87, 63, 88, 89, 90, 91, 92, 93, 94]). Sin embargo, la relacio´n
entre estas dos aproximaciones au´n no ha sido bien establecida: so´lo se ha mostrado
que hasta el segundo orden de un desarrollo perturbativo apropiado para medios
diele´ctricos diluidos ambos me´todos arrojan los mismos resultados [27, 58, 80].
Por otra parte, hay que tener presente que el Efecto Casimir es una propiedad
de los campos cua´nticos que va ma´s alla´ de la estructura de los cuerpos materiales,
por lo que nosotros seguiremos la estrategia de sumar las energ´ıas de vac´ıo de los
modos normales de oscilacio´n.
La idea de dar una explicacio´n al feno´meno de la sonoluminiscencia basada en la
energ´ıa de Casimir de una burbuja en un medio diele´ctrico fue desarrollada inicial-
mente por Schwinger [26]. Pero sobre ese punto hay au´n un considerable desacuerdo
[63, 32]. Los resultados obtenidos para diele´ctricos no dispersivos por diversos gru-
pos de trabajo, empleando distintas te´cnicas de ca´lculo (como me´todos involucrando
funciones de Green, fuerzas de van der Waals, funciones espectrales y desarrollos de
la densidad se estados, ver [95, 96, 29, 30, 31, 97, 58, 98, 99, 32, 33, 100, 101]), son
contradictorios en algunos puntos ba´sicos, los que au´n deben ser clarificados.
Por ejemplo, en [32] se estudia el problema de la emisio´n de fotones debida a
un brusco cambio en las propiedades diele´ctricas del medio, calculando el espectro
de part´ıculas emitidas a partir de la evaluacio´n de los coeficientes de Bogoliubov
que relacionan los estados inicial y final. Estos resultados estar´ıan de acuerdo con
la explicacio´n propuesta por Schwinger [26].
No obstante, hay autores [29] que esta´n en franco desacuerdo con esa explicacio´n
del feno´meno, basa´ndose en ciertos argumentos de renormalizacio´n para descartar
te´rminos de volumen y superficie en la energ´ıa de Casimir. Esos autores [63, 29]
tampoco toman en cuenta el comportamiento real de la permitividad a altas fre-
cuencias, definiendo la energ´ıa de Casimir mediante regularizaciones que conducen
a un resultado inconsistente con el experimento, tanto por su magnitud como por
su signo.
En ese contexto de controversia resulta de sumo intere´s, para su comparacio´n con
el experimento, el ca´lculo de la energ´ıa de Casimir en modelos realistas de medios
diele´ctricos.
En particular, como se discutio´ en la seccio´n 2.4, no hay acuerdo acerca de la
renormalizacio´n necesaria para remover las singularidades que aparecen en la energ´ıa
de vac´ıo, un hecho que dificulta la interpretacio´n de las partes finitas. En ese sentido,
hemos postulado que estos inconvenientes pueden tener su origen en el hecho de que
los modelos empleados habitualmente en la descripcio´n de los medios diele´ctricos
no incorporan, en general, una relacio´n de dispersio´n realista, con dependencia de la
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frecuencia, conduciendo de ese modo a un comportamiento ultravioleta inadecuado.
En efecto, en el cap´ıtulo 3 (ver tambie´n [75]), hemos analizado la estructura
de las singularidades ultravioletas en la energ´ıa de vac´ıo para el problema de una
esfera diele´ctrica no magne´tica con una permitividad dependiente de la frecuencia,
cuyo comportamiento se obtiene de la aproximacio´n de altas frecuencias al modelo
de Drude. Mostramos all´ı que la funcio´n ζ del problema presenta una estructura de
polos muy simple, que hace que so´lo sea necesario un contrate´rmino de volumen para
hacer finita a la energ´ıa de Casimir. Esto es equivalente a una renormalizacio´n de la
densidad de energ´ıa del material, no siendo necesarios contrate´rminos de superficie
ni de curvatura en ese modelo. Este resultado sustenta nuestra hipo´tesis fundamental
acerca de que una relacio´n de dispersio´n suficientemente realista podr´ıa actuar como
un regulador natural para la energ´ıa de vac´ıo.
De ese modo, con el comportamiento ultravioleta bajo control, tiene sentido
preocuparse de analizar las partes finitas de la energ´ıa de Casimir para medios
realistas.
Utilizaremos modelos que incorporan rasgos realistas, tanto para los modos de
baja frecuencia como para los de alta frecuencia del campo. Para las contribuciones
provenientes de los modos de baja frecuencia, consideraremos primero permitivi-
dades constantes hasta cierta frecuencia de corte Ω comu´n a ambos medios [102].
Esto se reflejara´ en las condiciones de contorno sobre la superficie de separacio´n
entre diele´ctricos. En primera aproximacio´n, supondremos que el contorno es com-
pletamente transparente para las frecuencias mayores que Ω, a partir de la cual las
constantes diele´ctricas de los medios toman el valor correspondiente al vac´ıo.
Evaluaremos la energ´ıa de Casimir para un arreglo de dos medios con simetr´ıa
esfe´rica sumando sobre las autofrecuencias del sistema. La existencia de una fre-
cuencia de corte Ω nos permitira´ sustraer la contribucio´n de las altas frecuencias,
ω > Ω, mientras que las contribuciones de las bajas frecuencias se representara´n en
te´rminos de la funcio´n ζ incompleta de este problema [102]. Un modelo simplificado
de esta situacio´n, para el caso de un campo escalar, fue discutido en el cap´ıtulo 4 (ver
tambie´n [76]). Finalmente, el uso de los desarrollos asinto´ticos uniformes para las
funciones de Bessel permitira´ llevar a cabo las extensiones anal´ıticas necesarias para
identificar las contribuciones dominantes (para grandes valores de Ω) a la energ´ıa
de Casimir [102].
Para las contribuciones provenientes de los modos de alta frecuencia del campo,
ω > Ω, utilizaremos posteriormente el modelo de Drude (discutido en el cap´ıtulo 3)
en el marco de la regularizacio´n ζ. Mostraremos que, por un lado, las partes finitas
son poco relevantes frente a las contribuciones provenientes de las bajas frecuencias,
mientras que por otro lado verificaremos que las singularidades ultravioletas en la
energ´ıa de vac´ıo son efectivamente te´rminos de volumen. En esas condiciones, como
se dijo ma´s arriba, so´lo es necesario un contrate´rmino de volumen (que renormaliza
la densidad de masa del material) para hacer finita la energ´ıa de Casimir.
Estos resultados sera´n aplicados al caso de una burbuja de gas en agua, una
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situacio´n de intere´s para la sonoluminiscencia. Como veremos, nuestros resultados
sustentan la propuesta de Schwinger acerca del papel que jugar´ıa la energ´ıa de
Casimir en este feno´meno [102].
Las secciones 5.2, 5.3, 5.4, 5.5 y 5.6 esta´n dedicadas al ca´lculo de las contribu-
ciones dominantes a la energ´ıa de Casimir para los modos de baja frecuencia, y su
aplicacio´n a la sonoluminiscencia. En la seccio´n 5.2 presentamos el modelo y cons-
truimos las correspondientes funciones ζ incompletas. Las representaciones como
integrales en el plano complejo que emplearemos para estas funciones sera´n justifi-
cadas en el Ape´ndice C, donde estudiaremos las propiedades de las autofrecuencias
de este sistema.
En la seccio´n 5.3 evaluamos el numero (finito) de modos que dan una contribu-
cio´n a la energ´ıa de vac´ıo para cada valor del momento angular. En la seccio´n 5.4
calculamos los te´rminos de volumen y de superficie de la energ´ıa de Casimir. En la
seccio´n 5.5 evaluamos la presio´n electromagne´tica sobre la superficie de separacio´n
entre diele´ctricos, y el cambio de la energ´ıa de vac´ıo con respecto al volumen. Final-
mente, en la seccio´n 5.6 discutimos la aplicacio´n de nuestros resultados al feno´meno
de la sonoluminiscencia.
Por otro lado, en la seccio´n 5.7 estudiamos las contribuciones provenientes de
los modos de alta frecuencia, tanto sus partes finitas como sus singularidades. En la
seccio´n 5.8 presentamos un resumen y nuestras conclusiones.
5.2. El modelo a bajas frecuencias y su funcio´n ζ
incompleta
5.2.1. El modelo
Nuestro objetivo es evaluar la energ´ıa de Casimir de una burbuja diele´ctrica
esfe´rica de radio a, con ı´ndices µ1(ω), ²1(ω) relativos al vac´ıo, inmersa en un se-
gundo medio de ı´ndices µ2(ω), ²2(ω). Como se menciono´ en la introduccio´n, para
los modos de baja frecuencia del campo, ω < Ω, supondremos que µi(ω) y ²i(ω),
con i = 1, 2, son constantes. Aqu´ı Ω es la frecuencia de corte, y para los modos
con ω > Ω los ı´ndices anteriores se hacen iguales a los del vac´ıo1. Esta u´ltima res-
triccio´n se refleja en una condicio´n de contorno dependiente de la frecuencia para el
campo electromagne´tico en la superficie de separacio´n entre los dos medios diele´ctri-
cos, haciendo que el contorno sea totalmente transparente para aquellos modos de
frecuencia mayor que la de corte, Ω.
Evaluaremos la energ´ıa de Casimir del campo electromagne´tico en este arreglo
de medios a trave´s de la suma de sus autofrecuencias hasta la frecuencia de corte,
ω ≤ Ω. Notar que, bajo las condiciones antes mencionadas, la contribucio´n de los
modos con frecuencia ω > Ω puede ser descartada desde un principio, redefiniendo
1Alguno de los medios, por ejemplo el interior, podr´ıa ser el mismo vac´ıo, de manera tal que la
frecuencia de corte Ω fuera una caracter´ıstica del otro diele´ctrico.
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el nivel de referencia de la energ´ıa mediante la sustraccio´n de una cantidad diver-
gente pero independiente del radio a. Volveremos sobre este punto en la seccio´n 5.6,
cuando consideremos el ca´lculo de las partes finitas y singulares provenientes de la
contribucio´n de altas frecuencias segu´n el modelo de Drude.
Buscamos soluciones de las ecuaciones de Maxwell en un medio diele´ctrico ho-
moge´neo de la forma
−→
E ,
−→
B ∼ exp(−ıωt), lo que conduce a las relaciones (3.5).
Como dijimos antes, estamos interesados en una burbuja diele´ctrica de radio a
e ı´ndices µ1, ²1, rodeada por otro diele´ctrico de ı´ndices µ2, ²2. Para ω ≤ Ω, el campo
electromagne´tico satisface condiciones de contorno de diele´ctrico sobre la superficie
de la burbuja, las que, en coordenadas esfe´ricas, se escriben como en (3.7).
Dentro de cada medio, el campo ele´ctrico satisface la ecuacio´n de Helmholtz
(3.6), y se tiene una ecuacio´n similar para el campo magne´tico
−→
B .
Como en el Cap´ıtulo 3, la simetr´ıa esfe´rica y la linealidad del problema permiten
describir al campo electromagne´tico como una superposicio´n de modos transversales
ele´ctricos (TE) y modos transversales magne´ticos (TM). Recordemos que para los
modos TE el campo ele´ctrico toma la forma
−→
E
(TE)
l,m = fl(r)
−→
LYl,m(θ, φ), (5.1)
mientras que para los modos TM es el campo magne´tico el que se escribe como
−→
B
(TM)
l,m = gl(r)
−→
LYl,m(θ, φ), (5.2)
con l = 1, 2, ... en ambos casos y el operador
−→
L dado en (3.10). Como hemos
visto, esto conduce a las expresiones (3.12) y (3.13) para los modos TE y TM
respectivamente.
Para los modos TE, las condiciones de contorno (3.7) implican
fl(r = a
+) = fl(r = a
−),
1
µ2
∂r [rfl(r)]
∣∣∣
r=a+
= 1
µ1
∂r [rfl(r)]
∣∣∣
r=a−
.
(5.3)
Para los modos TM, las mismas condiciones conducen a
1
µ2
gl(r = a
+) = 1
µ1
gl(r = a
−),
1
µ2 ²2
∂r [rgl(r)]
∣∣∣
r=a+
= 1
µ1 ²1
∂r [rgl(r)]
∣∣∣
r=a−
.
(5.4)
Luego, por ejemplo, para fl(r) tenemos
1
r
d2
dr2
[rfl(r)]− l(l + 1)
r2
fl(r) = −µ1,2 ²1,2ω
2
c2
fl(r), para r 6= a. (5.5)
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Esta ecuacio´n, junto con las condiciones de contorno (5.3), implica que fl(r) es
una funcio´n continua y derivable a trozos, que presenta una discontinuidad en su
derivada primera en r = a.
Para lograr un espectro discreto, encerramos al sistema dentro de una gran esfera
conductora conce´ntrica de radio R À a, imponiendo en consecuencia la condicio´n
de Dirichlet, fl(r) = 0 en r = R, para las funciones en el dominio del operador
diferencial considerado. Al final del ca´lculo tomaremos el l´ımite R→∞.
En el Ape´ndice C, mostramos que las autofrecuencias correspondientes a los
modos TE se determinan como los ceros de la funcio´n
∆TEl+1/2(aω/c) ≡ ∆TEl+1/2(z) :=
= Jl+1/2(z¯1)
{
Yl+1/2(z¯0)J ′l+1/2(z¯2)− Jl+1/2(z¯0)Y ′l+1/2(z¯2)
}
−
−ξ J ′l+1/2(z¯1)
{Yl+1/2(z¯0)Jl+1/2(z¯2)− Jl+1/2(z¯0)Yl+1/2(z¯2)} ,
(5.6)
donde
Jl+1/2(w) = w jl(w) =
√
piw
2
Jl+1/2(w)
Yl+1/2(w) = w yl(w) =
√
piw
2
Yl+1/2(w)
(5.7)
son las funciones de Riccati - Bessel. En (5.6), z = a(ω/c), z¯1,2 = z
√
²1,2µ1,2, z¯0 =
zR
a
√
²2µ2, y ξ =
√
²1 µ2
²2 µ1
. En el mismo ape´ndice mostramos que los ceros que la
funcio´n ∆TEl+1/2(z) tiene en el semiplano abierto derecho de la variable z son reales y
simples.
Para los modos TM, el mismo ana´lisis puede hacerse para la funcio´n g¯l(r) :=
1
µ
gl(r), definida para r 6= a, que satisface la condicio´n de contorno de Neumann,
g¯′l(r) = 0, para r = R. En este caso, las autofrecuencias vienen dadas por los ceros
de la funcio´n
∆TMl+1/2(aω/c) ≡ ∆TMl+1/2(z) :=
= Jl+1/2(z¯1)
{
Y ′l+1/2(z¯2)J ′l+1/2(z¯0)− J ′l+1/2(z¯2)Y ′l+1/2(z¯0)
}
−
−1
ξ
J ′l+1/2(z¯1)
{
Yl+1/2(z¯2)J ′l+1/2(z¯0)− Jl+1/2(z¯2)Y ′l+1/2(z¯0)
} (5.8)
contenidos en el semiplano abierto derecho de la variable z, los que tambie´n son
reales y simples.
Para simplificar el ca´lculo, en lo que sigue consideraremos ambos medios como no
magne´ticos (µ1 = 1 = µ2 para todas las frecuencias), mientras que mantendremos√
²1 = n1 y
√
²2 = n2 arbitrarios para ω ≤ Ω.
5.2- El modelo a bajas frecuencias y su funcio´n ζ-incompleta 69
5.2.2. La energ´ıa de vac´ıo y la funcio´n ζ incompleta
En esta seccio´n nuestro objetivo es evaluar la contribucio´n de los modos del
campo con frecuencia ω ≤ Ω a la energ´ıa de Casimir de una burbuja diele´ctrica
esfe´rica inmersa en un segundo medio. En particular, estamos interesados en calcular
diferencias entre las energ´ıas de vac´ıo correspondientes a situaciones que difieren en
el valor del radio de la burbuja, a. Luego, podemos descartar las contribuciones de
aquellos modos con frecuencias ω > Ω, pues se cancelan al ser independientes de la
posicio´n del contorno, cualquiera que sea la regularizacio´n usada en la definicio´n de la
energ´ıa de vac´ıo. Esta sustraccio´n de una cantidad independiente de a es equivalente
a una redefinicio´n del nivel de referencia de la energ´ıa.
Luego, para los modos TE debemos evaluar la suma (finita)
ETE(a) =
ν0∑
ν=3/2
2 ν
Nν∑
n=1
1
2
~ων,n =
~ c
a
ν0∑
ν=3/2
ν
Nν∑
n=1
zν,n, (5.9)
y una expresio´n similar para los modos TM.
En (5.9), Nν es el nu´mero de ceros positivos de ∆
TE
ν (z), zν,n, que son menores o
iguales a x = aΩ/c. La degeneracio´n, debida a la simetr´ıa esfe´rica, es 2 ν = 2 l + 1
y ν0 es el ma´ximo valor de ν para el cual Nν ≥ 1
Estamos interesados en una evaluacio´n anal´ıtica, antes que nume´rica, de (5.9).
Luego, aunque se trata de una suma finita, utilizaremos el me´todo de suma desa-
rrollado en el cap´ıtulo 4 [76], basado en la evaluacio´n de una funcio´n ζ incompleta.
Podemos usar la siguiente representacio´n
Nν∑
n=1
zν,n =
Nν∑
n=1
z−sν,n
∣∣∣∣∣
s=−1
, (5.10)
donde la suma en el lado derecho existe como una funcio´n anal´ıtica de s ∈ C. Notar
que esta suma evaluada en s = 0 da Nν , que es el nu´mero de ceros de ∆
TE
ν (z) que
contribuyen a la energ´ıa de vac´ıo del campo para cada valor del momento angular
l = ν − 1/2.
Como ∆TEν (z) tiene so´lo ceros reales en el semiplano abierto derecho de la variable
compleja z, y sus ceros no nulos son todos simples (ver el ape´ndice C), podemos
utilizar el teorema de Cauchy para representar la suma en el lado derecho de (5.10)
como una integral sobre el plano complejo,
Nν∑
n=1
z−sν,n =
1
2piı
∮
C
z−s
∆TEν
′
(z)
∆TEν (z)
dz, (5.11)
donde la curva C, recorrida en sentido antihorario, encierra los primeros Nν ceros
positivos de ∆TEν (z).
Para R(s) suficientemente grande, el contorno C puede deformarse en dos l´ıneas
rectas verticales, una cruzando el eje horizontal enR(z) = x+ y la otra enR(z) = 0+.
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En efecto, el integrando se puede expresar en te´rminos de las funciones de Bessel
modificadas por medio de las sustituciones de la ecuacio´n (3.23) [69], relaciones
va´lidas para −pi < arg(w) ≤ pi/2. As´ı, la ecuacio´n (5.6) queda
∆TEν (x+ ıy) = − e
ı pi
2
(ν + 1/2)
√
n1piR
2a
v
3
2
{
Kν(
n2Rv
a
) (−n1 Iν(n2 v) I ′ν(n1 v)+ +n2 Iν(n1 v) I ′ν(n2 v))+
+Iν(
n2Rv
a
) (n1Kν(n2 v) I
′
ν(n1 v)− −n2 Iν(n1 v)K ′ν(n2 v))},
(5.12)
donde v = (−ıx + y). Teniendo en cuenta el comportamiento asinto´tico de las fun-
ciones de Bessel modificadas para grandes argumentos [69], es fa´cil ver que, para
0 < x(6= zν,n,∀n), la integral
ζTEν (s, x) :=
−1
2piı
∫ x++ı∞
x+−ı∞
z−s
∆TEν
′
(z)
∆TEν (z)
dz, (5.13)
converge absoluta y uniformemente a una funcio´n anal´ıtica en el semiplano abierto
R(s) > 1. Sin perder generalidad, y por conveniencia de ca´lculo, nos restringiremos
a valores reales de s, y evaluaremos la funcio´n (5.13) sobre la l´ınea s > 1, donde
define una funcio´n anal´ıtica que se extiende como una funcio´n meromorfa a todo el
plano complejo s.
Luego, para s > 1,
Nν∑
n=1
z−sν,n = ζ
TE
ν (s, 0
+)− ζTEν (s, x). (5.14)
Adema´s, como el lado izquierdo de (5.14) es una funcio´n entera de s, las singulari-
dades de ζTEν (s, x) deben ser independientes de x. En particular, esto nos permite
escribir la energ´ıa de vac´ıo como la continuacio´n anal´ıtica
ETE(a) =
~ c
a
ν0∑
ν=3/2
ν
[
ζTEν (s, 0
+)− ζTEν (s, x)
]∣∣
s→−1 . (5.15)
Para los modos TM tenemos expresiones completamente similares.
Por otro lado, tenemos las relaciones entre funciones de Bessel modificadas re-
sen˜adas en la Ec. (3.25) [69]. Entonces, efectuando en (5.13) el cambio de variables
z → (y− ı) x, y llamando t = (y− ı) x/ν, podemos escribir de manera directa para
s > 1
ζTEν (s, x) = <
{
−ν−s
pi
e
−ıpi
2
(s+ 1)
∫ ∞−ız
−ız
t−s
d (ln∆TEν (ı ν t))
d t
dt
}
, (5.16)
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donde hemos llamado z = x/ν > 0.
Para ζTMν (s, x), correspondiente a los modos TM, se obtiene una expresio´n en-
teramente similar.
5.2.3. Continuacio´n anal´ıtica de la funcio´n ζ incompleta
Para determinar la continuacio´n anal´ıtica de ζν(s, x) a s ' −1, restaremos y
sumaremos al integrando en el dado derecho de (5.16) los primeros te´rminos obte-
nidos del desarrollo asinto´tico uniforme (desarrollo de Debye) [69] de las funciones
de Bessel que aparecen en la expresio´n de ∆TEν (z) (ver ecuacio´n (5.12)), va´lido para
grandes valores de ν con t fijo. Como veremos, esto nos permitira´ identificar las dife-
rentes contribuciones (de volumen, superficie, etc) para cada orden de este desarrollo
asinto´tico. Tenemos:
d ln∆TEν (ı ν t)
d t
= DTEν (t) +O(ν−2), (5.17)
donde
DTEν (t) = νD
(1)
TE(t) +D
(0)
TE(t) + ν
−1D(−1)TE (t) =
= ν
t
(√
1 + n12 t2−
√
1 + n22 t2 +
√
1 + n2
2R2 t2
a2
)
+
+ 1
2 t
(
1
1+n12 t2
+ 1
1+n22 t2
− 2√
1+n12 t2
√
1+n22 t2
+ a
2
a2+n22R2 t2
)
+
+
a2 n22R2 t (4 a2−n22R2 t2)
√
1+
n2
2 R2 t2
a2
8 ν (a2+n22R2 t2)
3 −
− t (−8n2
2+n14 t2 (−3−10n22 t2+n24 t4)−4n12 (2+7n22 t2+n24 t4))
8 ν (1+n12 t2)
5
2 (1+n22 t2)
2
+
+
t (n14 n22 t4 (−4+n22 t2)−n22 (8+3n22 t2)−2n12 (4+14n22 t2+5n24 t4))
8 ν (1+n12 t2)
2 (1+n22 t2)
5
2
.
(5.18)
En (5.18) hemos descartado contribuciones que vienen de te´rminos que contie-
nen Kν(
n2Rν t
a
) o su derivada (ver (5.12)), porque ellos se anulan exponencialmente
cuando R→∞.
Luego, debemos considerar la integral∫ ∞−ız
−ız
t−s
d (ln∆TEν (ı ν t))
d t
dt =
∫ ∞−ız
−ız
t−sDTEν (t) dt +
∫ ∞−ız
−ız
t−s
{
d (ln∆TEν (ı ν t))
d t
−DTEν (t)
}
dt .
(5.19)
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La segunda integral en el lado derecho de (5.19) converge para s > −2. Esto
se ve de manera directa ya que el integrando puede ser estimado por medio de la
contribucio´n del siguiente orden, O(ν−2), en el desarrollo de Debye (ver (5.17)), que
se comporta como O(t−s−3) para grandes valores de |t|. Luego, este te´rmino podr´ıa
evaluarse directamente (nume´ricamente, por ejemplo) en s = −1. Pero aqu´ı nos
ocuparemos del primer te´rmino del lado derecho de (5.19).
Para los modos TM, un ca´lculo similar conduce al siguiente desarrollo
DTMν (t) = νD
(1)
TM(t) +D
(0)
TM(t) + ν
−1D(−1)TM (t) =
= ν
t
(√
1 + n12 t2−
√
1 + n22 t2 +
√
1 + n2
2R2 t2
a2
)
+
+
(
n1
2 n2
2 t√
1 + n12 t2
√
1 + n22 t2 (n12 + n22 + n12 n22 t2)
−
− n22+2n24 t2+n26 (R/a)2 t4
2 t (1+n12 t2) (1+n22 t2) (n12+n22+n12 n22 t2) (1+n22 (R/a)2 t2)
−
− n1
4 t2 (1+n22 t2) (2+n22 (1+(R/a)2) t2)
2 t (1+n12 t2) (1+n22 t2) (n12+n22+n12 n22 t2) (1+n22 (R/a)2 t2)
−
− n1
2 (1+3n22 t2+3n24 t4+n26 (R/a)2 t6)
2 t (1+n12 t2) (1+n22 t2) (n12+n22+n12 n22 t2) (1+n22 (R/a)2 t2)
)
+
+ 1
ν
{
−(n22R2 t (8 a2+n22R2 t2))
8 a4
(
1+
n2
2 R2 t2
a2
) 5
2
+
(
n2
2 t
(
−4n24 + n26 t2 + n18 t4 (1 + n22 t2)2 (8 + n22 t2)
−2n12 n22 (6 + 11n22 t2) + 2n16 t2 (1 + n22 t2) (8 + 13n22 t2 + 8n24 t4)+
n1
4 n2
2 t2 (−3 + 6n22 t2 + 14n24 t4))) /(
8 (1 + n1
2 t2)
2
(1 + n2
2 t2)
5
2 (n1
2 + n2
2 + n1
2 n2
2 t2)
2
)
−
− (n12 t (8n26 t2 (2 + n22 t2)+
+n1
2 n2
2 (−12− 3n22 t2 + 42n24 t4 + 17n26 t6)+
n1
6 (t2 + 14n2
4 t6 + 16n2
6 t8 + n2
8 t10)+
(5.20)
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+2n1
4 (−2 + n22 t2 (−11 + 3n22 t2 + 21n24 t4 + 5n26 t6)))) /(
8 (1 + n1
2 t2)
5
2 (1 + n2
2 t2)
2
(n1
2 + n2
2 + n1
2 n2
2 t2)
2
)}
,
que permite una descomposicio´n similar a (5.19). Aqu´ı tambie´n hemos descartado
aquellas contribuciones que se anulan exponencialmente cuando R→∞, provenien-
tes de te´rminos que contienen Kν(
n2Rν t
a
) en ∆TMν (z).
En lo que sigue, evaluaremos so´lo la primera integral del lado derecho de (5.19)
(y la expresio´n ana´loga para los modos TM), y retendremos so´lo aquellos te´rminos
de su desarrollo en potencias de ν−1 que sean consistentes con la aproximacio´n hecha
en (5.17). Esto es, retendremos te´rminos hasta el orden ν−1 inclusive.
Notar que el integrando DTEν (t) (o D
TM
ν (t) para los modos TM), es una funcio´n
algebraica de t que se comporta como O(t0) para grandes valores de |t|. Luego, la
integral converge absoluta y uniformemente para s > 1, donde define una funcio´n
anal´ıtica que puede ser extendida como una funcio´n meromorfa en la regio´n de
intere´s del para´metro s. Como veremos, esta continuacio´n anal´ıtica nos conducira´ a
las singularidades de ζTEν (s, x) (ζ
TM
ν (s, x) para los modos TM), que se presentara´n
como polos simples cuyos residuos sera´n independientes de x, una condicio´n necesaria
para lograr un resultado finito en (5.14) para cualquier valor de s. Notar que esto
u´ltimo debe ser va´lido para cada una de las contribuciones provenientes de cada
orden en ν del desarrollo de Debye.
Comenzamos el ca´lculo considerando los te´rminos dominantes en el desarrollo de
Debye. Para los modos TE, este orden es νD
(1)
TE(t). Como D
(1)
TM(t) para los modos
TM es ide´ntico a D
(1)
TE(t) (ver (5.18) y (5.20)), el mismo resultado se obtendra´ para
para la contribucio´n dominante a ζTMν (s, x).
En virtud de la analiticidad del integrando (primer te´rmino en el lado derecho
de (5.18)), para s > 1 podemos deformar el camino de integracio´n y escribir∫ ∞−ız
−ız
t−s νD(1)TE(t) dt =
= ν
∫ 1
−ız
t−s−1
(√
1 + n12 t2−
√
1 + n22 t2 +
√
1 +
n22R2 t2
a2
)
dt+
+ν
∫ ∞
1
t−s
[
1
t
(√
1 + n12 t2−
√
1 + n22 t2 +
√
1 +
n22R2 t2
a2
)
− (5.21)
−
(
n1 − n2 + n2R
a
+
1
n1
− 1
n2
+ a
n2R
2 t2
)]
dt+
ν
∫ ∞
1
t−s
(
n1 − n2 + n2R
a
+
1
n1
− 1
n2
+ a
n2R
2 t2
)
dt,
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La primera integral en el lado derecho de (5.21), que contiene toda la dependencia
en x = νz, es una funcio´n entera de s y luego puede ser evaluada directamente
en el valor requerido de ese para´metro. En la integral sobre la l´ınea (1,∞), hemos
sumado y restado los primero te´rminos del desarrollo en serie deD
(1)
TE(t) para grandes
valores de t, lo cual hace convergente a esta segunda integral para s > −2. La tercera
integral debe ser evaluada para s > 1 y luego prolongada anal´ıticamente a los valores
requeridos de s. Esto puede ser hecho exactamente, y su contribucio´n a ζTEν (s, x) en
(5.16) es
∆1ζ
TE
ν (s, x)|Sing. =
ν1−s cos
(
pi
2
(1 + s)
)
2 a n1 n2 pi R
×
(
2n1 n2R (a n1 − a n2 + n2R)
1− s +
− (a2 n1) + a n1R− a n2R
1 + s
) (5.22)
Esta expresio´n es anal´ıtica en s = 0 y tiene polos simples en s = ±1, donde se
encuentran las u´nicas singularidades con <(s) > −2 de la contribucio´n dominante a
ζTEν (s, x) en esta aproximacio´n. En particular, su residuo en s = −1 es
Res∆1ζ
TE
ν (s, x)
∣∣
s=−1 = −
ν2 (a n1 + (n2 − n1)R)
2n1 n2 pi R
. (5.23)
Notar que, como hab´ıamos anticipado, hasta este orden en el desarrollo de Debye el
residuo es independiente de x.
Por ejemplo, para la contribucio´n dominante a ζTEν (s, x) (que, a este orden,
coincide con la contribucio´n correspondiente a ζTMν (s, x)),
ζTEν (s, x) = ∆1ζ
TE
ν (s, x)
(
1 +O(ν−1)) , (5.24)
se puede obtener de manera directa el desarrollo de Laurent alrededor de s = −1
∆1ζ
TE
ν (s, x) = ∆1ζ
TM
ν (s, x) = −
ν2 (a n1 + (n2 − n1)R)
2n1 n2 pi R (s+ 1)
+
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+<
{ −ν2
4n1 n2 pi R
(
a n1 +R(n2 − n1)(1− 2n1n2) + 2n1n2R ×
[
n2R + ıaz
(√
1 + e−ı pin12 z2 −
√
1 + e−ı pin22 z2 +
√
1 + e
−ı pi n22R2 z2
a2
)]
+
2 log(2) (an1 log(n2R)− n1R log(n2) + n2R log(n1)) + (n2 − n1)(2n2n1)R−
−2n22n1R
2
a
− 2(an1 + (n2 − n1)R) log(ν)−
−2n2R log
(−ın1z +√1 + e−ı pin12 z2)+
+2n1R log
(−ın2z +√1 + e−ı pin22 z2)−
−2an2 log
(
−ın2z + a
√
1 + e
−ı pi n22R2 z2
a2
))}
+O(s+ 1).
(5.25)
Por otro lado, un ca´lculo similar para x→ 0+ lleva a
∆1ζ
TE
ν (s, x = 0
+) = ∆1ζ
TM
ν (s, x = 0
+) = −ν
2 (a n1 + (n2 − n1)R)
2n1 n2 pi R (s+ 1)
+
+
ν2
4n1 n2 pi
(2n1 log(n2)− 2n2 log(n1) + (n1 − n2) (1− 2 log(ν)))+
+O(s+ 1).
(5.26)
Se requieren ca´lculos similares para obtener las contribuciones a ζTEν (s, x) y
ζTMν (s, x) provenientes de los sucesivos o´rdenes en (5.18) y (5.20) respectivamen-
te. En efecto, del segundo te´rmino del lado derecho de (5.18) ((5.20)), es fa´cil ver
que D
(0)
TE(t) (D
(0)
TM(t)) ∼ t−3. Luego, su contribucio´n a la primera integral del lado
derecho de (5.19) (o el equivalente para TM) converge a una funcio´n anal´ıtica para
s > −2, y no afecta el residuo de ζTEν (s, x) (ζTMν (s, x)) en s = −1.
Para el te´rmino de segundo orden en el desarrollo de Debye de la diferencia
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ζTEν (s, x = 0
+)− ζTEν (s, x)
]
alrededor de s = −1, un ca´lculo directo lleva a
∆0ζ
TE
ν (s, 0
+)−∆0ζTEν (s, x) =
= ν
{
− 1
4n1
Θ(n1x− ν)− 1
4n2
Θ(n2x− ν)−
− a
4n2R
Θ(n2Rx/a− ν) + 2
pi(n> + n<)
Θ(ν> − ν) ×
F
(
arcsin
√
(n> + n<)(ν> − u)
(n> − n<)(ν> + u) ,
(n> − n<)
(n> + n<)
)}
+
+O(s+ 1).
(5.27)
Aqu´ı, Θ(w) es la funcio´n escalo´n, que se anula para w < 0 y es igual a 1 para w > 0,
F (ϕ, k) es la integral el´ıptica de primera clase [69], n< (n>) es el menor (mayor)
entre {n1, n2}, y u es el mayor entre {ν, ν<}, donde estamos llamando ν< = n< x y
ν> = n> x.
De manera similar, para los modos TM obtenemos
∆0ζ
TM
ν (s, 0
+)−∆0ζTMν (s, x) =
= ν
{
− 1
4n1
Θ(n1x− ν)− 1
4n2
Θ(n2x− ν)+
+
a
4n2R
Θ(n2Rx/a− ν) + n
2
<
pin3>
Θ(ν> − ν) ×
Π
(
arcsin
√
(ν2> − u2)
(ν2> + ν
2
<)
, 1− n
4
<
n4>
,
√
1− n
2
<
n2>
)}
+O(s+ 1),
(5.28)
donde Π(ϕ, n, k) es la integral el´ıptica de tercera clase [69] y u es el mayor entre
{ν, ν<}.
Finalmente, para el u´ltimo orden, notar que D
(−1)
TE (t) (D
(−1)
TM (t)) ∼ t−2. Luego,
estos te´rminos dan una contribucio´n a los polos en s = −1. Tenemos
∆−1ζTEν (s, x) = ∆−1ζ
TM
ν (s, x) =
=
n1 − n2
8n1n2pi(s+ 1)
− a
8n2piR(s+ 1)
+O(s+ 1)0,
(5.29)
aunque las partes finitas son diferentes para los modos TE y TM . Notar que los
residuos son independientes de x, y se cancelan cuando se toma la diferencia en
(5.14) (o su equivalente para el caso TM).
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En la siguiente seccio´n evaluaremos Nν , esto es, el nu´mero de modos que dan
una contribucio´n a (5.14), para cada valor de ν.
5.3. El nu´mero de modos que contribuyen
Esta seccio´n esta´ dedicada a la determinacio´n de ν0, en la ecuacio´n (5.9), o sea, el
ma´ximo valor de ν para el cual Nν ≥ 1. Para ello seguiremos el me´todo establecido
en el cap´ıtulo 4 [76].
En primer lugar, notamos que
Nν(x) =
Nν∑
n=1
z−sν,n
∣∣∣∣∣
s=0
=
[
ζν(s, 0
+)− ζν(s, x)
]∣∣∣∣
s=0
(5.30)
es una funcio´n escalonada de x, que presenta una discontinuidad de altura 1 en
cada cero positivo zν,n de la funcio´n ∆
TE
ν (z) en la ecuacio´n (5.6). Luego, se puede
determinar ν0(x) de la condicio´n
Nν0(x) = Nν0(zν0,1 + 0) = 1, (5.31)
con Nν0(zν0,1 − 0) = 0.
Para el orden dominante de DTEν (t), primer te´rmino en el lado derecho de (5.18),
teniendo en cuenta la ecuacio´n (5.22) y el hecho de que la segunda integral en el
lado derecho de (5.21) es finita y real en s = 0, es directo obtener de las ecuaciones
(5.16) y (5.21), que
∆1ζ
TE
ν (s = 0, x) = −
ν
2
−<
{ ıν
pi
(√
1 + e−ı pin12 z2 −
√
1 + e−ı pin22 z2
− log
(
1 +
√
1 + e−ı pin12 z2
)
+ log
(
1 +
√
1 + e−ı pin22 z2
)
+
√
1 +
e−ı pi n22R2 z2
a2
− log
(
1 +
√
1 +
e−ı pi n22R2 z2
a2
))} (5.32)
En particular, para x→ 0+,
∆1ζ
TE
ν (s = 0, x = 0
+) = −ν
2
. (5.33)
De manera similar, para el siguiente orden, un ca´lculo directo lleva a
∆0ζ
TE
ν (s = 0, x = 0
+)−∆0ζTEν (s = 0, x) =
= <
{−ı
4pi
[
log
(
1 + e−ı pin12 z2
)
+ log
(
1 + e−ı pin22 z2
)
+
log
(
a2 + e−ı pin22R2 z2
)]}
.
(5.34)
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Ahora, llamando
N˜TEν (x) = ∆1ζ
TE
ν (s = 0, x = 0
+)−∆1ζTEν (s = 0, x)+
+∆0ζ
TE
ν (s = 0, x = 0
+)−∆0ζTEν (s = 0, x) =
Nν(x) +O(ν−1),
(5.35)
vemos que tenemos una aproximacio´n suave a la funcio´n escalo´nNν(x) de la ecuacio´n
(5.30), va´lida para ν À 1. Luego, siguiendo los pasos indicados en el cap´ıtulo 4,
aproximaremos ν0(x) por el valor de ν para el cual N˜
TE
ν (x) = 1/2.
Como z = x/ν (con x = aΩ/c), se puede ver fa´cilmente que N˜TEν (x) = 0 para
ν > n2Rx
a
(lo cual implica 1 > n2Rz
a
> n1,2z), mientras que para
n2Rx
a
> ν > n1,2x
tenemos
N˜TEν (x) =
ν
√
−1 + n22R2 z2
a2
pi
−
ν arctan
(√
−1 + n22R2 z2
a2
)
pi
− 1
4
. (5.36)
Ahora, supondremos que N˜TEν0 (x) = 1/2 para ν0 .
n2Rx
a
. Escribiendo ε2 =
n22R2 x2
ν20 a
2 − 1, determinaremos ε iterativamente a partir del desarrollo en serie del
lado derecho de la ecuacio´n (5.36) alrededor de ε = 0. Esto conduce a
νTE0 =
n2RΩ
c
{
1− kTE1
(
n2RΩ
c
)−2/3
+ kTE2
(
n2RΩ
c
)−4/3
+
+O
(
RΩ
c
)2}
,
(5.37)
donde
kTE1 = 3
1/33pi
2/3
421/3
, kTE2 = 3
2/3 3pi
4/3
16022/3
. (5.38)
Notar que estos resultados no dependen del radio de la burbuja a ni del ı´ndice de
refraccio´n del medio interno n1.
Para los modos TM, un ca´lculo similar muestra que N˜TMν (x) = N˜
TE
ν (x)+ 1/2, y
νTM0 =
n2RΩ
c
{
1− kTM1
(
n2RΩ
c
)−2/3
+ kTM2
(
n2RΩ
c
)−4/3
+
+O
(
RΩ
c
)2}
,
(5.39)
donde
kTM1 = 3
−1/33pi
2/3
421/3
, kTM2 = 3
−2/3 3pi
4/3
16022/3
. (5.40)
νTM0 tambie´n es independiente de a y de n1.
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5.4. Las contribuciones dominantes a la energ´ıa
de vac´ıo
En esta seccio´n evaluaremos la contribucio´n a la energ´ıa de vac´ıo debida a los
o´rdenes dominantes en el desarrollo de Debye de las funciones ζ incompletas obte-
nidas en la seccio´n 5.2.
5.4.1. Contribuciones de volumen
De acuerdo a los resultados de la seccio´n 5.2, necesitamos el desarrollo de Laurent
de ∆1ζ
TE
ν (s, x) alrededor de s = −1, dado en (5.25) para x arbitrario y en (5.26) para
x = 0+. Como ya hemos sen˜alado, la contribucio´n de las partes singulares al lado
derecho de la ecuacio´n (5.14) se cancelan, porque sus residuos son independientes
de x (ver (5.23)). Para la diferencia de las partes finitas para ν ≤ ν0 tenemos[
∆1ζ
TE
ν (s, 0
+)−∆1ζTEν (s, x)
]∣∣
s=−1 = ν
2 z×{
Θ(n1x− ν)G(n1z)−Θ(n2x− ν)G(n2z) + Θ(νTE0 − ν)G(n2Rz/a)
}
,
(5.41)
donde
G(w) =
√
w2 − 1
2pi
− log(w +
√
w2 − 1)
2piw
. (5.42)
Reemplazando z = x/ν y x = aΩ/c, obtenemos para la contribucio´n del orden
dominante a la suma de la ecuacio´n (5.15),
1
~Ω
∆1E
TE(a) =
∑
ν≤n1aΩ/c
ν2G
(
n1aΩ
νc
)
−
−
∑
ν≤n2aΩ/c
ν2G
(
n2aΩ
νc
)
+
∑
ν≤ν0TE
ν2G
(
n2RΩ
νc
)
,
(5.43)
donde ν = l+1/2, con l = 1, 2, ... . Como µ2G
(
1
µ
)
tiene un ma´ximo pronunciado en
µ ≈ 1/2, la aproximacio´n a ETE(a) dada por ∆1ETE(a) estara´ justificada siempre
que aΩ/cÀ 1.
Notar que el u´ltimo te´rmino en el lado derecho de (5.43), el u´nico que es funcio´n
de R, no depende de a (radio de la burbuja) ni de n1 (´ındice de refraccio´n del medio
interno). En efecto, como mostramos en la seccio´n anterior, νTE0 es independiente de
esos para´metros (ver (5.37)). Luego, este sera´ el u´nico te´rmino que permanecera´ en
el l´ımite a→ 0, ya que los otros dos te´rminos se anulan.
Para llevar a cabo las sumas involucradas en los dos primeros te´rminos del lado
derecho de (5.43) haremos uso de la fo´rmula de Euler-Maclaurin [69]. Pero pri-
mero debemos notar que, aunque las funciones fk(ν) := ν
2G (nkaΩ/νc), k = 1 o
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2, as´ı como tambie´n su primer derivada son finitas y acotadas para ν ∈ [3
2
, νk
]
(aqu´ı νk = [nkaΩ/c− 1/2] + 1/2, donde los corchetes significan la parte entera), la
segunda derivada es no-acotada cerca de νk. Esto es as´ı porque
fk(ν) = gk(ν) +O(νk − ν) 52 , (5.44)
donde
gk(ν) :=
2
√
2νk
3pi
(νk − ν) 32 . (5.45)
Luego, podemos restar y sumar gk(ν) a fk(ν), y aplicar la fo´rmula de suma de
Euler - Maclaurin a la diferencia [103],
νk∑
ν=3/2
[fk(ν)− gk(ν)] =
∫ νk
3/2
[fk(x)− gk(x)] dx+
+
1
2
([fk(3/2)− gk(3/2)]+ [fk(νk)− gk(νk)])+
+
1
2
νk∑
ν=5/2
∫ ν
ν−1
(x− [x]) (1− x+ [x])
[
f
(2)
k (x)− g(2)k (x)
]
dx.
(5.46)
Como la derivada segunda que aparece en el argumento de la u´ltima integral es
no-positiva, es fa´cil ver que el resto (este u´ltimo te´rmino) es O(nkaΩ/c). Luego, un
ca´lculo directo lleva a
νk∑
ν=3/2
[fk(ν)− gk(ν)] = (5− 16
√
2)
60pi
(
nkaΩ
c
)3
+
23/2
3pi
(
nkaΩ
c
)2
+
+O
(
nkaΩ
c
)
.
(5.47)
Por otro lado,
νk∑
ν=3/2
gk(ν) =
23/2
3pi
√
nkaΩ
c
{
ζH
(−3
2
, αk
)
− ζH
(−3
2
,
(
nkaΩ
c
− 1
2
))}
=
=
23/2
3pi
{
2
5
(
nkaΩ
c
)3
−
(
nkaΩ
c
)2
+O
(
nkaΩ
c
)}
,
(5.48)
donde αk = (nkaΩ/c − 1/2) − [nkaΩ/c− 1/2] ∈ [0, 1), y en la u´ltima igualdad fue
usado el desarrollo asinto´tico de la funcio´n ζ de Hurwitz, ζH(s, v), para grandes
valores de v [103].
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Finalmente, sumando los resultados de las ecuaciones (5.47) y (5.48) (notar que
las contribuciones de superficie se cancelan), tomando la diferencia para k = 1, 2 (que
corresponde la diferencia de los dos primeros te´rminos del lado derecho de (5.43)), y
sumando una expresio´n similar que viene del tercer te´rmino de esa ecuacio´n, tenemos
1
~Ω
∆1E
TE(a) =
(n31 − n32)
12pi
(
aΩ
c
)3
+O
(
aΩ
c
)
+
+
1
12pi
(
n2RΩ
c
)3
×
{
1− 3kTE1
(
n2RΩ
c
)−2/3
+ 3
(
kTE
2
1 + k
TE
2
) (n2RΩ
c
)−4/3}
+
+O
(
RΩ
c
)
.
(5.49)
Para los modos TM, se encuentra el mismo resultado que para ∆1E
TE(a), con
kTE1,2 → kTM1,2 .
La ecuacio´n (5.49) muestra que las contribuciones dominantes a la energ´ıa de
vac´ıo, en este desarrollo asinto´tico, son te´rminos de volumen, de acuerdo con [26,
31, 32, 33].
Hay un te´rmino proporcional al volumen del espacio accesible (∼ R3), con correc-
ciones que dependen de potencias fraccionarias de R inducidas por el corte impuesto
(ver (5.37) y (5.39)). Estas correcciones son independientes de n1 y de a. Hay tam-
bie´n una contribucio´n proporcional al volumen de la burbuja (∼ a3), que es el doble
del valor obtenido para el caso del campo escalar discutido en el cap´ıtulo 4, multi-
plicado por (n31 − n32). Luego, es el signo de la diferencia (n31 − n32) lo que determina
el comportamiento de la energ´ıa de vac´ıo con respecto al radio de la burbuja. En
particular, este te´rmino se anula cuando n1 = n2. Esto sera´ discutido con ma´s detalle
en la seccio´n 5.5.
5.4.2. Correcciones de taman˜o finito
Para incorporar las primeras correcciones de taman˜o finito a la energ´ıa de vac´ıo,
necesitamos los desarrollo de Laurent del orden subdominante en los desarrollos
asinto´ticos de las funciones ζ alrededor de s = −1, ecuaciones (5.27) y (5.28). Para
82 5- Energ´ıa de Casimir para medios diele´ctricos dispersivos
los modos TE tenemos
1
~Ω
∆0E
TE(a) =
(
aΩ
c
)−1 νTE0∑
ν=3/2
ν
[
∆0ζ
TE
ν (s, 0
+)−∆0ζTEν (s, x)
]∣∣∣∣∣∣
s→−1
=
(
aΩ
c
)−1  −14n< ∑ν≤ν< ν2 −
1
4n>
∑
ν≤ν>
ν2 − a
4n2R
∑
ν≤ν0TE
ν2+
+
2
pi(n> + n<)
[
K
(
n> − n<
n> + n<
) ∑
ν≤ν<
ν2 +
∑
ν<<ν≤ν>
ν2 ×
F
(
arcsin
√
(n> + n<)(ν> − u)
(n> − n<)(ν> + u) ,
n> − n<
n> + n<
)]}
,
(5.50)
donde ν = l + 1/2, con l = 1, 2, ..., ν< = n<x, ν> = n>x y K(k) = F (pi, k) es la
integral el´ıptica completa [69].
De manera similar, para los modos TM tenemos
1
~Ω
∆0E
TM(a) =
(
aΩ
c
)−1 νTM0∑
ν=3/2
ν
[
∆0ζ
TM
ν (s, 0
+)−∆0ζTMν (s, x)
]∣∣∣∣∣∣
s→−1
=
(
aΩ
c
)−1  −14n< ∑ν≤ν< ν2 −
1
4n>
∑
ν≤ν>
ν2 +
a
4n2R
∑
ν≤ν0TM
ν2+
+
n2<
pi n2>
[
Π
(
pi
2
, 1− n
4
<
n4>
,
√
1− n
2
<
n2>
) ∑
ν≤ν<
ν2 +
∑
ν<<ν≤ν>
ν2 ×
Π
(
arcsin
√
ν2> − ν2
ν2> − ν2<
, 1− n
4
<
n4>
,
√
1− n
2
<
n2>
)]}
.
(5.51)
Por simplicidad, supondremos que los ı´ndices de refraccio´n son tales que (ν< −
1/2) y (ν>−1/2) son ambos enteros. Esto no conlleva ninguna pe´rdida de generalidad
en el resultado que estamos buscando porque, como en el caso de las contribuciones
de volumen que consideramos antes, las partes fraccionarias αk = nkx − [nkx] no
tienen efecto en los te´rminos dominantes de las sumas para aΩ/cÀ 1.
Casi todas las sumas que aparecen en el lado derecho de las ecuaciones (5.50) y
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(5.51) se pueden resolver trivialmente, pues
νf∑
ν=3/2
ν2 =
ν3f
3
+O(ν2f ). (5.52)
Las excepciones son los u´ltimos te´rminos que aparecen en esas ecuaciones. Pero estas
contribuciones pueden aproximarse por la fo´rmula de suma de Euler-Maclaurin.
De nuevo aqu´ı debemos notar que las funciones en los argumentos de estas sumas,
digamos f(ν), se anulan (en ambos casos) como una ra´ız cuadrada en ν< y en ν>.
Para nuestros propo´sitos, es suficiente sustraer una funcio´n g(ν) que se comporte de
la misma manera, para obtener una diferencia con una derivada primera positiva y
acotada, a la cual podamos aplicar la fo´rmula de suma de Euler-Maclaurin [103],
ν>∑
ν=ν<+1
[f(ν)− g(ν)] =
∫ ν>
ν<+1
[f(ν)− g(ν)] dν+
+ [f(ν< + 1)− g(ν< + 1)] +
∫ ν>
ν<+1
(x− [x])
[
f
′
(x)− g′(x)
]
dx.
(5.53)
Se puede verificar fa´cilmente que el resto (el u´ltimo te´rmino en el lado derecho) es
O(aΩ/c). Por otro lado, la suma ∑ν>ν=ν<+1 g(ν) se puede resolver exactamente en
te´rminos de funciones ζ de Hurwitz.
Reuniendo todos estos resultados tenemos
1
~Ω
∆0E
TE(a) = O
(
aΩ
c
)
− 1
12
(
n2RΩ
c
)2
×
{
1− 3kTE1
(
n2RΩ
c
)−2/3}
+O
(
RΩ
c
) (5.54)
para los modos TE y
1
~Ω
∆0E
TM(a) = − 1
12
(n2> − n2<)2
n2> + n
2
<
(
aΩ
c
)2
+O
(
aΩ
c
)
+
+
1
12
(
n2RΩ
c
)2 {
1− 3kTM1
(
n2RΩ
c
)−2/3}
+O
(
RΩ
c
) (5.55)
para los modos TM.
Notar que para los modos TE no hay contribuciones de superficie originadas por
la separacio´n entre diele´ctricos. Esto esta´ de acuerdo con los resultados hallados
en [30] para medios no magne´ticos. Por otro lado, hay una contribucio´n superficial
negativa en el resultado para los modos TM, que se anula para n1 = n2. Adema´s,
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tanto en los casos TE como TM hay contribuciones de superficie correspondientes
al contorno exterior (∼ R2), las cuales difieren so´lo en su signo y se cancelan mutua-
mente cuando son sumadas. Esto esta´ en acuerdo con el hecho de que las condiciones
de contorno de Dirichlet y Neumann contribuyen con te´rminos de superficie opues-
tos [30] (ver seccio´n 5.2). Finalmente, tambie´n aparecen correcciones que dependen
de potencias fraccionarias de R, las que son inducidas por el corte impuesto en las
frecuencias (ver (5.37) y (5.39)).
Cabe destacar que el procedimiento que hemos seguido para evaluar la energ´ıa
de Casimir se puede continuar hasta cualquier orden dado en el desarrollo asinto´tico
de las ecuaciones (5.17) y (5.20), obteniendo un resultado al orden correspondiente
en potencias de (aΩ/c)−1 (desarrollo que estara´ justificado en la medida en que
(aΩ/c)À 1).
5.5. La energ´ıa de Casimir
5.5.1. La presio´n electromagne´tica sobre la burbuja
Como mencionamos en la seccio´n anterior, las contribuciones que dependen de
R en el lado derecho de la ecuacio´n (5.49) (y la correspondiente para los modos
TM), as´ı como tambie´n en (5.54) y (5.55) son independientes de a y de n1. Luego,
esas contribuciones se cancelan si uno refiere la energ´ıa al caso donde el medio de
ı´ndice n2 llena completamente el interior de la esfera externa. Esto puede ser hecho
sustrayendo de la energ´ıa de vac´ıo antes calculada, la misma expresio´n con a = 0.
De esta manera, cualquier referencia al radio exterior R desaparece y se obtiene
1
~Ω
E(a) = (n
3
1 − n32)
6pi
(
aΩ
c
)3
− 1
12
(n21 − n22)2
n21 + n
2
2
(
aΩ
c
)2
+O
(
aΩ
c
)
. (5.56)
El segundo te´rmino en el lado derecho de (5.56) (una contribucio´n de superficie,
cualitativamente similar a la obtenida en [109]) es negativa, mientras que el compor-
tamiento del primer te´rmino, de volumen, depende del signo de (n31− n32). Para una
frecuencia de corte Ω grande, la contribucio´n de volumen es dominante, en acuerdo
con lo sostenido en [26, 31, 32, 33].
Como espera´bamos, E(a) = 0, para n1 = n2. Y si, por ejemplo, n2 > n1, E(a)
resulta ser una funcio´n negativa, mono´tonamente decreciente con a.
Pero se debe tener en cuenta que, como fuera sen˜alado en [100], los valores de
E(a) para radios diferentes de la burbuja se refieren a configuraciones con diferentes
cantidades de material en cada medio, y entonces no son directamente comparables.
En consecuencia, en los ca´lculos que siguen retendremos la dependencia comple-
ta de la energ´ıa de vac´ıo con R, tal como fuera hallada en las ecuaciones (5.49),
(5.54) y (5.55), y consideraremos que los ı´ndices de refraccio´n var´ıan con el volumen
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de la burbuja, de manera de mantener constante el nu´mero de mole´culas de cada
diele´ctrico. Esta condicio´n es equivalente a demandar que [100][
n1(a)
2 − 1] a3 = constante, [n2(a)2 − 1] (R3 − a3) = constante, (5.57)
lo cual implica que
n′1(a) = −
3
2 a
(n1(a)
2 − 1)
n1(a)
, n′2(a) =
3 a2
2 (R3 − a3)
(n2(a)
2 − 1)
n2(a)
. (5.58)
Esas derivadas, reemplazadas en la expresio´n para la presio´n que ejerce el campo
electromagne´tico sobre el contorno de separacio´n entre los diele´ctricos,
P (a) :=
−1
4 pi a2
[
∂
∂a
+ n′1(a)
∂
∂n1
+ n′2(a)
∂
∂n2
]
ECas(a) =
=
−1
4pi a2
d
da
(
∆1E
TE(a) + ∆1E
TM(a) + ∆0E
TE(a) + ∆0E
TM(a) + ...
)
,
(5.59)
conducen de manera directa a
P (a)
~Ω
(
Ω
c
)−3
=
−1
16pi2
{[
n2(a)
3 − n1(a)3
]− 3 [n2(a)− n1(a)]}+
+
1
24pi
(
aΩ
c
)−1{
3
2
(n1(a)
2 − 1) (n2(a)2 − n1(a)2) (n1(a)2 + 3n2(a)2)2
(n1(a)2 + n2(a)2)
2 +
+
(n1(a)
2 − n2(a)2)2
n1(a)2 + n2(a)2
}
+O
(
aΩ
c
)−2
+O
(
RΩ
c
)−2/3
,
(5.60)
donde ahora puede tomarse el l´ımite R→∞.
Notar que n2(a) es esencialmente constante, ya que tiene una derivada que se
anula muy ra´pidamente con R (∼ R−3). Sin embargo, como entra en un te´rmino
con un coeficiente de gran magnitud (∼ R3), proporciona una contribucio´n finita a
P (a). Por otro lado, aquellos te´rminos que contienen potencias menores de R no dan
contribucio´n en el l´ımite R→∞. Esto sugiere que la expresio´n obtenida para P (a)
es independiente de las condiciones de contorno impuestas sobre el campo en r = R.
El primer te´rmino del lado derecho de la ecuacio´n (5.60), que viene de la contribu-
cio´n de volumen a la energ´ıa de vac´ıo (ecuacio´n (5.49)), es claramente dominante
para aΩ/c À 1, mientras que el segundo te´rmino, que viene de la contribucio´n de
superficie (ecuacio´n (5.55)) es menos significativo en esta regio´n.
La presio´n P (a) se comporta de la siguiente manera, dependiendo de los valores
de los ı´ndices de refraccio´n: Como se esperaba, se anula para n1 = n2, y su derivada
con respecto al ı´ndice exterior es negativa si n2 > 1,
∂P (a)
∂n2
= − 3
16 pi2
(
n22 − 1
)
+O
(
aΩ
c
)−1
< 0. (5.61)
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Luego, para n2 > n1, P (a) < 0 y la burbuja tiende a contraerse. Por otro lado, para
n2 < n1, P (a) > 0 y la burbuja tiende a expandirse. De esta manera, arrivamos a la
imagen usual de un diele´ctrico que tiende a llenar el espacio vac´ıo, au´n para campo
ele´ctrico nulo.
5.5.2. La energ´ıa de Casimir
La energ´ıa de Casimir como funcio´n del radio de la burbuja, para cantidades
dadas de los materiales diele´ctricos, puede obtenerse integrando −P (a) con respecto
al volumen de la burbuja. Como sen˜alamos en la seccio´n anterior, n2(a) es esen-
cialmente constante, porque este diele´ctrico tiene un gran volumen disponible (ver
ecuacio´n (5.58)). Por otro lado, cuando la burbuja esta´ inicialmente llena con un
diele´ctrico de ı´ndice n1 y se expande desde un volumen inicial V0 = 4pia
3
0/3 hasta
un volumen final V = 4pia3/3, el ı´ndice de refraccio´n final puede calcularse como
n1(a) =
√
1 + (n21 − 1)
V0
V
. (5.62)
Reteniendo so´lo el te´rmino dominante en la expresio´n de la presio´n, ecuacio´n
(5.60), tenemos
ECas(a)− ECas(a0) = −
∫ V
V0
P (a) dV =
= ~Ω
(
Ω
c
)3{
1
16pi2
(n32 − 3n2) (V − V0)+
+
1
8 pi2
[
V
(
1 + (n21 − 1)
V0
V
) 3
2
− n31 V0
]} (
1 +O
(
aΩ
c
)−1)
.
(5.63)
Notar que, al menos hasta este primer orden, la dependencia de los ı´ndices n1 y n2
aparece en te´rminos separados.
Este resultado es ma´s fa´cil de analizar en el caso particular de que la burbuja
contenga un medio diluido, o sea, cuando n21−1 = ²1−1¿ 1. En este caso tenemos
ECas(a)− ECas(a0) = ~Ω
(
Ω
c
)3
×
{
(n2 − 1)2 (2 + n2)
16pi2
(V − V0)− 3 (n
2
1 − 1)2
64 pi2
V0
V
(V − V0) +O
(
n21 − 1
)3}
.
(5.64)
Si el primer te´rmino es dominante (con n2 > 1), la energ´ıa de Casimir crece con
el volumen. Pero si, por ejemplo, la esfera exterior contiene so´lo vac´ıo (n2 = 1), el
primer te´rmino del lado derecho de la ecuacio´n (5.64) se anula. En ese caso queda el
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segundo te´rmino (con un coeficiente negativo, cuadra´tico en (²1 − 1) como te´rmino
dominante y, consecuentemente, la energ´ıa de Casimir decrece con el volumen como
(V0/V − 1).
5.6. Aplicacio´n a la sonoluminiscencia
Uno de los motivos del gran intere´s dedicado al estudio de la energ´ıa de Casimir
de medios diele´ctricos con simetr´ıa esfe´rica es debida a la sugerencia hecha por J.
Schwinger [26] de que el Efecto Casimir podr´ıa desempen˜ar un papel clave en la
explicacio´n del peculiar feno´meno conocido como sonoluminiscencia, as´ı llamado
porque consiste ba´sicamente en la transformacio´n de sonido en luz [25].
Este feno´meno esta´ caracterizado por el hecho de que la energ´ıa penetra en un
fluido como una onda sonora (de frecuencia ∼ 26 kHz), la que induce sobre una
burbuja de gaseosa (aire con un gas noble en pequen˜a proporcio´n) atrapada en un
nodo de velocidad, la emisio´n de intensos flashes de luz en sincron´ıa con la onda
sonora.
Los flashes de luz son emitidos al final de cada uno de los ra´pidos colapsos que
sufre la burbuja gaseosa en cada ciclo acu´stico. Estos colapsos duran alrededor de
4µs, reduciendo el radio de la burbuja desde ∼ 45µs por un factor de 10−1, lo que
hace que su superficie alcance velocidades superso´nicas.
La violenta desaceleracio´n que sufre la superficie de la burbuja cuando e´sta al-
canza el radio mı´nimo es acompan˜ada tambie´n por la emisio´n de un pulso acu´stico
saliente. Despue´s de eso, la burbuja permanece a la espera del siguiente ciclo. La
posterior expansio´n ocurre sobre escalas de tiempo hidrodima´micas, durante el se-
miciclo de rarificacio´n de la onda de presio´n (con cierta inercia, que hace que la
burbuja alcance su ma´ximo taman˜o cuando el campo de sonido externo ya se ha
vuelto compresivo).
Cada uno de los flashes de luz contiene alrededor de un millo´n de fotones visibles,
emitidos con una distribucio´n aproximadamente esfe´rica. Su duracio´n (menor que
50 ps) es unas cien veces ma´s corta que el menor tiempo de vida media de un estado
excitado del a´tomo de hidro´geno. La energ´ıa de los fotones llega hasta los 6,5 eV
(fotones de frecuencia mayor no pueden propagarse en agua), y la potencia del flash
puede alcanzar los 100mW.
Si este pulso de luz fuera emitido desde una regio´n de dimensiones ato´micas, una
comparacio´n de la energ´ıa del flash con la energ´ıa media acu´stica entregada a un
a´tomo del fluido por la onda sonora conduce a la conclusio´n de que deber´ıa haber
ocurrido una concentracio´n de energ´ıa de doce o´rdenes de magnitud.
Este feno´meno se puede percibir a simple vista en una habitacio´n a oscuras,
presenta´ndose como la luz emitida por una estrella.
Aunque la descripcio´n hidrodina´mica del colapso y posterior expansio´n de la
burbuja esta´ hoy en d´ıa bien comprendida [25], el mecanismo mediante el cual una
parte (aproximadamente 0,01 por ciento) de la energ´ıa suplida por el sonido es
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emitida como un flash de luz es au´n desconocido y aparentemente muy complejo
[25].
No obstante, Schwinger [26] sugirio´ que el Efecto Casimir podr´ıa dar una ex-
plicacio´n f´ısica para el feno´meno de la sonoluminiscencia, en el sentido de que la
diferencia de la energ´ıa electromagne´tica de vac´ıo (esta´tica) debida al cambio en el
radio de la burbuja podr´ıa proveer la energ´ıa a ser emitida como fotones al final del
colapso de la burbuja.
Pero, a pesar de la atractiva sencillez de esa propuesta, au´n no ha habido un
acuerdo acerca de co´mo evaluar este cambio en la energ´ıa de Casimir, y diferentes
aproximaciones al problema realizadas por distintos grupos de trabajo han llevado
a conclusiones controversiales [29, 30, 31, 97, 27, 98, 99, 32, 33].
En particular, la presencia de divergencias ultravioletas dificulta la interpreta-
cio´n f´ısica de las partes finitas. Sin embargo, como mencionamos en la introduccio´n,
estos inconvenientes tienen su origen en el hecho de que los modelos usados habi-
tualmente en la descripcio´n de los medios diele´ctricos no incorporan, en su mayor´ıa,
una relacio´n de dispersio´n realista, dependiente de la frecuencia, conduciendo as´ı a
un comportamiento ultravioleta inadecuado.
En el cap´ıtulo 3, hemos considerado una esfera diele´ctrica no magne´tica con una
permitividad dependiente de la frecuencia (una aproximacio´n de altas energ´ıas al
modelo de Drude). All´ı hemos mostrado que resulta una estructura de polos muy
simple para la funcio´n ζ correspondiente, y que so´lo se necesita un contrate´rmi-
no de volumen para mantener finita a la energ´ıa de Casimir, no siendo necesarios
contrate´rminos de superficie ni de curvatura.
Con el comportamiento ultravioleta de ese modo bajo control, tiene sentido anali-
zar las partes finitas de la energ´ıa de Casimir para medios realistas. En ese contexto,
el ana´lisis del modelo que estamos considerando, y la aplicacio´n de los resultados
obtenidos en la seccio´n anterior para un ca´lculo cuasi-esta´tico de la variacio´n de
la energ´ıa del vac´ıo, es un paso en la direccio´n de incorporar las contribuciones de
frecuencia finita a la energ´ıa de Casimir.
Para una burbuja de gas esfe´rica y rodeada por agua, podemos tomar n1 = 1 y
n2 = 4/3. En este caso, la presio´n (ecuacio´n (5.60)) se reduce a
P (a)
~Ω
(
Ω
c
)−3
=
−5
216pi2
+
49
5400pi
(
aΩ
c
)−1
+O
(
aΩ
c
)−2
' −2 × 10−3, (5.65)
aproximadamente una constante negativa si (aΩ/c)À 1, mientras que la diferencia
de energ´ıas de Casimir (ecuacio´n (5.63)) es
ECas(a0)− ECas(a)
~Ω
(
Ω
c
)−3
' 5
216pi2
(V0 − V ) ' 2 × 10−3 (V0 − V ). (5.66)
Vamos ahora a considerar un radio inicial a0 = 45µm, y un radio final a = a0/10.
Luego tenemos (V0 − V ) = V0(1− 10−3) ' V0.
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En primer lugar, estimaremos la diferencia de energ´ıas de Casimir iguala´ndola a
la energ´ıa emitida: suponiendo que el flash tiene un millo´n de fotones con una energ´ıa
media de 5 eV, tenemos (ECas(a0)−ECas(a)) ' 5×106 eV. La ecuacio´n (5.66) luego
da (aΩ/c) ' 608, valor que justifica los desarrollos asinto´ticos que hemos utilizado.
Para estos valores, la frecuencia de corte queda Ω ' 4 × 1015 1/s, equivalente a
una energ´ıa (visible) de alrededor de 2,6 eV. Notar que el ı´ndice de refraccio´n del
agua toma un valor esencialmente igual a 1 a frecuencias del orden de 1016 1/s (ver
[34], pa´gina 291). La frecuencia de corte que hemos encontrado corresponde a una
presio´n electromagne´tica de P ' −2 × 10−5 atm, de una magnitud mucho menor
que la presio´n acu´stica sobre la burbuja (∼ 1 atm) [25], de modo que no afecta la
descripcio´n hidrodina´mica de su movimiento [25].
Por otro lado, si tomamos como frecuencia de corte el valor por encima del cual
no hay propagacio´n de fotones en agua, Ω ' 10161/s (que corresponde a una energ´ıa
de 6,5 eV, con (a0Ω/c) ' 1490), tenemos para la diferencia de energ´ıas de Casimir
el valor (ECas(a0)−ECas(a)) ' 1,8×108 eV, que es unas 35 veces la energ´ıa de cada
pulso. La correspondiente presio´n electromagne´tica es P ' −7,5× 10−4atm.
Aunque los valores obtenidos ma´s arriba fueron derivados de un modelo esta´tico
que, si bien presenta rasgos realistas, ignora la complicada dependencia del ı´ndice de
refraccio´n con la frecuencia, nuestros resultados son consistentes con la propuesta de
Schwinger acerca de la importancia de la energ´ıa de Casimir en la sonoluminiscencia:
el vac´ıo electromagne´tico puede actuar como un reservorio de energ´ıa para la emisio´n
del pulso de luz, la que es almacenada durante la fase de expansio´n de la burbuja.
5.7. Contribuciones de los modos de alta frecuen-
cia
En las secciones anteriores hemos calculado la energ´ıa de Casimir de una burbuja
esfe´rica diele´ctrica no magne´tica, de radio a, inmersa en un segundo medio diele´ctri-
co, modelando los ı´ndices de refraccio´n como constantes hasta cierta frecuencia de
corte comu´n Ω, a partir de la cual esos ı´ndices toman el valor correspondiente al
espacio vac´ıo. Esta caracter´ıstica, que se refleja en una condicio´n de contorno depen-
diente de la frecuencia sobre la superficie de separacio´n de ambos medios, hizo que
ese contorno pudiera ser considerado como totalmente transparente para aquellos
modos del campo electromagne´tico de frecuencia mayor que Ω.
Como se menciono´ en la seccio´n 5.2.1, bajo esas condiciones la contribucio´n a
la energ´ıa de vac´ıo de los modos de alta frecuencia, ω > Ω, puede ser descartada
simplemente redefiniendo el nivel de referencia de la energ´ıa mediante la sustraccio´n
de una cantidad divergente pero independiente del radio de la burbuja a.
En la seccio´n siguiente consideraremos la contribucio´n de altas frecuencias cuan-
do se considera un comportamiento realista derivado del modelo de Drude. En esas
condiciones, mostraremos que la contribucio´n relevante a la parte finita de la energ´ıa
de Casimir proviene efectivamente del rango de bajas frecuencias, ecuacio´n (5.56).
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Esto valida los resultados de los ca´lculos presentados en las secciones anteriores para
la presio´n electromagne´tica sobre una burbuja, y su aplicacio´n al feno´meno de la
sonoluminiscencia.
Por u´ltimo, con respecto a las divergencias ultravioletas que este modelo presenta
en el marco de la regularizacio´n ζ, veremos que su dependencia de los para´metros del
sistema es tal que so´lo se necesita un contrate´rmino de volumen en el procedimiento
de renormalizacio´n que hace finita la energ´ıa de Casimir.
5.7.1. Contribucio´n de altas frecuencias usando el Modelo
de Drude
Reformulamos entonces el problema considerando una burbuja diele´ctrica esfe´ri-
ca de radio a, con permitividad ²1 (constante) relativa al vac´ıo, sumergida en un
medio de permitividad ²2(ω). Para analizar la contribucio´n de los modos de alta
frecuencia consideraremos una dependencia en todo el rango de frecuencias dada
por
²2(ω) =
{
²2, ω ≤ Ω
²1
(
1− Ω2
ω2
)
, ω > Ω
(5.67)
con ²2 constante (en particular, podremos tomar ²1 = ²0, el valor correspondiente
al vac´ıo). Aqu´ı, Ω es la frecuencia de plasma caracter´ıstica del medio exterior, coin-
cidente con la frecuencia de corte del modelo de bajas frecuencias. Observar que
el contorno en r = a ya no sera´ transparente para las altas frecuencias, sino que
tendera´ a serlo de una manera suave para ω → ∞, similarmente a como sucede en
un medio real.
Como antes, encerramos al sistema en una gran esfera conductora de radio
R À a, lo que proporciona condiciones de contorno adicionales (de Dirichlet o
de Neumann) en r = R que dan lugar a un espectro discreto.
Separando las contribuciones de baja y alta frecuencia, podemos escribir
E =
~
2
∞∑
n
ωn =
~
2
n0∑
n
ωn +
~
2
∞∑
n0+1
ωn =: Eω≤Ω + Eω>Ω , (5.68)
donde n > n0 corresponde a ωn > Ω.
En (5.68), la contribucio´n Eω≤Ω corresponde a lo que ya hemos calculado en las
secciones anteriores. Aqu´ı estaremos interesados en el ca´lculo de la contribucio´n de
altas frecuencias Eω>Ω =
~
2
∑∞
n0+1
ωn, donde ²2(ω) = ²1
(
1− Ω2
ω2
)
.
Como en la primera parte de este cap´ıtulo, el campo electromagne´tico admite una
descripcio´n en te´rminos de los modos transversales ele´ctricos (TE) y transversales
magne´ticos (TM), ecuaciones (3.5) - (3.13), sujetos a las condiciones de contorno
(5.3) y (5.4) respectivamente. Dentro de cada medio diele´ctrico, el campo satisface
la ecuacio´n de Helmholtz (3.6), que se reduce a ecuaciones diferenciales como en
5.7- Contribuciones de los modos de alta frecuencia 91
(5.5). La imposicio´n de las condiciones de contorno nos conduce a ecuaciones cuyas
ra´ıces determinan las autofrecuencias involucradas en la suma que define a Eω>Ω.
Estas ecuaciones tienen la misma forma que las dadas en (5.6) y (5.8) para las
funciones ∆TEν (z) y ∆
TM
ν (z) respectivamente, con el u´nico cambio de ²2 por ²2(ω).
Luego, para ω > Ω debemos evaluar la suma
ETEω>Ω =
∞∑
n0+1
~
2
ωn =
∞∑
ν=3/2
2 ν
∞∑
n=Nν+1
~
2
ων,n =
~ c
R
∞∑
ν=3/2
ν
∞∑
n=Nν+1
zν,n, (5.69)
y una expresio´n similar para los modos TM. En la expresio´n de arriba, Nν tiene
la misma interpretacio´n que antes: es el nu´mero de ceros positivos de ∆TEν (z) que
son menores o iguales a x = RΩ/c. Luego los ων,n (zν,n) que aparecen en (5.69)
representan los modos de frecuencia mayor que Ω.
Como antes, trabajamos en el marco de la regularizacio´n ζ. Usando la definicio´n
∞∑
n=Nν+1
zν,n :=
∞∑
n=Nν+1
z−sν,n
∣∣∣∣∣
s=−1
, (5.70)
podemos representar la suma
∑∞
n=Nν+1
z−sν,n mediante una integral en el plano com-
plejo z como en la ecuacio´n (5.11), donde ahora la curva C encierra a todos los ceros
mayores que x. Para <(s) suficientemente grande, esa curva puede ser deformada
en una l´ınea recta vertical que cruza el eje real en <(z) = x+ (ver ecuacio´n (5.13)).
Despue´s de un cambio de variables, obtenemos la suma en el lado derecho de (5.70)
como
∞∑
n=Nν+1
z−sν,n = <
{
−ν−s
pi
e
−ıpi
2
(s+ 1)
∫ ∞−ız
−ız+
t−s
d (ln∆TEν (ı ν t))
d t
dt
}
, (5.71)
para s > 1. Aqu´ı hemos llamado z = x/ν > 0, con x = RΩ/c. Luego, tenemos que
ETEω>Ω =
~ c
R
×
∞∑
ν=3/2
ν <
{
−ν−s
pi
e
−ıpi
2
(s+ 1)
∫ ∞−ız
−ız+
t−s
d (ln∆TEν (ı ν t))
d t
dt
}∣∣∣∣∣
s=−1
(5.72)
y una expresio´n enteramente similar para los modos TM, con ∆TMν (ı ν t) en lugar
de ∆TEν (ı ν t).
Construimos la continuacio´n anal´ıtica del lado derecho de la ecuacio´n (5.71) a
s ' −1 restando y sumando del integrando los primeros te´rminos obtenidos del
desarrollo asinto´tico uniforme (desarrollo de Debye) [69] de las funciones de Bessel
que aparecen en las expresiones de ∆TEν (z) y ∆
TM
ν (z), va´lidas para grandes valores
de ν, con t fijo. Obtenemos:
d ln∆TEν (ı ν t)
d t
= DTEν (t) +O(ν−4) (5.73)
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para los modos TE, donde
DTEν (t) =
1∑
k=−3
νkD
(k)
TE(t). (5.74)
Las funciones D
(k)
TE(t) son en el presente caso:
D
(1)
TE(t) =
√
1+n12 t2
t
, (5.75)
D
(0)
TE(t) =
1
2 t
− n12 t
2 (1+n12 t2)
, (5.76)
D
(−1)
TE (t) =
5n12 t
8 (1+n12 t2)
5
2
− n12 t
8 (1+n12 t2)
3
2
+
+ a
4 n14 t x2
2R3
√
R2+a2 n12 t2
−
√
1+n12 t2 x2
t3
+
n12
√
1+n12 t2 x2
2 t
−
− n14 t x2
2
√
1+n12 t2
+
√
R2+a2 n12 t2 x2
R t3
− a2 n12
√
R2+a2 n12 t2 x2
2R3 t
,
(5.77)
D
(−2)
TE (t) =
−15n12 t
8 (1+n12 t2)
4 +
3n12 t
2 (1+n12 t2)
3 +
−(n12 t)+4n14 t x2
8 (1+n12 t2)
2 , (5.78)
D
(−3)
TE (t) =
1105n12 t
128 (1+n12 t2)
11
2
− 1547n12 t
128 (1+n12 t2)
9
2
+ 531n1
2 t
128 (1+n12 t2)
7
2
−
− 25n12 t
128 (1+n12 t2)
5
2
− 25n14 t x2
16 (1+n12 t2)
7
2
+ 3n1
4 t x2
16 (1+n12 t2)
5
2
+
+ 5 a
4 n14R3 t x2
16 (R2+a2 n12 t2)
7
2
− 3 a4 n14R tx2
16 (R2+a2 n12 t2)
5
2
+ n1
6 t x4
8 (1+n12 t2)
3
2
+
+
√
1+n12 t2 x4
t5
− n12
√
1+n12 t2 x4
2 t3
+
3n14
√
1+n12 t2 x4
8 t
−
− a6 n16 t x4
8R3 (R2+a2 n12 t2)
3
2
+ 3 a
6 n16 t x4
8R5
√
R2+a2 n12 t2
−
√
R2+a2 n12 t2 x4
R t5
+
+
a2 n12
√
R2+a2 n12 t2 x4
2R3 t3
− 3 a4 n14
√
R2+a2 n12 t2 x4
8R5 t
− 3n16 t x4
8
√
1+n12 t2
.
(5.79)
Para los modos TM,
DTMν (t) =
1∑
k=−3
νkD
(k)
TM(t) , (5.80)
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donde las funciones D
(k)
TM(t) esta´n dadas por
D
(1)
TM(t) =
√
1+n12 t2
t
(5.81)
D
(0)
TM(t) = − 12 t + n1
2 t
2 (1+n12 t2)
, (5.82)
D
(−1)
TM (t) =
−7n12 t
8 (1+n12 t2)
5
2
− n12 t
8 (1+n12 t2)
3
2
− n14 t x2
2
√
1+n12 t2
+
+
√
R2+a2 n12 t2 x2
R t3
−
√
1+n12 t2 x2
t3
+
n12
√
1+n12 t2 x2
2 t
+
+ a
4 n14 t x2
2R3
√
R2+a2 n12 t2
− a2 n12
√
R2+a2 n12 t2 x2
2R3 t
,
(5.83)
D
(−2)
TM (t) =
21n12 t
8 (1+n12 t2)
4 − 3n12 t2 (1+n12 t2)3 +
n12 t−4n14 t x2
8 (1+n12 t2)
2 , (5.84)
D
(−3)
TM (t) =
−1463n12 t
128 (1+n12 t2)
11
2
+ 1813n1
2 t
128 (1+n12 t2)
9
2
− 549n12 t
128 (1+n12 t2)
7
2
+
+ 23n1
2 t
128 (1+n12 t2)
5
2
+ 35n1
4 t x2
16 (1+n12 t2)
7
2
+ 3n1
4 t x2
16 (1+n12 t2)
5
2
+
+ 5 a
4 n14R3 t x2
16 (R2+a2 n12 t2)
7
2
+ 9 a
4 n14R tx2
16 (R2+a2 n12 t2)
5
2
+ a
4 n14 t x2
4R (R2+a2 n12 t2)
3
2
−
− a4 n14 t x2
4R3
√
R2+a2 n12 t2
−
√
R2+a2 n12 t2 x2
2R t3
+
a2 n12
√
R2+a2 n12 t2 x2
4R3 t
+
+ n1
6 t x4
8 (1+n12 t2)
3
2
− 3n16 t x4
8
√
1+n12 t2
+
√
1+n12 t2 x4
t5
− n12
√
1+n12 t2 x4
2 t3
+
+ 3 a
6 n16 t x4
8R5
√
R2+a2 n12 t2
+
3n14
√
1+n12 t2 x4
8 t
− a6 n16 t x4
8R3 (R2+a2 n12 t2)
3
2
−
−
√
R2+a2 n12 t2 x4
R t5
+
a2 n12
√
R2+a2 n12 t2 x4
2R3 t3
− 3 a4 n14
√
R2+a2 n12 t2 x4
8R5 t
,
(5.85)
donde n1 =
√
²1 y x = RΩ/c.
Notar que en (5.73) hemos retenido te´rminos hasta el orden (ν−3) inclusive.
Esto es necesario para poder aislar todas las singularidades que aparecen en la
continuacio´n anal´ıtica a s = −1.
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Luego, como en (5.19), debemos considerar∫ ∞−ız
−ız
t−s
d (ln∆TEν (ı ν t))
d t
dt =
∫ ∞−ız
−ız
t−sDTEν (t) dt +
∫ ∞−ız
−ız
t−s
{
d (ln∆TEν (ı ν t))
d t
−DTEν (t)
}
dt
(5.86)
donde la segunda integral en el lado derecho converge, por construccio´n, para s >
−2 y puede ser evaluada directamente (nume´ricamente, por ejemplo) en s = −1.
Volveremos sobre ella ma´s adelante.
Con la primer integral en (5.86) debemos calcular
E
TE(1)
ω>Ω :=
~c
R
1∑
k=−3
∞∑
ν=3/2
ν1−s+k <

−e−ı
pi
2
(s+ 1)
pi
∫ ∞−ız
−ız
t−sD(k)TE(t) dt
 , (5.87)
donde recordamos que aqu´ı z = x/ν, con x = RΩ/c.
Se obtiene una expresio´n enteramente similar para E
TM(1)
ω>Ω , correspondiente a los
modos TM, con D
(k)
TM(t) en lugar de D
(k)
TE(t).
La continuacio´n anal´ıtica de E
TE(1)
ω>Ω en (5.87) a s ≈ −1 nos conduce a las sin-
gularidades (y tambie´n a partes finitas) de (5.71). Estas se presentan como polos
simples, dado que el integrando DTEν (t) es una funcio´n algebraica de t que se com-
porta como O(t0) para grandes valores de |t|. Luego, la integral converge absoluta
y uniformemente para s > 1, regio´n donde define una funcio´n anal´ıtica que puede
ser extendida como una funcio´n meromorfa en la regio´n de intere´s del para´metro s.
El me´todo de ca´lculo de las contribuciones provenientes de los sucesivos o´rdenes
del desarrollo de Debye (identificados con el ı´ndice k en (5.87)) es completamente
ana´logo al que hemos utilizado en las secciones 5.2.3 y 5.4, excepto por el hecho de
que la suma en ν involucrada en (5.87) ya no es una suma finita como ten´ıamos
en (5.9), sino una serie infinita. Esto ya hab´ıa sido encontrado en los ca´lculos del
cap´ıtulo 3, donde pudimos mostrar que, gracias a que el l´ımite inferior de integracio´n
en (3.42) pod´ıa ser tomado tan cercano a −ı0+ como se quisiera, la suma infinita
en ν pod´ıa calcularse inmediatamente por medio de la funcio´n ζ de Hurwitz (ver
ecuacio´n (3.43)).
Por el contrario, en (5.87) z = RΩ/c À 1, lo que acopla la suma en ν con la
integral en t, que ya no pueden calcularse por separado como se hizo en la seccio´n
3.3.
No obstante, un ana´lisis cuidadoso muestra que para cada orden del desarrollo
de Debye, al tomar la parte real de la integral que aparece entre llaves en (5.87),
quedan expresiones que, o bien son independientes de ν (para las que la serie en ν
se reduce sencillamente a una funcio´n ζ de Hurwitz), o bien son tales que su parte
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real limita la serie en ν a una suma finita, del tipo de las calculadas en la seccio´n
5.4 por medio de la fo´rmula de Euler-Maclaurin.
Dado lo engorroso del ca´lculo, so´lo expondremos aqu´ı los resultados. La contri-
bucio´n a la parte finita (P.F.) de la energ´ıa de vac´ıo de estos primeros o´rdenes del
desarrollo de Debye es
1
~Ω
P.F.
(
E
TE(1)
ω>Ω + E
TM(1)
ω>Ω
)
=
=
[
11n1RΩ
24 c pi
− n1
3R3Ω3
6 c3 pi
+O
(
RΩ
c
)−1]
+ [0]+
[(
3 a2 n1
2
2 c2 pi
− 3n1
2R2
2 c2 pi
)
Ω2 +
(
a3 n1
3
3 c3 pi
− n1
3R3
3 c3 pi
)
Ω3+
+Ω
(
a
(
−7n1
8 c pi
− 11n1 log(
RΩ
c
)
24 c pi
)
+R
(
23n1
24 c pi
+
11n1 log(
RΩ
c
)
24 c pi
))
+
−3
8pi
+O
(
RΩ
c
)−1]
+
[
3
128
+O
(
RΩ
c
)−1]
+
+
[
Ω
(
R
(
47n1
192 c pi
− 5n1 log(2)
12 c pi
+
5n1 log(
RΩ
c
)
24 c pi
)
+
+a
(
209n1
192 c pi
− 11n1 log(2)
12 c pi
+
11n1 log(
RΩ
c
)
24 c pi
))
+
+Ω3
(
a3
(
− (n13)
6 c3 pi
+
n1
3 log(2)
6 c3 pi
− n1
3 log(RΩ
c
)
12 c3 pi
)
+
+R3
(
n1
3
6 c3 pi
− n1
3 log(2)
6 c3 pi
+
n1
3 log(RΩ
c
)
12 c3 pi
))
+O
(
RΩ
c
)−1]
,
(5.88)
donde cada corchete corresponde a la contribucio´n de cada orden del desarrollo de
Debye (el primero corresponde al orden ν1, el segundo a ν0, y as´ı siguiendo). No´tese
que esta expresio´n tiene un l´ımite finito cuando a→ 0.
En el primer corchete podemos identificar un te´rmino de volumen de la forma
−~n31R3Ω4/(6pic3), similar al que aparece en la contribucio´n de las bajas frecuencias,
ecuacio´n (5.49).
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Tambie´n se encuentra que ocurren ciertas cancelaciones entre te´rminos diver-
gentes infrarrojos que mezclan dependencias de R y de a, como los que contienen
(aΩ/c) log(a/R) o (aΩ/c) log(RΩ/c) en los ordenes ν−1 y ν−3.
Hay tambie´n indicios de que los te´rminos con distintas potencias de a que van
surgiendo de las contribuciones de los sucesivos o´rdenes del desarrollo de Debye
(aparentemente, so´lo de los ordenes impares, ν−1, ν−3,...), se van cancelando entre s´ı.
Dada la creciente complejidad algebraica de este desarrollo, una forma de verificar
esta hipo´tesis consistir´ıa en estimar nume´ricamente el te´rmino con la diferencia(
d (ln∆TEν (ı ν t))
d t
−DTEν (t)
)
en el segundo miembro de (5.86), que no ha sido
necesario para identificar las partes singulares y que hemos desestimado hasta ahora.
Esto sera´ analizado en ma´s detalle en el Ape´ndice D.
En dicho Ape´ndice se muestra, en primer lugar, que los te´rminos con potencias
positivas de a son un artefacto del desarrollo de Debye que estamos empleando. En
efecto, al sumar a la expresio´n en (5.88) una estimacio´n nume´rica de la contribucio´n
que viene del segundo te´rmino del lado derecho de (5.86), se encuentra que esas
contribuciones se cancelan, quedando so´lo te´rminos de orden (aΩ/c)−1 (que no fueron
retenidos en el ca´lculo de (5.88)). Esto sugiere que si se recalculara esa contribucio´n
a ordenes ma´s elevados en el desarrollo de Debye, esas potencias de a tambie´n se
cancelar´ıan.
Esto es una verificacio´n de que el resultado relevante para la parte finita de la
energ´ıa de vac´ıo proviene efectivamente de la contribucio´n de las bajas frecuencias,
donde es va´lida la aproximacio´n de las permitividades por constantes hasta una
frecuencia de corte Ω. En particular, los resultados obtenidos en la aplicacio´n a la
sonoluminiscencia son cualitativamente va´lidos.
Desde luego que el resultado completo para la energ´ıa de Casimir incluye un
te´rmino de volumen con una constante fenomenolo´gica indeterminada, remanente
del proceso de renormalizacio´n en el que debe compensarse una singularidad con
esa dependencia funcional. Con ma´s precisio´n, deber´ıamos decir que los resulta-
dos obtenidos de la aplicacio´n de este modelo a una burbuja sonoluminiscente son
compatibles con pequen˜os valores para esa constante fenomenolo´gica.
Por otro lado, sumando todas las contribuciones a las partes singulares (P.S.) de
los te´rminos considerados en el desarrollo de Debye, tenemos
1
~Ω
P.S.
(
E
TE(1)
ω>Ω + E
TM(1)
ω>Ω
)
=
−n1
3Ω3 (R3 − a3)
12 c3 pi (1 + s)
+
8 c
315n1 piΩR (1 + s)
+O (s+ 1) .
(5.89)
Como vemos en (5.89), las singularidades ultravioletas se manifiestan a trave´s
de un termino de volumen y un te´rmino que se anula con R−1. En el l´ımite R→∞
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encontramos
EP.S.ω>Ω = −hΩ4
n1
3
16pi2 c3 (1 + s)
V2 +O (s+ 1) . (5.90)
Este resultado esta en completo acuerdo con lo obtenido en el cap´ıtulo 3, ya que el
volumen que aparece en la ecuacio´n de arriba, V2 =
4
3
pi (R3 − a3), corresponde al
del medio (exterior) con ı´ndice de refraccio´n ²2(ω) = ²1
(
1− Ω2
ω2
)
.
5.8. Resumen y conclusiones
En este cap´ıtulo hemos considerado un modelo simple de medio diele´ctrico, donde
la descripcio´n de sus propiedades se hace por medio de una relacio´n de dispersio´n
con una permitividad dependiente de la frecuencia, que toma en consideracio´n de
manera realista su respuesta tanto a bajas como a altas frecuencias. El problema
as´ı modelado permite evaluar por separado, en ambos rangos de frecuencia, las
contribuciones a la energ´ıa de Casimir.
En el rango de bajas frecuencias, la permitividad y permeabilidad pueden ser
tomadas como constantes hasta una frecuencia de corte Ω, por encima de la cual
ambos medios se hacen indistinguibles. Esto se refleja en condiciones de contorno
sobre la superficie de separacio´n entre medios diele´ctricos que son dependientes de
la frecuencia del campo electromagne´tico, de modo que esa separacio´n se vuelve
transparente para frecuencias mayores que la de corte.
Por otro lado, en el rango de altas frecuencias del campo, la dependencia de la
permitividad con la frecuencia fue modelada usando el modelo de Drude.
Por simplicidad, hemos limitado nuestra atencio´n a medios no magne´ticos, y
hemos estudiado la energ´ıa de Casimir de un diele´ctrico esfe´rico de radio a e ı´ndice
de refraccio´n n1(ω) =
√
²1(ω) sumergido en un segundo medio de de ı´ndice n2(ω) =√
²2(ω), todo el sistema encerrado en una gran esfera conductora conce´ntrica de
radio R.
Como se menciono´ en el primer pa´rrafo, las contribuciones de los modos de
baja y alta frecuencia (ω ≤ Ω y ω > Ω respectivamente) pueden ser calculadas
por separado. La contribucio´n a la energ´ıa de Casimir de los modos con frecuencia
ω ≤ Ω se reduce a dos sumas finitas, una para los modos tranversales ele´ctricos
(TE) y otra para los modos tranversales magne´ticos (TM). Para cada valor del
momento angular l = ν − 1/2, hemos representado estas sumas como diferencias
de las funciones ζ incompletas del modelo, ζTEν (s, x) y ζ
TM
ν (s, x), introducidas en
el cap´ıtulo 4 para el caso simplificado de un campo escalar con una condicio´n de
contorno dependiente de la frecuencia. En el Ape´ndice C hemos derivado la expresio´n
de la funcio´n ∆TEν (z), cuyas ra´ıces determinan las autofrecuencias de los modos TE
para esta configuracio´n de medios. Tambie´n hemos probado que aquellos ceros que
caen en el semiplano abierto derecho del plano complejo z son todos reales y simples,
lo que justifica la representacio´n integral que hemos usado para esas funciones ζ. Lo
mismo puede demostrarse para ∆TMν (z).
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Este hecho nos permitio´ representar a las funciones ζ incompleta como integrales
en el plano complejo, haciendo uso del Teorema de Cauchy. Finalmente, el desarrollo
asinto´tico uniforme de las funciones de Bessel hizo posible un desarrollo sistema´tico
de esas funciones ζ, hecho que facilita las continuaciones anal´ıticas necesarias.
En la seccio´n 5.2 hemos retenido de esa aproximacio´n los te´rminos necesarios
para aislar las partes singulares de las funciones ζ incompletas en s = −1. Estos
te´rminos son tambie´n suficientes para evaluar tanto las contribuciones de volumen
como las primeras correcciones de taman˜o finito a la energ´ıa de Casimir.
Como el menor cero positivo de ∆TEν (z) (∆
TM
ν (z)) es una funcio´n creciente de
ν, se puede determinar el ma´ximo valor de ν, νTE0 (ν
TM
0 ), para el cual hay autofre-
cuencias menores o iguales a Ω. Esto fue calculado en la seccio´n 5.3. A partir de la
continuacio´n anal´ıtica de las funciones ζ incompletas a s = 0, hemos mostrado en
esa seccio´n que νTE0 y ν
TM
0 son funciones lineales de (n2RΩ/c) (con correcciones que
dependen de potencias fraccionarias menores, inducidas por la presencia del corte),
las cuales son independientes de n1 y de a.
En la seccio´n 5.4 hemos mostrado que, para (aΩ/c)À 1, las contribuciones domi-
nantes son te´rminos de volumen (ver ecuacio´n (5.49)), cuyo signo esta´ determinado
por la diferencia (n31 − n32), ma´s un te´rmino positivo proporcional al volumen del
espacio accesible al medio exterior, que resulta independiente de n1 y de a.
El segundo orden en el desarrollo de Debye produce las primeras correcciones de
taman˜o finito a la energ´ıa de Casimir, las cuales son contribuciones de superficie (ver
ecuaciones (5.54) y (5.55)). Aparece un te´rmino negativo proporcional a la superficie
de la burbuja, el cual proviene exclusivamente de los modos TM. Aparecen tambie´n
contribuciones correspondientes al contorno externo, debidas a ambos modos TE y
TM, las cuales sin embargo so´lo difieren en el signo y se cancelan cuando son suma-
das. Hay tambie´n correcciones proporcionales a potencias no enteras de (n2RΩ/c)
(potencia 7
3
y menores) que son inducidas por la relacio´n entre νTE0 (ν
TE
0 ) y RΩ/c.
Esas correcciones, sin embargo, no tienen consecuencias en el l´ımite R→∞.
Los resultados mencionados arriba han sido analizados en la seccio´n 5.5. En
primer lugar, hemos considerado la diferencia entre las energ´ıas de Casimir para dos
configuraciones, una con un dado valor del radio a, y la otra correspondiente a la
situacio´n donde el medio externo llena todo el espacio interior a la esfera externa. Se
obtiene el resultado dado en la ecuacio´n (5.56), de donde se observa que esa diferencia
es independiente de R. Su comportamiento con respecto a a depende de los valores
de n1 y n2 pero, como fue sen˜alado antes, esta expresio´n debe ser considerada con
cuidado pues sus valores para radios diferentes se refieren a cantidades diferentes de
medios materiales2 [100].
En la seccio´n 5.7, dedicada a la contribucio´n de los modos de alta frecuencia,
(as´ı como en el Ape´ndice D donde se describe el ca´lculo nume´rico realizado) hemos
2Si bien ese tipo de normalizaciones permiten eliminar las contribuciones divergentes infrarrojas
dependientes de R, son inadecuadas para hacer comparaciones para distintos valores de a, porque
en esas diferencias de energ´ıas se esta´n comparando situaciones con distintas cantidades de materia
en cada medio diele´ctrico
5.8- Resumen y conclusiones 99
dado argumentos en favor de que la contribucio´n dominante a la parte finita de la
energ´ıa de Casimir esta´ efectivamente dada por la expresio´n (5.56), proveniente de
las contribuciones de bajas frecuencias.
Para determinar la fuerza que actu´a sobre la superficie de separacio´n entre
diele´ctricos, se debe imponer la conservacio´n del nu´mero de part´ıculas en cada me-
dio. Esta condicio´n lleva a una variacio´n de los ı´ndices de refraccio´n con respecto
al radio de la burbuja a. Teniendo en cuenta esa dependencia de los ı´ndices con a,
hemos arrivado a una expresio´n para la presio´n del vac´ıo electromagne´tico sobre la
burbuja, P (a), como una funcio´n de a (ver ecuacio´n (5.60)). P (a), as´ı construida,
se anula cuando n2 = n1, y tiene una derivada negativa con respecto a n2. Luego,
es negativa para n2 > n1, y tiende a comprimir la burbuja.
Esta presio´n puede ser integrada para dar la variacio´n de la energ´ıa de Casimir
con respecto al volumen de la burbuja, para cantidades dadas de materia en los
medios diele´ctricos (ecuacio´n (5.63)).
Como mencionamos en la introduccio´n, cuando se consideran modelos de diele´ctri-
cos que tienen ı´ndices de refraccio´n constantes en todo el rango de frecuencias, la
presencia de divergencias hace dif´ıcil dar una interpretacio´n f´ısica a la parte finita
de la energ´ıa de vac´ıo, la que no puede ser aislada de la parte singular. Sin embargo,
cuando se supone un comportamiento ultravioleta realista y se emplea la regula-
rizacio´n ζ, como en el caso estudiado en la seccio´n 5.7, las singularidades pueden
ser removidas con un u´nico contrate´rmino de volumen en la densidad de energ´ıa
cla´sica del material. No se necesitan contrate´rminos de superficie ni de curvatura
pera mantener finita la energ´ıa de Casimir.
Con este comportamiento ultravioleta bajo control, cobran sentido las contri-
buciones de frecuencia finita en modelos realistas. Ma´s au´n, estas contribuciones a
(la parte finita de) la energ´ıa de vac´ıo (dadas por la ecuacio´n (5.56)) resultan ser
las dominates. Esto fue mostrado en la seccio´n 5.7.1, junto con el ca´lculo nume´rico
descrito en el Ape´ndice D, donde se ha analizando la contribucio´n de los modos de
alta frecuencia usando el modelo de Drude para la permitividad.
Segu´n ese argumento, el resultado relevante para la parte finita de la energ´ıa
de Casimir viene dado, efectivamente, por la contribucio´n de las bajas frecuencias,
ecuacio´n (5.56), y entonces tiene sentido su aplicacio´n a feno´menos tales como el de
la sonoluminiscencia.
Nuestros resultados as´ı obtenidos son consistentes con la propuesta de Schwinger
acerca de la relevancia que puede tener la energ´ıa de Casimir en esa transduccio´n
de sonido en luz. En efecto, en el caso de una burbuja esfe´rica de gas sumergida en
agua, y tomando el radio de una burbuja sonoluminiscente t´ıpica, hemos encontrado
una presio´n electromagne´tica que es aproximadamente una constante negativa que
nos ha permitido estimar el valor de la frecuencia corte Ω. Esta cae en la regio´n del
espectro visible, en un valor cercano a la regio´n donde el ı´ndice de refraccio´n del
agua se vuelve esencialmente igual a 1.
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Por otro lado, tomando como valor para la frecuencia de corte aquel para el cual
ya no es posible la propagacio´n de la luz en el agua, obtenemos un valor para el
cambio de la energ´ıa de Casimir de la burbuja durante el colapso de alrededor de 35
veces la energ´ıa t´ıpicamente emitida en cada flash.
Desde luego que la expresio´n completa de la energ´ıa de Casimir contiene adema´s
un te´rmino de volumen pesado por una constante fenomenolo´gica indeterminada,
que recuerda la necesaria sustraccio´n de una divergencia ultravioleta con esa depen-
dencia funcional. Con ma´s precisio´n, deber´ıamos decir que nuestros resultados son
compatibles con pequen˜os valores para esa constante fenomenolo´gica.
Estos resultados, obtenidos en el marco de un modelo de diele´ctrico realista
(aunque lo suficientemente sencillo como para ignorar la complicada dependencia
del ı´ndice de refraccio´n con la frecuencia (ver por ejemplo [34], cap´ıtulo 7, figura
7,9)) parecen respaldar claramente las ideas de Schwinger acerca de la importancia
de la energ´ıa de Casimir en la sonoluminiscencia: la energ´ıa de vac´ıo se incrementa
con el volumen de la burbuja en una cantidad comparable con la energ´ıa del flash, y
luego ella esta´ disponible para ser emitida como luz al final del colapso de la burbuja.
Por supuesto que nuestro ca´lculo cuasi-esta´tico no puede explicar por que´ el
flash se emite en un breve lapso de tiempo al final del violento colapso que sufre la
burbuja. Pero se podr´ıa especular acerca de la formacio´n adiaba´tica de un estado
excitado del campo electromagne´tico, el cual ser´ıa inducido a decaer a trave´s de
algu´n mecanismo relacionado a la fuerte desaceleracio´n que detiene a la burbuja
cuando alcanza su radio mı´nimo.
Cap´ıtulo 6
Resumen y conclusiones
Los feno´menos conocidos bajo el nombre general de Efecto Casimir son de natu-
raleza exclusivamente cua´ntica, asociada con la presencia de oscilaciones de punto
cero en los estados de vac´ıo de los campos cua´nticos. El efecto surge como resultado
de la distorsio´n que sufre la energ´ıa de vac´ıo de los campos debida a la presencia
de contornos, topolog´ıas no triviales o campos de background. Este efecto es im-
portante en diversas a´reas de la F´ısica, desde Materia Condensada hasta Part´ıculas
Elementales y Cosmolog´ıa.
Debido al progresivo avance en las te´cnicas experimentales, hoy en d´ıa es posible
medir las fuerzas de Casimir en experiencias de laboratorio con gran precisio´n. De
hecho, actualmente son tenidas en cuenta como una componente determinante en
las fuerzas que actu´an sobre micro-dispositivos electro-meca´nicos.
El ca´lculo de energ´ıas de Casimir tambie´n resulta de intere´s en temas tales como
la bu´squeda de una explicacio´n para el feno´meno de la sonoluminiscencia, en el cual
una burbuja de gas en un fluido, atrapada en un nodo de velocidad de una onda
sonora estacionaria, emite, cerca del final del ra´pido colapso que sufre la burbuja
en cada ciclo, cortos e intensos pulsos de luz con una duracio´n de so´lo algunas
decenas de picosegundos, en un proceso que concentra la energ´ıa en doce o´rdenes de
magnitud.
Estos ejemplos muestran el intere´s pra´ctico de este problema.
En particular, la idea de dar una explicacio´n al feno´meno de la sonoluminiscencia
basada en la energ´ıa de Casimir de una burbuja en un medio diele´ctrico fue desa-
rrollada inicialmente por Schwinger. Pero sobre ese punto hay au´n un considerable
desacuerdo.
En efecto, no hay acuerdo acerca de la renormalizacio´n necesaria para remover
las singularidades que aparecen en la energ´ıa de vac´ıo en problemas que involucran
medios diele´ctricos no dispersivos, un hecho que oscurece la interpretacio´n f´ısica de
las partes finitas. Como se explico´ en en cap´ıtulo 2, el por que´ de tales desacuerdos
esta´ relacionado, por un lado, con la falta de una condicio´n de normalizacio´n natural
que haga u´nica a la parte finita de la energ´ıa de vac´ıo para campos sin masa. Por otro
lado, en general el resultado para la parte divergente no es expresable en te´rminos de
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funciones simples, de modo que los contrate´rminos necesarios son extremadamente
complicados y la interpretacio´n del modelo cla´sico asociado es poco clara.
Nuestra propuesta para atacar este problema se basa en la suposicio´n de que
estos inconvenientes tienen su origen en el hecho de que los modelos usualmente uti-
lizados para describir medios diele´ctricos no incorporan una relacio´n de dispersio´n
realista, dependiente de la frecuencia. Una consecuencia directa de ello es un com-
portamiento ultravioleta inadecuado, que lleva a la aparicio´n de divergencias que
hacen imposible extraer un valor finito para la energ´ıa de Casimir de una manera
f´ısicamente razonable.
El me´todo que empleamos aqu´ı para analizar la energ´ıa de Casimir como fun-
cio´n de las propiedades diele´ctricas del medio se basa en la suma sobre frecuencias
propias del campo electromagne´tico. Para controlar las contribuciones de las altas
frecuencias adoptamos la te´cnica de la regularizacio´n ζ, consistente en la extensio´n
anal´ıtica de la suma de potencias complejas de las autofrecuencias del campo re-
levante. Hemos desarrollado un me´todo de ca´lculo de una funcio´n ζ adecuada al
estudio de la energ´ıa de Casimir como funcio´n de las propiedades diele´ctricas del
medio, en principio aplicable a distintas geometr´ıas. En este contexto, las divergen-
cias ultravioletas se presentan como singularidades de la extensio´n meromorfa de
estas funciones, lo que permite separarlas de las partes finitas. Estas ganan sentido
f´ısico tras un proceso de renormalizacio´n, pudiendo entonces ser comparadas con el
experimento.
As´ı, en el cap´ıtulo 3 analizamos el comportamiento de las divergencias ultravio-
letas presentes en la energ´ıa de vac´ıo cuando se utiliza un modelo que describe a
un medio dispersivo realista [75]. Este modelo introduce una frecuencia de plasma
en la permitividad, y tiene una dependencia de la frecuencia que se deduce como
consecuencia directa de la relacio´n causal que existe entre el vector campo ele´ctrico
y el vector desplazamiento para medios dispersivos generales (ver seccio´n 2.5). Es
en este sentido que hablamos de medios realistas. Como resultado mostramos que la
energ´ıa de Casimir presenta divergencias ultravioletas ma´s suaves que las arrojadas
usando, por ejemplo, aproximaciones de medios diluidos. En efecto, encontramos
que la estructura de singularidades de la energ´ıa de Casimir en el marco de esta re-
gularizacio´n es muy simple: la u´nica singularidad que aparece es un polo simple cuyo
residuo es proporcional al volumen. Estro permite interpretarla como una contribu-
cio´n a la densidad de energ´ıa del material, a ser cancelada por un contrate´rmino en
la densidad de energ´ıa cla´sica del modelo, similarmente a como se hace, por ejemplo,
en modelos de la bolsa.
De ese modo, no son necesarios contrate´rminos de superficie o curvatura. Las di-
vergencias superficiales esta´n ausentes y las de curvatura se cancelan entre s´ı cuando
se suman las contribuciones de los modos transversales ele´ctricos (TE) y transver-
sales magne´ticos (TM). Las mismas conclusiones se obtienen cuando se estudia la
estructura de divergencias de la energ´ıa de Casimir en un modelo de metales reales,
ya que la contribucio´n adicional tambie´n es proporcional al volumen accesible.
Bajo la hipo´tesis fundamental de que una relacio´n de dispersio´n lo suficientemen-
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te realista puede actuar como un regulador natural de la energ´ıa de vac´ıo, nuestra
propuesta es que la consideracio´n de propiedades dispersivas sencillas pero realistas
en el rango de altas frecuencias conducira´ a una estructura simple de las singulari-
dades, de manera que ellas puedan ser separadas de las partes finitas sin necesidad
de imponer alguna condicio´n de normalizacio´n artificial, mediante contrate´rminos
sencillos en la expresio´n de la energ´ıa cla´sica del sistema. Luego, las partes finitas
ganan sentido f´ısico tras un proceso de renormalizacio´n, pudiendo ser comparadas
con el experimento [24].
Para el estudio de la partes finitas, como primera medida establecimos, en el
cap´ıtulo 4, un me´todo de ca´lculo para un modelo simplificado de un campo escalar
confinado a una regio´n con simetr´ıa esfe´rica, que simula el comportamiento de los
ı´ndices de refraccio´n a bajas frecuencias [76]. All´ı, calculamos las contribuciones
dominantes a la energ´ıa de vac´ıo del campo en un modelo con una condicio´n de
contorno dependiente de la frecuencia, que consiste en el confinamiento al interior
de una esfera de radio R de los modos con frecuencia menor o igual a una frecuencia
de corte f´ısica Ω. Esos modos esta´n sujetos a condiciones de contorno de Dirichlet
sobre la superficie de la esfera, mientras que aquellos con frecuencias mayores que
Ω son libres, pues el contorno les es completamente transparente.
Esta caracter´ıstica del modelo permite la sustraccio´n de la contribucio´n de los
modos de alta frecuencia a la energ´ıa de vac´ıo, lo que equivale a una redefinicio´n
del nivel de referencia de la energ´ıa independiente del radio de la burbuja R. As´ı,
hemos representado la suma sobre las autofrecuencias hasta la frecuencia de corte
Ω en te´rminos de una funcio´n ζ incompleta asociada con el operador Laplaciano
sometido a condiciones de contorno de Dirichlet sobre la superficie de la esfera. Esta
funcio´n, ζ(s, x), esta´ bien definida so´lo para <(s) > 1. Luego fue necesario evaluar su
continuacio´n anal´ıtica desde s > 1 a los valores relevantes de ese para´metro: s = 0,
necesario para evaluar el momento angular ma´ximo l0 = ν0 − 1/2 correspondiente
a autofrecuencias menores o iguales que Ω, y s = −1, necesario para evaluar la
contribucio´n a la energ´ıa de Casimir de los modos con momento angular l = ν−1/2 ≤
l0. Para ello hemos aproximando el integrando de la funcio´n ζ incompleta mediante
el uso del desarrollo asinto´tico de Debye para las funciones de Bessel modificadas
que aparecen en su expresio´n.
Este procedimiento nos condujo a una funcio´n meromorfa, con polos simples
que fueron evaluados exactamente, cuyos residuos resultan ser independientes de la
frecuencia de corte. Por otro lado, evaluamos la parte finita de ζ(s, x) hasta te´rminos
de un orden dado en el desarrollo de Debye. Finalmente, aplicando la formula de
suma de Euler-Maclaurin, arribamos a una expresio´n para la energ´ıa de Casimir
del modelo en la cual se reconocen contribuciones de volumen y superficie. Para un
valor de la frecuencia de corte correspondiente a x = RΩ/cÀ 1, donde R es el radio
de la burbuja, los te´rminos dominantes en la energ´ıa de vac´ıo son proporcionales
al volumen y al a´rea de la burbuja. Como un ejercicio final, empleamos nuestro
modelo de prueba para estimar la frecuencia de corte Ω necesaria para producir la
cantidad de energ´ıa emitida por una burbuja sonoluminiscente t´ıpica, encontrando
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un valor que cae dentro de la regio´n donde el ı´ndice de refraccio´n del agua se hace
esencialmente igual a uno. Esto alienta a considerar un modelo similar para el caso
ma´s realista del campo electromagne´tico en presencia de medios diele´ctricos.
El me´todo de ca´lculo desarrollado en el cap´ıtulo 4 fue utilizado, en el cap´ıtulo
5, para estudiar la energ´ıa de vac´ıo del campo electromagne´tico en el background
de medios diele´ctricos esfe´ricamente sime´tricos. All´ı consideramos un modelo simple
de medio diele´ctrico dispersivo, donde la descripcio´n de sus propiedades se hace por
medio una permitividad dependiente de la frecuencia que toma en consideracio´n de
manera realista su respuesta tanto a bajas como a altas frecuencias. El problema
as´ı modelado permite evaluar por separado, en ambos rangos de frecuencia, las
contribuciones a la energ´ıa de Casimir.
En el rango de bajas frecuencias, la permitividad y permeabilidad fueron toma-
das como constantes hasta cierta frecuencia de corte comu´n a ambos medios, Ω,
por encima de la cual ellos resultan indistinguibles. Como en en cap´ıtulo 4, esto
se refleja en condiciones de contorno dependientes de la frecuencia para el campo
electromagne´tico sobre la superficie de separacio´n entre los medios diele´ctricos, la
que se vuelve transparente para frecuencias mayores que la de corte. Por otro lado,
en el rango de altas frecuencias del campo, la permitividad fue modelada usando
el modelo de Drude analizado en el cap´ıtulo 3. Por simplicidad limitamos nuestra
atencio´n a medios no magne´ticos. Luego, hemos estudiado la energ´ıa de Casimir de
un diele´ctrico esfe´rico de radio a e ı´ndice de refraccio´n n1(ω) =
√
²1(ω) sumergido
en un segundo medio de ı´ndice n2(ω) =
√
²2(ω), todo el sistema encerrado en una
gran esfera conce´ntrica conductora de radio R.
Como mencionamos antes, las contribuciones de los modos de baja y alta fre-
cuencia (ω ≤ Ω y ω > Ω respectivamente) pueden ser calculadas por separado. La
contribucio´n a la energ´ıa de Casimir de los modos con frecuencia ω ≤ Ω se reduce
a dos sumas finitas, una para los modos transversales ele´ctricos (TE) y otra para
los modos transversales magne´ticos (TM). Siguiendo el me´todo desarrollado en el
cap´ıtulo 4, hemos representado estas sumas, para cada valor del momento angular
l = ν − 1/2, como diferencias de las funciones ζ incompletas del modelo, ζTEν (s, x)
y ζTMν (s, x). En el Ape´ndice C derivamos la expresio´n de la funcio´n ∆
TE
ν (z), cuyas
ra´ıces determinan las autofrecuencias de los modos TE para esta configuracio´n de
medios. Tambie´n hemos probado que aquellos ceros que caen en el semiplano abierto
derecho del plano complejo z son todos reales y simples. Lo mismo es va´lido para
∆TMν (z).
El desarrollo asinto´tico uniforme de Debye para las funciones de Bessel hizo posi-
ble un desarrollo sistema´tico de las funciones ζ, hecho que facilito´ las continuaciones
anal´ıticas necesarias. Reteniendo, en ese desarrollo asinto´tico los te´rminos necesarios
para aislar las partes singulares de las funciones ζ incompletas en s = −1, hemos
evaluado tanto las contribuciones de volumen como las primeras correcciones de ta-
man˜o finito a la energ´ıa de Casimir. De hecho, este me´todo de ca´lculo nos permite
obtener sucesivas contribuciones en la forma de potencias crecientes de (aΩ/c)−1.
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As´ı, hemos mostrado que, para (aΩ/c) À 1, las contribuciones dominantes son
te´rminos de volumen, cuyo signo esta´ determinado por la diferencia (n31 − n32), ma´s
un te´rmino positivo proporcional al volumen del espacio accesible al medio exterior
que resulta independiente de n1 y de a. Por otro lado, las primeras correcciones de
taman˜o finito a la energ´ıa de Casimir son contribuciones de superficie.
Esos resultados, que provienen de la contribucio´n de las bajas frecuencias, re-
sultan ser en realidad las contribuciones relevantes a (la parte finita de) la energ´ıa
de Casimir. En efecto, esto ha sido mostrado calculando expl´ıcitamente las partes
finitas (y singulares) de la contribucio´n de los modos de alta frecuencia, usando para
esto el modelo de Drude del cap´ıtulo 3. En ese ca´lculo (completado con el ca´lcu-
lo nume´rico descrito en el Ape´ndice D) hemos mostrado que la contribucio´n ma´s
importante a la parte finita de la energ´ıa de vac´ıo proviene efectivamente de las
bajas frecuencias, donde es va´lida la aproximacio´n de las permitividades mediante
constantes hasta una frecuencia de corte Ω.
Con respecto a las las singularidades ultravioletas, observamos que se manifiestan
a trave´s de un te´rmino de volumen y otro que se anula cuando R→∞. Esto, como
espera´bamos, esta´ en completo acuerdo con los resultados del cap´ıtulo 3.
Habiendo identificado las contribuciones ma´s importantes a la parte finita de
la energ´ıa de Casimir, tiene sentido su aplicacio´n a feno´menos tales como el de
la sonoluminiscencia. Con esa finalidad fueron utilizados estos resultados para de-
terminar la presio´n electromagne´tica que actu´a sobre la superficie de separacio´n
entre diele´ctricos. Para ello se debe tener en cuenta la conservacio´n del nu´mero de
part´ıculas en cada medio. Esta condicio´n, que conlleva una variacio´n de los ı´ndices
de refraccio´n con respecto al radio de la burbuja (a), nos condujo a una expresio´n
para la presio´n de vac´ıo sobre la burbuja, P (a), como una funcio´n de a. Integran-
do esta presio´n logramos tambie´n una expresio´n para la variacio´n de la energ´ıa de
Casimir con respecto al volumen de la burbuja (para cantidades fijas de materia en
cada medio). Esta expresio´n es apta para su aplicacio´n a una situacio´n de intere´s
para la sonoluminiscencia.
De esta aplicacio´n, obtuvimos resultados consistentes con la propuesta de Schwin-
ger acerca del papel que puede desempen˜ar la energ´ıa de Casimir en la transforma-
cio´n de sonido en luz en este feno´meno. En efecto, imponiendo valores t´ıpicos para el
radio de una burbuja sonoluminiscente y para la energ´ıa media del flash de luz emi-
tido, pudimos estimar el valor de la frecuencia de corte Ω, el cual cae en la regio´n del
espectro visible, cercano a la regio´n donde el ı´ndice de refraccio´n del agua se vuelve
esencialmente igual a 1, un poco por debajo del valor para el cual la propagacio´n
de fotones en agua ya no es posible. Este valor es suficientemente alto como para
justificar las aproximaciones realizadas.
Estos resultados, obtenidos en el marco de un modelo de diele´ctrico realista
(aunque lo suficientemente sencillo como para ignorar la complicada dependencia
del ı´ndice de refraccio´n con la frecuencia) parecen respaldar claramente las ideas de
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Schwinger acerca de la posibilidad de explicar el feno´meno de la sonoluminiscencia
a partir de la energ´ıa de Casimir del campo electromagne´tico. En efecto, la energ´ıa
de vac´ıo se incrementa con el volumen de la burbuja en una cantidad comparable
con la energ´ıa en cada flash, la que entonces esta´ disponible para ser emitida como
luz al final del colapso de la burbuja.
Desde luego que la expresio´n completa de la energ´ıa de Casimir contiene un
te´rmino de volumen con una constante fenomenolo´gica indeterminada, remanente del
proceso de renormalizacio´n donde una singularidad ultravioleta con esa dependencia
del radio debio´ ser cancelada mediante un contrate´rmino en la densidad de energ´ıa
del modelo cla´sico. Con ma´s precisio´n deber´ıamos decir que nuestros resultados
para la burbuja sonoluminiscente son compatibles con pequen˜os valores para esa
constante fenomenolo´gica.
Como hemos mencionado en la Introduccio´n, dado el estado actual de contro-
versia acerca del Efecto Casimir en medios diele´ctricos, su estudio reviste intere´s
tanto desde un punto de vista teo´rico como para la comparacio´n directa con el ex-
perimento. En ese sentido, creemos haber dado en esta tesis un paso en la direccio´n
de clarificar el problema de la renormalizacio´n de la energ´ıa de vac´ıo en medios
diele´ctricos, as´ı como en haber actualizado el problema de la importancia que ella
tiene en el feno´meno de la sonoluminiscencia.
Ape´ndice A
El feno´meno de la
sonoluminiscencia y la propuesta
de Schwinger
A.1. Breve descripcio´n del feno´meno
El de la sonoluminiscencia es un feno´meno u´nico en la meca´nica de fluidos, en
el sentido de que la energ´ıa ingresa en la forma de ondas sonoras (con grandes
longitudes de onda), en un re´gimen en que las ecuaciones de la meca´nica de fluidos
son aplicables, pero como resultado de un proceso que au´n espera una explicacio´n,
esa energ´ıa es transformada en fotones en el rango del espectro visible (que no pueden
ser descritos por las mismas ecuaciones). Como consecuencia de este feno´meno, la
energ´ıa que transporta la onda sonora es concentrada en doce ordenes de magnitud
y emitida en la forma de un corto flash de luz.
A un recipiente que contiene agua se aplica una onda sonora (sinusoidal) a su
frecuencia de resonancia (∼ 26 kHz). La presio´n cerca del centro del recipiente es
mostrada en la traza b de la Figura A.1. Una burbuja de gas (aire, con alguna
proporcio´n de un gas noble) es atrapada en el vientre de presio´n del centro, donde
comienza a pulsar a la frecuencia de la onda aplicada. Estas pulsaciones no son
sinusoidales: la traza a de la Figura A.1 muestra la intensidad de luz de un laser
incidente desviada por la burbuja, y es indicativa de la evolucio´n del radio de la
burbuja en el tiempo.
La expansio´n de la burbuja ocurre durante el hemiciclo de rarefaccio´n (diferencia
de presio´n negativa), lo que la lleva desde un radio mı´nimo de 4,5µm hasta un radio
ma´ximo de 45µm. Luego ocurre un ra´pido colapso, durante el cual la pared de la
burbuja es acelerada a velocidades superso´nicas (unas cuatro veces la velocidad del
sonido en el gas de la burbuja). Por un mecanismo au´n desconocido, este colapso se
traduce, hacia el final del mismo, en un corto e intenso flash de luz, que se muestra en
la traza c. Simulta´neamente, se produce un pulso acu´stico, que aparece superpuesto
a la traza b.
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Figura A.1: Gra´fico tomado de la referencia [25], que muestra la evolucio´n del radio
de la burbuja sonoluminiscente (a), la presio´n que ejerce sobre ella la onda sonora
(b), y la emisio´n del pulso de luz (c).
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La duracio´n del pulso de luz es menor que 50 ps, y ocurre a menos de 0,5 ns
del momento en que el radio de la burbuja alcanza su mı´nimo valor. Cada flash es
esfe´ricamente sime´trico, y contiene alrededor de un millo´n de fotones con energ´ıas
de hasta 6 eV (las frecuencias mayores ser´ıan absorbidas por el agua circundante,
que resulta opaca en el UV, si bien no hay indicios de disipacio´n de energ´ıa en el
agua). La potencia promedio emitida durante el flash esta´ entre 30 y 100mW.
La emisio´n de este pulso de luz ocurre sincronizadamente con la onda sonora apli-
cada (un flash cada ciclo), situacio´n que puede mantenerse durante largos per´ıodos.
A simple vista (en una habitacio´n a oscuras) puede verse el feno´meno como un punto
luminoso parecido a una estrella.
Para estimar la capacidad de concentracio´n de la energ´ıa que exhibe la sono-
luminiscencia, se puede suponer que la emisio´n de cada foto´n se realiza desde una
regio´n del taman˜o ato´mico. Entonces, se puede comparar la energ´ıa media entre-
gada a cada a´tomo por la onda sonora, 〈1/2 (densidad del agua) (velocidad del
fluido)2 〉× (volumen ato´mico) ≈ 2× 10−12 eV/a´tomo, con la energ´ıa de los fotones
ma´s energe´ticos que se detectan, 6 eV. Con estas hipo´tesis se concluye que hay un
proceso de concentracio´n de la energ´ıa en doce o´rdenes de magnitud.
Para observar los resultados de la aplicacio´n de un sonido (que puede ser audible)
en un experimento de sonoluminiscencia hay que emplear fotodetectores ma´s ra´pidos
que los empleados en experimentos de part´ıculas elementales. Ocurre as´ı una mezcla
de reg´ımenes microsco´picos y macrosco´picos muy interesante, que puede sen˜alar un
formidable paradigma de concentracio´n de energ´ıa.
A.2. La propuesta de Schwinger
Si bien hay una serie de hechos experimentales1 que muestran que el feno´meno
es sumamente complejo, es nuestro propo´sito explorar una explicacio´n acerca de la
disponibilidad de energ´ıa para la emisio´n de fotones, debida a Schwinger [84], basada
en la energ´ıa de vac´ıo del campo electromagne´tico.
A pesar de que Schwinger llamo´ a su modelo el efecto Casimir dina´mico, su
aproximacio´n es cuasi-esta´tica. Ella esta´ basada en la comparacio´n de dos energ´ıas
de Casimir esta´ticas para medios diele´ctricos, considerando la burbuja con sus radios
ma´ximo y mı´nimo (ca´lculo para el que au´n hoy existe un considerable desacuerdo
acerca de la forma correcta de hacerlo).
Lo que Schwinger mostro´ en un modelo muy simplificado de electrodina´mica
escalar, empleando una representacio´n de tiempo propio para la accio´n efectiva del
campo, es que la contribucio´n dominante (de volumen) a la energ´ıa de Casimir de
una burbuja de radio a (con constante diele´ctrica ²1) inmersa en un diele´ctrico de
1Como el hecho de que el agua sea el l´ıquido ma´s adecuado para la sonoluminiscencia, la fuerte
dependencia de la intensidad del pulso de luz con la temperatura del agua, o el hecho de que la
presencia de un gas noble sea esencial para que se produzca la emisio´n
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constante ²2 estar´ıa dada por
Eburbuja = 2V
∫ K d3k
(2 pi)3
~
2
[ω1(k)− ω2(k)] + ... =
=
~ c a3K4
6 pi
(
1
n1
− 1
n2
)
+ ...,
(A.1)
donde K es un cut-off en el nu´mero de onda (a ser tomado en el UV), ma´s alla´ del
cual los ı´ndices de refraccio´n n1 y n2 se reducen al del vac´ıo (y, por lo tanto, es un
cut-off con un sentido f´ısico directo). La integral del miembro de la derecha (donde
se ha empleado la densidad de estados en el l´ımite de grandes volu´menes) permite
interpretar esta contribucio´n como la diferencia de energ´ıas de vac´ıo debida a las
diferentes relaciones de dispersio´n de ambos medios diele´ctricos.
Las principales ventajas de este modelo ser´ıan:
que permite explicar la energ´ıa emitida como energ´ıa de Casimir disponible al
disminuir el radio de la burbuja (tomando n1 = 1, n2 = 1,3 y K en la regio´n
del UV se obtiene una diferencia de energ´ıas del orden de la emitida en el flash
de luz);
que se explica la no produccio´n de fotones en el UV en razo´n de que a partir
de esa regio´n del espectro las propiedades diele´ctricas de ambos medios son
iguales, y en consecuencia no hay diferencia de energ´ıas de vac´ıo para altas
frecuencias.
Este modelo, que no considera el mecanismo de emisio´n que se pone en juego, se
ve complementado con los trabajos de Visser y colaboradores [30, 31, 32, 33], en los
cuales (considerando el muy ra´pido colapso de la burbuja en la sonoluminiscencia)
se estima el espectro de fotones emitidos por un brusco cambio en las propiedades
diele´ctricas del medio (y en el l´ımite de grandes radios a) calculando los coeficientes
de Bogoliubov que relacionan los estados del campo electromagne´tico en presencia
de uno y otro medio diele´ctrico.
No obstante la sencillez y atractivo de la explicacio´n propuesta por Schwinger,
la forma en que debe hacerse este ca´lculo es au´n objeto de debate, existiendo una
considerable controversia al respecto. En efecto, Milton y colaboradores [97, 63]
han criticado duramente el resultado de Schwinger, sosteniendo que el termino de
volumen debe descartarse mediante un procedimiento de renormalizacio´n de la e-
nerg´ıa del vac´ıo (procedimiento que, a su vez, es criticado por inconsistente por los
autores antes mencionados).
De ese modo, e´ste es au´n un problema abierto.
Ape´ndice B
Funciones espectrales
B.1. Introduccio´n
En el ejemplo del campo escalar dado en el cap´ıtulo 2, la energ´ıa de vac´ıo fue
regularizada mediante dos me´todos distintos: el me´todo de la funcio´n zeta y el del
cutoff exponencial. Ambos me´todos esta´n basados en el uso de funciones espectrales,
que son funcionales del espectro de un determinado operador diferencial asociado
con las correcciones al orden de 1-loop.
Aqu´ı revisaremos bajo que´ condiciones se pueden definir tales funciones, en-
focado la atencio´n en la definicio´n y propiedades de la funcio´n zeta. La discusio´n
esta´ enmarcada en el formalismo de operadores diferenciales el´ıpticos y problemas de
contorno y, por lo tanto, son necesarias algunas definiciones previas. Comenzaremos
con el caso de operadores diferenciales definidos sobre variedades sin borde.
Sea M una variedad compacta sin contorno de dimensio´n n, y E un fibrado sobre
M.
Definicio´n: Un operador en derivadas parciales de orden m ∈ N, actuando sobre
secciones de E se puede escribir, en coordenadas locales, como
A =
∑
|α|≤m
aα(x) D
α
x , (B.1)
donde aα(x) ∈ C∞ y,
Dαx =
n∏
j=1
(−ı ∂
∂xj
)αj y |α| =
n∑
j=1
αj. (B.2)
En (B.1), en general los coeficientes aα(x) son matrices q × q.
Definicio´n: El s´ımbolo de un operador diferencial A se define como
σ(A) = σ(x, ξ) =
∑
|α|≤m
aα(x) ξ
α, (B.3)
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y es el polinomio de orden m en la variable dual ξ obtenida del reemplazo formal de
Dαx por el monomio ξ
α.
En te´rminos del s´ımbolo, la accio´n del operador sobre funciones en su dominio,
se escribe
A f(x) =
∫
dξ expı x ξ σ(x, ξ) f˜(ξ), (B.4)
donde f˜(ξ) es la transformada de Fourier de f(x).
Definicio´n: El s´ımbolo principal es la parte de mayor orden del s´ımbolo. Es un
polinomio homoge´neo de grado m en ξ:
σm(A) = σm(x, ξ) =
∑
|α|=m
aα(x) ξ
α. (B.5)
Si P y Q son dos operadores diferenciales de orden d y e, respectivamente,
P =
d∑
n=0
Pn(x)(−i∂x)n, Q =
e∑
n=0
Qn(x)(−i∂x)n, (B.6)
sus s´ımbolos esta´n dados por,
σ(P ) =
d∑
n=0
Pn(x)p
n, σ(Q) =
e∑
n=0
Qn(x)p
n. (B.7)
Utilizando la regla de Leibnitz, se puede ver que la composicio´n PQ es un operador
diferencial de orden e+ d cuyo s´ımbolo σ(PQ) esta´ dado por,
σ(PQ) = σ
{
d∑
n=0
e∑
m=0
Pn(x)(−i∂x)n (Qm(x)(−i∂x)m)
}
=
=
d∑
n=0
e∑
m=0
Pn(x)
n∑
k=0
(
n
k
)
(−i∂x)k (Qm(x)) pm+n−k =
=
d∑
n=0
n∑
k=0
(
n
k
)
Pn(x)
(n− k)!
n!
∂kpp
n(−i∂x)k (σ(Q)) =
=
d∑
k=0
d∑
n=k
1
k!
Pn(x)∂
k
pp
n(−i∂x)k (σ(Q)) =
=
d∑
k=0
1
k!
∂kp (σ(P )) · (−i∂x)k (σ(Q)) . (B.8)
Definicio´n: Un operador diferencial se dice el´ıptico si su s´ımbolo principal es
invertible para |ξ| = 1 (tiene autovalores no nulos para |ξ| = 1 o, de manera equiva-
lente, detσm(x, ξ) 6= 0 para |ξ| = 1).
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Antes de definir las funciones espectrales de un operador diferencial A, entre las
que se cuenta la traza de la resolvente (A − λ)−1, conviene repasar la relacio´n que
existe entre el nu´cleo y el s´ımbolo de un operador integral P .
La accio´n de un operador integral P sobre una funcio´n f(x) de su dominio
esta´ dada por,
Pf(x) =
∫
R
K(x, x′)f(x′) dx′ . (B.9)
La funcio´n K(x, y) es el nu´cleo del operador P .
Se demuestra que la relacio´n que existe entre el nu´cleo K(x, y) del operador P
y su s´ımbolo σ(P ), es la siguiente:
K(x, x′) =
∫
R
e−ip(x−x
′) σ(P )(x, p)
dp
2pi
. (B.10)
De acuerdo con esta expresio´n, el valor del nu´cleo K(x, x′) para x = x′, se escribe,
K(x, x) =
∫
R
σ(P )(x, p)
dp
2pi
. (B.11)
B.2. Funciones espectrales
Consideremos, sobre una variedad M de dimensio´n n con borde, un operador
diferencial autoadjunto A de orden d que admite un conjunto de autovalores reales
{λn}n∈N correspondientes a autovectores {φn}n∈N que forman una base ortonormal y
completa del espacio de Hilbert H. El dominio D(A) del operador esta´ caracterizado
por condiciones de contorno que aseguran que A sea autoadjunto.
Definiremos tres funciones espectrales de intere´s asociadas al operador A. Todas
ellas corresponden a la traza de sendos operadores integrales: (A− λ)−1, e−tA, A−s;
siendo λ ∈ C − {λn}n∈N, t ∈ R+ y s ∈ C con R(s) suficientemente grande. Estos
operadores esta´n caracterizados por sus respectivos nu´cleos: G(x, x′, λ), K(x, x′, t),
ζA(x, x
′, s). El operador (A − λ)−1 es la resolvente, K(x, x′, t) es el heat-kernel y
ζA(s) := Tr A
−s es la funcio´n-ζ del operador diferencial A.
Enunciamos a continuacio´n algunas propiedades de estos operadores integrales:
Dada una funcio´n f(x) ∈ H, el operador (A−λ)−1 permite resolver la ecuacio´n
diferencial:
(A− λ)φ(x) = f(x) , (B.12)
en la que φ(x) satisface las condiciones de contorno sobre el borde ∂M que
definen el dominio del operador A. La solucio´n de este problema esta´ dada
por,
φ(x) = (A− λ)−1f(x) , (B.13)
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siendo (A− λ)−1 un operador integral cuyo nu´cleo es,
G(x, x′, λ) =
∑
n∈N
φn(x)φ
∗
n(x
′)
λn − λ . (B.14)
En consecuencia, la traza de la resolvente esta´ dada por,
Tr(A− λ)−1 =
∫
M
G(x, x, λ) =
∑
n∈N
1
λn − λ . (B.15)
La convergencia de la serie en la ecuacio´n (B.15) esta´ condicionada por el
comportamiento asinto´tico de los autovalores de A que, como veremos en esta
misma seccio´n, se rige por la estructura de singularidades de la funcio´n ζA(s).
En el caso de operadores regulares sobre variedades compactas sin borde, o
con borde suave y bajo condiciones de contorno locales, las singularidades de
la funcio´n ζA(s) esta´n dadas por una sucesio´n de polos simples sn ubicados en
puntos del eje real dados por [70, 71, 72],
sn =
m− n
d
con n = 0, 1, 2, . . . (B.16)
donde la cantidad m designa la dimensio´n de la variedad M y d el orden del
operador diferencial A. Se puede demostrar que esto implica un comporta-
miento asinto´tico de los autovalores de la forma λn ∼ nd/m. En consecuencia,
la serie de la ecuacio´n (B.15) converge, para operadores regulares, si el orden
d del operador diferencial es mayor que la dimensio´n m de la variedad.
Si A es un operador diferencial positivo definido, podemos resolver el sistema:
(∂t + A)φ(x, t) = 0 ,
φ(x, t = 0) = f(x) ,
(B.17)
donde x ∈M , t ∈ R+ y φ(x, t) satisface las condiciones de contorno apropiadas
sobre ∂M . El problema planteado por las expresiones (B.17) puede invertirse
de la siguiente manera,
φ(x, t) = e−tAf(x) , (B.18)
donde e−tA es un operador integral cuyo nu´cleo esta´ dado por,
K(x, x′, t) =
∑
n∈N
e−tλn φn(x)φ∗n(x
′) , (B.19)
y su traza por,
Tr e−tA =
∫
M
K(x, x, t) dx =
∑
n∈N
e−tλn . (B.20)
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En [70], R.T. Seeley definio´ las potencias A−s de un operador diferencial A y
demostro´ que si R(s) es suficientemente grande, A−s tiene un nu´cleo continuo
ζA(x, x
′, s). Adema´s, si x 6= x′ el nu´cleo ζA(x, x′, s) es una funcio´n entera de s,
en tanto que ζA(x, x, s) admite una extensio´n meromorfa al plano complejo s
con polos simples dados por la ecuacio´n (B.16).
La traza del operador A−s esta´ dada por,
ζA(s) := Tr A
−s =
∫
M
ζA(x, x, s) dx =
∑
n∈N
λ−sn . (B.21)
B.2.1. Relacio´n entre la distintas funciones espectrales
En la seccio´n anterior hemos definido las trazas Tr (A−λ)−1, Tr e−tA y Tr A−s,
que son funciones de los para´metros λ, t, s y esta´n determinadas por el espectro
del operador diferencial A. Cabe, entonces, esperar que existan relaciones entre
estas funciones espectrales; veremos, en particular, que los desarrollos asinto´ticos
de Tr (A − λ)−1 y Tr e−tA para grandes valores de |λ| y pequen˜os valores de t,
respectivamente, esta´n determinados por las singularidades de la funcio´n ζA(s).
Sen˜alamos, en primer lugar, que las funciones espectrales correspondientes a un
operador diferencial positivo definido A satisfacen las siguientes relaciones:
Tr (A− λ)−1 =
∫ ∞
0
etλ Tr e−tA dt , (B.22)
Tr A−s =
1
Γ(s)
∫ ∞
0
ts−1 Tr e−tA dt , (B.23)
si R(λ) es menor que todos los autovalores de A y R(s) > m/d, respectivamente. De
acuerdo con estas expresiones la transformada de Laplace de la traza del heat-kernel
es la traza de la resolvente y su transformada de Mellin es la funcio´n ζA(s). Estas
relaciones pueden demostrarse estableciendo relaciones similares entre cada uno de
los te´rminos de la series (B.20), (B.15 y (B.21).
Por otro lado, se demuestra [4] que la traza del heat-kernel, Tr e−tA satisface el
siguiente desarrollo asinto´tico para pequen˜os valores de t,
Tr e−tA ∼
∞∑
n=0
cn(A) · t−m+n2 , (B.24)
donde los coeficientes cn(A) esta´n dados por,
c2k(A) =
1
(4pi)m/2
∫
M
c2k(A, x) dµ(x) +
1
(4pi)m/2
∫
∂M
cb2k(A, x) dµ
b(x) ,
c2k+1(A) =
1
(4pi)(m−1)/2
∫
∂M
cb2k+1(A, x) dµ
b(x) ,
(B.25)
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siendo dµ(x) y dµb(x) medidas de integracio´n sobre la variedad y sobre su borde,
respectivamente.
Mediante una integracio´n por partes en la ecuacio´n (B.23) y utilizando el desa-
rrollo asinto´tico (B.24) se puede probar,
ζ(0) = cm(A) . (B.26)
Cabe sen˜alar que para un operador diferencial autoadjunto A que no sea positivo
definido, para el cual no existe un operador e−tA asociado, se pueden, sin embargo,
definir los operadores integrales A−s y (A − λ)−1, cuyas trazas esta´n relacionadas
por,
Tr A−s = − 1
2 pi i
∮
C
λ−s Tr (A− λ)−1 dλ , (B.27)
donde C es una curva que encierra a los autovalores de A en sentido antihorario.
La relacio´n (B.27) puede demostrarse en forma inmediata a partir de la ecuacio´n
(B.15), que indica que la traza de la resolvente tiene polos simples en los autovalores
de A con residuos igual a 1.
Supongamos ahora que la traza del heat-kernel admite un desarrollo asinto´tico
para valores pequen˜os de t de la forma,
Tr e−tA ∼
∞∑
n=0
cn(A) · tjn . (B.28)
Reemplazando este desarrollo asinto´tico en la expresio´n (B.22) obtenemos el siguien-
te desarrollo asinto´tico para la traza de la resolvente,
Tr (A− λ)−1 ∼
∞∑
n=0
Γ(jn + 1) cn(A) · λ−jn−1 . (B.29)
El desarrollo asinto´tico de la traza del heat-kernel describe tambie´n las singula-
ridades de la funcio´n ζA(s). En efecto, las ecuaciones (B.28) y (B.23) indican que
los polos de la funcio´n ζA(s) esta´n ubicados en los puntos sn,
sn = −jn , (B.30)
y los residuos correpondientes esta´n dados por,
Res{ζA(s)}|s=sn =
cn(A)
Γ(−jn) . (B.31)
En consecuencia, el desarrollo asinto´tico de la traza del heat-kernel para pe-
quen˜os valores de t, el desarrollo asinto´tico de la traza de la resolvente para grandes
valores de |λ| y las singularidades de la funcio´n ζA(s) esta´n relacionados en virtud
de las ecuaciones (B.22) y (B.23). En particular, si la traza del heat-kernel admite
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un desarrollo en potencias de t (ve´ase la ecuacio´n (B.28)) entonces la traza de la
resolvente admite un desarrollo en potencias de λ cuyos exponentes y coeficientes
se pueden expresar en te´rminos de los exponentes y coeficientes del primero. La
funcio´n ζA(s), por su parte, presenta polos simples en puntos del eje real que esta´n
determinados por los exponentes de t y sus residuos esta´n, a su vez, determinados
por los coeficientes de las potencias de t.
Por consiguiente, de acuerdo con el resultado (B.16), va´lido para operadores di-
ferenciales A con coeficientes regulares, definidos por condiciones de contorno locales
sobre el borde de una variedad compacta, las potencias jn de t en los desarrollos
(B.28) y (B.29) son,
jn =
n−m
d
, (B.32)
siendo d el orden del operador A y m la dimensio´n de la variedad de base M
(ve´ase, e.g., la ecuacio´n (B.24).) El resultado (B.16) indica que los exponentes de
las potencias de λ y de t en los desarrollos asinto´ticos de las trazas de la resolvente
y del heat-kernel correspondientes a operadores regulares esta´n determinados por el
orden del operador diferencial y la dimensio´n de la variedad.
Finalizamos este ape´ndice haciendo una observacio´n con respecto a la relacio´n
entre las distintas funciones espectrales. Las ecuaciones (B.22) y (B.23) permiten
relacionar las singularidades de la funcio´n ζA(s) con los desarrollos asinto´ticos de
las trazas de la resolvente y del heat-kernel, au´n cuando estos desarrollos contengan
logaritmos de |λ| y de t, respectivamente. En ese caso, puede verse que la funcio´n
ζA(s) presenta polos de multiplicidad mayor.
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Ape´ndice C
Autofrecuencias de los modos TE
y TM
C.1. Introduccio´n
En este ape´ndice estudiaremos las soluciones de la ecuacio´n (5.5), sujetas a las
condiciones de contorno para los modos TE, ecuacio´n (5.3). Derivaremos la expre-
sio´n de la funcio´n ∆TEl+1/2(z) dada la ecuacio´n (5.6), cuyas ra´ıces determinan las
autofrecuencias, y mostraremos que todos sus ceros que esta´n en el semiplano abier-
to derecho de la variable z son reales y simples [102], una condicio´n que permite
la representacio´n integral de la ecuacio´n (5.11). En particular, esto implica que la
u´nica degeneracio´n de las autofrecuencias es (2l + 1), debida a la simetr´ıa esfe´rica
del problema.
Para eso, es conveniente definir
s = s(r) =
{
µ1r, r ≤ a
µ2r + a1 − a2, r > a (C.1)
donde a1,2 = µ1,2 a, lo cual implica que
r = r(s) =
{ 1
µ1
s, s ≤ a1
1
µ2
[s− a1 + a2] , s > a1 (C.2)
Expresando ϕ(s) := rfl(r) en te´rminos de la nueva variable, teniendo en cuenta
que
dϕ
dr
=
ds
dr
dϕ
ds
= µk
dϕ
ds
, (C.3)
con k = 1 (k = 2) para r < a (r > a), y llamando
²(s) = ²1Θ(a1 − s) + ²2Θ(s− a1), µ(s) = µ1Θ(a1 − s) + µ2Θ(s− a1), (C.4)
de (5.5) resulta la ecuacio´n diferencial (con coeficientes discontinuos)
Lˆlϕ(s) = µ(s)
²(s)
{
d2
ds2
− l(l + 1)
[s− (a1 − a2)Θ(s− a1)]2
}
ϕ(s) = −ω
2
c2
ϕ(s), (C.5)
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para s 6= a1 y l = 0, 1, 2, ....
Por otro lado, la ecuacio´n (5.3) deviene en las condiciones de continuidad
ϕ(s = a+1 ) = ϕ(s = a
−
1 ), y ϕ
′(s = a+1 ) = ϕ
′(s = a−1 ). (C.6)
Luego, estamos buscando las soluciones de (C.5) con una derivada primera continua,
ϕ(s) ∈ C1(R+).
En la seccio´n siguiente mostraremos que la ecuacio´n (C.5) para esa clase de fun-
ciones, complementada con condiciones de contorno adecuadas, define un operador
autoadjunto. Esto excluye la posibilidad de autovalores −ω2/c2 no reales. En la
Seccio´n C.3 obtendremos la funcio´n ∆TEν (z) y, finalmente, en la Seccio´n C.4 mos-
traremos que los ceros no nulos de ∆TEν (z) son simples.
C.2. Hermiticidad
Vamos a considerar el operador Ll definido como el operador diferencial Lˆl en el
lado izquierdo de la ecuacio´n (C.5), con un dominio restringido aD(Ll) = C∞0 [0, s0] ⊂
L2(R+, (²/µ) (s) ds), donde s0 = µ2R + a1 − a2 (con R > a). Aqu´ı, C∞0 [0, s0] es el
espacio de funciones con derivadas continuas de todos los o´rdenes, e ide´nticamente
nulas en alguna vecindad de 0 y s0. Claramente, Ll es sime´trico sobre D(Ll),
(ϕ1,Llϕ2)L2(R+,(²/µ)(s) ds) = (Llϕ2, ϕ1)L2(R+,(²/µ)(s) ds) . (C.7)
Su adjunto [110], L†l , esta´ definido sobre el subespacio de funciones
ψ ∈ D(L†l ) ⊂ L2(R+, (²/µ) (s) ds) (C.8)
para el cual hay una funcio´n χ ∈ L2(R+, (²/µ) (s) ds) tal que
(ψ,Llϕ)L2(R+,(²/µ)(s) ds) = (χ, ϕ)L2(R+,(²/µ)(s) ds) , (C.9)
para toda ϕ ∈ D(Ll). Luego, L†lψ ≡ χ, o sea que el adjunto esta´ definido sobre el
subespacio D(L†l ) ⊂ L2(R+, (²/µ) (s) ds).
Podemos escribir,
((²/µ)(s) χ(s), ϕ(s))L2(R+,ds) = (ψ(s), [ϕ
′′(s)− Vl(s)ϕ(s)])L2(R+,ds) , (C.10)
donde Vl(s) = l(l + 1)/[s− (a1 − a2)Θ(s− a1)]2.
Como (²/µ)(s) y Vl(s) son localmente acotadas, la segunda derivada de´bil de
ψ ∈ D(L†l ) es localmente sumable:
(ψ′′(s), ϕ(s))C∞0 [0,s0] ≡ (ψ(s), ϕ′′(s))C∞0 [0,s0] =
= ([(²/µ)(s) χ(s) + Vl(s)ψ(s)] , ϕ(s))C∞0 [0,s0],
(C.11)
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para todo ϕ ∈ C∞0 [0, s0]. Luego, ψ′(s) es absolutamente continua sobre [0, s0], y
ψ(s) ∈ C1[0, s0]. Entonces podemos integrar dos veces por partes en el lado izquierdo
de la ecuacio´n (C.9) sin producir contribuciones de contorno.
En consecuencia, D(L†l ) es el subespacio de L2(R+, (²/µ) (s) ds) que contiene
aquellas funciones ψ(s) con una derivada primera absolutamente continua, y tal
que ψ′′(s) − Vl(s)ψ(s) ∈ L2([0, δ], ds), para δ > 0 (sin imponer sobre ella ninguna
condicio´n de contorno). Para ψ ∈ D(L†l ) tenemos
L†lψ(s) =
(µ
²
)
(s)
{
d2
ds2
− l(l + 1)
[s− (a1 − a2)Θ(s− a1)]2
}
ψ(s), (C.12)
para s 6= a1, o sea que para esas funciones la accio´n de L†l se reduce a la aplicacio´n
del operador diferencial Lˆl.
Para determinar los ı´ndices de deficiencia de Ll, debemos buscar soluciones li-
nealmente independientes de
L†lψ(s) = ±ıψ(s) (C.13)
en D(L†l ). Notar que las derivadas segundas de tales funciones son continuas para
s 6= a1.
En particular, si ψ(s) es una solucio´n de
L†lψ(s) = +ıψ(s), (C.14)
luego su compleja conjugada ψ(s)∗ es una solucio´n de L†lψ(s) = −ıψ(s), lo cual
implica que Ll tiene ı´ndices de deficiencia iguales, adimitiendo as´ı extensiones auto-
adjuntas:
n±(Ll) = dim Ker(L†l ∓ ı),
n−(Ll) = n+(Ll). (C.15)
Espec´ıficamente, buscamos soluciones en C∞ de{
d2
dz21
−
[
1 +
l(l + 1)
z21
]}
ψ(s) = 0, (C.16)
con z1 = e
ıpi/4
√
²1/µ1s, s < a1, y de{
d2
dz22
−
[
1 +
l(l + 1)
z22
]}
ψ(s) = 0, (C.17)
con z2 = e
ıpi/4
√
²2/µ2(s− a1 + a2), s > a1.
Llamando Iν(z) :=
√
zIν(z), y Kν(z) :=
√
zKν(z), donde Iν(z) y Kν(z) son las
funciones de Bessel modificadas, tenemos
ψ(s) = A1Il+1/2(z1) +B1Kl+1/2(z1), para s < a1,
ψ(s) = A2Il+1/2(z2) +B2Kl+1/2(z2), para s > a1.
(C.18)
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La solucio´n debe satisfacer tambie´n las condiciones de continuidad, ψ(s = a+1 ) =
ψ(s = a−1 ) y ψ
′(s = a+1 ) = ψ
′(s = a−1 ), las que implican
A1Il+1/2(z¯1) +B1Kl+1/2(z¯1) =
= A2Il+1/2(z¯2) +B2Kl+1/2(z¯2)√
²1/µ1
{
A1I ′l+1/2(z¯1) +B1K′l+1/2(z¯1)
}
=
=
√
²2/µ2
{
A2I ′l+1/2(z¯2) +B2K′l+1/2(z¯2)
}
,
(C.19)
con z1,2 = e
ıpi/4ε
√
µk²k.
Teniendo en cuenta que
Il+1/2(z) = z
l+1
2l+1/2Γ(l + 3/2)
(
1 +O(z2)) , (C.20)
y
Kl+1/2(z) = 2
l+1/2pi
2 sin ((l + 1/2)pi) Γ(1/2− l)
1
zl
(
1 +O(z2))−
− piz
l+1
2 sin ((l + 1/2)pi) Γ(l + 3/2)
1
2l+1/2
(
1 +O(z2)) , (C.21)
la condicio´n ψ(s) ∈ L2([0, δ], ds) implica que B1 = 0 para l ≥ 1, mientras que para
l = 0 debemos retener ambas soluciones linealmente independientes.
Luego, para l ≥ 1, escribiendo A = A2/A1 y B = B2/A1, tenemos de la ecuacio´n
(C.18) ( Il+1/2(z2) Kl+1/2(z2)
I ′l+1/2(z2) K′l+1/2(z2)
)(
A
B
)
=
( Il+1/2(z1)√
²1µ2
²2µ1
I ′l+1/2(z1)
)
. (C.22)
El determinante de la matriz del lado izquierdo es igual al Wronskiano
W[Il+1/2(z2),Kl+1/2(z2)] = M0, una constante 6= 0. Luego, existe siempre una (y
so´lo una) solucio´n de las ecuaciones (C.17) y (C.19) en D(L†l ), siendo, en consecuen-
cia, n+(Ll) = 1 = n−(Ll) para l ≥ 1. Esa solucio´n esta´ dada por
A =
(
K′l+1/2(z2)Il+1/2(z1)−
√
²1µ2
²2µ1
Kl+1/2(z2)I ′l+1/2(z1)
)
/M0,
B =
(
−I ′l+1/2(z2)Il+1/2(z1) +
√
²1µ2
²2µ1
Il+1/2(z2)I ′l+1/2(z1)
)
/M0.
(C.23)
As´ı, existe una familia de un para´metro de extensiones autoadjuntas de Ll (para
l ≥ 1), que esta´n en correspondencia uno a uno con los mapeos unitarios de Ker(L†l−
ı) sobre Ker(L†l + ı), dados por
Uαψ(s) = αψ(s)∗, (C.24)
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donde ψ(s) corresponde a la solucio´n de a ecuacio´n (C.22), y α ∈ C es tal que
|α| = 1.
Cada extensio´n esencialmente autoadjunta L(α)l esta´ definida en un dominio dado
por [110]
D(L(α)l ) = {φ(s) = ϕ(s) + β [ψ(s) + αψ(s)∗] ;ϕ(s) ∈ C∞0 [0, s0], β ∈ C} , (C.25)
con L(α)l actuando sobre funciones de D(L(α)l ) como
L(α)l φ(s) = L†lφ(s) = Llϕ(s) + ıβ (ψ(s)− αψ(s)∗) . (C.26)
En particular, notar que φ(0) = 0.
Cada extensio´n esencialmente autoadjunta de Ll≥1 tambie´n puede ser caracteri-
zada por la condicio´n de contorno homoge´nea satisfecha por las funciones en D(L(α)l ),
en s = s0. En efecto, para todo β 6= 0
φ(s0) = β (ψ(s0) + αψ(s0)
∗) ,
φ′(s0) = β (ψ′(s0) + αψ′(s0)∗) ,
(C.27)
de las cuales tenemos φ′(s0) + c(α)φ(s0) = 0 , con c(α) ∈ R ∪ {∞} (condicio´n
satisfecha tambie´n para β = 0.)
Para el caso l = 0, de (C.19) tenemos(
A2
B2
)
=
( I1/2(z2) K1/2(z2)
I ′1/2(z2) K′1/2(z2)
)−1
×
( I1/2(z1) K1/2(z1)√
²1µ2
²2µ1
I ′1/2(z1)
√
²1µ2
²2µ1
K′1/2(z1)
)(
A1
B1
)
.
(C.28)
Como ambas matrices en esta expresio´n son invertibles, tenemos dos soluciones
linealmente independientes, ψ1(s) y ψ2(s), que corresponden respectivamente a(
A1
B1
)
=
(
1
0
)
y
(
A1
B1
)
=
(
0
1
)
. (C.29)
En consecuencia, n+(L0) = 2 = n−(L0).
Esto significa que existe una familia de extensiones autoadjuntas de L0 que esta´n
en correspondencia uno a uno con los mapeos unitarios de Ker(L†l−ı) sobre Ker(L†l+
ı), dados por
ψ+(s) =
(
α β
)( ψ1(s)
ψ2(s)
)
7→ ψ−(s) =
(
α β
)U t( ψ1(s)∗
ψ2(s)
∗
)
, (C.30)
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La condicio´n ‖ ψ− ‖=‖ ψ+ ‖ para todo α, β ∈ C implica que
U †GtU = G, (C.31)
con Gkl = (ψk, ψl).
Sin embargo, si ψ2(s) = K1/2(z1) ∼
√
pi/2(1 − z1 + O(z21)) para s ≈ 0 (con
z1 = e
ıpi/4ε
√
²1/µ1s), es admitida en el dominio de la extensio´n de L0, el campo
magne´tico correspondiente (ver (3.12)) deber´ıa ser Bl,m;r ∼ (1/s2)ψ2(s) ∼ r−2, que
no esta´ en L2([0, δ], r2dr).
Deber´ıamos entonces tomar la extensio´n sime´trica cerrada de L0 relacionada con
la isometr´ıa parcial de Ker(L†0 − ı) en Ker(L†0 + ı), dada por
β ψ1(s) 7→ β αψ1(s)∗, (C.32)
donde α ∈ C y |α| = 1. Esto es, consideramos el operador cerrado sime´trico L(α)0 ,
definido sobre
D(L(α)0 ) = {φ(s) = ϕ(s) + β [ψ1(s) + αψ1(s)∗] ;ϕ(s) ∈ C∞0 [0, s0]; β ∈ C} , (C.33)
como
L(α)0 φ(s) = L†0φ(s) = L0ϕ(s) + ıβ [ψ1(s)− αψ1(s)∗] , (C.34)
donde ψ1(s) = I1/2(z1) (∼ z para s ≈ 0.)
Como en el caso l ≥ 1, estas extensiones pueden ser caracterizadas por las
condiciones de contorno locales homoge´neas que satisfacen las funciones en D(L(α)0 ),
para s = s0: φ
′(s0) + c(α)φ(s0) = 0 , con c(α) ∈ R
⋃{∞}.
En consecuencia, debemos seleccionar una extensio´n sime´trica cerrada del opera-
dor de la ecuacio´n (C.5) tomando B1 = 0 en (C.18) (lo que determina las funciones
a ser incluidas en los dominios, (C.25) y (C.33)) e imponiendo una condicio´n de
contorno local homoge´nea sobre los campos para cada l ≥ 0, en s = s0 (o sea, en
r = R > a).
C.3. Las autofrecuencias
Como vimos antes, debemos imponer sobre los campo una condicio´n de contorno
local homoge´nea en s = s0. Esto determina las funciones a ser incluidas en el dominio
del operador relevante.
Elegimos encerrar al sistema con una gran esfera conductora de radio R, ob-
teniendo la condicio´n de Dirichlet en s = s0 ≡ µ2R + a1 − a2 (con R > a) para
las funciones en el dominio de una extensio´n esencialmente autoadjunta de Ll, que
llamamos L(D)l :
Eθ,φ
∣∣∣∣
r=R
= 0 ⇒ φ(s)
∣∣∣∣
s=s0
= 0,∀l ≥ 1. (C.35)
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Luego, las autofunciones de L(D)l satisfacen
Lˆlφω(s) =
(
µ
²
)
(s)
{
d2
ds2
− l(l+1)
[s−(a1−a2)Θ(s−a1)]2
}
φω(s) =
= −ω2
c2
φω(s),
(C.36)
para s 6= a1, y las condiciones de contorno
φω(s)|s=0 = 0, φω(s)|s=s0 = 0,
φω(s)|s=a+1 = φω(s)|s=a−1 , φ′ω(s)|s=a+1 = φ′ω(s)|s=a−1 .
(C.37)
Esto reduce el problema a buscar funciones con derivada segunda continua para
s 6= a1, que satisfacen {
d2
dz21
+
[
1− l(l + 1)
z21
]}
φω(s) = 0, (C.38)
donde z1 = s(ω/c)
√
²1/µ1, para s < a1, y soluciones de la ecuacio´n{
d2
dz22
+
[
1− l(l + 1)
z22
]}
φω(s) = 0, (C.39)
donde z2 = (s − a1 + a2)(ω/c)
√
²2/µ2, para s > a1, las que adema´s satisfacen las
condiciones de contorno establecidas en (C.37). Luego,
φω(s) = A1Jl+1/2(z1) +B1Yl+1/2(z1), para s < a1
φω(s) = A2Jl+1/2(z2) +B2Yl+1/2(z2), para a1 < s < s0,
(C.40)
donde Jl+1/2(z) = z jl(z) y Yl+1/2(z) = z yl(z) son las funciones de Riccati - Bessel,
y jl(z) and yl(z) son las funciones de Bessel esfe´ricas [69].
Como
Jl+1/2(z) = z
l+1
Γ(2(l + 1))
(
1 +O(z2)) ,
Yl+1/2(z) = −Γ(2l)
zl
(
1 +O(z2)) ,
(C.41)
La condicio´n φ(0) = 0 implica que B1 = 0, ∀l.
Para asegurar que φ(s0) = 0, podemos tomar
A2 = Yl+1/2(z¯0), B2 = −Jl+1/2(z¯0), (C.42)
con z¯0 = (s0 − a1 + a2)(ω/c)
√
²2/µ2.
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Finalmente, las condiciones de continuidad en s = a1 dan
A1Jl+1/2(z¯1) = Yl+1/2(z¯0)Jl+1/2(z¯2)− Jl+1/2(z¯0)Yl+1/2(z¯2),√
²1
µ1
A1J ′l+1/2(z¯1) =
√
²2
µ2
{
Yl+1/2(z¯0)J ′l+1/2(z¯2)− Jl+1/2(z¯0)Y ′l+1/2(z¯2)
}
,
(C.43)
donde z¯1,2 = a(ω/c)
√
²1,2µ1,2.
Luego, definiendo z = aω/c, las autofrecuencias quedan determinadas por los
ceros de la funcio´n
∆TEl+1/2(z) =
= Jl+1/2(z¯1)
{
Yl+1/2(z¯0)J ′l+1/2(z¯2)− Jl+1/2(z¯0)Y ′l+1/2(z¯2)
}
−
ξJ ′l+1/2(z¯1)
{Yl+1/2(z¯0)Jl+1/2(z¯2)− Jl+1/2(z¯0)Yl+1/2(z¯2)} , (C.44)
donde ξ =
√
²1µ2
²2µ1
.
Notar que cada cero de ∆TEl+1/2(z) determina un autovector de L(D)l . En efecto, la
funcio´n φ(s) construida como arriba esta´ en D(L(D)l ) y satisface la ecuacio´n (C.36),
siendo −(ω/c)2 el autovalor correspondiente.
En consecuencia, todos los ceros de ∆TEl+1/2(z) son reales o puramente imaginarios
(ω2 ∈ R), porque el operador L(D)l es esencialmente autoadjunto para todo l ≥ 1.
C.4. Las multiplicidades
La condicio´n que determina los autovalores puede tambie´n entenderse desde el
punto de vista siguiente. Primero notamos que para un valor dado de k ∈ C, la
ecuacio´n diferencial
Lˆlφ(s; k) = −k2φ(s; k) (C.45)
tiene, para s ∈ (0, a1) y s ∈ (a1, s0), dos soluciones linealmente independientes en
C∞. Luego, una dada funcio´n que sea una solucio´n a un lado del punto a1 se puede
continuar como una solucio´n al otro lado, para obtener una funcio´n C1(0, s0) con
una derivada segunda continua a trozos.
Ahora, llamemos ϕ(s; k) a una solucio´n no trivial de cuadrado integrable de la
ecuacio´n (C.45) que satisface ϕ(0; k) = 0 (u´nica salvo una constante multiplicativa,
ver (C.41)):
ϕ(s) = Jl+1/2(z1), para 0 < s < a1, (C.46)
con z1 = s k
√
²1/µ1, y
ϕ(s) = A(k)Jl+1/2(z2) +B(k)Yl+1/2(z2), para a1 < s < s0, (C.47)
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con z2 = (s − a1 + a2) k
√
²2/µ2, donde los coeficientes A(k) y B(k) se determinan
por las condiciones de continuidad en s = a1,
A(k)Jl+1/2(z¯2) +B(k)Yl+1/2(z¯2) = Jl+1/2(z¯1),
A(k)J ′l+1/2(z¯2) +B(k)Y ′l+1/2(z¯2) =
√
²1µ2
²2µ1
J ′l+1/2(z¯1),
(C.48)
donde z¯1,2 = a k
√
²1,2µ1,2.
De manera similar, sean χ(s; k) y ρ(s; k) funciones en C1(0, s0) que satisfacen
(C.45) para s 6= a1, y las condiciones
χ(s0; k) = 0, χ
′(s0; k) 6= 0,
ρ(s0; k) 6= 0, ρ′(s0; k) = 0.
(C.49)
Para s > a1 podemos tomarlas como
χ(s; k) = Yl+1/2(z¯0)Jl+1/2(z2)− Jl+1/2(z¯0)Yl+1/2(z2),
ρ(s; k) = Y ′l+1/2(z¯0)Jl+1/2(z2)− J ′l+1/2(z¯0)Yl+1/2(z2),
(C.50)
donde z¯0 = (s− a1 + a2) k
√
²2/µ2.
Como todas estas funciones son soluciones de (C.45) y son C1(0, s0), el Wrons-
kiano de cualesquiera dos de ellas es una constante (dependiente de k), para s < a1
y para s > a1, y por lo tanto para 0 < a1 < s0, que se anula si y so´lo si las funciones
seleccionadas son linealmente dependientes. En particular,
W [ρ(s; k), χ(s; k)] = {ρ(s; k)χ′(s; k)− ρ′(s; k)χ(s; k)}|s→s0 =
−k
√
²2
µ2
(
W [Jl+1/2(z¯0),Yl+1/2(z¯0)]
)2 6= 0, para k 6= 0, (C.51)
porque Jl+1/2(z2) y Yl+1/2(z2) son soluciones linealmente independientes de (C.45)
para s > a1.
Vamos a llamar
η(k) := W [ϕ, χ] = ϕ(s; k)χ′(s; k)− ϕ′(s; k)χ(s; k),
σ(k) := W [ϕ, ρ] = ϕ(s; k)ρ′(s; k)− ϕ′(s; k)ρ(s; k).
(C.52)
Como hay so´lo dos soluciones linealmente independientes de (C.45), ϕ(s; k) puede
ser expresada como una combinacio´n lineal de χ(s; k) y ρ(s; k). En efecto,
η(k)ρ(s; k)− σ(k)χ(s; k) = {ϕ(s; k)χ′(s; k)− ϕ′(s; k)χ(s; k)} ρ(s; k)−
−{ϕ(s; k)ρ′(s; k)− ϕ′(s; k)ρ(s; k)}χ(s; k) = W [ρ, χ] ϕ(s; k).
(C.53)
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En consecuencia, ϕ(s; k) y χ(s; k) son proporcionales para un dado k (y luego,
son soluciones C1(0, s0) de (C.45) que satisfacen la condicio´n de contorno de Dirichlet
en s = 0, s0) si y so´lo si η(k) = 0.
Luego, si η(k0) = 0 tenemos
ϕ(s; k0) ∈ D(Ll), y Llϕ(s; k0) = −k20ϕ(s; k0). (C.54)
Como LDl es esencialmente autoadjunto, k20 ∈ R, lo cual implica que los ceros de
η(k) son reales o puramente imaginarios.
Adema´s, como η(k) es independiente de s, el Wronskiano puede ser evaluado en
s = a1 para obtener
η(k) = W [ϕ, χ](s = a1) = ϕ(a
−
1 ; k)χ
′(a+1 ; k)− ϕ′(a−1 ; k)χ(a+1 ; k), (C.55)
que es proporcional a ∆TEl+1/2(ak), como se puede verificar fa´cilmente (ver (C.46),
(C.50) y (C.44)).
Finalmente, mostraremos que los ceros no nulos de η(k) ∼ ∆TEl+1/2(ak) son sim-
ples. Para esto, notamos primero que, como funcio´n se s, (∂ϕ/∂k)(s; k) ∈ C1(0, s0), y
(∂ϕ/∂k)(s; k) ∼ sl+1 para s ≈ 0+. Esto se puede ver de las ecuaciones (C.46), (C.47)
y (C.48). Adema´s, para s 6= a1,{
d2
ds2
− Vl(s) +
(
²
µ
)
(s)k2
}
∂ϕ
∂k
(s; k) = −2k
(
²
µ
)
(s)ϕ(s; k). (C.56)
Similarmente, (∂χ/∂k)(s; k) ∈ C1(0, s0) y, de (C.50), se puede mostrar que
(∂χ/∂k)(s; k)→ 0 para s→ s0.
Supongamos ahora que k0 6= 0 es un cero mu´ltiple de η(k). Luego, η(k0) = 0 y
η′(k0) = 0. Se sigue de (C.53) y (C.51) que
∂ϕ
∂k
(s; k0) = K1χ(s; k0) +K2
∂χ
∂k
(s; k0), (C.57)
para ciertas constantes K1 y K2. Entonces tambie´n tenemos que
(∂ϕ/∂k)(s; k0)→ 0 para s→ s0.
En consecuencia, (∂ϕ/∂k)(s; k0) ∈ D(L(D)l ). Adema´s, como k20 ∈ R, podemos
escribir
−2k0 ‖ ϕ(s; k0) ‖2L2(R+,(²/µ)(s) ds)=(
ϕ(s; k0), [Ll + k20]
∂ϕ
∂k
(s; k0)
)
L2(R+,(²/µ)(s) ds)
=
(
[Ll + k20]ϕ(s; k0),
∂ϕ
∂k
(s; k0)
)
L2(R+,(²/µ)(s) ds)
= 0,
(C.58)
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Pero esto es una contradiccio´n, porque ϕ(s; k0) 6= 0. Luego, todos los ceros no nulos
de η(k) son simples.
Se puede hacer un ana´lisis completamente ana´logo para los modos TM, ahora
imponiendo condiciones de contorno de Neumann en r = R, para concluir que las
ra´ıces de ∆TMl+1/2(z) que yacen en el semiplano abierto derecho de la variable z son
todas reales y simples.
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Ape´ndice D
Ca´lculo nume´rico de partes finitas
provenientes de altas frecuencias
D.1. Ca´lculo nume´rico
En la seccio´n 5.7.1 hemos hallado la contribucio´n a la energ´ıa de Casimir de los
modos de alta frecuencia, usando el modelo de Drude para describir la respuesta
del medio diele´ctrico. Aislando las singularidades ultravioletas, que se presentan
como polos simples, hemos verificado que se trata de te´rminos proporcionales al
volumen accesible. Esto hace claro el tipo de contrate´rmino que se necesita en el
procedimiento de renormalizacio´n. En esas condiciones, cobra sentido el ana´lisis de
la parte finita.
Con respecto a las partes finitas, hemos hallado el resultado que se muestra en
la ecuacio´n (5.88) para las primeras contribuciones de los modos de alta frecuencia
en el desarrollo de Debye. All´ı vemos, en primer lugar, un te´rmino proporcional a
(R3Ω4/c3), que proviene del primer orden del desarrollo (primer corchete de (5.88)),
similar al te´rmino proporcional al volumen que aparece en la contribucio´n de los
modos de baja frecuencia, ecuacio´n (5.49).
En la ecuacio´n (5.88) tambie´n vemos que en las contribuciones que provienen
de los sucesivos ordenes del desarrollo de Debye aparecen te´rminos con potencias
crecientes de R y de a. Algunos de esos te´rminos se cancelan completamente al sumar
las contribuciones de ordenes superiores; tal es el caso de aquellos proporcionales a
(aΩ/c) log(a/R) y a (aΩ/c) log(RΩ/c), que aparecen en los ordenes ν−1 y ν−3
(tercer y cuarto corchete, respectivamente).
Entre esos mismos ordenes ocurren tambie´n cancelaciones parciales de los sucesi-
vos te´rminos con potencias positivas, tanto de a como de R, que van apareciendo con
signos opuestos. Esto parece sugerir que las sucesivas potencias positivas de a y R
son un artefacto del desarrollo empleado, y que van cancela´ndose entre s´ı a medida
que se van incorporando o´rdenes superiores del desarrollo de Debye. Una manera
de verificar esta hipo´tesis ser´ıa estimar nume´ricamente el te´rmino con la diferencia
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d (ln∆TEν (ı ν t))
d t
−DTEν (t)
)
en el segundo te´rmino del lado derecho de (5.86),
que no ha sido necesario para aislar las partes singulares y que hemos desestimado
en primera instancia.
Desde luego que otro tanto debe ser tenido en cuenta para la contribucio´n de los
modos TM. En este ape´ndice nos ocuparemos de esos ca´lculos nume´ricos.
Sabemos que el te´rmino que contiene la diferencia
(
d (ln∆TEν (ı ν t))
d t
−
DTEν (t)
)
converge, por construccio´n, para s > −2, y entonces podemos evaluarlo
directamente en s = −1. Espec´ıficamente, debemos calcular
−~ c
pi R
∞∑
ν=3/2
ν2 <
{∫ ∞
−ız
t
(
d (ln∆TEν (ı ν t))
d t
−DTEν (t)
)
dt
}
, (D.1)
donde z = x/ν, con x = RΩ/c. Te´ngase en cuenta que el desarrollo asinto´tico de
Debye para ∆TEν (ı ν t) es va´lido para grandes valores de ν (con t fijo), mientras
que en la anterior expresio´n debemos sumar desde pequen˜os valores de ν, donde es
esperable que esa aproximacio´n muestre un apartamiento significativo.
Para calcular nume´ricamente (D.1), cortamos la suma y la integral en valores L
y T , elegidos de manera tal que la cola de la serie resulte menor que un dado error
ε. Para determinar con que´ precisio´n debemos trabajar, conviene primero analizar
la magnitud de la contribucio´n a la parte finita de la energ´ıa dada por el primer
te´rmino del lado derecho de (5.86), ecuacio´n (5.88).
Con este fin, proporcionamos valores nume´ricos a todos los para´metros que apare-
cen en la ecuacio´n (5.88). Elegimos aquellos valores consistentes con los empleados
en la aplicacio´n a la sonoluminiscencia que hemos analizado en la seccio´n 5.6. El
gra´fico de la expresio´n (5.88) cuando Ω = 10161/s, n1 = 1, 10
−6m < a < 10−5m
esta´ mostrado en la figura D.1.
Restando de (5.88) la expresio´n obtenida para a → 0, podemos apreciar su
dependencia intr´ınseca con a, lo que se muestra en la figura D.2.
De los valores nume´ricos de la figura D.2, vemos que en la ecuacio´n (D.1) debemos
cortar la suma y la integral en valores L y T tales que, para 10−6 < a < 10−5, el
error ε cometido al descartar la contribucio´n de la cola de la serie y la integral sea
menor que 10−14.
Por simplicidad, elegimos L = T = N . Luego en la ecuacio´n (D.1) podemos
escribir
N∑
ν=3/2
−~ c ν2
pi R
<
{∫ N
−ız
t
(
d (ln∆TEν (ı ν t))
d t
−DTEν (t)
)
dt
}
+ ε (N) , (D.2)
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2·10-6 4·10-6 6·10-6 8·10-6 0.00001
0.276643
0.276643
0.276643
0.276643
0.276643
Figura D.1: Gra´fico de la expresio´n (5.88) en funcio´n de a. En el eje horizontal, a
var´ıa en el intervalo [10−6m, 10−5m]. En el eje vertical, la energ´ıa se mide en Joules.
Para los para´metros se han elegido los valores: Ω = 10161/s, n1 = 1 y R = 10
−2m.
2·10-6 4·10-6 6·10-6 8·10-6 0.00001
-2.5·10-10
-2·10-10
-1.5·10-10
-1·10-10
-5·10-11
Figura D.2: Gra´fico de la expresio´n (5.88) en funcio´n de a, luego de sustraer la
constante que se obtiene de tomar el l´ımite a → 0. En el eje horizontal se muestra
a variando en el intervalo [10−6m, 810−6m]. En el eje vertical, la energ´ıa var´ıa entre
−2 10−13 J y −1,4 10−11 J. Los valores de los para´metros son los mismos que los de
la figura anterior.
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donde
ε (N) =
∞∑
ν=3/2
−~ c ν2
pi R
<
{∫ ∞
N
t
(
d (ln∆TEν (ı ν t))
d t
−DTEν (t)
)
dt
}
+
+
∞∑
ν=N
−~ c ν2
pi R
<
{∫ N
−ız
t
(
d (ln∆TEν (ı ν t))
d t
−DTEν (t)
)
dt
}
.
(D.3)
Podemos estimar ε (N) aproximando los integrandos con el orden siguiente del
desarrollo de Debye de
d (ln∆TEν (ı ν t))
d t
(que tambie´n es adecuado para grandes
valores de t), y reemplazar
(
d (ln∆TEν (ı ν t))
d t
−DTEν (t)
)
' ν−4 fTE(t), (D.4)
donde fTE(t) es cierta funcio´n algebraica.
Para los modos TM resultan expresiones ana´logas a las correspondientes a las
ecuaciones (D.1) - (D.4). Por brevedad, de aqu´ı en adelante consideraremos las
contribuciones de ambos modos sumadas.
La funcio´n f(t) = fTE(t)+fTM(t), para los modos TE y TM sumados, esta´ dada
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por
f(t) =
n1
4R2 t (13− 16n12 t2 − n14 t4) Ω2
4 c2 (1 + n12 t2)
5 +
−(n1
2 t (16− 368n12 t2 + 924n14 t4 − 374n16 t6 + 13n18 t8))
32 (1 + n12 t2)
7 −
−n1
6R4 t (a6 + 4R6 + 3 a2 n1
2 (a4 + 4R4) t2) Ω4
8 c4 (1 + n12 t2)
3 (R2 + a2 n12 t2)
3 −
−n1
6R4 t (3 a4 n1
4 (a2 + 4R2) t4 + 5 a6 n1
6 t6) Ω4
8 c4 (1 + n12 t2)
3 (R2 + a2 n12 t2)
3 +
+
n1
2R4 t (20− 186n12 t2 + 180n14 t4 − 13n16 t6)
16 (1 + n12 t2)
6 (R2 + a2 n12 t2)
2 +
+
a2 n1
2R2 t (−2 + 160n12 t2 − 1116n14 t4 + 960n16 t6 − 65n18 t8)
32 (1 + n12 t2)
6 (R2 + a2 n12 t2)
2 +
+
a4 n1
4 t3 (−2 + 120n12 t2 − 744n14 t4 + 600n16 t6 − 39n18 t8)
32 (1 + n12 t2)
6 (R2 + a2 n12 t2)
2 +
+
n1
4R6 t (5− 9n12 t2 − 12n14 t4 + 2n16 t6) Ω2
4 c2 (1 + n12 t2)
6 (R2 + a2 n12 t2)
2 +
+
a4 n1
6R2 t3 (10 + 5n1
2 t2 − 23n14 t4 + 3n16 t6) Ω2
4 c2 (1 + n12 t2)
5 (R2 + a2 n12 t2)
2 +
(D.5)
+
a2 n1
4R4 t (10 + 10n1
2 t2 − 37n14 t4 + 5n16 t6) Ω2
4 c2 (1 + n12 t2)
5 (R2 + a2 n12 t2)
2 +
+
R8 (−1 + 3n14 t4) Ω4
2 c4 t5 (1 + n12 t2)
3 (R2 + a2 n12 t2)
2−
−a
4 n1
6R4 t (−3− 2n12 t2 + 9n14 t4) Ω4
8 c4 (1 + n12 t2)
3 (R2 + a2 n12 t2)
2 −
−a
2 n1
2R6 (1− 3n12 t2 − 7n14 t4 + 5n16 t6) Ω4
4 c4 t3 (1 + n12 t2)
3 (R2 + a2 n12 t2)
2 .
Con esta aproximacio´n vemos que, como espera´bamos, ambos te´rminos en la
ecuacio´n (D.3) son convergentes, ya que f(t) se comporta como O(t−5) para grandes
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valores de t, y las sumas sobre ν se pueden resolver en te´rminos de funciones ζ de
Hurwitz o haciendo uso de la fo´rmula de suma de Euler Maclaurin [66].
Luego, calculando ε (N) e imponiendo |ε (N)| < 10−14 (con los valores de los
para´metros que mencionamos antes), obtenemos el valor de N que necesitamos para
el ca´lculo del primer te´rmino de (D.2). Obviamente este valor de N depende de a,
pero por ejemplo en el intervalo 10−6m < a < 8 10−6m alcanza con tomar N = 3000
para satisfacer esa cota.
Una vez determinado N , describimos el ca´lculo nume´rico del primer te´rmino de
la ecuacio´n (D.2). So´lo indicaremos los pasos seguidos y mostraremos los resultados.
En la integral que aparece en el primer te´rmino de (D.2), podemos deformar el
camino de integracio´n a una curva que une los puntos −ız y 0 sobre eje imagina-
rio, y luego de 0 a N sobre el eje real. En la integral sobre el eje imaginario, se
puede ver fa´cilmente que el te´rmino
(
t d (ln∆
TE
ν (ı ν t))
d t
)
da un contribucio´n puramente
imaginaria1, que es eliminada al tomar la parte real. Luego, en esa integral queda
so´lo la contribucio´n de
(
tDTEν (t)
)
, la cual puede ser calculada exactamente para ν
arbitrario.
Por otro lado, en la integracio´n sobre el intervalo (0, N), por consistencia con
los resultados dados en la ecuacio´n (5.88) (que fueron calculados hasta el orden
O (RΩ
c
)
), aproximamos la funcio´n
(
t d (ln∆
TE
ν (ı ν t))
d t
)
por su desarrollo para
(
RΩ
c
)À 1,
reteniendo en este desarrollo te´rminos hasta el mismo orden que en (5.88). As´ı, los
te´rminos que estamos despreciando son O (RΩ
c
)−1
y no tienen influencia sobre los
de (5.88). La ventaja es que, bajo esta aproximacio´n, de nuevo podemos calcular
la integral exactamente. Por u´ltimo, la suma sobre ν de las integrales anteriores se
calcula nume´ricamente.
Como resultado de ese ca´lculo nume´rico, tenemos el gra´fico que se muestra en la
figura D.3, donde 10−6m < a < 8 10−6 m y los valores de los dema´s para´metros son
los que hemos dado antes.
Sustrayendo una constante aditiva, vemos la dependencia intr´ınseca de a en el
gra´fico de la figura D.4.
La gra´fica D.4 debe compararse con la correspondiente al ca´lculo en el que se
emplean los primeros te´rminos del desarrollo de Debye, gra´fica D.2. Superponiendo
ambas gra´ficas obtenemos la figura D.5, en donde se aprecia claramente la cancela-
cio´n que hab´ıamos mencionado.
Ahora bien, como en la ecuacio´n (5.88) hemos retenido potencias proporcionales
a
(
aΩ
c
)3
,
(
aΩ
c
)2
y
(
aΩ
c
)
(y las ana´logas para R, que aqu´ı es mantenido constante),
esperamos que al sumar la contribucio´n correspondiente al ca´lculo nume´rico estas
1Esto se logra haciendo el cambio de variables t → e−ıpi/2u y observando que el integrando
queda una funcio´n real a ser integrada en el intervalo (0, RΩ/c), con una constante multiplicativa
e−ıpi/2, que da lugar a un resultado siempre imaginario.
D.1- Ca´lculo nume´rico 137
2·10-63·10-64·10-65·10-66·10-67·10-68·10-6
-0.364583
-0.364583
-0.364583
-0.364583
-0.364583
-0.364583
-0.364583
Figura D.3: Ca´lculo nume´rico del primer te´rmino de la ecuacio´n (D.2). En el eje
horizontal, a var´ıa entre [10−6m, 8 10−6m]. En el eje vertical, la energ´ıa se mide en
Joules. Se ha tomado N = 3000.
2·10-63·10-64·10-65·10-66·10-67·10-68·10-6
2.5·10-11
5·10-11
7.5·10-11
1·10-10
1.25·10-10
1.5·10-10
Figura D.4: Ca´lculo nume´rico del primer te´rmino de la ecuacio´n (D.2), sustra-
yendo la constante aditiva (−0,36458251347). En el eje horizontal, a var´ıa entre
[10−6m, 8 10−6m]. En el eje vertical, la energ´ıa var´ıa entre 10−13J y 1,4 10−11J . Co-
mo antes, N = 3000.
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2·10-6 4·10-6 6·10-6 8·10-6
-1·10-10
-5·10-11
5·10-11
1·10-10
1.5·10-10
Figura D.5: Superposicio´n de las gra´ficas D.2 (curva con l´ınea llena) y D.4 (curva
punteada).
potencias espurias se cancelen, quedando expuesta la contribucio´n proporcional a(
aΩ
c
)−1
, que no fue retenida en (5.88).
Esto es lo que efectivamente sucede, como podemos ver gra´ficamente en la figura
D.6, obtenida a partir de la suma de las dos gra´ficas mostradas en la figura D.5. Por
otro lado, esto puede verificarse a trave´s de una regresio´n por cuadrados mı´nimos
de los datos, que tambie´n es mostrada en la figura D.6.
En efecto, si en el resultado de la ecuacio´n (5.88) (cuya gra´fica es la curva con
l´ınea llena de la figura D.5) los te´rminos con potencias positivas de a fueran espu-
rios, deber´ıamos observar su cancelacio´n cuando sumemos la contribucio´n nume´rica
(curva punteada de la figura D.5). La expresio´n anal´ıtica de (5.88) como funcio´n de
a, una vez ingresados los valores de los dema´s para´metros, es −1,34277 10−11 a +
0,00477465 a2 − 276644. a3. Por otro lado, una regresio´n por cuadrados mı´nimos de
los datos obtenidos del ca´lculo nume´rico mostrado en la figura D.5, arroja la ex-
presio´n −9,09208 10−12 − 5,99188 10−18
a
+ 1,34277 10−11 a− 0,00477465 a2 + 276644. a3.
La suma de las dos expresiones de arriba proporciona la funcio´n que rige el com-
portamiento de la curva del medio de la figura D.6. Vemos pues la cancelacio´n que
hab´ıamos mencionado, ya que esta curva tiene un comportamiento con a de la forma
α+ β
a
.2
Dada la magnitud de estas contribuciones, el resultado de este ca´lculo nume´rico
resulta ser una verificacio´n de que la contribucio´n ma´s relevante a la parte finita
de la energ´ıa de Casimir proviene efectivamente del rango de bajas frecuencias. En
particular, como se menciono´ al final de la seccio´n 5.7.1, esto valida los resultados
cualitativos obtenidos en la aplicacio´n al feno´meno de la sonoluminiscencia.
2Si en el resultado de la ecuacio´n (5.88) hubie´ramos retenido te´rminos proporcionales a
(
aΩ
c
)−1
y ordenes superiores, ellos tambie´n se hubieran cancelado al sumar la contribucio´n nume´rica.
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2·10-6 4·10-6 6·10-6 8·10-6
-1·10-10
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1·10-10
1.5·10-10
Figura D.6: La curva del medio corresponde a la suma de las gra´ficas D.2 y D.4.
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