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The influence of electron–phonon interactions on the dynamics of a quantum dot coupled to a
photonic cavity mode is investigated using a nonequilibrium Green’s function approach. Within
a polaron frame, the self-consistent-Born approximation is used to treat the phonon-assisted scat-
tering processes between the quantum dot polaron and the cavity. Two-time correlators of the
quantum dot-cavity system are calculated by solving the Kadanoff-Baym equations, giving access
to photon spectra and photon indistinguishability. The non-Markovian nature of the interaction
with the phonon bath is shown to be very accurately described by our method in various regime
of cavity-quantum electrodynamics (cavity-QED). The indistinguishability of the emitted photons
emitted at zero temperature are found to be in very good agreement with a previously reported
exact diagonalization approach [Phys. Rev. B 87, 081308 (2013)]. Besides, our method enables the
calculations of photon indistinguishability at finite temperatures and for strong electron-phonon
interactions. More generally, our method opens new avenues in the study of open quantum system
dynamics coupled to non-Markovian environments.
I. INTRODUCTION
Coupling a solid-state artificial atom to an optical cav-
ity has recently attracted considerable interests, moti-
vated by possible applications of cavity quantum elec-
trodynamics (cavity-QED) in photonics, metrology and
quantum information1–5. Quantum dot (QD)–cavity
systems have enabled great progress in the develop-
ment of on-demand sources of indistinguishable single
photons6–17. Beyond the picture of an ideal cavity-QED
system, couplings to phonons have been shown to play a
crucial role theoretically18–23 and experimentally24–32. A
non-Markovian model for the dissipation in the phonon
reservoir is mandatory to provide a general description of
the various phenomena involving phonons in these sys-
tems. Indeed the phonon reservoir stores information on
a time scale corresponding to the sound propagation time
of the generated acoustic waves out of the QD. These
non-Markovian effects appear to be particularly crucial
when studying the temporal coherences involved in the
emission spectrum and in the photon indistinguishability.
Various methods have been used to investigate the
memory effects induced by phonons in the quantum
dynamics of quantum dot-cavity systems. Second-
order perturbation theory within the time convolution-
less (TCL) approach has been used to investigate non-
Markovian effects for various regimes19,21,33,34. Yet, an
exact diagonalization approach reported at 0K35 has ev-
idenced the failure of such finite-order TCL approaches
in predicting the indistinguishability of the emitted pho-
tons in the QD-cavity strong coupling regime or in the
large cavity linewidth limit. However, such an exact di-
agonalization method, which involves a truncation of the
full Hilbert space, is computationally tractable only at
zero temperature and for weak electron-phonon interac-
tion. A more tractable approach to account accurately
for the non-Markovian influence of phonons in the vari-
ous regimes of solid-state cavity-quantum electrodynam-
ics (cavity-QED) is still lacking.
Here we present a nonequilibrium Green’s function
(NEGF) approach to investigate the dynamics of a
QD–cavity system interacting with phonons. Within
a polaron frame, the phonon-electron-photon scattering
terms are treated within the self-consistent Born approx-
imation. This allows to account for an infinite num-
ber of phonon-assisted scattering processes, beyond exist-
ing finite-order perturbation approaches. The two-time
Green’s functions are computed by solving the Kadanoff-
Baym equations. We report calculations of the non-
Markovian dynamics of a QD-cavity system interacting
with a phonon bath, as well as photon emission spectrum
and indistinguishability of the emitted photons. The re-
sults are shown to be in very good agreement with ex-
actly solvable limits as well as an exact diagonalization
approach at 0K35 . Our approach is shown to provide ac-
curate and efficient simulations of the dynamics of quan-
tum dot-cavity systems interacting with phonons.
II. THEORY
A. System Hamiltonian
We consider an electronic two-level system (TLS) –
such as a quantum dot (QD) – interacting simultaneously
with (i) a quantized mode of an optical cavity and (ii)
a phonon continuum (Fig. 1). Within the rotating-wave
approximation, the Hamiltonian of the modeled system
reads:
Hˆ =~ωecˆ†cˆ+ ~ωcavaˆ†aˆ+ ~g(cˆaˆ† + cˆ†aˆ)
+ cˆ†cˆ
∑
q
Mq(bˆ
†
q + bˆq) +
∑
q
~ωq bˆ†q bˆq
(1)
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FIG. 1: Level diagram for the solid-state cavity-QED sys-
tem interacting with phonons. The 3 lowest energy lev-
els of the Jaynes-Cummings ladder are represented with the
notation |g/e,N〉, in which |g/e〉 is the two-level system
ground/excited state and |N〉 is the cavity Fock state. The
electronic states are coupled to a phonon continuum, whose
states
∏
q |nq〉 are tensorial products of the |nq〉 phonon Fock
states of wavevector q.
where cˆ† and cˆ are the fermionic creation and annihila-
tion operators of the electronic TLS (ground and excited
states |g〉 and |e〉 respectively), with frequency ωe; aˆ† and
aˆ are the photon ladder operators of the cavity, with fre-
quency ωcav; g is the electron-cavity coupling strength; bˆ
†
q
and bˆq are the phonon ladder operators of wavevector q;
Mq is the electron-phonon coupling strength. The cavity
photon Fock states are noted |N〉, while the phonon Fock
states of wavevector q are noted |nq〉.
In the limit of vanishing exciton-photon couling
strength g = 0, the above Hamiltonian reduces to the
independent boson model, which can be solved by a po-
laron transformation36. In the following, such polaron
transformation is used. The physical motivation is to
account exactly for the cavity-QED effects that involves
the zero-phonon line, and to treat perturbatively the cou-
pling between the phonon sidebands and the cavity.
B. Polaron transformation
We start by applying the unitary transformation that
diagonalizes the independent boson Hamiltonian36. The
polaron transformation reads for an operator Oˆ:
Oˆ′ = eSˆOˆe−Sˆ (2)
with
Sˆ = cˆ†cˆ
∑
q
Mq
~ωq
(bˆ†q − bˆq) (3)
This transformation shifts the position of the lattice when
the QD is excited in its new equilibrium position, i.e. in
a polaron state. The creation and annihilation operators
are transformed as cˆ(†) → D(†)cˆ(†). The transformed
Hamiltonian reads:
Hˆ ′ =(~ωe −∆p)cˆ†cˆ+ ~ωcavaˆ†aˆ+
∑
q
~ωq bˆ†q bˆq
+ ~g
[
cˆaˆ†D + cˆ†aˆD†] , (4)
where Dˆ is the phonon displacement operator corre-
sponding to the polaron formation
Dˆ = exp
[
−
∑
q
Mq
~ωq
(b†q − bq)
]
(5)
and ∆p the polaron energy shift:
∆p =
∑
q
|Mq|2
~ωq
. (6)
A renormalized exciton energy is defined due to this po-
laron shift as
ω˜e = ωe −∆p. (7)
We then separate the transformed Hamiltonian into three
terms:
Hˆ ′ = Hˆ0 + Hˆph + Hˆint, (8)
where the first term reads:
Hˆ0 = (~ωe−∆p)cˆ†cˆ+ ~ωcavaˆ†aˆ+ ~g〈Dˆ〉(cˆaˆ†+ cˆ†aˆ). (9)
It describes the coupling between the QD polaron and
the cavity without the exchange of phonons, from which
originates the zero-phonon line. This coupling is renor-
malized by a factor 〈Dˆ〉, which is the expectation value
of the phonon displacement in a thermal state36:
〈Dˆ〉 = e−ϕ(0)/2, (10)
ϕ(τ) =
∑
q
M2q
~2ω2q
[
Nωqe
iωqτ + (Nωq + 1)e
−iωqτ ] , (11)
where Nω is the Bose-Einstein factor at frequency ω. The
second term corresponds to non-interacting phonons:
Hˆph =
∑
q
~ωq bˆ†q bˆq (12)
The third term describes simultaneous photon-electron-
phonon scattering (i.e. phonon-assisted exchange be-
tween the QD polaron and the cavity):
Hˆint = ~g(cˆaˆ† ˆδD + cˆ†aˆ ˆδD†), (13)
3where
ˆδD = Dˆ − 〈Dˆ〉 (14)
is the difference between the displacement operator and
its thermal expectation value.
Such polaron transformation was already used previ-
ously to treat QD–cavity systems in presence of phonon
couplings18,33. Second-order perturbation theories18,33
have been applied to treat this term. In the following
we go beyond these existing approaches and treat this
interacting term within the self-consistent Born approxi-
mation. To this purpose, we make use of the nonequilib-
rium Green’s function (NEGF) formalism.
C. Nonequilibrium Green’s functions
To calculate the non-Markovian dynamics of the QD–
cavity system in presence of the phonon environment,
we use the nonequilibrium Green’s function (NEGF)
formalism37. Nonequilibrium Green’s function are usu-
ally defined for single particles within many-body sys-
tems, and allows for the perturbative treatment of many-
body interactions. Here in contrast we consider Green’s
functions (GFs) within the full Hilbert space of a small-
dimension system – the coupled quantum-dot–cavity sys-
tem. Perturbation theory is then used to treat the inter-
actions with an external environment – i.e. the phonon
bath. As discussed in annex, this approach requires
slightly different definitions of the GFs with respect to
the usual NEGF formalism37.
We consider the basis formed by the states {|i〉} =
{|g〉, |e〉} ⊗ {|N〉}, i.e. the tensor product of the elec-
tronic two-level system and the cavity Fock states. Ψˆ
(†)
i
represents the fermionic annihilation (creation) operator
in the state |i〉. We define the lesser and retarded GFs
respectively by
G<i,j(t1, t2) = i〈Ψˆ†j(t2)Ψˆi(t1)〉 (15a)
GRi,j(t1, t2) = −iΘ(t1 − t2)〈Ψˆi(t1)Ψˆ†j(t2)〉vac (15b)
in which the retarded GF involves expectation values
〈〉vac on the electron-photon vacuum state. As shown in
appendix, the GFs defined above fulfill the same equa-
tions of motion as standard GFs, namely the Kadanoff-
Baym equations:
i~
∂
∂t1
GˆR(t1, t2)− Hˆ0(t1)GˆR(t1, t2) = ~δ(t1 − t2)ˆI +
∫
dtΣˆR(t1, t)Gˆ
R(t, t2) (16a)
− i~ ∂
∂t2
GˆR(t1, t2)− GˆR(t1, t2)Hˆ0(t2) = ~δ(t1 − t2)ˆI +
∫
dtGˆR(t1, t)Σˆ
R(t, t2) (16b)
i~
∂
∂t1
Gˆ<(t1, t2)− Hˆ0(t1)Gˆ<(t1, t2) =
∫
dt
[
ΣˆR(t1, t)Gˆ
<(t, t2) + Σˆ
<(t1, t)Gˆ
A(t, t2)
]
(16c)
− i~ ∂
∂t2
Gˆ<(t1, t2)− Gˆ<(t1, t2)Hˆ0(t2) =
∫
dt
[
GˆR(t1, t)Σˆ
<(t, t2) + Gˆ
<(t1, t)Σˆ
A(t, t2)
]
(16d)
where Σˆ<, ΣˆR and ΣˆA are respectively the lesser, re-
tarded and advanced self-energies. In the following, the
nonequilibrium GFs are calculated within the polaron
frame, and the above self-energies account for the Hˆint
interacting term within the polaron picture. Their cal-
culation is discussed below.
D. Self-energies
1. Non-Markovian self-energies due to phonons
In the following the expectation values from the
phonon bath are assumed to be given by their thermal
expectations. Under this assumption, the expectation
value of the interacting term vanishes, i.e. 〈Hint〉bath = 0.
The lowest-order non-vanishing terms are of second or-
der with respect toHint and corresponds to the first-order
Born approximation which describes a single scattering
process. To describe up to an infinite number of scatter-
4ing processes, we go beyond and use the self-consistent
Born approximation (SCBA). The lesser self-energy cor-
responding to the interacting term in the polaron frame
reads
Σˆ(t1, t2) = 〈Hˆint(t2)Gˆ<(t1, t2)Hˆint(t1)〉bath. (17)
Plugging in the expression of Hˆint (Eq. 13) leads to
Σˆ<(t1, t2) = ~2|g|2
[
Fm(t2 − t1)cˆaˆ†Gˆ<(t1, t2)cˆaˆ†
+ Fp(τ)(t2 − t1)cˆaˆ†Gˆ<(t1, t2)cˆ†aˆ
+ Fp(τ)(t2 − t1)cˆ†aˆGˆ<(t1, t2)cˆaˆ†
+ Fm(t2 − t1)cˆ†aˆGˆ<(t1, t2)cˆ†aˆ
]
,
(18)
where Fm/p are polaron Green’s functions defined by
Fp(τ) = 〈δDˆ(t+ τ)δDˆ+(t)〉bath = e−ϕ(0)
[
eϕ(τ) − 1
]
,
(19a)
Fm(τ) = 〈δDˆ(t+ τ)δDˆ(t)〉bath = e−ϕ(0)
[
e−ϕ(τ) − 1
]
.
(19b)
Similarly, the retarded self-energy reads
ΣˆR(t1, t2) = 〈Hˆint(t1)GˆR(t1, t2)Hˆint(t2)〉bath, (20)
which leads to
ΣˆR(t1, t2) = ~2|g|2
[
Fm(t1 − t2)cˆaˆ†GˆR(t1, t2)cˆaˆ†
+ Fp(t1 − t2)cˆaˆ†GˆR(t1, t2)cˆ†aˆ
+ Fp(t1 − t2)cˆ†aˆGˆR(t1, t2)cˆaˆ†
+ Fm(t1 − t2)cˆ†aˆGˆR(t1, t2)cˆ†aˆ
]
.
(21)
In the numerical implementation, the non-Markovian
phonon self-energies are computed for correlation times
up to a maximum value τmc , i.e. only self-energies
Σˆ(t+τ, t) with τ < τmc are computed. In the full calcula-
tions shown below, τmc is taken large enough so that the
computed physical quantities reach converged values.
2. Markovian self-energies
In addition to the above non-Markovian self-energies
arising from the interaction with phonons, Markovian
dissipative terms are used to describe other damping pro-
cesses: the cavity damping rate κ, the QD population
decay rate γ, and the QD pure dephasing rate γ∗. The
corresponding retarded and lesser self-energies read:
ΣˆR(t1, t2) = −iδ(t1 − t2)Θ(t1 − t2)(γ + γ∗)cˆ†cˆ
− iδ(t1 − t2)Θ(t1 − t2)κaˆ†aˆ,
(22)
Σˆ<(t1, t2) = δ(t1 − t2)γ∗cˆ†cˆGˆ(t1, t2)cˆ†cˆ. (23)
In the absence of non-Markovian phonon self-energies,
these self-energies injected in the Kadanoff-Baym equa-
tions give the same Lindblad equation for the density
matrix (ρˆ(t) = −iGˆ<(t, t)) as in Refs. 38 and 39.
E. Exciton-phonon coupling terms
The theory presented above is applied below to the case
of a self-assembled QD coupled to bulk acoustic phonons.
We consider the coupling between the fundamental exci-
ton (modeled as an electron-hole pair wavefunction in
their respective ground state) and the 3D bulk longitudi-
nal acoustic (LA) phonons. Note that coupling of acous-
tic phonons to higher exciton modes are not considered
here, as the induced dephasing effects can be accounted
within the Markovian pure dephasing term γ∗40,41. The
coupling term between the fundamental exciton and the
LA-phonons due to deformation potential reads:
Mq =
√
~q
2csρmV
[
De〈φe|e−qre |φe〉+Dh〈φh|e−qrh |φh〉
]
(24)
where q is the phonon wavevector, cs is the speed of
sound, ρm the mass density, V the crystal volume, De
and Dh the deformation potential for the electrons and
holes, and |φe/h〉 the electron/hole envelope wavefunc-
tions. Bulk GaAs parameters of cs = 5110 m.s
−1 and
ρm = 5370 kg.m
−3 are used in the following. For sim-
plicity, identical envelope wavefunctions are assumed for
electrons and holes with isotropic Gaussian shape:
φe/h(r) =
e−r
2/2σ2
pi3/4σ3/2
, (25)
where the σ is a confinement length. This leads to a
exciton-phonon coupling term of
Mq = D
√
~q
2csρmV
e−σ
2q2/4, (26)
where D = De+Dh is the exciton deformation potential.
The corresponding spectral density reads:
J(ω) =
∑
q
M2q δ(~ω − ~ωq) =
ω3
4pi2ρmc5s
D2e−σ
2q2/2.
(27)
Note that such ωn dependence with n > 2 implies a non-
zero value of 〈Dˆ〉2 the weight of the zero-phonon line
(ZPL).
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FIG. 2: (Color online). Dynamics of a strongly-coupled QD-cavity system in presence of a zero-temperature phonon bath.
(a-b): The populations of |ΨX〉 = |e, 0〉 (exciton) and |Ψc〉 = |g, 1〉 (cavity) are plotted as a function of time following an
initial excitation of the QD. The exciton-cavity detuning in is set to (a) ω˜X − ωc = 0 and (b) ω˜X − ωc = 250 µeV in (b).
The insets in (a) and (b) show the population dynamics assuming a Markovian pure dephasing term γ∗ = 80 µeV instead of
the non-Markovian phonon bath. (c) Populations of the dressed states |ψU/L〉 = (|ΨX〉 ∓ |Ψc〉)/
√
2 in the zero-detuning case
(ω˜X − ωc = 0) as a function of time for various maximum correlation time τmc for the phonon bath. (c) Retarded self-energy
matrix elements ΣXX(t + τ, t) (black full line), Σcc(t + τ, t) (red dotted line), ΣXc(t + τ, t) (blue dashed line) as a function of
the time delay τ for ω˜X−ωc = 0 (τmc is set to 40 ps). The parameters are: ~g = 250 µeV , D = 20 eV, σ = 5 nm, κ = 0, γ = 0,
γ∗ = 0 (apart from insets) and T = 0.
III. RESULTS AND DISCUSSION
The model is applied to the study the dynamics from
the initial state |e, 0〉, i.e. after an instantaneous excita-
tion of the QD exciton, the photonic cavity being initially
empty. The possible occupied states in the subsequent
dynamics are only |e, 0〉, |g, 1〉 and |g, 0〉. As the decay
to |g, 0〉 is incoherent and irreversible, it is sufficient to
consider the nonequilibrium Green’s functions in the two-
level basis (|ΨX〉 = |e, 0〉,|Ψc〉 = |g, 1〉). The population
of the |g, 0〉 state is then deduced by population conser-
vation. In the following, we study the system dynamics,
the photon spectra and the single-photon indistinguisha-
bility. Our approach is compared with various analytical
expectations and an exact-diagonalization approach.
A. Time dynamics and non-Markovian effects
We first study the QD-cavity dynamics in the strong-
coupling regime. For the sake of clarity, the Markovian
dissipative terms are set to zero (γ = γ∗ = κ = 0), so that
the system dynamics reduces to a trace-conserving two-
level system consisting of an exciton state (|ΨX〉 = |e, 0〉)
and a cavity state (|Ψc〉 = |g, 1〉). The temperature is
set to 0K. The time evolution of the exciton and cavity
populations are reported in Fig. 2 (a) and (b) for QD-
cavity detuning (ω˜X−ωc) of respectively 0 and 250 µeV.
To compare qualitatively with a Markovian behavior, the
insets show the population dynamics when no phonon
coupling is considered but instead a pure dephasing term
of γ∗ = 80 µeV. In the case of a finite detuning (Fig. 2b),
the dynamics clearly differs from the Markovian case.
To get more insights, the dressed polariton states
|ψU/L〉 = αU/L|ΨX〉 + βU/L|Ψc〉), i.e. the eigenstates of
the exciton-cavity system, are considered56. At 0K, the
6system is expected to relax towards the lower polariton
level |ψL〉. In the case of equal detuning and coupling
strength (~g = ~δ = 250 µeV), this can be checked on
Fig. 2(b): in the long time limit, the populations are
in perfect agreement with the analytical expectation for
the lower polariton state |βL|2 = 2/(5−
√
5) ' 0.7257. In
the zero-detuning case, the populations of the polaritons
states |ψU/L〉 are plotted on Fig. 2(c). As expected, the
full calculation (corresponding here to τmc = 20 or 40 ps)
shows a relaxation towards the lower polariton state |ψL〉.
Interestingly, the full calculation is compared to calcula-
tions in which the maximum memory time τmc is numeri-
cally bounded to smaller values (5, 1 and 0 ps). For such
shorter correlation time of the phonon reservoir, the sys-
tem does not relax towards its ground state. This behav-
ior can be understood in the following way: in the short
memory time limit, the energy splitting between the two
polaritons is not resolved by the bath and the system do
not thermalize. This corresponds to the Markovian limit
where the polariton populations are not affected by the
coupling to the bath. On the other hand, thermal relax-
ation takes place as soon as the memory time used for the
computation overcomes the physical bath’s memory time
(Fig. 2(d)). In the full calculation (i.e. for sufficiently
long correlation time), we have checked that for various
QD-cavity detunings, QD-cavity coupling strengths and
temperatures the system always relax towards thermal
equilibrium (not shown). We stress that such relaxation
of the system towards the thermal equilibrium for all de-
tunings and coupling strengths cannot be described with
a fixed Markovian dissipative term in the Lindblad mas-
ter equation, since, as stated above, a Markovian bath
does not gain information about the open system en-
ergy. Note that Markovian models for phonon environ-
ment that have been used previously20,26,32 make use of
dissipative terms that depends explicitly on the polariton
energy level positions.
The matrix elements of the retarded self-energy
ΣR(t, t + τ) are plotted on Fig. 2d as a function of τ
in the zero-detuning case. It confirms that memory ef-
fects from the phonon bath back on the QD-cavity sys-
tem last on the few-ps time scale. This time-scale can
be interpreted as the time taken for the emitted acoustic
phonons to escape from the exciton wavefunction region.
This phonon memory effect is further evidenced by the
short time dynamics on Fig. 2(c): on the picosecond time
scale after the excitation, the population relaxation of
the dressed states is strongly non-exponential. Indeed,
for delays smaller than the phonon escape time, phonon
scattering processes are reversible and no relaxation be-
tween the polariton states is observed.
Fig. 3 shows the population dynamics with the same
parameters as in Fig. 2b but at a finite temperature of
20 K. The relaxation towards the thermal equilibrium
is observed in the full calculation. This full calculation
is compared with the first-order Born approximation, in
which the self-energies (Eqs. 18, 21) are calculated from
a non-interacting GF Gˆ0 (solution of Hˆint = 0) instead
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FIG. 3: (Color online). Population dynamics of a strongly-
coupled QD-cavity system with the same parameters as in
Fig. 2b except than the lattice temperature is set to T = 20 K.
The full calculation using the self-consistent born approxima-
tion (full lines) is compared with the single-Born approxima-
tion (dotted lines).
of the actual GF Gˆ used in the self-consistent equa-
tions. This first-order Born approximation (which is of
second-order with respect to the electron-phonon inter-
action) gives a large discrepancy with respect to the self-
consistent Born approximation. Indeed, the relaxation
dynamics involves several scattering processes at finite
temperature, while the first-order Born approximation
accounts for a single scattering event. In the long-time
limit, an infinite number of scattering events has to be
describe, which imposes to go beyond finite-order pertur-
bation theories34,42 or truncated Hilbert space treatment
for the phonon reservoir35.
B. Cavity-radiated spectra
We now consider non-zero decay rates for the cavity (κ)
and the QD (γ). The spectrum of the photons emitted
by the cavity reads
S(ω) =
∫ ∞
0
dt
∫ ∞
0
dτe−iωτ 〈aˆ†(t+ τ)aˆ(t)〉 (28)
The involved correlator is given by the cavity component
of the lesser GF
〈aˆ†(t+ τ)aˆ(t)〉 = −iGc,c(t+ τ, t) (29)
where the c index represents the one-photon cavity state
|g, 1〉, as only a single excitation is considered.
In the limit of a small coupling with respect to the
difference between cavity and emitter linewidths (g 
|κ − γ|), it has been shown that the spectrum emitted
by the cavity can be approximated by the product of the
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FIG. 4: (Color online). Photon emission spectrum from a
cavity fed by a higher energy QD in the weak coupling limit
(red thick line). The thin black line indicates the bare QD
emission spectrum. The dotted blue line is the product of the
bare QD emission by the free cavity one, which is expected to
coincide with the cavity emission in the weak coupling limit.
The parameters are ~g = 1 µeV, ω˜X − ωc = 1000 µeV, ~κ =
100 µeV, ~γ = 10 µeV, γ∗ = 0, T = 4 K, D = 9.8 eV,
σ = 5 nm.
bare QD polaron spectrum multiplied by the bare cavity
one30:
Sweak-coupling(ω) ∝ Spolaron(ω)× Scavity(ω). (30)
To assess the validity of our model in this limiting case,
we compare the calculated spectrum in a weak coupling
regime with the product of the cavity spectrum by the
QD spectrum on Fig. 4. A very good agreement is found,
demonstrating the accuracy of our model in the weak-
coupling limit.
C. Photon indistinguishability
The degree of indistinguishability of the single pho-
tons emitted by the cavity is an important characteris-
tic in view of applications of single photons in quantum
computation43. The indistinguishability figure of merit
describes the probability for two single-photon wavepack-
ets to interfere coherently when being sent simultane-
ously on a beam splitter. This indistinguishability figure
of merit for the photons emitted by the cavity reads39:
I =
∫∞
0
dt
∫∞
0
dτ |〈aˆ†(t+ τ)aˆ(t)〉|2∫∞
0
dt
∫∞
0
dτ〈aˆ†(t)aˆ(t)〉〈aˆ†(t+ τ)aˆ(t+ τ)〉 . (31)
In Fig. 5 we report calculations of indistinguishability of
the photons emitted by the cavity as a function of the
QD-cavity coupling strength at temperatures of 0 K and
30 K. At 0K, the indistinguishability is found to be in
very good agreement the exact diagonalization approach
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FIG. 5: (Color online). Photon indistinguishability as a func-
tion of the QD-cavity coupling strength for lattice temper-
atures of 0K (upper panel) and 30K (lower panel). The
other parameters are the same as in Ref. 35: ~κ = 125 µeV,
γ = 0.5 ns−1, γ∗ = 0, D = 9.8 eV, σ = 5 nm.
reported in Ref. 35. In addition we report calculations
at finite temperature (30K) which has not been tractable
using exact diagonalization. For any temperature, as the
exciton-cavity coupling strength increases, the indistin-
guishability decreases. This is due to an increasing den-
sity of states of acoustic phonons available to induce scat-
tering between the two polariton states. The efficiency,
defined as the probability to emit a photon from the cav-
ity mode for an initial excitation of the QD, is also shown
in Fig. 5. Its expression reads:
β = κ
∫ ∞
0
〈aˆ†(t)aˆ(t)〉. (32)
In the weak coupling regime, the efficiency increases with
increasing coupling strength, and saturates in the strong
coupling regime at κ/(κ+γ). The product βI is also plot-
ted in Fig. 5, showing that there is a necessary trade-off
between indistinguishability and efficiency when tuning
the coupling strength.
Fig. 6 shows a calculation of photon indistinguishabil-
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FIG. 6: (Color online). Photon indistinguishability as a func-
tion of the cavity linewidth ~κ in solid line. The dashed
line indicates Iκ→∞, i.e. the expected limit when the cav-
ity linewidth becomes large compared to the phonon energies.
The fixed parameters are ~g = 200 µeV, γ = 50 ns−1, γ∗ = 0,
D = 9.8 eV, σ = 5 nm.
ity as a function of the cavity linewidth ~κ. For low cavity
linewidths κ < 2g, the system is in the strong exciton-
photon coupling regime. First, the indistinguishability
increases with increasing cavity linewidth. Indeed, as
the system enters the weak coupling regime, the phonon-
assisted scattering effect between the splitted polariton
states (as discussed above) tends to disappear. Beyond,
a further increase in the cavity linewidth decreases the
indistinguishability, as a large cavity linewidth enables
the higher energy phonons to assist the photon emission
as well.
We focus below on the large cavity linewidth limit,
where an analytical expression exists. Indeed, in the
limit of cavity linewidths much larger than (i) the cou-
pling strength (κ  g) and (ii) the phonon continuum
effectively coupled to the QD (κ  ~cs/σ), the cavity
can be adiabatically eliminated as it decays faster than
the QD coherent evolution39,44. Hence the cavity coher-
ences follows directly the QD coherences 〈aˆ†(t+τ)aˆ(t)〉 ∝
〈cˆ†(t + τ)cˆ(t)〉. This leads to the following analytical
results44:
Iκ→∞ = Γ
∫
dτ exp[−Γτ + 2Re[φ(τ)− φ(0)]] (33)
where Γ = γ + 4g2/κ is the effective decay rate of the
exciton. This limit is indicated as a dashed line in Fig. 6.
The calculated indistinguishability is found to converge
slowly towards this limit. This is in strong contrast with
the non-Markovian second-order perturbation theory ap-
proach recently reported by Kaer and Mørk34, which has
been shown to break down at large cavity linewidth. The
slow convergence towards the large-cavity limit demon-
strates the need of an accurate modeling if the cavity
linewidth is not an order of magnitude larger than the
phonon sidebands energy scale.
IV. SUMMARY AND OUTLOOK
We have presented a nonequilibrium Green’s function
approach to calculate the dynamics of coupled QD-cavity
systems interacting with a phonon bath. We use the
self-consistent Born approximation within a polaron ba-
sis, which accounts for an infinite number of electron-
phonon-photon scattering processes. Calculations of dy-
namics, photon spectra and photon indistinguishability
are reported. Our approach is shown to be in good agree-
ment with various exact solutions of the problem in some
limiting cases, yet allowing to tackle this problem for a
unprecedented range of temperatures and cavity-QD cou-
pling strengths.
Our model can be extended to time-dependent Hamil-
tonian. This will enable the study of phonon-induced
damping of Rabi rotations in quantum dots45–53 and to
account for resonant excitation used in indistinguishable
photon generation16,54. Our method can be applied to
other solid-state cavity-QED systems such as nitrogen-
vacancy centers in diamond55, and more generally to
other open quantum systems coupled to non-Markovian
environment.
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Appendix A: Full-Hilbert-space nonequilibrium
Green’s functions
The NEGF formalism is standardly used for calcu-
lating single-particle GFs of either fermions or bosons
within many-particle systems. The dimensions of the
GFs are hence typically much smaller than the size of the
full Hilbert space. Here instead we define GFs within the
full Hilbert space of a small quantum system interacting
with an external bath. The motivation is to extend the
density matrix formalism to two-times correlation func-
tions in a manner such as the Kadanoff-Baym equations
of the NEGF formalism can be used.
Within many-body systems, the single-particle
fermionic GFs are standardly defined37. This stan-
dard definition applied directly to the fermionic
creation/annihilation operators of the full Hilbert space
(Ψˆ
(†)
i ) would lead to:
g<i,j(t1, t2) = i〈Ψˆ†j(t2)Ψˆi(t1)〉 (A1a)
g>i,j(t1, t2) = −i〈Ψˆi(t1)Ψˆ†j(t2)〉 (A1b)
9gˆR(t1, t2) = Θ(t1 − t2)
[
gˆ>(t1, t2)− gˆ<(t1, t2)
]
, (A1c)
gˆA(t1, t2) = −Θ(t2− t1)
[
gˆ>(t1, t2)− gˆ<(t1, t2)
]
, (A1d)
In this many-body standard formulation, the retarded
and advanced Green’s functions depend on the nonequi-
librium state described by the lesser and greater GFs, as
they describe propagation of excitations with respect to
the nonequilibrium state. If one applies this definition
directly to the case of a full Hilbert space, it would re-
sult in an unphysical nonlinear dependence of the density
matrix with respect to the initial conditions. The reason
is that the above definition is meant to prevent scatter-
ing of a fermion towards an already occupied level, i.e.
imposing the Pauli exclusion principle. In contrast, in
the dynamics of a quantum state within its full Hilbert
space, such exclusion principle must be not included.
To suppress this nonlinearity in the equations of mo-
tion arising from the exclusion principle, in the following
we renormalize the GFs of the standard formalism. If we
renormalize the initial density matrix ρ(0) by a constant
, the initial renormalized lesser GFs reads
gˆ< (0, 0) = iρˆ(0). (A2)
We then consider the GFs gˆ(t1, t2) that are solutions
of the Kadanoff-Baym equations with the above initial
condition for the density matrix at t = 0. As discussed
above, the Eqs. A1 are not expected to correctly describe
the system dynamics for latter times (t1, t2). Instead we
assume that the renormalized GF gˆ correctly accounts
for the system dynamics in the small  limit. In the limit
of small , the lesser GF becomes small compared to the
greater GF, so that the retarded GF reads:
gˆR (t1, t2) =
→0
−iΘ(t1 − t2)gˆ> (t1, t2) (A3)
As the excitation probability is vanishingly small, the
greater GF (and hence the retarded GF) can then be
equivalently evaluated on a vacuum state
lim
→0
gˆ>(ij)(t1, t2) = −i〈Ψˆi(t1)Ψˆ†j(t2)〉vac, (A4)
where vac stands for a fictitious vacuum state (i.e. not
part of the physical Hilbert space). Another consequence,
is that the retarded self-energies σˆR , which depends in
principle on both gˆ< and gˆ
R
 , depends only on gˆ
R
 . Hence
in this limit of small  the Kadanoff-Baym equations for
gˆ give the expected linear regime for the lesser GF gˆ
<

with respect to the initial density matrix ρˆ(0). As a con-
sequence we use these renormalized nonequilibrium GFs
for the full Hilbert space dynamics
Gˆ<(t1, t2) = lim
→0
gˆ< (t1, t2)

(A5)
GˆR(t1, t2) = lim
→0
gˆR (t1, t2) (A6)
Owing to the expected linearity of the lesser GFs
G<i,j(t1, t2) with respect to the initial condition, these
GFs for the full Hilbert space can be redefined directly
as:
G<i,j(t1, t2) = i〈Ψˆ†j(t2)Ψˆi(t1)〉 (A7)
GRi,j(t1, t2) = −iΘ(t1 − t2)〈Ψˆi(t1)Ψˆ†j(t2)〉vac. (A8)
The above definitions are used in the present work.
Note that this retarded GF can also be expressed as
GˆR(t1, t2) = −iΘ(t1 − t2)Uˆ(t1, t2) where Uˆ(t1, t2) is the
evolution operator corresponding to the total Hamilto-
nian. The self-energies can then be calculated directly
following the above definitions, and the Kadanoff-Baym
equations applied to calculate the dynamics.
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