independent. Using (1) andR R R = 1=N s 6 N n=1 x x x(n)x x x H (n), we can show, after some algebra, that 
We can use (32) to compute 61 of (23) . In other words, the elements of 6 1 are the elements of (32). However, the ordering the the two matrices are different so that a reordering of (32) is needed to compute 61: Similarly, we can use (33) to compute 62 of (23) . The two matrices of fourth-order moments Ef(x x x 3 (n)x x x T (n)) (x x x(n)x x x H (n))g and Ef(x x x(n)x x x H (n)) (x x x(n)x x x H (n))g are needed to compute (32) and (33), respectively. If we assume that n n n is a vector of zero mean circularly symmetric complex noise and the signals are distributed in such a way that the odd moments are zero, then we can show H + Ef(n n n n n n)(n n n n n n)
H g:
The matrix R R Rn is the covariance matrix of the noise. The matrices s H g;Ef(n n n 3 n n n)(n n n 3 n n n) H g;Ef(n n n n n n)(n n n n n n H g and Efs s sn n n H n n ns s s H g have elements that depend on the second-and fourth-order moments of the signals and noise. These moments depend on the particular probability distributions of the signals and noise. Given these distributions, (34) and (35) can then be computed. 
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I. INTRODUCTION
Over the last 20 years, the joint space-spatial frequency representations have received special attention in the fields of image processing, vision, and pattern recognition. They could be more useful than the general techniques of spatial filtering of images, and therefore, the possibilities of information filtering would be improved. Some researchers have considered the Wigner distribution (WD) as a master distribution from which the rest of distributions can be derived [1] , [19] . One of the most salient WD properties is its high time-frequency concentration, but it may suffer from aliasing and cross terms that in principle can reduce the scope of its applications. We refer to several thorough reviews about the WD for one-and two-dimensional (1-D and 2-D) signals [6] , [9] . To cope with the problem of cross terms, some different modifications of the original definition have been proposed, e.g., a kernel-type WD [3] , analytic signals [30] , [31] , image processing techniques [23] , power type L-Wigner [20] Publisher Item Identifier S 1053-587X(98)04032-X.
1053-587X/98$10.00 © 1998 IEEE or multidimensional WD in the frequency domain [22] . For a recent review about the reduced interference distributions, see [27] . The motivation of this correspondence is twofold. The first is to obtain a pseudo-Wigner distribution (PWD) with high resolution through the use of a new 2-D analytical signal but simultaneously eliminating aliasing and reducing as much as possible the presence of cross terms. The PWD and the spectrogram can be considered to be particular cases of filtering. In most situations, signal processing filters are used to create a sparse sampling of the space/spatial-frequency domain. However, there exist some applications, e.g., shape from texture, that require a more dense sampling provided by the WD or the spectrogram [16] , [17] . Second, the reduction of cross terms will be considered on the basis of providing a feasible quantitative measure of the PWD concentration or "peakedness."
In Section II, a brief review of the continuous WD and the discrete PWD is presented. In Section III, a new 2-D analytical image is proposed for computing the PWD and simultaneously eliminating aliasing and reducing cross terms. In Section IV, we will evaluate and compare the results of computing the PWD using the new analytic signal using some synthetic and natural image tests.
II. THE WIGNER DISTRIBUTION
The Wigner distribution was introduced by [26] as a phase space representation in quantum mechanics and gives a simultaneous representation of a signal in space and spatial frequency variables. Subsequently, Ville derived in the area of signal processing the same distribution that Wigner proposed in quantum mechanics [25] . where x and are spatial variables, is the spatial frequency variable, and f 3 (1) means the complex conjugate of f (1) . The WD can be considered as a particular occurrence of a complex spectrogram, where the function f (x) is chosen as the shifting window function. It belongs to a large class of bilinear distributions known as the Cohen's class in which each member can be obtained choosing different kernels in the generalized bilinear distribution [5] . The WD presents a set of desirable mathematical properties, as was formulated by [4] , including high signal concentration (maximum autocomponent concentration in space/spatial frequency). However, the presence of cross terms has limited its use in some practical applications. Cross terms can have a peak value as high has twice that of the autocomponents [15] . It is generally accepted that smoothing the WD will reduce the presence of cross terms but at the expense of smearing the autocomponent concentration. This effect has been recently demonstrated in [21] .
In numerical implementations, we can consider the so-called pseudo Wigner distribution (PWD) by using two smoothing windows: a spatial averaging window g(l) and a spatial-frequency averaging window h(k) [2] , [18] , [19] . 1 This double smoothing operation will produce a further improvement in the cross term reduction. The The concept of the 1-D analytic signal was introduced by Gabor as a complex signal that has a spectrum identical to that of the real signal for positive frequencies and zero for negative frequencies [7] , [11] . The extension of the analytic signal concept for multidimensional signals has been done recently by Hahn [12] , but for dimensions bigger that one, the definition of the multidimensional analytic signal is not unique. In practice, the 2-D DWD of the analytic signal (which is also called the Wigner-Ville distribution) is used to overcome the principal discretization problems: aliasing and cross terms [28] .
Aliasing or frequency foldover in discrete signals is due to the use of an insufficient sampling rate (below Nyquist limit, i.e., double of highest frequency content). To prevent aliasing, two methods arise to reduce this problem: a) oversampling (or interpolating) by a factor of 2 and b) frequency filtering the regions that cause aliasing (lowpass filtering). The latter can substantially suppress artifacts but at the cost of reducing significantly the spatial-frequency support. One of the problems associated with the 2-D DWD is that its periodicity is instead of the 2 of the Fourier transform [4] , [8] . This fact implies that signals for which 2-D DFT does not introduce aliasing may be distorted with aliasing in the 2-D PWD due to a wraparound frequency phenomenon for high frequencies [16] , [24] . As stated before, the definition of an analytic image for 2-D signals is not unique [24] , [29] . Several 2-D analytic signals have been proposed elsewhere with the aim to reduce aliasing artifacts but retaining the main WD properties. However, most of the methods fail to produce a substantial reduction of the aliasing and cross terms. The analytic image proposed here can be considered as a combination of two previous definitions [24] , [29] . The region of support of the analytic image here [ Fig. 1(a) ] is the same that the proposed in [29] [ Fig. 1(c) ] but separating the region considered into two parts [depicted in Fig. 1(a) by two different shadings] . Although the present method requires the computation of two WD corresponding to each region, this is not in detriment of a substantial computational cost reduction in comparison with the interpolation-based methods. The latter one can be easily implemented by a zero-padding operation and, therefore, with higher computational cost by computing a PWD with four times the number of samples. 2 Here we, consider a new 2-D analytic signal that might avoid most of the shortcomings of the previous definitions.
This method is based in zeroing out the negative side of the spectrum as in Fig. 1(c) . 3 However, here, we split the positive region in two subregions [see Fig. 1(a) ] and take a PWD from each subregion. Fig. 2 depicts a two-step procedure for obtaining the new analytic image proposed here. Fig. 2(a) and (c) represent by shading the signal's frequency components retained in the analytic image proposed here. The first PWD is taken from the region shown in Fig. 2(a) , producing a PWD given in Fig. 2(b) . This spectrum can be rearranged in the regions A and B depicted in Fig. 2(f) according to the following regions of support. With the mask represented in Fig. 2(b) . we filter out the higher frequencies that can be arranged according to the following four regions [see Fig. 2(f) ].
PWD 2 =
Region C =2 1 < ; 0 2 < 0=2 Region D 0 1 < =2; 0 2 < 0=2 Region E =2 1 < ; =2 2 < Region F 0 1 < =2; =2 2 > :
Regions A, D, and F in Fig. 2(b) and (d) correspond to positive frequencies, and regions B, C, E correspond to negative frequencies. The final PWD will be the sum of PWD 1 + PWD 2 . This procedure 2 The interpolation-based methods will require a window h(1) of double size for obtaining the same PWD resolution. 3 Any other criteria that preserve the vanishing halfplane property can be considered as in [29] . 4 This rearrangement leads to a controlled frequency foldover.
obviously produces a PWD with higher resolution but in a range 0 to and, therefore, doubles the number of points along each coordinate. If the original image is real, the PWD presents a property of symmetry with respect to the origin of the spatial frequency domain. Fig. 2 (f) depicts such property by using identical shadings between symmetrical regions. It must be observed here that some potential drawbacks of the analytic signal defined here are the introduction of additional sharp filter boundaries and boundary effects that might lead to ringing, besides the creation of a frequency variant PWD. Ringing has been ameliorated by smoothing all the sharp transitions with a raised cosine (Hanning) function. Fig. 3 illustrates the described ringing phenomenon for the analytic image represented in Fig. 1(c) . Fig. 3(a) shows the original test image composed by different patches of 2-D sinusoids in different orientations. Fig. 3(b) shows the magnitude of the analytic signal associated with Fig. 3(a) by considering the analytic image of Fig. 1(c) . It can be observed how the vertical sinusoid appears as an artifact in the diagonal region [ Fig. 3(b) , top right] due to the sharp transition between the "positive" and "negative" regions. Fig. 3(c) shows the result after smoothing the edge between both regions. With regard to the cross terms issue, it must be noted that the removal of the negative frequencies of the analytic signal also eliminates the cross terms between positive and negative frequencies. However, in addition to that, cross terms have oscillatory terms of high relative frequencies that can often be reduced by PWD lowpass filtering at the expense of autoterm broadening [15] . The present method outperforms traditional ones by removing crossterms between higher and lower spatial-frequency regions without autoterm broadening.
IV. RESULTS
A. PWD Computation of Image Tests
In this section, we will evaluate and compare the performance of the new PWD for some test images. Fig. 4(a) and (b) show two examples of a synthetic image "zone plate" cos(r 2 ) with variable local frequency along the two main diagonals. Another example is shown in Fig. 5(b) for the four points shown in Fig. 5(b[a-d] ). This example illustrates that the problem of the sharp transitions between the different regions is still present in all methods. However, we can observe that the method proposed here performs better than the other two methods. As the frequency increases, the presence of the border attenuates the frequencies for some points [ A substantial reduction of the PWD cross terms can be obtained by spatial and spatial-frequency smoothing. Fig. 6(a) shows a multicomponent image composed of two pure tones located in adjacent spatial positions. It is well known that the WD will produce cross terms in the transition between the two regions [7] , [8] . associated with points along a horizontal line crossing the border of separation between the two regions for two different window sizes. For Fig. 6(b) and (c), we can observe the effect of cross term reduction by frequency smoothing. Fig. 6(b) shows the PWD computation of several points in the perpendicular direction across the border. Each line represents the PWD corresponding to the same points along the border between the two regions for a frequency window size of M = 0 (no frequency window), 3; 7; and 15 respectively. By increasing the frequency window size [ Fig. 6(b) , rows from top to bottom], a reduction in the cross terms can be obtained, but simultaneously, a reduction of the spatial resolution is observed (number of border points). Fig. 6(c) shows the PWD for the same points considered in Fig. 6(a) but increasing the window size. Each line represents the PWD corresponding to points along the border between the two regions for a frequency window size of 0 (no frequency window), 3; 7; and 15; respectively. In summary, Fig. 6(b) and (c) shows in a qualitative manner how increasing the spatial window size reduces the spatial resolution but increases the frequency concentration.
B. Concentration Measures
In this section, we will introduce a quantitative measure of signal's concentration. Several measures of space-spatial frequency concen- and 15 from top row to bottom row, respectively). tration has been proposed in the literature, but most of them has been defined for single-component signals. To give a quantative figure of merit of the reduction of cross terms in the case of multicomponent signals, we have computed a measure of peakedness in a similar manner to the defined by [14] . This measure is analogous to the kurtosis used in statistics and in other fields as vision modeling [10] and is defined for 1-D signals by
0N+1 jPWD(n; )j 4 N01 0N+1 N01
0N+1 jPWD(n; j 2 ) 2
the extension for 2-D signals being straightforward. Fig. 7(a) depicts the results of the evaluation of the peakedness measure C for several points across a direction perpendicular to the border of a synthetic multicomponent image [ Fig. 6(a) ]. In this plot, we can observe the influence of changing the spatial window size for a fixed value of the frequency window size (g) = 9 2 9. Increasing the spatial window size produces an increase in the concentration measure C (and a reduction in its value at the transition region).
On the contrary, Fig. 7(b) shows how a progressive increment in the frequency window size produces a reduction in the concentration measure (as well as a reduction of its value at the transition region).
V. CONCLUSION
We proposed a 2-D PWD through the use of a new analytic image with high resolution and frequency support. In addition to that, a substantial reduction of cross terms has been obtained by spatial and spatial-frequency smoothing. A quantitative measure of peakedness has been computed for 2-D PWD with some synthetic and textured images for evaluating the cross term reduction. The present scheme for 2-D PWD computation has been successfully applied for texture segmentation and classification through eigenanalysis in the PWD domain and will appear in a forthcoming publication.
