Abstract-Motion measurement increasingly deploys image sensors such as charge-coupled device and CMOS arrays, driven by their ever-improving resolution, response time, noise level, and cost. The typical usage is to operate an image sensor and the associated optics as a sampler, by taking a series of high-speed sharp pictures to infer motion. Image blur is treated as an undesirable artifact, to be removed using shorter exposure times or image processing techniques such as deblurring. We have previously shown that dynamic information embedded in image blur may be exploited for model identification in frequency ranges well beyond the Nyquist frequency. In this brief, we investigate the state estimation problem using motion blur. We pose the problem as a minimization, estimating the state at the start of each (slow) sampling period based on the observed motion blur. We show that the local convexity of the minimization corresponds to a generalized observability criterion. This method is compared with other techniques, including the conventional centroid-based method, and that based on the use of multiple image moments. The simulation and experimental results demonstrate the fast response and robustness of the proposed scheme in the presence of synthetic stray light.
I. INTRODUCTION

W
HEN an image sensor is used to estimate the trajectory of a moving object, in, e.g., image-based control (or visual servoing), the typical, and intuitive, approach is to acquire a sequence of sharp images of the target and infer the motion from the evolution of the sampled position in time [1] , [2] . This process works well when the rate of image acquisition is commensurate with the motion bandwidth. However, the frame rate is typically constrained by the readout time and image noise. Our focus is on exploiting the integrative nature of image sensors, as the measurements they provide are the sum of the incoming light during the exposure period.
Motion-induced image blur results when observing a target moving fast compared with the integration period [3] . Image blur is typically treated as an undesirable artifact, and multiple deblurring algorithms [4] have been proposed to sharpen natural images. While these algorithms are effective for image restoration, they are inadequate for accurate dynamics reconstruction since they primarily focus on determining the deblurred image and not the motion field. In the motion estimation context, a common approach is to just use the spatial average-the centroid or the first moment of the intensity distribution (image)-to extract the desired information from the measurement. This first moment information is conventionally interpreted as the time average of the position of the feature of interest. Image moments condense the dynamical information contained in the motion blur, and while this information is sufficient to provide estimates of the observed motion, a significant amount of extra information, i.e., the blur distribution itself, is discarded.
There have also been efforts to extract motion information directly from the image blur [5] , [6] . Deblurring and extraction of motion from blur are ill-posed inverse problems [7] . As an example, the image trace of an object moving left to right is indistinguishable from that of the object moving right to left. Algorithms that have been proposed for extracting motion from blur thus require some regularizing assumptions to eliminate this ill posedness, such as assuming an ad hoc kinematic model within each exposure window, e.g., constant velocity, constant acceleration, and so on. Optical flow is also a common image processing technique to estimate motion from images [8] , but it does not generally explore motion blur and is limited by the slow sampling rate of the image sensor.
By modeling the blur formation process as a nonlinear integral transform, we have previously shown [9] that the blurred images may be used for model identification at frequency ranges well beyond the Nyquist rate. Extending our results from [10] , in this brief, we take the next logical step: using the identified model to develop a blur-based estimator. We compare its performances with estimation schemes based on the moments of the blurred images, previously used for blur-based state estimation [11] . Developing an estimator capable of providing an improved estimate leads to enhanced closed-loop performance when controlling fast systems with slow-rate integrative sensors [12] .
This brief considers the state estimation of a motion system with fast dynamics using a sequence of blurred images sampled at a slow rate. In contrast to [11] , we use the complete image and pose the state reconstruction as a minimization problem. State estimation is a broad and developing field of research [13] - [17] . The output in our problem is a nonlinear nonstatic integral transform in the state variables. The literature on nonlinear system estimation, including EKF and moving horizon estimation [18] , [19] , does not provide a ready solution to deal with such types of outputs. By virtue of the lifting technique, we recast the integral Fig. 1 .
Stream of image measurements {Y j } J I −1 j =0 is acquired as the underlying fast system evolves. In this example, the output of (F.S.) is
respectively. The long exposure window (T e ) of the image sensor produces blurred images, which are an integrative measurement of the system's output evolution within the exposure windows (y j ). The intensity measurements are available at a slow step T s = T e + T r , where T r is the hardware readout time of the image sensor. The first exposure window starts at the activation time T a , and therefore the jth activation instant is
relationship between output and states to a static one where the output depends on the current lifted state. Integrative outputs are also considered in [20] , but the mapping is linear in the states, in contrast to the nonlinear output in our case.
By imposing regularization assumptions based on the underlying dynamic model, the ill posedness, or the nonuniqueness in the minimization problem, is avoided. The full image-based state estimation also improves noise rejection due to stray lighting. We demonstrate the efficacy of the proposed scheme in simulation and experimentation involving a fast steering mirror (FSM), a laser light source, and a charge-coupled device (CCD) camera.
II. INTEGRATIVE IMAGE SENSOR (CAMERA) MODEL
We here briefly report the model of an integrative image sensor and refer to [9] for a more detailed discussion.
Given an image kernel (·) defined in the pixel domain N := {η ∈ |η ∈ [0, η N p ]}, we let a blurred image, generated by the stationary object moving along a y(t) trajectory, be
where T j is the activation instant and T e is the exposure window, as shown in Fig. 1 . The trajectory y(t) here is intended as the motion as it is seen by the image sensor, i.e., it is defined in the pixel domain by including a scaling factor, which relates the unit motion magnitude to the range of motion in the pixel domain. The image kernel may be experimentally determined from a stationary image. When the object of interest is a point light source, the image kernel is just the point spread function, commonly approximated as a spatial delta function, (η) = δ(η), or a Gaussian function,
III. PROBLEM FORMULATION
We now pose the state estimation problem for linear time-invariant (LTI) systems with fast-rate dynamics and slowrate measurements from an integrative sensor (camera). Let the following SISO system describe the dynamics of the fast system sampled with period T f :
with state variables x ∈ n and output y ∈ . The fast-rate output y is not directly measured at the fast rate; instead, it is to be inferred from slow-rate integrative sensor measurements (1) obtained at a rate T s , for j = 0, 1, . . . , J I − 1, with y j being the output within the j th exposure and J I the total number of measurements. The propagation of this dual-rate system may be written as [21] , [22] 
where x( j, k) and y( j, k) are the state and output at the kth fast step within the j th slow step, respectively. It follows that
where N ∈ N denotes the number of fast steps in a slow one. The goal of this brief is to estimate x( j, 0) based on the measurement of the integrative sensor measurements {Y j } J I −1 j =0 , given by (1) . Once the state estimate at the start of each slow step,x( j, 0), is found, it can be used to generate the state estimate on the fast steps,x( j, k), using model (F.S.). In particular,x( j, N) would be the initial guess for the state estimate of the next slow step,x( j + 1, 0).
Remark 1:
The problem posed can be generalized to admit a nonlinear fast system dynamicsẋ = f (x, u), in which case (F.S.) represents the linearization of the discretized nonlinear dynamics at each slow step.
IV. IMAGE BLUR-BASED ESTIMATOR
The image blur-based estimator (IBE) determines the state estimate at the beginning of each slow step,x( j, 0), by means of minimization of the pixel domain error between the j th measurement Y j defined in (1) and the j th predicted imageŶ j
where the image predictor is obtained by discretizing (1) with an arbitrarily small time step T
The image kernel estimateˆ may be obtained by fitting a Gaussian, as in Section II, to the image of the stationary feature of interest, the predicted path isŷ( j, k) = CA kx ( j, k), and has been obtained, (F.S.) is used to provide the initial condition for IBE j +1 asx( j + 1, 0) =x( j, N) opt . Fig. 2 shows a block diagram of the estimation process. Given a sufficiently close initial estimate, any gradientbased iterative method will converge to the true solution if the cost function in (2) is locally convex.
A. IBE's Local Convergence Proposition 1 (Sufficient Conditions for IBE Local Convexity
Using a Single Image): Let ( A,C) characterize a discrete LTI system of order n with x 0 initial conditions and time step T f . Moreover, we let (1) be a blurred image generated by an arbitrary image kernel (·) within the discrete exposure N e = (T f /T e ) ∈ N. The sufficient condition to ensure local convergence to x 0 for an IBE and a single intensity measurement (image) is
and
is the variation of the image kernel in the direction of motion. Proof: Refer to the Appendix. Remark 2: Sufficient conditions for (S.1) are as follows.
• System Observability: The pair ( A, C) is observable.
(S.
1.1) • Sufficient Amount of Blur and Sensor Resolution:
For example, the set {y( j, i )}
has N e different values.
(S.1.4)
V. MOMENTS AND MOMENT-BASED ESTIMATORS
An image can in general be described through alternative metrics that condense the information in it. Examples of alternative metrics are the biggest singular values, the most relevant spatial frequencies, or, as most commonly used in motion analysis, the image moments. In this section, we present image moment-based estimation schemes as benchmark for IBE performances. Image moments were first introduced in [23] and represent a condensed metric of the dynamics of a moving feature, which is encoded within the image blur. Moments have been used for state estimation in [11] , to which we remand for a more a detailed analysis. In this section, we first briefly recall image moments' definitions (Section V-A), and then use them to formulate first-order (MBE 1 : Section V-B) and p th -order (MBE p : Section V-C) moment-based estimators. Finally, we study the local convergence for the general case of an MBE p operating on a single image.
A. Moments of the Intensity Distribution (Image)
, where y u (·) and y v (·) are the components of the motion in the η u and η v directions, respectively, the pqth moment m Y pq of an intensity distribution
Therefore, for this special case, higher spatial moments of the intensity distribution are time averages of the product of the powers of the output within the exposure window. In the more general case, given an arbitrary image kernel , the pqth moment of 
where the m pq moments of the image kernel are given by
and the m δ pq moments are defined above. When the motion is monodimensional in the, e.g., η u direction, the moment's definitions can be particularized by considering y v (t) ≡ const. and q = 0, yielding
where the pedix q and the double integral have been dropped for economy of notation.
B. First-Order Moment-Based Estimator (MBE 1 )
Since the first moment is effectively a linear output at the slow rate, the MBE 1 is a Luenberger observer that uses the difference of the measured and predicted first moments (m 1 −m 1 ) to perform state estimate updates at the slow rate. Lettingx( j, k) be the state estimate at the kth fast step within the j th slow one, the state estimate delivered by the MBE 1 iŝ
where L is a constant weight andx( j, N) is the forward propagation of the state's estimate to the beginning of the next slow step, i.e.,x( j, N) = A sx ( j, 0) + B s u s ( j ). Using (6) (with p = 1), we obtain the discretized approximation of the first moment of the j th image:
By defining δx( j, 0) = x( j, 0) −x( j, 0) and using the definition of m 1 , (S.S.), and (7), it is easy to show that δx( j + 1, 0) = (A s − LC s )δx( j, 0). The pair (As, Cs) is observable when (A, C) is observable [11] , therefore the error can be guaranteed to convergence to zero by choosing L so as to place the poles of (A s − LC s ).
C. Higher Moment-Based Estimators (MBE p )
Using the first moment (center of mass) of the intensity distribution provides only a fraction of the information available in the image. For example, using the second moment of the intensity distribution, we have an additional output equation: y (2) where h(x( j, i ) ) is m 2 in (6). In [11] , an EKF was designed based on the first and second moments of the intensity measurement. Following a similar procedure to obtain the time-varying observer gains L p ( j ), higher moments of the intensity distribution, m p , may be used as additional output to yield a better state estimate:
. . .
Proposition 2 (Sufficient Condition for MBE p Local Convergence Using a Single Image):
Let ( A,C) characterize a discrete LTI system of order n with x 0 initial conditions and time step T f . Moreover, let (1) be a blurred image generated by an ideal image kernel, (·) = δ(·), with N e = (T f /T e ) ∈ N. Sufficient condition to ensure local convergence to x 0 for an MBE using p moments (MBE p ) and a single intensity measurement (image) is Proof: The proof is analogous to that of Proposition 1 (the Appendix) and is omitted in the interest of space. It involves writing the sequence of the linear approximations of p moments (6), for p = 0, 1, . . ., resulting in
(10)
Remark 3 (Sufficient Conditions for (S.2)): Necessary conditions for local convergence of an MBE p , considering a single image and an ideal image kernel (·) = δ(·), are as follows.
• System Observability: ( A, C) is observable.
(
S.2.1) • Sufficient Amount of Blur: N e ≥ n. (S.2.2) • Sufficient Image Sensor Resolution and Output Diversity: min{ p, q} ≥ N e (S.2.3)
where q is the number of distinct eigenvalues ofÃ, i.e., the system output within the exposure window ({y( j, k)} N e −1 k=0 ).
Proposition 3 (M B E p Local Convergence Implies IBE Convergence): Satisfying condition (S.2) for an MBE p implies local convergence of the IBE (2).
Proof: Let A be the map between moments and image, given by (2π) 2 
Hu's uniqueness theorem [23] , A is one to one, onto, and linear. It follows that by linearizing the moments, using (10) with p → ∞, IBE (2) can locally be expressed as:
Since A is one to one, (S.2) is a sufficient condition to guarantee nullity(AÕO N e ) = 0 and hence local convergence of the IBE.
VI. EXPERIMENTAL APPARATUS AND PROCEDURE
To validate the proposed estimation scheme, we have constructed an experimental setup shown in Fig. 3 . A laser beam is bounced off an FSM with the resulting image captured by a CCD camera. The mirror is also equipped with a high-bandwidth position sensing diode (PSD) allowing the comparison between the image blur-based techniques proposed in this brief with a high-quality reference, i.e., the PSD readings will be assumed to be the true fast-rate system positions (y PSD ) and used for validation. For the sake of brevity, we refer to [9] for a more detailed description of the experimental apparatus and procedure, where the same setup was used for demonstrating system identification.
A. System Description and IBE Validation
The system parameters are T f = 1 ms, T a = 1s, N e = 100, and N = 400. Equation (F.S.) is a second-order system (n = 2), with its continuous time version characterized by
To validate the proposed IBE, we assume perfect knowledge of the system dynamics and of the image sensor model and solve (2) on a single image. The image kernel is a 2-D Gaussian, as shown, along with its derivative ( ), the motion y(·) as seen by the image sensor, and the matrix of (S.1), in Fig. 4 .
The minimization problem (2) was solved with a standard Gauss-Newton algorithm with direct line search at each iteration. Fig. 5 shows the evolution of the cost function 2 2 and the state estimation errors at the beginning of the slow step: e m (i ) = |x 0,m −x
0,m |, m = 1 and 2, as a function of the solver's iterations. All the quantities are normalized to their initial values, which represent the initial conditions. In this ideal scenario, perfect convergence is achieved.
VII. EXPERIMENTAL RESULTS
In this section, we present the experimental results showing convergence in Section VII-A and robustness to synthetic stray light in Section VII-B. The system's matrices and dimensions, along with other relevant parameters adopted in these experiments, are defined in Section VI-A, and the measured output is (1). The modeled (F.S.) describes the evolution of the FSM dynamics, where the output is an angular position (x 2 ) and x 1 an angular velocity.
A. Convergence Results
We here provide the experimental results of the application of the estimation algorithms discussed in this brief. We compare the performances of the MBE 1 described in Section V-B, the MBE 2 as described in Section V-C ( p = 2) that uses the first and second moments of the intensity distributions to yield the state estimate, and the IBE (Section IV) that uses the full intensity distribution to determine the state estimate. We distinguish between the IBE a priori and the IBE a posteriori estimates. The former would be available to a controller in case the IBE was used for feedback control applications.
The second state (x 2 ) corresponds to the system output, i.e., the angular position of the FSM, and its measurement (y PSD ) is assumed to be the true output of (F.S.). Since we do not have a velocity sensor available in our hardware setup, we numerically differentiate and filter y PSD to obtain a reference measurement x 1,PSD .
Since during these experiments y(t) = [y u (t) η v 0 ], we consider as image sensor measurements only the univariate intensity distributions {Y
j =0 , with η v 0 being the η v coordinate of the peak of the Gaussian image kernel . The total number of slow steps considered is J I = 30. Fig. 6 shows an overview of the first 15 experimental output measurements and a detailed highlight of the second slow step ( j = 2), when the first estimate update is implemented for all the estimators. We do not include the IBE a posteriori output estimate for clarity of representation as it would be indistinguishable from the true output motion y PSD . The evolution of the cost function 2 2 for the estimators as a function of the slow steps is instead shown in Fig. 7 . It is noted that while the IBEs provide their estimate based on the minimization of such a cost function, the MBEs do not and J ( j ) is computed after the estimate update for the sake of comparison only. These results highlight that the IBE provides deadbeat estimate, while the MBEs will always display a transient in the convergence, regardless of the choice of the L p gains. Fig. 8 reports the evolutions of the norm of the state estimation errors for the different estimators, normalized with respect to their initial values. The norm of the estimation error Convergence of the cost function
for the different estimators. This figure highlights the significantly lower cost function residual of the IBE with respect to that of the MBE 1,2 even after a single image measurement has been received.
is defined as the two-norm of the difference of the fast rate evolutions
B. Robustness Results
An additional advantage of the IBE is the increased robustness to disturbances such as stray light on the image sensor. We show this by adding a synthetic intensity source Y d (η) to the experimental measurements. We model the stray light disturbance as a Gaussian intensity source:
We recall that η v 0 is Fig. 8 .
Evolution of the norm of the state estimation errors (13) for different estimators. These results highlight the superior transient performance of the IBE over the MBEs. These results are reported only for the first ten measurements for clarity of visualization. Fig. 9 .
Left: the first intensity measurement with added stray light
as a function of the disturbance intensity d. The dashed line shows the initial intensity distribution prediction Yŷ 1 . In this case, the disturbance distribution does not superimpose on the motion blur measurement. Right: the intensity measurement as a function of σ d instead. In this case, the disturbance distribution does superimpose on the intensity measurement, deteriorating the delivered estimate. the η v coordinate of the center of the image kernel , as discussed in Section II. Two scenarios are studied: increasing the disturbance intensity d while keeping σ d constant and vice versa (Fig. 9) . Stray light causes a systematic bias in the image moments' calculations, and hence greatly reduces the efficacy of the MBEs, even with a dim disturbance (d = 4), as shown in Fig. 10 . The dashed line in Fig. 9 represents the initial predicted distribution Yŷ Norm of the steady-state estimation error (14) with standard deviations for different estimators, as a function of the increasing stray light peak amplitude d. The IBE is unaffected by the increasing disturbance, while the MBE estimates deteriorate quickly. The curves are slightly offset for clarity of visualization. increases, the MBE estimates rapidly deteriorate while the IBE's estimate is relatively less degraded. Fig. 11 shows the norm of the steady-state error ( e SS,(·) ) for the estimator (·) along with its standard deviations. The components of the steady-state error are defined as the mean of the normalized estimation errors (13) 
where J 0 = 3. A different scenario unfolds when the disturbance intensity d is kept constant (d = 500) while changing the distribution through σ d . Fig. 9 shows the resulting first image sensor measurement for σ d = {100, 350, 600, 850}.
As the disturbance increasingly modifies the measured distribution, the IBE estimates deteriorate, as shown in Fig. 12 for three cases of σ d . Fig. 13 reports the steadystate estimation errors (14) with their standard deviations.
VIII. CONCLUSION
In this brief, an IBE is proposed and its local convergence properties are analyzed. It is found that it inherits the local convergence properties of MBE p , which are formalized. The IBE provides deadbeat state estimation by means of minimization of the spatial (pixel domain) error between the intensity distributions of image predictions and measurements. The experimental results are provided comparing the estimation performances of an MBE 1 , a second-order estimator (MBE 2 ) using first and second moments of the intensity distributions, and an IBE, proving the enhanced performances of the latter. We conclude from the above analysis and experiments that exploiting the motion information encoded in image blur provides enhanced estimation performance compared with estimators based on first-order or higher order moments of the measured intensity distributions. The most significant drawback of the proposed IBE is clearly the intense computational effort required to completely solve the minimization problem that allows only for an offline implementation. The efficient solution of such a minimization problem was beyond the scope of this brief. Other potential fields of improvement of the IBE can be identified in the: 1) dynamical model dependency; 2) space or time-varying image kernel; 3) additional unmodeled optical aberrations; and 4) possibility of nonmotion related image blur (e.g., shadows generated by a moving light source). In the case of a poor system model, a better one has to be obtained, e.g., through the procedure described in [9] . Alternatively, the minimization problem (2) can be modified to include model parameters in the search space, as in [24] . When the image kernel is not invariant or there are additional distortions due to the optics, then the image formation process (1) can be modified to account for these phenomena. Our focus for future work will be on developing a recursive version of the IBE, which will allow for online implementation and the use of the provided estimate for feedback control purposes.
APPENDIX IBE LOCAL CONVERGENCE FOR A SINGLE IMAGE
Proof: A nonlinear least square problem like (2) is locally convergent when the associated linear least square problem, written in the form Px −q , has a full-column rank P matrix. 
In order for (2) to admit a unique solution, (17) must have full column rank n [condition (S.1)]. The rank of (17) 
