Abstract
enable multimedia communication.
-Miniature radio ID tags will be included in all manufactured objects that point to an internet based database of information about where, when, how, and by whom the object was made along with product information and instruction manuals.
-High bandwidth wireless networks will become widely available.
A worldwide "communication skin" will grow rapidly
Information about almost everything in our everyday surroundings is becoming encoded in digital form and is rapidly becoming associated with or embedded in our environment. The combination of this data with proliferating real-time environmental sensing devices, and the expanding communications network, will result in a worldwide layer of site-specific information that Bell Labs has called a "Communication Skin".
Increasing interest in "non-formal", informal, and lifelong learning
These advances in communication and visualization technologies will result in the ability for a mobile user to essentially "browse" an environment, obtain site-specific information, or access representations of real-time data about a location -this will in turn provide a new capability for unique out-of-classroom educational opportunities available to anyone, at anytime with the added benefit of being embedded in the rich context of specific places.
Interface design issues and examples
The technologies mentioned above are now all generally available and even becoming fairly low-cost. But an important research and design question remains: How can we integrate these technologies in a way that's useful for an average user? And as mentioned earlier, a main goal of this particular project is how to link virtual environments to the physical world. But more importantly, a further question that needs to be explored is: What are the interfaces for these new capabilities and these new services that might be provided by a fourth generation mobile phone? At the University of Oulu in Finland, recent research has focused on developing interaction concepts for the use of multi-media and a mobile phone in potential future augmented reality scenarios. Their "Cy-Phone" mockup has the typical capabilities of any mobile phone, but proposes some interesting additional capabilities [9] . For example, if a user needs to find a nearby printer to print out a fax he's just received on his mobile phone, he can use the phone as a kind of binocular viewing system, where the computer graphics overlaid on the real world point out available services for him in that immediate space. In other scenarios he uses the phone to pay for a cab ride, and the phone also negotiates a hotel reservation for him, getting data from a sign that the cab passes by as they're driving to his next meeting.
Similarly, in the WEM Project the aim is to actually provide these capabilities through the combination of high-bandwidth wireless network and high-resolution tracking technologies to develop a Wearable Environmental Media platform (WEM) that can display a wide range of location-specific and context-sensitive information to a mobile user in an exterior environment.
A first step has been to develop a prototype hardware platform in order to try out several different applications and implementations. Figure 3 illustrates the WEM Project prototype mobile system developed at Keio SFC. The user is wearing a wireless backpack containing a number of different technologies for capturing video imagery, transmitting video and data, and determining user location. The large disk is a GPS antenna to locate the user's location, to about 2-centimeter accuracy. One of the target applications that have been developed to look at this question of interface and interaction requirements is called the "Virtual Field Guide" [10] . In this application scenario, the user can access photographic and computer-generated information about plant and insect forms that are specific to the test site as well as video clips about history of the site. While traversing the site with the system, the user can see many 3d icons superimposed onto the location that indicate where information has been embedded. To select the icon, the user aligns a virtual 3d cursor over it with the hand-held 3d input device. Upon selection, an image based, 3d computer generated menu shows additional information that can be chosen. For example, an icon embedded in a tree contains information about a kind of insect that typically lives there.
Typical data available includes a 3d CG model, a diagram of its life cycle, a video clip of egg laying, an audio clip of its sound, etc. Other icons in the site point to similar information about other insects or plant forms. In future versions, a user will also be able to investigate changes in vegetation though different seasons by comparing the actual view with previously captured images from the same viewpoint, or view real time visualizations of environmental variables from sensors on the site. So far, a small area on SFC campus has been developed as a test bed site where multi-media data objects have been embedded in the form of computer generated menus, 3Dcomputer graphic models, video, audio, and so on. A future project objective is to use this real-time, site-specific augmentation capability in an exterior unstructured environment to help users better understand and visualize the processes and cycles that occur in natural settings around them [11] . 
WEM system configuration and development
The primary emphasis of this project is on the development of methods for organization and presentation of site-specific information to both remote and on-site users, and on development of user-interface configurations and software "authoring" tools for linking information to specific locations. As a test bed to evaluate these concepts and configurations, an initial technology platform has been developed that consists of a very lightweight stereoscopic camera and display system with wireless audio/video transmission that is mounted on a remote users head and body. Additional subsystems are added for: presenting audio information; tracking the user's location and head orientation; controlling a virtual 3d cursor; accessing and caching data about the environment (both archived and local sensor data); and configuring or generating data to be displayed. Figure 6 shows a picture of the WEM research lab where data from remote users and sensor stations is transmitted back to a dual-channel Intergraph Zx10 workstation using wireless analog video, processed and then sent back to the user in a field nearby our laboratory. Figure 7 illustrates some of the hardware components used in the WEM system.
Currently we are using analog video transmission since wireless LAN technology used for digital data transmission are not capable of sending full-frame video at acceptable resolutions and frame rate. The head-mounted display has two CCD cameras mounted on it, from which the stereoscopic video signal is fed back into the display after the augmented graphics are added to it. Also included are GPS rover and base stations from JAVAD, a 3D input device, and an RFID tag reader -all interfaced to a notebook PC in the user's backpack. 
Visualization Authoring System
The visualization authoring system is a 3D web-based interface to preview data visualizations related to a specific site, and to author placement and visualization specifications for a user browsing the site with the Wearable Environmental Media System. The system is based on an interactive 3d computer generated model of the site into which users can insert spatially correspondent media objects and data visualizations. These annotation tools are designed so that a wide range of users such as scientific domain experts, artists, or even any user with a mobile phone, can "post" information to a particular site.
Future Developments and Objectives
The intent of this research is to enable a user to easily access embedded location-specific information in any site in order to make it a more "context-rich" experience. The continuing objectives are:
• To develop innovative interface techniques and authoring tools for the development, display, and access of location-linked virtual environments.
• To explore the concept of "context visualization" and to develop design guidelines on how to make explicit, and display for a mobile user, the layers of information and digital data that are attached to objects, people, places, as well as information about the relationships between them.
A long-term goal is to evaluate the unique advantages and opportunities that Wearable Environmental Media can provide as a learning technology in such applications areas as virtual fieldtrips, ecological literacy, environmental perception, and context visualization. Eventually, we hope this direction of research can provide the foundation for a new kind of educational infrastructure where anyone might be able to use a device like a mobile phone to ask questions about things in the environment around them wherever they are.
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