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Abstract
The emergence of localised vibrations in cyclic and symmetric rotating struc-
tures, such as bladed disks of aircraft engines, has challenged engineers in the
past few decades. In the linear regime, localised states may arise due to a
lack of symmetry, as for example induced by inhomogeneities. However, when
structures deviate from the linear behaviour, e.g. due to material nonlinearities,
geometric nonlinearities like large deformations, or other nonlinear elements like
joints or friction interfaces, localised states may arise even in perfectly symmet-
ric structures. In this paper, a system consisting of coupled Duffing oscillators
with linear viscous damping is subjected to external travelling wave forcing.
The system may be considered a minimal model for bladed disks in turboma-
chinery operating in the nonlinear regime, where such excitation may arise due
to imbalance or aerodynamic excitation. We demonstrate that near the reso-
nance, in this non-conservative regime, localised vibration states bifurcate from
the travelling waves. Complex bifurcation diagrams result, comprising stable
and unstable dissipative solitons. The localised solutions can also be continued
numerically to a conservative limit, where solitons bifurcate from the backbone
curves of the travelling waves at finite amplitudes.
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1. Introduction
Localisation of vibrations in cyclic and symmetric structures is an impor-
tant topic for rotating machines due to high cycle fatigue. In the case of linear
vibrations, localisation may occur due to a lack of symmetry, induced e.g. by
manufacturing variabilities or wear [1–3]. This problem, usually referred to as
a mistuning problem, has attracted much attention in the literature, encom-
passing areas such as efficient numerical tools for analysis [4], experimental in-
vestigations [5], and even the use of intentional mistuning to minimise localised
vibrations [6].
In real engineering applications, the assumption of linear vibrations has to
be seen as an approximation, and the dynamics of complex engineering struc-
tures is usually a result of multiple linear and nonlinear phenomena. In the
case of bladed disks of aircraft engines, nonlinearities may arise e.g. due to
friction induced by internal joints [7, 8], or due to large deformations induced
by strong excitations [9]. In the nonlinear regime, the processes which lead to
localised vibrations may go beyond mistuning. It is well-known, for example,
that even perfect cyclic and symmetric structures may localise vibrations due to
bifurcations [10–15]. Moreover, the effects of nonlinearities in nonhomogeneous
systems is still a very active topic of research not only in structural dynamics
[16], but also in other research fields [17–19].
This paper focuses on the nonlinear dynamics of cyclic and symmetric struc-
tures that are excited by forces that have the form of travelling waves. In the
case of bladed disks, such excitations, also known as engine orders, are caused
by aerodynamic or structural forces that move along the structure preserving
their shape. Analysis is based on a minimal model composed of symmetric Duff-
ing oscillators, cyclically connected to each other, and in the presence of linear
velocity-proportional dampers. It has already been shown that, in the conser-
vative regime, the underlying model has localised states composed of envelope
solitons [20, 21]. These results were obtained from analytical solutions of a
Nonlinear Schro¨dinger Equation (NLSE). For the non-conservative case, here a
modified NLSE is developed, and analytical solutions describing localised states
are not possible anymore. Therefore, general solutions and their stability are as-
sessed numerically. Within this regime, it is demonstrated that localised states,
sometimes called dissipative solitons [22, 23], branch off from the travelling
waves, resulting in complex bifurcation diagrams composed of stable and unsta-
ble single and multi-soliton states. Finally, these localised states are continued
into the conservative limit and it is demonstrated that they become nonlinear
normal modes of the underlying system. These modes are forced to bifurcate
from the backbone curve of the travelling wave at finite vibration amplitude.
The paper is organized as follows. In Sec. 2 the minimal model for weakly
nonlinear cyclic and symmetric structures is introduced. Moreover, the assump-
tions necessary to derive a non-conservative NLSE are discussed, and strategies
to compute localised solutions and check their stability are presented. General
numerical results are shown in Sec. 3. We discuss how localised states branch
off from travelling waves in the NLSE framework, and these results are veri-
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fied through time integration of the full equations. In Sec. 4, localised states
obtained from the non-conservative NLSE are continued into the conservative
limit. Bifurcation diagrams show that localised states detach from travelling
waves at non-zero amplitudes, contrary to the standard analytical predictions
obtained from the conservative NLSE solved in an infinite spatial domain. Fi-
nally, Sec. 5 discusses the main conclusions and suggests directions for further
investigations.
2. The minimal model and solution methods
The physical system under investigation is displayed in Fig. 1. It consists
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Figure 1: Physical system under investigation. In the left-hand side, an illustration of the full
system, while the right-hand side displays any three neighbouring degrees of freedom.
of Ns blocks of mass m, cyclically connected through linear springs kc, and
attached to the ground by linear and cubic springs kl and knl, respectively. The
dissipation is modelled by linear viscous dampers c, connected to the ground,
while the external force applied to the nth mass is fn. The system in Fig. 1
can be understood as a minimal model of a bladed disk [9, 24] operating in
the strong deformation regime, while a positive value of knl models the induced
hardening effect.
The displacement of the nth degree of freedom is given by
mu¨n + cu˙n + klun − kc(un−1 + un+1 − 2un) + knlu3n = fn. (1)
This equation can be written in rescaled variables, for convenience, as
u¨n + γ
2u˙n + ω
2
0un − ω2c (un−1 + un+1 − 2un) + ξu3n = gn, (2)
where γ2 = c/m, ω20 = kl/m, ω
2
c = kc/m, ξ = knl/m and gn = fn/m. In this
paper, the investigation focuses on responses to travelling wave excitation. The
system dynamics induced by these forces is a typical analysis in bladed disks
vibrations. Travelling wave excitation is induced in rotating machines e.g. due
to aerodynamic forces that move along the structure [25] or due to engine orders
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[26]. Mathematically, a travelling wave excitation can be written as
gn(t) = F0 exp{i [k(n− 1)a− ωf t]}+ c.c., (3)
where F0 is the force amplitude, k is its wave number, a = 2pi/Ns is the lattice
parameter, ωf is the external frequency, i is the imaginary unity, and c.c. rep-
resents the complex-conjugate of the preceding expression. It should be noted
that the wave number k can only assume integer numbers and, consequently,
the external force respects the cyclic symmetry (gNs+1 = g1).
2.1. Linear analysis of the conservative system
In the linear regime (ξ = 0) and in the absence of damping (γ2 = 0) and
external forces (F0 = 0), the system depicted in Fig. 1 has exact travelling wave
solutions of the form
un(t) = U0 exp{i[k(n− 1)a− ωkt]}+ c.c.. (4)
In Eq.(4) the constant U0 stands for the travelling wave amplitude, while ωk =√
ω20 + 4ω
2
c sin
2
(
ka
2
)
is its corresponding natural frequency. Again, the travel-
ling wave solution is only valid when k is an integer and, therefore, the response
fulfils the cyclic symmetry (uNs+1 = u1).
2.2. The slowly-varying and weakly nonlinear regime
In the presence of damping (γ2 6= 0) and external forces (F0 6= 0), this paper
focuses on the slowly-varying weakly nonlinear regime of Eq. (2). Thus, the
system response un is written as
un(t) = Ψ(X,T ) exp{i[k(n− 1)a− ωkt]}+ c.c., (5)
where Ψ(X,T ) is an envelope function which modulates the travelling wave,
and  is a small parameter. In Eq. (5), X and T are continuous variables such
as X = x = (n − 1)a and T = t. In the undamped case and in the absence
of external forces, it is well-known that the evolution of the envelope function
Ψ can be approximated by a conservative NLSE [20, 27]. Mathematically, such
an equation is obtained after substituting Eq. (5) into Eq. (2), rejecting higher-
order harmonics, and applying a continuum approximation. This assumption
works well when the envelope function Ψ varies much more slowly in space and
time when compared to the carrier wave period (2pi/ωk) and the lattice param-
eter (2pi/Ns), respectively. For the non-conservative case, a similar approach
can be applied if the following additional assumptions are considered: (1) the
damping value γ2 and the newly defined detuning parameter δω = ωk − ωf are
at order 2; and (2) the external force level is at order 3. As result, a similar
equation for the evolution of Ψ is obtained such as
i
∂Ψ
∂τ
+ P
∂2Ψ
∂η2
+Q|Ψ|2Ψ = −iΓΨ− h exp{iδωτ}, (6)
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where τ = T , while η = X − cgt is a frame moving with the group velocity
cg =
dωk
dk
. In Eq (6), the parameter P = 12
d2ωk
dk2
accounts for the dispersion,
Q = − 3ξ2ωk is the nonlinear coefficient, Γ =
γ2
2 models the linear damping effect,
and h = F02ωk is the external force. The derivation of Eq. (6) is presented in
the Appendix. For the undamped and unforced case, the right-hand side of
Eq. (6) is null and the system recovers the conservative NLSE. Within this
regime, the NLSE is an integrable system and localised solutions, consisting
of envelope solitons, can be obtained analytically (see e.g. Ref. [27]). For
the forced and damped case Eq. (6) loses integrability and localised solutions
written analytically are not available in the literature. Therefore, solitons of the
damped and driven NLSE are studied numerically in the following.
2.3. Solution approach
As usual it is assumed that the travelling response waves are vibrating with
the same frequency as the external excitation such as
Ψ(τ, η) = ψ(τ, η) exp{iδωτ}. (7)
After substituting Eq. (7) into Eq. (6), the process leads to the autonomous
system
i
∂ψ
∂τ
− δωψ + P ∂
2ψ
∂η2
+Q|ψ|2ψ = −iΓψ − h. (8)
For the homogeneous (∂
2ψ
∂η2 = 0) and standing (
∂ψ
∂τ = 0) case, solutions of Eq. (8)
can still be obtained analytically. In the case of localised standing waves, it
has been shown, numerically, that they detach from the homogeneous solutions
through bifurcations [28–30]. In these previous publications dissipative soli-
tons were computed using the external excitation as a continuation parameter.
However, in vibration engineering the standard way to characterise mechanical
structures relies on the behaviour of frequency response functions; i.e. keeping
h constant while δω is varied. Therefore, we solve Eq. (8) using δω as the
continuation parameter.
Another difference from previous studies (see e.g. Refs. [29, 30]) is the
way we have computed localised solutions as bifurcations from standing waves
(∂ψ∂τ = 0) rather than as continuation from the undamped limit. We use the
popular continuation code AUTO by first rewriting Eq. (8) as a system of two
first-order complex nonlinear differential equations and then solving a two-point
boundary-value problem. The theoretical framework implemented in AUTO can
be checked in Refs. [31, 32] and references therein.
2.4. Stability analysis
In this paper, the approach developed in Ref. [29] is used to assess the sta-
bility of stationary solutions ψ0(η) obtained with AUTO. Thus, the expression
ψ(η, τ) = ψ0(η) + ∆ψ(η, τ) (9)
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is substituted into Eq. (8), where ∆ψ is a small perturbation. When the analysis
is considered up to order ∆ψ, which results in a linear investigation, the stability
analysis yields
J
(
∂y
∂τ
+ Γy
)
= Hy. (10)
In Eq. (10), the perturbation ∆ψ is split into real and imaginary parts such as
y(η, τ) = (Re{∆ψ} Im{∆ψ})T , while J and H are the two matrices depending
on the real ψR = Re{ψ0} and imaginary ψI = Im{ψ0} parts of ψ0 written as
J =
(
0 1
−1 0
)
, (11)
H =
(
−P ∂2∂η2 + δω −Q(3ψ2R + ψ2I ) −2QψIψR
−2QψIψR −P ∂2∂η2 + δω −Q(3ψ2I + ψ2R)
)
. (12)
After separating the time and space variables via y(η, τ) = z(η) exp{λτ}, the
linear stability problem becomes
µJz(η) = Hz(η), (13)
where µ = λ + Γ. Therefore, if Re{µ} < Γ the solution is stable, otherwise it
is unstable. For the special case of homogeneous solutions, stability can be ad-
dressed analytically. It has already been proven that flat solutions of Eq. (8) can
be modulationally unstable [28, 29]. For the case of localised solutions, stability
has to be investigated numerically. Therefore, the solution ψ0 is discretized in
space and the second-order derivative in Eq. (12) is calculated through finite
differences. A detailed explanation about the implementation of this numerical
procedure can be checked in Ref. [29].
3. Numerical results
The cyclic and symmetric system displayed in Fig. 1 is investigated by
assuming Ns=48 oscillators, ω
2
0=1 s
−2, ω2c = 1 s
−2, ξ = 0.1 m−2s−2, and
γ2=0.01 s−1. Figure 2 displays the natural frequency ωk of the linear system,
the group velocity cg, the dispersion parameter P , and the nonlinear coefficient
Q, as functions of the wave number k. One should note that the system is
cyclic and, therefore, the curves in Fig. 2 are symmetric with respect to k=24.
Moreover, a transition from positive to negative values of P , at k ≈ 10 m−1,
is highlighted. This boundary separates two different regimes: for PQ < 0
the system is in the defocusing range, while for PQ > 0 the system is in the
focusing range. It is well-known (see Refs. [27, 33]) that plane waves in the
focusing (defocusing) range and in an infinite domain are unstable (stable) when
they are investigated in a conservative NLSE framework. Within the focusing
range, solitons are stable solutions of the conservative system. In this section
we investigate if soliton solutions also exist in the non-conservative regime.
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Figure 2: Evolution of the system parameters as a function of the wave number k: (a) natural
frequency ωk; (b) group velocity cg ; (c) dispersion parameter P ; and (d) nonlinear coefficient
Q. The vertical dashed line in Panel (c) illustrates the transition from positive to negative
values of P .
The strategy of solution proposed in Sub. 2.3 is applied to Eq. (8). Thus,
standing solutions of the NLSE are investigated with AUTO. Due to the cyclic
symmetry, any arbitrary solution ψ0(η) when translated in space is also a so-
lution of Eq. (8). In order to remove this symmetry in the continuation ap-
proach, Eq. (8) is solved for η = [0, pi] assuming Neumann boundary conditions
(∂ψ∂η |η=0=∂ψ∂η |η=pi = 0). In this case, any general solution is forced to localise
maximums and minimums of energy at the spatial boundaries η = and η = pi.
Moreover, the solution for the remaining spatial configuration (η = (pi, 2pi)) is
obtained by simply reflecting the solution calculated for η = [0, pi]. However, one
should note that this implementation restricts the analysis to solutions which
are symmetric with respect to η = pi.
In the case of a single-hump soliton, the analysis should focus on the maxi-
mum amplitude of ψ. This value, when compared to the corresponding homoge-
neous states, identifies the level of localisation for an specific solution. However,
the same measure is not sensitive to the number of humps in a multiple-hump
soliton. Therefore, a new measure
E =
∫ 2pi
0
{
|ψ|2 +
∣∣∣∣∂ψ∂η
∣∣∣∣2 + |ψ|4
}
dη (14)
is introduced. One should note that E is slightly different from the energy of
the envelope function used in Ref. [30].
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Figure 3 displays E as function of the external forcing frequency, calculated
from the NLSE implementation. The result is obtained by assuming the wave
number k=16 m−1 and the external excitation level F0=0.007 ms−2. This con-
figuration leads the parameters of Eq. (8) to P=-0.00295 m2rad s−1, Q=-0.00750
m−2rad−1s−1, Γ=0.005 s−1 and h=0.00175 ms−1. It is possible to verify, from
Fig. 3, that the plane waves loose stability at ωf ≈ 2.001 rad/s and localised
solutions branch off from the travelling waves. These localised states consist of
two hump solitons (see P2 and P3) which, as discussed before, are symmetric
with respect to η = pi m. The branch detaches at ωf ≈ 2.001 rad/s with sta-
ble soliton solutions, but it looses stability after ωf ≈ 2.008 rad/s. The same
analysis also shows two other branches of localised solutions: one detaching at
ωf ≈ 2.008 rad/s; and another detaching at ωf ≈ 2.010 rad/s.
An important feature, observed in the bifurcation diagram of Fig. 3, is
that localised solutions with one hump detaching from travelling waves do not
necessarily continue to homogeneous states keeping only one hump as solutions.
In fact, they can internally bifurcate from one hump to two humps (see points
P1 and P2 in Fig. 3). This behaviour resembles snaking bifurcations [34–36], in
which a branch of localised solutions fold to generate states with more or less
localised elements, or a more or less widely extending zone of localised dynamics.
In fact, a similar result has been already observed for solutions of Eq. (8), but
keeping the detuning parameter δω constant and varying the external force level
h [30].
In order to verify the predictions, initial states un(0) and u˙n(0) were com-
puted from the NLSE implementation and the equations of the original physical
system (Eq. (2)) are calculated with a time-marching approach. Figure 4 illus-
trates the responses obtained assuming the stable states P1 and P2 of Fig. 3.
The initial displacement, in Panel (a), shows a localised hump on a travelling
wave background. This hump keeps its shape while it moves around the system
with roughly the group velocity, as shown by the displacement u1(t) in Panel
(b). Panels (c) and (d) show similar results, but starting with a symmetric
localised state composed of two humps. In this case, the displacement field
u1(t) shows a doubly localised state moving around the system with a constant
envelope profile.
In the case of higher external forcing amplitude the bifurcation diagram is
more complicated. Figure 5 displays results obtained in the same way as for
Fig. 3, but calculated assuming a stronger forcing of F0=0.010 ms
−2 (h=0.0025
ms−1). The result in Panel (a) shows that plane waves loose stability at lower
values of ωf . Moreover, additional branches of localised solutions detach from
the travelling waves. They are mainly composed of three humps solutions, as
shown by P3 in Panel (b). However, most solutions are unstable, and the stable
branches consist of one and two localised humps states.
Solutions obtained from time integration of states P1 and P2, identified in
Fig. 5, are displayed in Fig. 6. The results are similar to the ones presented in
Fig. 4, where solutions of one and two localised humps keep their shapes while
they move around the system with approximately the group velocity.
In order to check the applicability of the NLSE approach to a different wave
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Figure 3: Solutions obtained from the NLSE implementation in Eq. (8) for k=16 m−1 and
F0=0.007 ms−2. Panel (a) illustrates E as a function of ωf . The black dashed lines denote
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Figure 4: Results obtained through numerical time integration of the physical system for k=16
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Figure 5: Solutions obtained from the NLSE implementation in Eq. (8) for k=16 m−1 and
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Figure 6: Results obtained through numerical integration of the physical system for k=16
m−1 and F0=0.010 ms−2. Panels (a), (b), (c), and (d) illustrate the same quantities as in
Fig. 4.
10
number, the same strategy is applied assuming k=22 m−1 and F0=0.0011 ms−2.
This configuration leads the parameters of Eq. (8) to P=-0.00378 m2rad s−1,
Q=-0.00675 m−2rad−1s−1, Γ=0.005 s−1 and h=0.0025 ms−1. The correspond-
ing results are displayed in Fig. 7.
The results in Panel (a) and (b) are very similar to the ones already discussed
in Figs. 3 and 5. However, no stable solution is observed between ωf ≈ 2.226
rad/s and ωf ≈ 2.231 rad/s. This result suggests that stable configurations
within this frequency range might not be symmetric with respect to η = pi and,
therefore, we can not compute them with the present method.
Solutions from points P1 and P2 are, again, used as initial conditions for
time-integration of the physical system. The corresponding solutions are dis-
played in Fig. 8. It is interesting to notice that, although solutions are sym-
metric with respect to η = pi m, the humps are not necessarily equidistant in
space. This feature can be verified from x1(t) in Panel (d) of Fig. 8, where the
two humps are moving with the same velocity but they are clearly not equally
spread over the physical system.
In the case of higher external forces amplitude, the results are very similar
to the ones presented in Fig. 5. Figure 9 displays the corresponding results
calculated for k=22 m−1 and F0=0.016 ms−2 (h=0.0035 ms−1).
Again a quite complicated bifurcation diagram is observed. In this case,
solutions with one, two, three and four humps detach from travelling waves.
However, as already observed in the previous cases, most configurations are
unstable. The stable solutions consist, again, of one (P1) and two (P2) hump
solitons.
Time-marching results in Fig. 10, obtained from the equations of the phys-
ical system, show similar results as in Figs. 4, 6, and 8. Localised states which
keep their profile move around the system with roughly the group velocity.
4. Continuation to the conservative limit
The analysis in Sec. 3 demonstrated that localised states branch off from
unstable travelling waves. In order to understand how these dissipative solitons
are related to the solitons in the conservative limit, a continuation from the
driven-dissipative to the conservative case is conducted. To link the regimes,
the autonomous NLSE in Eq. (8) is rewritten as
i
∂ψ
∂τ
− δωψ + P ∂
2ψ
∂η2
+Q|ψ|2ψ = −ζ(iΓψ + h), (15)
where ζ is a continuation parameter. One should note that continuing ζ from
ζ=1 to ζ=0 allows to follow driven-dissipative solutions of Sec. 3 into the con-
servative regime. Figure 11 displays the results obtained for the wave number
k=16 m−1. In this case, contrary to analytical solutions of the NLSE in an
infinite spatial domain, travelling waves lose stability at non-zero amplitudes.
Moreover, at this point, a branch of stable localised solution composed of solitons
with one hump detaches from the travelling waves. Initially, the soliton consists
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Figure 7: Solution obtained from the NLSE implementation in Eq. (8) for k=22 m−1 and
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Figure 8: Results obtained through numerical integration of the physical system for k=22
m−1 and F0=0.0011 ms−2. Panels (a), (b), (c), and (d) illustrate the same quantities as in
Fig. 4.
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Figure 9: Solution obtained from the NLSE implementation in Eq. (8) for k=22 m−1 and
F0=0.016 ms−2. Panels (a) and (b) illustrate the same quantities as in Fig. 3.
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Figure 10: Results obtained through numerical integration of the physical system for k=22
m−1 and F0=0.016 ms−2. Panels (a), (b), (c), and (d) illustrate the same quantities as in
Fig. 4.
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Figure 11: Localised states calculated for the conservative physical system for k=16 m−1.
Panel (a) displays the bifurcation diagram, where the black dashed line represents stable
homogeneous solutions, while the red one shows the unstable regime. Full lines, detaching
from travelling waves, represent stable (black) and unstable (red) localised solutions. Panel
(b) shows the real (black) and imaginary (blue) parts of the ψ0 solutions at P1, P2, P3, and
P4 of Panel (a).
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Figure 12: Results obtained through numerical integration of the conservative physical system
k=16 m−1. Panels (a), (b), (c), and (d) illustrate the same quantities as in Fig. 4.
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of a small hump on a travelling wave background. However, when the ampli-
tude of the solution gets larger and nonlinear effects are stronger, this hump
tends to localise more. Another important feature observed is that, at higher
background amplitudes, other branches of localised states with two, three, four,
and five humps detach, successively, from the homogeneous solutions. However,
all the computed multi-solitons states are unstable within the dynamic analysed
regime.
In order to check the NLSE results, initial conditions resulting from points
P1 and P2 in Fig. 11 were computed to solve the equations of the physical
system by time integration. Figure 12 displays the corresponding results. It is
possible to observe, in Panel (a) of Fig. 12, that the initial conditions consist
of one hump modulating the travelling wave. Time-marching results, in Panel
(b), show that this hump moves around the system keeping its shape, as ex-
pected from the NLSE theory. In Panel (c), where displacements are larger and
the system is in a stronger non-linear regime, only a small part of the system
vibrates, while the other part stands at rest. Results from time-integration, in
Panel (d), show that in this case a zone of localised vibration moves around
the system almost preserving its shape. However, it is possible to observe small
vibrations in between the successive humps moving around the structure. These
small vibrations are not expected from the NLSE results (see P2 in Fig. 11).
This discrepancy is mainly due to the two assumptions imposed by the NLSE
approximation: (1) the continuous approach, which looses accuracy when so-
lutions are very localised; and (2) due to large displacements, when the single
harmonic approximation is not sufficient anymore.
Figure 13 shows analogous results for another wave number k=22 m−1. The
solutions show, again, a one hump stable soliton detaching from unstable trav-
elling waves with a non-zero amplitude. Other localised states with two, three,
four, and five humps also detach from the homogeneous solution. However, as in
the previous case, these multi-solitons solutions are unstable within the regime
analysed.
Figure 14 shows the corresponding results for P1 and P2 identified in Fig.
13. The results show, again, that a localised hump moves around the system
preserving its shape.
5. Conclusions and outlook
This paper focuses on localised oscillations arising from modulation of non-
linear travelling waves in weakly nonlinear cyclic and symmetric structures. The
study is based on a minimal model composed of Duffing oscillators in the pres-
ence of linear viscous dampers and external travelling wave forces. The system
can be understood as a minimal model of a bladed disk operating in the large
deformations regime. It is demonstrated that, in the non-conservative regime,
localised states composed of single and multi-soliton solutions bifurcate from
travelling waves. Moreover, when these localised states are continued to the
conservative regime, it is shown that solitons branch off from plane waves at
finite amplitudes.
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Figure 13: Results obtained for the conservative system assuming k=22 m−1. Panels (a) and
(b) illustrate the same quantities as in Fig. 11.
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Figure 14: Results obtained through numerical integration of the conservative physical system
for k=22 m−1. Panels (a), (b), (c), and (d) illustrate the same quantities as in Fig. 4.
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In future work, more complex physical models need to be studied. Next
investigations will focus on more complicated models, e.g. with two degrees of
freedom per sector which also include the disk inertia. More realistic models, e.g.
based on reduced-order systems obtained from full finite element models, should
also be in the focus of future investigations. The phenomenological findings
discussed in this paper also need to be compared to small-scale experiments.
In addition, localised vibrations arising from other nonlinear models, such as
friction and impact, are also an avenue of future research.
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Appendix A. Derivation of the non-conservative NLSE
The weakly nonlinear regime of the system described by Eq. (2) is considered
assuming a travelling wave excitation such as
gn(t) = F0 exp{i[k(n− 1)a− ωkt]} exp{iδωt}+ c.c., (A.1)
where the external force frequency ωf is decomposed using the linear natural
frequency ωk and a detuning parameter δω such as ωF = ωk − δω. In order to
derive a NLSE in the presence of linear viscous damping and external travelling
wave excitation, it is assumed that the system is in the weakly nonlinear regime
and experiencing travelling waves modulated by an envelope function such as
un = Ψ(X,T ) exp{i[k(n− 1)a− ωkt]}+ c.c., (A.2)
where X = x and T = t are two slowly-varying functions. Therefore, the
corresponding velocity u˙n and acceleration u¨n of the nth mass are written as
u˙n =
(
2
∂Ψ
∂T
− iωkΨ
)
exp{i[k(n− 1)a− ωkt]}+ c.c., (A.3)
u¨n =
(
3
∂2Ψ
∂T 2
− 2iωk2 ∂Ψ
∂T
− ω2kΨ
)
exp{i[k(n− 1)a− ωkt]}+ c.c.. (A.4)
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In the following, in order to introduce a continuum approximation, the en-
velope function at a neighbour degree of freedom Ψ(na± a) is computed using
a Taylor expansion such as
Ψ(na± a) = Ψ± a ∂Ψ
∂X
+
a22
2
∂2Ψ
∂X2
+ o(> 2), (A.5)
where o(> 2) stands for terms higher than 2. Moreover, the following addi-
tional assumptions are considered: (1) the damping γ2 and the detuning pa-
rameter δω are at order 
2; and (2) the external force is at order 3. After
substituting the previous expressions into Eq. (2), ignoring higher-order har-
monics, and considering the dispersion relation ω2k = ω
2
0 + 4ω
2
c sin
2
(
ka
2
)
, the
process leads to
i2
{
∂Ψ
∂T
+ cg
∂Ψ
∂X
}
+
3
2ωk
{
Λ
∂2Ψ
∂X2
− ∂
2Ψ
∂T 2
− 3ξ|Ψ|2Ψ + iωkγ2Ψ + F0 exp{iδωT}
}
= 0, (A.6)
where cg =
2aω2c
ωk
sin(ka) is the group velocity and Λ = ω2ca
2 cos(ka). In order
to simplify Eq. (A.6), it is rewritten in a frame η moving with cg such as η =
X − cgT and τ = T . Therefore, the following relations are obtained
∂Ψ
∂X
=
∂Ψ
∂η
, (A.7)
∂2Ψ
∂X2
=
∂2Ψ
∂η2
, (A.8)
∂Ψ
∂T
= −cg ∂Ψ
∂η
+ 
∂Ψ
∂τ
, (A.9)
∂2Ψ
∂T 2
= c2g
∂2Ψ
∂η2
− 2cg ∂
2Ψ
∂τ∂η
+ 2
∂2Ψ
∂τ2
. (A.10)
After substituting Eqs. (A.7)–(A.10) into Eq. (A.6) and ignoring terms higher
than 3, the processes leads to
i
∂Ψ
∂τ
+
(
Λ− cg
2ωk
)
∂2Ψ
∂η2
−
(
3ξ
2ωk
)
|Ψ|2Ψ = −i
(
γ2
2
)
Ψ−
(
F0
2ωk
)
exp{iδωτ}.
(A.11)
Equation (A.11) is an externally forced and linearly damped NLSE, which can
be written in the form of Eq. (6) by setting P = 12
d2ωk
dk2
= 12ωk (Λ− c2g), Q=
−3ξ
2ωk
,
Γ = γ
2
2 , and h =
F0
2ωk
.
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