Computer-Assisted Pronunciation Training (CAPT) systems aim to help a child learn the correct pronunciations of words. However, while there are many online commercial CAPT apps, there is no consensus among Speech Language Therapists (SLPs) or non-professionals about which CAPT systems, if any, work well. The prevailing assumption is that practicing with such programs is less reliable and thus does not provide the feedback necessary to allow children to improve their performance. The most common method for assessing pronunciation performance is the Goodness of Pronunciation (GOP) technique. Our paper proposes two new GOP techniques. We have found that pronunciation models that use explicit knowledge about error pronunciation patterns can lead to more accurate classification whether a phoneme was correctly pronounced or not. We evaluate the proposed pronunciation assessment methods against a baseline state of the art GOP approach, and show that the proposed techniques lead to classification performance that is more similar to that of a human expert.
Introduction
T a g g e d P Phonological disorders are among the most prevalent communicative disabilities diagnosed in preschool and school-age children, accounting for 10% of this population (Gierut, 1998) . The American Speech-Language Hearing Association determined that there is an observed relationship between early phonological disorders and subsequent reading, writing, spelling, and mathematical abilities (Castrogiovanni, 2008) . Furthermore, speech production difficulties affect not only children's communication and academic performance, but also their level of interaction with peers and adults. Considering the limited availability of speech language pathalogist (SLPs) (Squires, 2013) , it is likely that a parent whose child was diagnosed with a phonological disorder would prefer to have their child practice and acquire language skills as quickly as possible, rather than relying solely on the limited time they can spend with a SLP.
T a g g e d P Technology has provided one plausible solution to address the need of improving language skills. Advances in speech recognition technology in the early 90s (Huang et al., 1990 ) have attempted to address the problem of the T a g g e d P lack of professional human resources to train children, specifically by developing computer assisted pronunciation (CAPT) systems (Witt and Young, 1997) that address children's pronunciation disabilities. These pronunciation systems serve both as assistive tools for diagnosis as well as for practicing correct pronunciations (Witt and Young, 1997; Neri et al., 2002 Neri et al., , 2008 Bunnell et al., 2000; Russell et al., 1996; Eskenazi and Hansma, 1998; Kawai and Hirose, 1997) .
T a g g e d P Unfortunately, many of the current technological tools are still limited. Despite progress in the field of speech processing, existing solutions have primarily concentrated on applying conventional automatic speech recognition (ASR) approaches to assess pronunciation in speech (Witt and Young, 1997; Neri et al., 2002; Ehsani and Knodt, 1998) . However, conventional ASR approaches face problems in this area, as the speech of children is characterized by increased acoustic variability, while conventional ASR systems are trained to generate acoustic models from adult speech (Koenig, 2001) . Moreover, some mispronunciation patterns may occur in children more frequently than in adults (Benzeghiba et al., 2007) . As a result, while these automatic pronunciation systems hold promise, they are still not widely used since these technologies appear to be less reliable in terms of their performance (Ploog et al., 2013) .
T a g g e d P Other solutions have focused on explicitly modeling possible mispronunciations (Doremalen et al., 2013; Ronanki et al., 2012; Wei et al., 2009; Strik et al., 2009) ; however, the state-of-the-art system using this approach has the limitation that every target pronunciation must be learned separately against its specific "competing" pronunciations (Doremalen et al., 2013) (i.e. mispronunciations) . Therefore, the process of developing such a system requires substantial human supervision and input. In addition, the authors mention that in comparison to previous approaches, when introduced with low frequency pronunciation events, the system underperforms, as it requires learning of the specific features of every mispronunciation. The lack of a generalizable approach is a hurdle for automation, as is the need for a large corpus of training examples. An ideal system would incorporate knowledge of mispronunciations from a relatively small corpus while simultaneously require minimal human supervision and input.
T a g g e d P Our research goals are derived from these limitations. The short-term objective of our research is to develop a method that will constitute the core component of an effective pronunciation analysis system for children aged 4À12 with speech sound disorders, enabling them to receive accurate feedback on their speech production, even in the absence of a clinician. The desired feedback addresses the question of whether children correctly pronounced a phoneme or not. In addition, to be effective, our system is designed to be highly automated. The long-term goal is to have such a system integrated into remediation techniques, complementing current therapy strategies. In this work, we build upon existing methodologies and extend them. Our main contributions are (1) developing an explicit model of a-priori pronunciation errors for children in the target age range, and (2) explicit modeling of the acoustics of distorted phonemes. We begin by investigating previous approaches in the field of automated pronunciation assessments. Next, we introduce a database containing mispronunciations of children with speech sound disorders. We then describe our proposed approach, and then apply a variety of different evaluation metrics to understand the strengths and weaknesses of our proposed methods. Finally, we present discussion, conclusions, and future work that is planned to further improve the current research.
Background

Review of Goodness of Pronunciation (GOP)
T a g g e d P In this section, we explore in detail several different algorithmic approaches to computing the Goodness of Pronunciation (GOP) technique, followed by an examination of machine learning-based approaches that both contributed to the field and are pertinent to the proposed methods described in Section 4.1.
T a g g e d P The GOP technique, originally defined by Witt and Young (1997) , has been used for pronunciation assessment and has evolved throughout the years in order to improve the quality of the decision algorithm. The basic principle of the GOP technique is to measure the ratio between the likelihood of an expected phoneme sequence to the most likely observed phoneme sequence. The GOP's outcome is a phoneme level analysis of a pronounced utterance that provides a score for each phoneme representing whether a phoneme was correctly or incorrectly pronounced with respect to the expected word. The first step in the GOP technique is a forced alignment step that segments a recording using an automatic speech recognition (ASR) system. This step forces the ASR to recognize a predetermined phonemic sequence of the expected word. The result is the time locations (marking a phoneme segment boundaries) T a g g e d P corresponding to the utterance start-time of each phoneme in the sequence. The phoneme segmentation step is essential as every phoneme is assessed separately. The second step is demonstrated in Eq. (1):
where
O À the observation ðphoneme segmentÞ ð 3Þ
are the equation's components. The likelihoods of a segment's acoustic features are extracted with respect to the expected phoneme in the numerator of Eq. (1). A similar process takes place in the denominator only that instead of a single likelihood, the likelihoods of the observation (phoneme segment) are extracted with respect to the acoustic models of every phoneme in the set and are summed. In addition, phoneme durations are normalized in the GOP in order to have a robust system that accommodates different phoneme lengths which would account for phoneme duration variation in different participants. T a g g e d P There are two possible outcomes of the process as described. If the denominator is dominated by the likelihoods of the same phoneme model as in the numerator then, the GOP's numerator-to-denominator ratio may exceed a predetermined threshold leading to a GOP decision of "correctly pronounced phoneme". Conversely, a GOP score below the threshold determines an "incorrect pronunciation".
T a g g e d P The outcome of applying different GOP techniques is examined by illustrating four case studies of typical data. Fig. 1 introduces case studies in which a child was required to utter the word 'five'; one scenario in which she correctly pronounced it and a one in which she did not. The numerator segments in Fig. 1(a) are the result of the phoneme segmentation step for the expected word 'five' and correspond to each phoneme (in order) of the word 'five' (see y-axis). Case Studies 1 and 2, in Fig. 1(b) and (c), describe high likelihoods for the words 'five' and 'vive' respectively (marked in black circles). The second step of applying the GOP method is shown in Fig. 2 . A numeratorÀdenominator ratio is calculated by dividing the likelihood's sum of the expected phoneme 'F' (in the first phoneme segment for instance) to the sum of likelihoods of all phonemes found in the set found in the denominator. In the first phoneme segment of Case Study 1, the denominator is dominated by the sum of likelihoods of 'F' (as they are marked in black circles) and since the numerator is the sum of likelihoods of 'F', the ratio will probably exceed a predetermined threshold resulting in a 'correctly pronounced' phoneme decision ( Fig. 2(a) ). Conversely, Case Study 2's denominator is dominated by 'V's likelihoods, which probably will lead to a ratio below the threshold resulting in an 'incorrectly pronounced' phoneme decision (Fig. 2(b) ).
T a g g e d P A second version of GOP introduced by Witt and Young (2000) is a simplification of the original GOP À GOP Max. The motivation was to provide a more accurate estimation of the GOP ratio by modifying the denominator computation. Since the denominator addresses the question of what is the most likely phoneme, it is unnecessary to sum of all the phonemes' likelihoods of the target set (within a segment). Instead, in GOP Max the denominator is the likelihood only of the most likely phoneme À the phoneme with the highest (maximum) likelihoods that stretches over the longest duration (within a segment). This is described in Eq. (6).
T a g g e d P Eq. (6) differs from Eq. (1) in the denominator. In Eq.
(1), the denominator is the sum of all phoneme likelihoods, where as Eq. (6) simply uses the single most likely phoneme. GOP Max was further explored in T a g g e d P Witt and Young (1997) and Mak et al. (2003) . GOP Max is applied in Fig. 3 . In the first segment of Case Study 1, the denominator is the summation of the likelihoods of 'F' which is equal to the numerator's value (likelihoods of 'F' as well) resulting in a numeratorÀdenominator ratio of 1. Thus, the GOP's decision, given this ratio, is of a 'correctly pronounced' phoneme. On the other hand, the divider of the numerator in Case Study 2 is the sum of likelihoods of 'V'. Since the numerator's sum is small ('F' not circled in black), the ratio is expected to be less than 1 resulting in a decision of an 'incorrectly pronounced' phoneme.
T a g g e d P While GOP Max provides a more accurate version of pronunciation assessment than of the original GOP, it has limitations. The assumption that every segment is represented by a single phoneme is not always aligned with the ASR recognition output, as there can be more than one phoneme uttered by the speaker. Determining that the phoneme with the longest maximum-likelihood duration is the phoneme in the denominator, as presented in GOP Max, could be problematic particularly when this phoneme's duration is slightly greater than 50% of the segment duration. Representing an entire segment by a phoneme that only half of the time (or slightly more) produced the highest likelihoods might not reflect accurately the actual observation and is likely to lead to an erroneous pronunciation assessment. In order to illustrate this limitation Fig. 4 provides Case Studies 3 and 4 for the words 'five' and 'vive', respectively. Fig. 4 shows that the highest likelihood's paths throughout the segments are not necessarily aligned T a g g e d P with the segmentation borders determined by the ASR. In other words, the black circles do not match the boundaries imposed by the vertical lines. In both Fig. 4 (a) and (b), a different phoneme appears (AY's black circle) on the last frame of the first segment.
T a g g e d P To re-examine the GOP Max assumption of having only a single phoneme represented in a segment (observation), a third version of the GOP was introduced by Song et al. (2010) called LGOP (Lattice based GOP). Song et al. (2010) relaxed this assumption arguing that ASR likelihood's output does not always match constrained forced alignment process (GOP's first step). In other words, the ASR can assign high likelihoods to other phonemes within the segment which results in more authentic representation of the participants' utterances. In LGOP (Lattice based GOP) (Song et al., 2010) likelihoods in the denominator are based on the highest likelihood's path within a segment permitting more than one phoneme to compose the sum. (Although one phoneme per frame is allowed). The denominator's final summation is dividing the numerator as shown in Eq. (7). The denominator sums the phoneme likelihoods determined by a Viterbi process (Viterbi, 1967) shown in Eq. (8).
LGOPðq
T a g g e d P In Fig. 5 , LGOP is applied to Case Studies 3 and 4. The likelihoods composing the denominator's sum are circled. The numerator does not have the exact value as the denominator since its last frame is not of 'F'. While this method can effectively present this small mismatch in the last frame (resulting in a ratio slightly smaller than 1), the LGOP decision will still be of a "correct pronunciation" (because it is dominated by the same phoneme in the denominator and numerator). Had the likelihoods been as presented in Fig. 1(a) , the numeratorÀdenominator ratio would have been 1, similar to GOP Max. The decision in Case Study 4 will be, as expected, an "incorrect pronunciation" (because the denominator is not dominated by 'F'). Since LGOP provides a more authentic segment representation, its outcome is more accurate. LGOP generalizes on GOP Max represented in Eq. (6), since it captures both when the best phoneme path was made by 'walking' on the same phoneme model (Case Studies 1 and 2) and when the best path was determined by more than one phoneme model (Case Studies 3 and 4).
T a g g e d P This review of the GOP approach lays the foundation for the current work. While LGOP is a more accurate solution than its earlier versions, it has limitations as well. One limitation is its acoustic features. Often, the phoneme set is composed of acoustic models of correctly pronounced phonemes, that imposes limited mapping of an observation T a g g e d P to a phoneme. In other words, a phoneme set containing acoustic models of non-canonical realizations of phonemes as well might assess more accurately phoneme quality. Another possible drawback that can limit the performance is not incorporating knowledge on repetitive/common mispronunciation mistakes that can potentially provide improved assessments. (These statements are explained and supported in the next paragraph.)
T a g g e d P One extension of the GOP that addresses mispronunciations was introduced by Doremalen et al. (2013) , who conducted a research focusing on the most confusable vowels in the Dutch language by a second language learners (L2). The Weighted Phone Confidence (wPC) approach was presented in Doremalen et al. (2013) , whose paper is based on Phone Confidence (PC) scores. Eq. (9) describes the PC score that is generated for each p i . The set of p i s contains the confusable and target pronunciations for a particular target phoneme.
In Eq. (9), the likelihood of the target phoneme is found in the numerator and denominator of the PC component, and in the denominator, this likelihood is added to the likelihood of the possible realization p i . For every target phoneme the PC scores are assigned to a logistic regression model with specific weights (bs in Eq. (10)) associated with each p i 's PC score (pronunciation realization) as shown in Eq. (10).
Þg ð10Þ
The wPC score provides a decision to whether a phoneme was correctly pronounced or not. Doremalen et al.'s (2013) ) research incorporates knowledge on pronunciation errors by taking into account the different characteristics of every phoneme. While results were promising, one limitation this approach has is the thorough investigation required to extract the specific list of "competing" phonemes for every target phoneme found in the set. A second limitation, involves the learning of the particular weights of every PC-realization. Since p i s are different for every target phoneme, a different set of weights is learned separately for every target phoneme for the wPC decision algorithm. On the one hand, wPC incorporates knowledge of mispronunciation errors and carefully handles every phoneme in the target set, but on the other, it requires large sets of annotated data for every language of origin of an L2 population to accurately derive meaningful weights from as mentioned in Doremalen et al. (2013) , and as such is less "automatic" or "human-free" as it requires more intervention in the process than GOP, GOP-Max, and LGOP. T a g g e d P One of the goals of the current research is to present a new version of the GOP that aims to improve upon LGOP method by addressing the main limitations of the above-presented approaches. Unlike the LGOP, the proposed systems are able to incorporate knowledge of common pronunciation realizations of a target phoneme. Notably, though, the mechanism to generate both of the proposed systems is automated, in order to have a minimal human interference in the process and in order to generalize its decision process to every target phoneme that is learned (as opposed to wPC approach). Our experiment uses the current state-of-the art version of GOP (LGOP) as a baseline against which to compare the current research's two proposed methods.
Review of machine learning related research
T a g g e d P Another family of approaches to pronunciation assessment relies on machine learning techniques. One system describes a particular concept of incorporating mispronunciation phonemes into the decision process. Other systems draw on methods of Decision Trees and Support Vector Machines.
T a g g e d P Ronanki et al. (2012) proposed to incorporate mispronunciation phonemes into the decision process and address mispronunciation in a more constrained fashion. First, the audio file was force-aligned against an expected word. Then, each phoneme segment was sent for recognition not only by the phoneme model, but also by its potential mispronounced phoneme models. This approach is applied to a word level and a phrase level recognition. An example of a word level recognition, from the paper (Ronanki et al., 2012) , was for the word "WITH":
T a g g e d P In the example, at every segment of the word there are several phoneme candidates the system can choose from when recognizing it with an ASR. While the process of deriving potential mispronounced phonemes was not clear (as it may have been extracted from TIMIT corpus, set by a linguist, or by another alternative), limiting the possible number of mispronunciations reduces the phoneme search space and the computational complexity. One of the proposed methods of the current research incorporates knowledge of mispronunciation phoneme candidates by using data-driven models to extract mispronunciation patterns. In addition, this proposed method addresses the issue of unseen mispronounced phonemes as well.
T a g g e d P Decision Trees (Swain and Hauska, 1977) have been employed in assessing phonemes pronunciation quality as well. Peabody (2011) applied a decision tree that incorporated novel acoustic features to detect vowel mispronunciations. KullbackLeibler and Bhattacharya were applied as distance metrics to represent how close a phoneme was to a non-native pronunciation and to a native one. The motivation for using such a decision tree was mainly the ability to understand the decision process (of the phoneme assessment) and the reasoning behind it. Previously, Zechner et al. (2009) focused on multiple regression training to demonstrate the high correlation of the described tree decisions with human annotators. To build the tree, Zechner et al. (2009) introduced various features that described fluency of speech such as speaking rate and articulation rate. Minematsu (2004) worked on detecting mispronunciation of English by Japanese natives. The described approach employed Bhattacharya distance to syllable units with dynamic programming, which determined how close a spoken word was to a correctly pronounced one. In addition, Minematsu (2004) constructed a phonological decision tree, such that when a subject's phonemic sequence was determined, comparing the distance of the mispronounced phoneme from the expected position measured how intelligible the word was.
T a g g e d P Support Vector Machine (SVM) (Cortes and Vapnik, 1995) has been applied by Wei et al. (2009) as another machine learning technique aimed at developing decision systems for pronunciation classification. The classifier's input was a feature vector on a phoneme level described by Log Likelihood Ratio distance À LLR distance in Eq. (11):
LLR is undertaken separately for each model. The expected phoneme model, given the observation, is compared with a phoneme model in the target set. The feature vector that is fed into the SVM includes the likelihoods of every model in the phoneme set, as shown in Eq. (12). The number of classifiers is equal to the number of phonemes.
f ¼ ½LLRðOjq; q 1 Þ; LLRðOjq; q 2 Þ; . . . ; LLRðOjq; q N Þ ð12Þ
In the same paper, Wei et al. (2009) also defined a Pronunciation Space Model (PSM). This space is built by classifying all observations of the same phoneme in an unsupervised fashion in order to find pronunciation patterns for mispronounced phonemes as well as for correctly pronounced ones. This method is described in Eq. (13).
f PSM ¼ ½LLRðOjq; q 1;1 Þ; LLRðOjq; q 1;2 Þ; . . . ; LLRðOjq; q N;K Þ ð13Þ
T a g g e d P Each phoneme model q N from Eq. (12) is replaced with q N;1ÀK ; where N represents the phoneme group as in Eq. (12) and 1ÀK represents the specific phoneme patterns resulting from the PSM process. Overall, SVM/PSM had a higher performance when compared to the SVM and original GOP method (Wei et al., 2009) .
T a g g e d P Another machine-learning approach described by Strik et al. (2009) aimed to focus on a specific phone mispronunciation. Strik et al. (2009) applied Linear Discriminant Analysis (LDA) to two different feature sets; one with MFCC and the other with Acoustic-Phonetic Features (APF) based on the approach described by Weigelt et al. (1990) . Our choice of the Weigelt algorithm was motivated by its ability to discriminate between voiceless fricatives and voiceless plosives; indeed Strik et al.'s (2009)) focus was on distinguishing between fricative /x/ from plosive /k/. While both phonemes' spectral envelope is similar, their amplitude is different. That was the motivation for using energy's first moment, zero crossing rates, and relative energy in the peak surroundings as acoustic features. APF-LDA was introduced and compared with an MFCC-LDA. Both had similar performance and showed significantly better performance than the original GOP.
Research proposals
T a g g e d P There is a tension between algorithm-based and machine learning based approaches in the field of automatic pronunciation assessment. This research describes an algorithmic approach with a newer version of the GOP and a machine learning approach with an SVM classifier to measure the quality of phoneme pronunciations. Both proposals are compared against the latest state-of-the art GOP À LGOP approach. In addition, the features that are used are derived from speech that contained authentic mispronunciations as well as correct pronunciations in order to observe closely how well the expected phoneme was pronounced. It is our hope that this will provide a more naturalistic and ecologically valid foundation to pronunciation analysis.
Data
Data collection
T a g g e d P The data that was predominantly used in the experiment came from the Corpus of Children's Pronunciation (CCP). In order to collect the data, we recruited 86 children aged 4À12 (m ¼ 5:3; s ¼ 1:3). Co-occurrence of receptive and expressive language disorders is prevalent in children with speech production challenges, and so these children were screened to ensure that they had the ability to complete the tasks required in the study. The diagnosis of a speech-sound disorder was conferred by a licensed, credentialed speech-language pathologist who completed a standardized assessment, and/or exercised clinical judgment based upon transcribed speech samples and normative data. Additional requirements, such as receptive/expressive language skills and the behavioral capacity to complete the necessary tasks, were also taken into consideration by the Speech-Language Pathologist (SLP).
T a g g e d P Children spoke words from the GoldmanÀFristoe Test of Articulation (Sounds-in-Words Section only) (Goldman and Fristoe, 2000) , consisting of 53 simple words (e.g. "house", "tree", "window"). Productions were elicited from images with the assistance of an SLP.
T a g g e d P Phonetic segmentation was performed using Praat (Paul, 2002) by a second SLP. T a g g e d P A senior, expert SLP (i.e., a third SLP) phonetically transcribed the children's speech (with simultaneous access to video) using the full range of International Phonetic Alphabet (IPA), including a wide variety of diacritics to represent distorted symbols. The third expert also scored whether a phoneme was pronounced correctly, or incorrectly. For some words, several canonical pronunciations were acceptable, and thus actual pronunciations were compared to their closest canonical pronunciation. The final outcome produced for each audio file was the transcription of the uttered word, its segmentation to phonemes and a score for each phoneme in the word. Three graphical representations of the distribution of the subjects in the Corpus of Children's Pronunciation are shown in Fig. 6 . This corpus contains a balanced gender distribution, as seen in Fig. 6(a) . Fig. 6(b) indicates a majority of children in the age range of 5À6 years, and a minority in the range 11À12 years. Fig. 6 (c) shows four subjects that have speech T a g g e d P disorders, 11 subjects that have an articulation disorder, 28 with an autism spectrum disorder, and 43 who are typically developed.
Data analysis
T a g g e d P The main goal of this section is to analyze the CCP corpus presented in Section 3.1. In order to produce the bestfitting phoneme sequence corresponding to speech pronunciation, each word expressed in the audio file was annotated as described in Section 3.1. This enabled us to identify common patterns of phonemes that are referred to as trends.
T a g g e d P In the first part of the analysis, we detected phoneme level trends occurring in both groups: children who are typically-developed (TD) and children who have speech disorders (SD). The top 6 trends were extracted from each group's confusion matrix and presented in Table 1 . The table describes the expected phoneme and the phoneme recognized by an expert referred to as exp. and rec., respectively. In addition, the % column in Table 1 presents information associated with the percentage of each confusion, which was computed by the number of cases of the particular confusion divided by the total number of pronounced phonemes. As anticipated, all confused sounds in Table 1 were phonetically close to the expected sounds. Four confusion patterns were shared by both groups (TD and SD), though to a different extent. High confusion rates were observed in the first, fifth, and sixth patterns (the same rank in both groups) but also in pattern 4 in Table 1(a) and 2 in Table 1(b). These confusions might suggest that their expected phonemes are particularly 'hard to pronounce' phonemes rather than confusion trends that can be identified with TD or SD groups. At the bottom of the table, there is a similar rate range of confusion between the groups, while at the top, the confusion rate is twice as large in the speech disordered group 1b. Smit's (1993)) research on speech of typically developed children defined the pattern of /E/ ! /n/ (shown in Table 1(b)) as a "common mismatch". This finding might suggest that /E/ ! /n/ is not a unique pattern that characterizes the SD group. Furthermore, a 1960 study conducted by Graham and House (1971) , discovered a number of patterns that were often confused by children. He performed a listening test in which children were required to determine whether two phonemes sound 'the same' or 'different'. Some of his most commonly confused patterns were: /ɹ/ ! /w/, /l/ ! /w/, /u/ ! /f/, /s/ ! /u/, and /k/ ! /t/ (shown in Table 1 (a) and (b)).
T a g g e d P In the next part of the analysis, we inspected the word level patterns. In Fig. 7 (a) and (b), while the TD group demonstrated a few phoneme substitutions with relative acoustic proximity, SD subjects expressed this phenomenon to a greater extent along with phoneme deletion events. The SD group also had more variety of confusions. This data analysis provided a greater understanding of the children's confusion trends, and confusion frequencies found in the CCP corpus. The ways in which the various correct and incorrect pronunciations were incorporated into the proposed methods are described in the next section. T a g g e d P 4.1.1. GOP-CI T a g g e d P Similar to our previous work (Dudy et al., 2015) , we introduce the following algorithmic approach, which aims to improve the baseline GOP measure described in Eq. (7) of the LGOP approach by (1) learning acoustic models from a large children's speech database aged 3À15 and then adapting to the speech of children in the final target age range of 4À11, (2) incorporating an explicit model of correct and incorrect pronunciations of the corpus described in the previous section, and (3) explicit modeling of the acoustics of distorted phonemes through the availability of finegrained phonetic transcriptions during recognizer training.
T a g g e d P For a given target word w, composed of P phones p 1 ; p 2 ; . . . ; p P ; let b 1; b 2; . . . ; b P ; b Pþ1 denote the phoneme boundaries (in frames), such that p i spans frames ½b i : b iþ1 Þ (half-open interval). We estimate phoneme boundaries and frame-level likelihoods through ASR lattices created by the Kaldi toolkit (Povey et al., 2011) . These lattices are created based on Weighted Finite State Transducers (WFSTs) (Allauzen et al., 2007) , which efficiently integrate the sources of knowledge of the acoustic model, the language model, and the lexicon during the decoding phase of the ASR system. We define the improved GOP measure for the ith phoneme, p i , of the target word w, as
represent the most likely Viterbi path of phoneme sequences given different the WFST networks H; C; and L; which denote the phone transition lattice (Hidden Markov Model-based), triphone transition lattice (context-dependent), and a syllable transition lattice given a vocabulary (lexicon) (discussed further in the next paragraph), respectively. The symbol B denotes WFST composition, and L(¢) represents the summation of negated log-likelihoods over associated frames. The tuning parameter a controls the contribution of likelihood scores driven from constrained lattice in the denominator and one open-loop lattice. In other words, it controls the degree to which we expect to encounter previously seen pronunciation mistakes. T a g g e d P We employ both constrained and open-loop lattices with identical H and C in order to compute the GOPðp i Þ with the best path (see Eq. (7)). The two constrained lattices, located in the numerator and on the left-hand side of the T a g g e d P denominator of the GOP, are generated by composing H B C with either the lexicon containing correct pronunciations for the target words, L C ; in Eq. (15), or the combination of correct and incorrect pronunciations, L CI ; in Eq. (16). Correct pronunciations were globally constructed from all available data, whereas incorrect pronunciations were sourced from the training set exclusively. Similar to the forced alignment step described in Eq. (1), phone boundaries are identified using Eq. (15) dictating which frames' likelihoods are summed up to produce the likelihood score (On the right-hand side of Eq. (14), subscript i represents the phoneme boundaries extracted from the numerator by Eq. (15)). The open-loop lattice is necessary in order to account for the possibility of encountering previously unseen mispronunciations, or even entirely unexpected words. It is created by composing H B C as shown in Eq. (17) without confining it to any vocabulary from L to enable any triphone sequence combination. The open-loop component is located on the right-hand side of the denominator of Eq. (14). The reason for naming the described algorithmic approach as GOP-CI is due to its CI component that stands for correct and incorrect patterns observed in the corpus that is integrated in to the formula.
T a g g e d P 4.1.2. GOP-SVM T a g g e d P GOP-SVM is the second proposed method that was employed following the algorithm-based results. This approach involved an SVM (Support Vector Machine) (Cortes and Vapnik, 1995) for learning the different classes for "correct" and "incorrect" decisions. We incorporated the likelihoods extracted from the GOP algorithm, specifically from Eqs. (15)À(17). These likelihoods composed the input feature vector for the SVM. A weighted SVM was applied to overcome the unbalanced class distribution in training data favoring correct pronunciations over incorrect ones. We trained SVM classifiers with several kernel functions including linear, polynomial, and radial basis function (RBF) employed from open-source Scikit-learn toolkit (Pedregosa et al., 2011) . Parameters of the optimal SVM model were determined on the development set separately for each fold via grid search. Experimental results showed that SVM with RBF kernel along with a global C variable of 0.001 outperformed other SVM classifiers and thus these were the characteristics of the SVM method we propose.
Training
T a g g e d P Learning acoustic models in ASR systems requires a fairly large amount of training data, which is mostly beyond the scope of data collection for specialized populations. In order to tackle this issue, a large children's speech database was employed in addition to our small corpus for learning acoustic models. We built a context-dependent HMM-GMM (Hidden Markov Models-Gaussian Mixture Models) system based on speech utterances from the OGI Kids Corpus (Shobaki et al., 2000) and Corpus of Children's Pronunciations (CCP) introduced in Section 3.1. The OGI Kids Corpus is composed of 27 h of spontaneous speech from a gender-balanced group of 1100 typically developed children from kindergarten through to grade 10 (Shobaki et al., 2000) . For extracting speech features, a window of 7 frames (current frame, 3 prior and 3 previous frames) was taken to extract 13-dimensional MFCCs with delta and delta-delta coefficients. After undertaking cepstral mean and variance normalization for each speaker, features were reduced down to 40 dimension using linear discriminant analysis (LDA). Model-space adaptation, using maximum likelihood linear regression (MLLR), was applied, followed by speaker adaptive training (SAT) of the acoustic models by both vocal tract length normalization (VTLN) and feature-space adaptation using feature-space MLLR (fMLLR). The general structure of the process is shown in Fig. 8 . The OGI Kids Corpus contains speech from typically developed subjects and its purpose in this research was to build strong acoustic models for children. Both OGI corpus and CCP corpus were trained together to generate the acoustic models of the system. While CCP corpus was smaller than OGI's it contained a greater variety of acoustic models that enriched the learning process and helped in recognizing pronunciations. However, as this corpus was smaller, its impact on establishing good acoustic models that were not present in OGI Kids Corpus was limited. In addition, annotations were extracted for all pronunciations in CCP to generate the language models. Finally, given a test utterance, the information from both annotations and acoustics was incorporated to score each phoneme.
T a g g e d P For evaluation purposes, five-fold cross validation scheme was used by dividing the CCP into five subject-independent sets. For training the ASR model parameter, four of the five of CCP sets were used in addition to the OGI Kids Corpus for training. The fifth part was divided into the following: 0.25 was used for development, and 0.75 used for testing and reporting the performance.
Decoding
T a g g e d P For each expected word, we defined a search FST that includes both the (possibly multiple) a-priori good pronunciations and the known bad pronunciations (phoneme sequences), as seen during the training. We decoded the expected word using both the FST and an open-loop (OL) phoneme recognizer.
T a g g e d P In the decoding graph, context-dependent and context-independent state identifiers are the input symbols of the lattices in Eqs. (15)À(17), and the sequence of phonemes are the output symbols. In order to compute the GOP for each expected word, the most likely sequence of phonemes was obtained using the Viterbi algorithm for each of the elements: C (of correct patterns in numerator) , CI (of correct and incorrect patterns), and OL (which is the context independent element). For each expected word there were between 1 and 3 different correct sequences of pronunciation for the word representing the C patterns in the numerator. An example is the word "ball" that can be correctly pronounced /b/ /a/ /l/ but also /b/ /ʌ/ /l. Next, because CI included more patterns than C; a greater flexibility was allowed to produce the most likely sequence from CI patterns. CI group included only observed sequences (data-driven). The last output is OL (context-independent) pattern recognition that was not subjected to observed sequences. The negated log-likelihoods of each of the three components (C; CI; and OL) were computed separately per boundary and applied to Eq. (14).
Development set
T a g g e d P In our experiment we examined three methods: GOP-CI presented in Eq. (14), the GOP-SVM presented in Section 4.1.2 and LGOP in Eq. (7) as a baseline approach. The development set found in each fold was used for finding the best u for GOP-CI and LGOP approaches, that determined the threshold from which higher ratios were classified as "correct" pronunciations and lower ones were classified as "incorrect" ones. The choice of u was made separately for each fold and for each method. The development set was used to find a for GOP-CI method as it enabled choosing the optimal linear combination of the constrained lattice (CI) and open loop (OL) described in Eqs. (16) and (17), respectively. In addition, by setting a for words that were not seen during training phase (seen only in development set) it was more robust to unseen data (of test set). Finally, for GOP-SVM approach, we extracted an optimal C value for the SVM kernel from the development set.
Results
Raw results
T a g g e d P
In the first part of data analysis the raw results produced by the ASR are inspected. To visualize the recognition results by each of the elements of Eqs. (15)À(17) found in the GOP-CI and GOP-SVM approach, we extracted T a g g e d P authentic examples from our data. In Fig. 9 , there are four cases produced by our system. These cases show the segmentation of phonemes across the different elements; namely, the numerator (with the correct path) À "Num", the correct-incorrect path "CI," the Open Loop path "OL", and the human annotator's decisions "EX". Though they are important for computation, the actual likelihoods of each frame are not shown here because the focus of these figures is on the phoneme decisions and the boundaries that are the result of the highest likelihood pattern for every component of the proposed method described in this paragraph. Understanding these cases is essential for understanding decision processes of GOP-CI and LGOP methods. In Fig. 9(a) , the utterance was "house." Every component of the system ('NUM', 'CI', 'OL') recognized the phonemes that were recognized by the annotator. The phoneme boundaries were consistent across all components. However, within the boundaries, there is a mismatch among all of the components ('NUM', 'CI', 'OL') to the annotator segmentations. Despite the mismatch, since there is a similar behavior for all three ('NUM', 'CI', 'OL'), the ratio of numerator to denominator is close to 1. In the utterance "monkey" shown in Fig. 9(b) , the 'CI' element failed to recognized "N" phoneme, and the beginning of its divergence occurred at the end of the first phoneme "SIL." This initial change led to different Viterbi decisions resulting in a different path for 'CI'. On the other hand, when describing the word "fishing," in Fig. 9(c) there is a T a g g e d P mis-recognition of 'OL' with "F" and "S". Another issue occurred in both 'CI' and 'OL' when recognizing "N", which was confused with a distorted version of "N". The last example, shown in Fig. 9(d) , demonstrates the expected behavior when a phoneme is mispronounced. The word is "ring", yet the child, according to the expert, uttered "wing". The numerator can only present a correct version of phonemes, thus the choice of "9R" is forced, yet both 'CI' and 'OL' detected that "W" was in fact pronounced. This set of case studies strengthens our assumptions regarding the output of the system while applying the proposed methods to our data.
Recall test
T a g g e d P In the second part of the data analysis, we conducted recall tests among GOP-CI presented in Eq. (14), GOP-SVM presented in Section 4.1.2, and LGOP described in Eq. (7). Each system's decision was compared against a human expert decision who annotated the CCP dataset and the recall test provides the agreement rate of a system with the human expert. There were several criteria that measured the success of each method:
T a g g e d P Unweighted average recall À
T a g g e d P Sys P Ã ⋂Ex P Ã refers to positive results, which both the system and the expert agreed upon. Sys P C ; Sys P I ; and Sys P refer to positive results (true positive) of system's recognition of 'C' labels, 'I' labels, and all labels, respectively. 'C' label refers to a 'correct pronunciation' while 'I' label refers to an 'incorrect' pronunciation.
1 UAR is the Unweighted Average Recall rate that was used to overcome the disproportional distribution of data favoring 'C' label. 75% of the data contained 'C' labels whereas 25% were 'I' labels. Thus, while Total recall is highly affected by the performance of 'C' labels recall rate, the UAR presents an equal weight for each label and therefore is evenly affected by both labels' recall rate. A Random classifier provided the lower bound results for the three presented methods. It learned to randomly classify results proportionally to the distribution of classes found in the data. (in a stratified fashion). The Random classifier was created with Sickit-learn toolkit using a "dummy classifier" (Pedregosa et al., 2011) .
T a g g e d P Table 2 indicates the results of the Recall test for the five-fold cross validation experiment. Each outcome from Eqs. 18À20 was multiplied by 100 to represent a percentage. All methods' parameter training processes were set with the objective of maximizing the UAR.
T a g g e d P A first look at the results indicates that the Random classifier has the lowest UAR and hence the Random classifier provides the lower bound of results for all other approaches. Because of the disproportional distribution of the data, the Random classifier guessed 'C' label more often, explaining its high recall rate and conversely, the low recall rate for 'I' label. Moreover, Table 2 reveals that LGOP has a lower performance in UAR than GOP-SVM and GOP-CI. In addition, the total recall is higher for both methods (GOP-SVM and GOP-CI) across all folds. However, when inspecting the recall rate of labels 'C' and 'I', it is not clear whether our methods always achieved optimal results. While the GOP-CI-based method and GOP-SVM recognize 'C' labels distinctly well, they under-perform with 'I' labels. The recall rates for 'I' of GOP-CI and GOP-SVM are suboptimal, though they are better than chance and relatively closer to LGOP scores. On the other hand, the LGOP's 'C' recall rates are below chance and at a greater distance from the 'C's of GOP-CI and GOP-SVM. In other words, the three algorithms were relatively close in identifying cases where the child pronounced the phoneme incorrectly (i.e., 'I' labels), while cases where the child T a g g e d P pronounced a phoneme correctly (i.e., 'C' labels) were identified more often by the GOP-CI and GOP-SVM than LGOP. These observations explain why average UAR is higher in the proposed methods than in LGOP.
T a g g e d P Between the two proposed methods, it is more challenging to draw definite conclusions regarding which is more optimal. On the one hand, GOP-SVM performed better with 'C' labels recognition, while on the other, GOP-CI made better decisions regarding 'I' labels. Table 3 is summarizing the five-fold results of Table 2 (using simple  averaging) .
T a g g e d P While LGOP in Table 3 classifies 'I' labels relatively well, it poorly classifies 'C' labels. Moreover, both UAR and total recall of LGOP are below the scores of our proposed methods. When comparing GOP-SVM to GOP-CI in Table 3 , there is only a small difference (0.1À3%) between the two approaches (in 'C', 'I', UAR and total recall). However, when examining closely individual performance of 'C' and 'I' recognition rates of both methods, 'C' and 'I' are recognized at a similar rate by GOP-CI while GOP-SVM demonstrates a greater gap between the labels' recognition recall. Arguably from a developer's point of view, GOP-CI would be preferred as there would be less bias towards a particular label. However, the investigation continues and a statistical test (in Section 5.3) is applied to further examine these methods with different tools. These sections together provide a more in-depth picture of the different methods' performance.
Statistical test
T a g g e d P 5.3.1. Model and variables for testing T a g g e d P The fact that our data contained repeated measurements (i.e., multiple productions of the same phoneme by the same child) complicated our modeling process, and we ultimately chose to use Generalized Linear Mixed Effect Modeling (GLMM) (McCulloch and Neuhaus, 2001) . GLMM allowed us to carefully examine the differences stemming solely from the use of LGOP, GOP-SVM and GOP-CI methods, while holding constant the other variables of Table 3 Average results over 5-folds. Table 2 Recall results over 5-fold testsets. T a g g e d P the data such as the child, their age, the phoneme uttered and the word produced. The specific GLMM model was Logistic Regression, as our data had a binary response variable (dependent variable): whether the automated pronunciation method agreed with the expert on a decision about a specific phoneme. Saying that a given method of pronunciation analysis "agreed with the expert" in this case means that both the method and expert agreed that a particular phoneme was correctly pronounced (or alternatively, that it was incorrectly pronounced). T a g g e d P Therefore, the question our model is asking is whether there is a difference between LGOP, GOP-SVM and GOP-CI methods in the probability of a given method agreeing with the expert. The assumption is that a 'better' system is one that has a higher probability for agreeing with the expert. GLMM modeling lets us examine and assess each variable independently. In particular, one of the model's outputs is each variables' weights (coefficients), as the model is a linear combination of the variables with their corresponding weights. This allows us to examine the relative impact on agreement of the various model parameters. This section first presents the model, then describes the test performed and finally analyzes the results.
T a g g e d P The GLMM model had both random and fixed effects. In the mixed effect model, random effects are defined as elements that have unpredictable influence on the data, and that might contain multiple observations for the subgroup of the element. The random effects were:
T a g g e d P Subject À The data contains multiple observations for each subject. Moreover, there is no predictability to how often each subject will correctly utter a phoneme since every child (subject) might experience different pronunciation difficulties depending on the word and phoneme. It is important to note that while among the children there is no predictability, within a child there can be observed a systematic behavior which is taken into account when modeling the data. T a g g e d P Phoneme À The data contains multiple observations for each phoneme. In addition, there is no predictability with regard to how often a phoneme is correctly pronounced. T a g g e d P Word À A word is a phonemic sequence. Thus, its effect is similar in concept to the phoneme effect, since it is challenging to predict how well a phoneme is pronounced in the presence of adjacent phonemes. Different phonemic contexts represented by the word variable may affect pronunciation quality. The data contains multiple observations for each word uttered by each subject.
T a g g e d P The fixed effects, defined as predictable or more systematic than the random effects, were:
T a g g e d P Age À The older a child gets, the more often on average we expect her utterances are correctly pronounced. T a g g e d P Method À A categorical variable to represent each of the three automatic pronunciation systems: GOP-CI, GOP-SVM, and LGOP. Every system is assumed to be correlated to some degree with the expert decisions and as a result tends to agree with the expert. Therefore, this variable is considered as a predicted fixed effect. "Indicator Variables" (Kutner et al., 2005) were used for the coding system described in each experiment.
T a g g e d P All the variables above are the model components that try to explain the hit variable.
T a g g e d P Hit À A variable representing hit values corresponds to an agreement (or disagreement) of the method with the expert's decision. For instance, if both a method and the expert determined a phoneme to be correctly pronounced then it is a 'hit', (coded for modeling purposes as "1"). Conversely, if a method decided that a phoneme was incorrectly pronounced while the expert considered the phoneme to be correctly pronounced, then it is not a hit, and is coded 0 in the hit variable.
T a g g e d P The GLMM model that was built is described in Eq. (21):
T a g g e d P 5.3.2. Testing for the significance of the coefficients T a g g e d P The outcome of the model in Eq. (21) provided estimated coefficients for each of the independent variables. The variable of interest in our experiments was method representing which automated pronunciation system was used. The question at hand in the first experiment was whether the different pronunciation methods differed from one another in their probability of agreement with the human expert, after controlling for all variables other than method. Specifically in GLMM, this question corresponds to the question of whether the model coefficients for the method variable were significantly different from zero. The model in Eq. (21) incorporated the coding system of Table 4 for each pronunciation system.
T a g g e d P In this coding system, each level of method (GOP-CI and GOP-SVM) is compared to the reference level of LGOP. As a result of using this coding system, the outcome coefficients of the model indicate the difference between LGOP and GOP-CI, and LGOP and GOP-SVM, called b 1 and b 2 , respectively. Since b 1 and b 2 describe the differences between LGOP to GOP-SVM and LGOP to GOP-CI, significant differences, which are values that are significantly different than zero, demonstrate that a pronunciation system (GOP-SVM or GOP-CI) is associated with a different probability (than LGOP) for agreement with the expert.
T a g g e d P To measure whether the coefficients of method variable are significant, the Wald Test (Buse, 1982) was applied. The H 0 (null hypothesis) was that the estimated coefficient has no effect on the dependent variable hit and is not associated with a different probability for method-expert agreement. On the other hand, H 1 was that the estimated coefficient is important to explain hit and differs for LGOP and the method, indicating that this coefficient is associated with a different probability (than LGOP) for method-expert agreement.
T a g g e d P The test statistic is in Eq. (22):,
and the decision rule is in Eq. (23):
T a g g e d P For a ¼ 0:025 and one degree of freedom the decision threshold required zð0:975Þ ¼ 1:960. Table 5 demonstrates the z estimates for bs in the five-fold cross validation experiment previously described in Section 5.2. T a g g e d P As seen in Table 5 , all the coefficients indicate that H 0 is rejected since all b estimates in Table 5 are greater than z ¼ 1:960. The conclusion resulting from rejecting H 0 is that in every fold examined, after controlling for all variables other than method, GOP-SVM and GOP-CI were associated with different (than LGOP) probability of agreeing with the expert. This conclusion strengthens the previous results in the Recall test in Section 5.2, in which it was shown that both GOP-SVM and GOP-CI achieved higher (different) total recall rates than LGOP. The last column in Table 5 is of odds ratio (OR) (Kutner et al., 2005) . In a Logistic Regression model OR can be retrieved by exponentiating the estimated bs to reveals the odds of a method to have a higher probability (than LGOP) for agreeing with the expert.
T a g g e d P As shown in Table 5 , the point estimates for b 1 from the five-fold cross-validation ranges from 1.44 to 1.73, with an average of 1.6. This means that, on average, the odds of GOP-SVM producing hits are roughly 1.6 times those of LGOP producing a hit, after controlling for the effects of subject, age, phoneme, and word. Similarly, all b 2 point estimates have an odd ratio range of 1.62À2.07 with an average of 1.85, which means that on average the odds of GOP-CI of producing hits are almost 1.85 times as great as for LGOP, for given child, age, phoneme, and word. The OR findings indicate that there is a higher probability for agreeing with the expert associated with GOP-SVM and GOP-CI. The 95% confidence intervals are provided in OR column in parenthesis and show that for all bs, none of these intervals includes the value of one, which means that the bs are significantly different than zero (as exponentiating zero results in one).
T a g g e d P We next sought to answer a slightly different question: that of whether, after controlling for all other variables other than method, there is a difference between GOP-SVM and GOP-CI. The model in Eq. (21) incorporated the coding system of Table 6 for each pronunciation system.
T a g g e d P In this coding system each level method (GOP-CI and LGOP) is compared to the reference level of GOP-SVM. As a result of using this coding system, the outcome coefficients of the new model indicate the difference between GOP-SVM and GOP-CI, and GOP-SVM and LGOP, called b 1 and b 2 , respectively. Accordingly, the purpose of the second experiment is to measure the differences between GOP-SVM and GOP-CI. The H 0 was similar in concept to one asked in the first experiment. Table 7 demonstrates the results for the same five-fold cross validation sets.
T a g g e d P As seen in Table 7 , b 1 coefficients indicate that H 0 is rejected in folds 1, 4, and 5, while H 0 is not rejected in folds 2 and 3 as these folds' z estimates fall below z ¼ 1:960. Due to these conflicting results as b 1 estimates were not greater than their z estimates across all folds the conclusion is that the outcome of GOP-SVM and GOP-CI comparison was not always associated with different probability of agreeing with the expert. This conclusion strengthens the previous results in Recall test in Section 5.2, in which it was shown that both GOP-SVM and GOP-CI shared similar total recall rates that accounted for slightly different label recall rates. The odds ratios (OR) of GOP-CI, though, seem to be consistently greater than GOP-SVM indicating a higher probability for GOP-CI (than GOP-SVM) for agreeing with the expert. As shown in Table 7 , all b 1 point estimates have an odd ratio that ranges between 1.08 and 1.26 with an average of 1.17, which means that on average the odds of GOP-CI of producing hits are almost 1.17 times as great as for GOP-SVM, for given child, age, phoneme, and word. The OR findings indicate that there is a higher probability associated with GOP-CI compared with GOP-SVM for agreeing with the expert. However, Table 6 Second coding system.
T a g g e d P since about half the folds rejected and half the folds accepted the H 0 , the differences between the methods remained insignificant. This finding indicates that, for folds 2 and 3, we were unable to be certain at a 95% level of confidence that the true value for b 1 was greater than zero. Additionally, the confidence intervals of folds 1, 4 and 5 are not as distant from one either, which might decrease the certainty in these folds' of being different than zero as well. T a g g e d P In this section we provided an additional test that examined the methods after controlling for all other variables such as age, word, phoneme, and child to measure whether a particular method has a higher probability for agreeing with the expert. Clearly, the statistical analysis emphasized that GOP-SVM and GOP-CI provide more valuable models, as they are highly more likely to agree with the expert decisions (as shown in the first experiment in this section). In addition, the GOP-SVM and GOP-CI examination held in the second experiment showed that while GOP-CI consistently indicated a higher probability for agreeing with the expert, no significant differences were observed between the two methods.
Error analysis test
T a g g e d P In addition to conducting the analysis in Section 5.2 and the statistical tests in Section 5.3 we wished to better characterize the differences between GOP-CI and GOP-SVM. The previous sections demonstrated that LGOP undoubtedly under-performs GOP-CI and GOP-SVM, yet there was an incomplete explanation for the reason for which both methods slightly differ in performance. In order to answer this final question we conducted an error analysis test that measures how many relevant label assignments are selected (recall), how many of the selected label assignments are relevant (precision), and a score to summarize recall and precision. The following analysis provides yet additional way to examine the models' performance by focusing on "false negative" (through recall) "false positive" rate (through precision).
T a g g e d P Table 8 demonstrates the methods' performance measured by precision, recall, and f1 (called also harmonic mean) metrics by calculating the metrics' "macro" average. "Macro" average computes the average over the different classes for recall, precision, and f1 score (as oppose to "micro" average). Therefore, the final f1 score is not a harmonic mean of the precision and recall found in Table 8 , rather it is a mean of the f1 scores of 'C' ('correct') and 'I' ('incorrect') classes. Recall is computed as presented in Eq. (20) and similarly, precision is also an unweighted average of precision of the 'C' and 'I' labels.
T a g g e d P While precision scores in Table 8 indicate similar performance among the three methods, recall scores may be similar only for GOP-SVM and GOP-CI with a noticeable gap between them compared with LGOP. According to Table 8 , in all folds, GOP-CI had a higher f1 score than GOP-SVM. One explanation for this outcome requires a closer examination of each class recall results provided in Table 9 .
T a g g e d P One example to further explain the table's cells is to search for the cell on the third column from the left that intersects the second row. This cell with a value of 0.91 describes the precision rate for 'C' label for the GOP-CI. T a g g e d P GOP-CI's recall rate was high for 'C' label (0.65) and since it had high precision score (0.91) as well (and similar to GOP-SVM) its final f1 score was relatively higher than GOP-SVM. On the other hand, recall on 'I' label was better on GOP-SVM (0.67), however its impact on f1 was small due to low (and similar to GOP-CI) precision rate (0.21). Therefore, both methods produced similar f1 scores for 'I' label while GOP-CI had greater f1 value for 'C' label. In other words, since f1 is a harmonic mean of precision and recall, it is necessary for both measures to represent high values in order to have a high f1 score. Thus, GOP-CI had greater overall f1 scores because while f1 score for 'I' was similar for both methods, GOP-CI had higher f1 score for 'C' label. Thus, averaging the scores for each method resulted in a higher overall f1 score for GOP-CI. This piece of evidence supports the statistical test results and explains the recall test in greater depth. While it was essential to discuss the differences between GOP-CI and GOP-SVM the overall scores are of the main interest. Therefore, the presented scores emphasize that GOP-CI and similarly GOP-SVM are highly probable to be effective models in practice.
Discussion and conclusions
T a g g e d P In the current paper we proposed two automatic decision methods, GOP-CI and GOP-SVM, aimed at analyzing children's speech for children who may be facing with speech-sound disorders. To evaluate the proposed methods, the most recent state of the art GOP À LGOP served as an automatic method of reference.
T a g g e d P The first proposed method was the GOP-CI whose parameters were set using a grid search. The second proposed method was GOP-SVM which was trained using an SVM approach. Both methods learned patterns found in the CCP corpus that contained correct and incorrect pronunciations of children with speech-sound disorders. This unique dataset provided authentic recordings of children along with corresponding human expert annotations. While the acoustic recordings were added to the ASR training, the collection of annotations determined the sets of phoneme candidates of 'correct' and 'incorrect' groups. The expert's decisions of 'correctly pronounced' or 'incorrectly pronounced' phonemes were the gold standard in our experiment.
T a g g e d P After having been produced for each approach, the models were examined from different perspectives. First, the recall test demonstrated that the UAR (Unweighted Average Recall) as well as the total recall were greater for the proposed methods than the LGOP. In addition, when comparing the GOP-CI to GOP-SVM, arguably, GOP-CI performed slightly better for providing a more balanced recognition rate for each label. Second, the statistical test indicated that the GOP-CI and GOP-SVM were associated with a higher (than LGOP) probability for agreeing with the expert. Additionally, while GOP-CI showed a higher probability than GOP-SVM for method-expert agreement, the overall results showed that these methods were not statistically different. Lastly, the f1 score was computed for each method. The scores indicated a small gain for GOP-CI relative to GOP-SVM and a low f1 score for LGOP.
T a g g e d P It appears that the reason that the GOP-CI and GOP-SVM outperformed the baseline approach is that both approaches incorporated additional features of the different classes found in the data. For each context-dependent phoneme, GOP-CI and GOP-SVM were provided with their incorrect phoneme group while the nature of LGOP did not discriminate any phoneme in its process. The GOP-CI had marginally better performance than GOP-SVM. However, fine tuning of hyper parameters of the SVM could have shown similar results on the upper bound of the GOP-CI-based approach. In conclusion, GOP-CI and GOP-SVM have proven that they have better performance than the baseline of LGOP. Therefore, it appears that progress has been made towards an improved automatic speech analysis tool. 
Future work
T a g g e d P In order to create more robust models, one of our future plans is to improve the current state-of-the art for annotation scores. This could be done by adding an increased number of human expert annotators, producing a model that would learn a pattern according to a voting system and be able to reflect several experts decisions. However, this should take into account the level of disagreement rate among the annotators, since high levels of disagreement would produce an ineffective tool for evaluating pronunciation performance.
T a g g e d P Another future enhancement would be to improve utterance phoneme segmentation in deletion and insertion events. Deletion and insertion events may shift the phoneme sequence relatively to the expected phoneme sequence of a word which may prevent the system from comparing the uttered phoneme to the expected one. Thus, to avoid a flawed comparison the uttered word should be aligned with respect to the expected word. Alignment requires a comparison of the pronounced word output of the ASR with the expected word. In our experiment, deletion and insertion events that were at the end a word presented no issue while other positions of deletion and insertion were excluded from our data. While those excluded utterances were less than 2% in CCP corpus, adding a comparison process would enable the systems to accurately process any possible utterance with deleted phonemes or inserted ones.
T a g g e d P We believe that by applying these improvements to our proposed methods a further step can be taken towards a more reliable analysis of children's speech.
