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HIGHER ORDER HYDRODYNAMICS AND EQUILIBRIUM FLUCTUATIONS OF
INTERACTING PARTICLE SYSTEMS
JOE P. CHEN AND FEDERICO SAU
ABSTRACT. Motivated by the recent preprint [arXiv:2004.08412] by Ayala, Carinci, and Redig, we first
provide a general framework for the study of scaling limits of higher order fields. Then, by considering
the same class of infinite interacting particle systems as in [arXiv:2004.08412], namely symmetric simple
exclusion and inclusion processes in the d-dimensional Euclidean lattice, we prove the hydrodynamic
limit, and convergence for the equilibrium fluctuations, of higher order fields. In particular, the limit
fields exhibit a tensor structure. Our fluctuation result differs from that in [arXiv:2004.08412], since we
consider a different notion of higher order fluctuation fields.
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1. INTRODUCTION
Within the theory of hydrodynamic limits for interacting particle systems (see e.g. the surveys
[7, 8, 20]), nearly all limit theorems, encompassing laws of large numbers as well as asymptotic anal-
yses of fluctuations and large deviations, concern the dynamical behavior of the empirical density of
particles. In particular, for such empirical density fields progress has been recently made in the under-
standing of equilibrium and non-equilibrium fluctuations, including boundary dynamics or random
environments, as well as consideringmore general geometries (see e.g. [18, 13, 6, 17, 21] and references
therein).
In this article, we take a step towards higher order fields, and study higher order hydrodynamic
limits and the corresponding equilibrium fluctuations for a class of infinite interacting particle systems.
Higher order fields—-in contrast to empirical density fields, which may be considered as first order
fields—-refer to (random) empirical measures of higher moments of the occupation variables of the
particle systems; in this sense, empirical density fields are empirical measures of first moments of
the occupation variables. We express these higher order fields in terms of factorial moments of the
occupation variables; this definition turns out to be more natural than using regular moments in the
context of interacting particle systems.
The motivation for the study of scaling limits of higher order fields is twofold. On the one side,
at the microscopic level, a hierarchical structure in terms of higher order fields provides an elegant
decomposition of the Markovian particle dynamics. On the other side, scaling limits of higher order
fields represent a refinement of most typical hydrodynamic results ([20]) displaying phenomena of
asymptotic independence. Indeed, the discrete k-th order fields, roughly speaking, resemble k-fold
tensor products of empirical density fields. While the particle interaction creates correlations destroy-
ing such tensor structure, asymptotic independence may or may not emerge at the scale of the hydro-
dynamic limit (a law of large numbers) or at the scale of the fluctuations (a central limit theorem). In
this paper we answer this question for a class of conservative symmetric interacting particle systems.
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As interacting particle systems for which we prove our results, we consider infinite systems of ex-
clusion (see e.g. [23]) and inclusion (see e.g. [12]) particles, symmetrically evolving in Zd with nearest-
neighboring jumps. Along with these two examples, as a simplified instance of these interacting sys-
tems, we also consider a system of independent particles. The main reason to study these particle
systems first is the fact that, despite the particle interaction which breaks down the product structure
of the higher order fields’ evolution, the differential equations of suitably weighted factorial moments
of the same order form a closed linear system. In turn, such linearity comes as a result of the self-
duality property ([23]) of the particle systems. The specific particle systems which we consider here
are, among a larger class including e.g. symmetric (non-trivial) zero-range processes, the only conser-
vative interacting particle systems with self-duality, see e.g. [26, Theorem 2.1]). Duality in this context
asserts that, not only the expected number of particles at a location is related to the behavior of a single
particle starting from that same location, but also higher order factorial moments (if suitably normal-
ized) at multiple locations may be expressed in terms of expectations of as many particles as the order
of the moment considered. In fact, the so-called “dual” particles follow the same interaction rules of
the original system, which is what gives the name “self-duality”.
As a consequence of the self-duality, the equations governing the evolution of the higher order
fields are linear and, moreover, no replacement lemmas (see e.g. [20]) are required in order to close the
corresponding equations. Nevertheless, for the purpose of deriving rigorous scaling limits, we first
provide an expansion of the objects determining the evolution of the fields of order k ∈ N in terms
of higher order fields of order at most 2k, and, then, reconstruct from there the limiting evolution. In
this sense, we claim that the higher order fields and, in particular, the decompositions that we present
here offer a framework which fits the study of more general “non-linear” (i.e. for which self-duality
does not hold) interacting particle systems, such as zero-range processes as well asymmetric models,
for which higher order replacement lemmas present a main challenge.
Our main results on the k-th order fields can be summarized as follows. For the hydrodynamic
limit, the particle interaction vanish on the macroscopic scale, and the corresponding hydrodynamic
equation becomes the tensorization of k copies of the same deterministic linear heat equation. This
result is valid for any initial distribution of particles which satisfies (a) a k-th order weak law of large
numbers and (b) a uniform bound for the factorial moments. In particular, we do not assume the
initial distribution to be a local Gibbs state in product form. As for the equilibrium fluctuations, we
prove convergence, as N goes to infinity, of the fluctuations of orderN−d/2 to a k-dimensional Gauss-
ian generalized Ornstein-Uhlenbeck process with tensorized drift and white noise with deterministic
quadratic variation. Here, as in the case of equilibrium fluctuations for the first order empirical den-
sity fields ([20, §11]), the particle interaction appears as mobility coefficient in the limiting generalized
Ornstein-Uhlenbeck equations.
Our work takes inspiration from the seminal papers [1, 15, 3] (see also [5]), in which different observ-
ables and limit theorems for higher order fields of particle systems are considered. More specifically,
the authors of [3], motivated by the recent study on orthogonal polynomial dualities (see e.g. [10, 26]),
study the asymptotic behavior of order N−kd/2 equilibrium fluctuations for the k-th order fields, un-
veiling a recursive structure in the quadratic variation of the noise involving equilibrium fluctuations
of orderN−kd/2+d/2. In particular, while for the case of k = 1 corresponding to empirical density fields
the two notions of equilibrium fluctuations—-and, hence, the two results—-coincide, they become
two distinct objects as soon as k ≥ 2. As we explain in Section 3.2.1 below, the difference between the
orders of the fluctuations considered in this paper and in [3] originates from the different procedure
employed to “center” the higher order fields; in particular, this consideration opens the possibility of
studying fluctuations of intermediate orders.
On the one hand, compared to the setting in [1, 15], our higher order fields correspond, roughly
speaking, to k-fold tensor products of first order fields. As already mentioned, the dynamics of the
interacting particle produces a coupling effect between the k components of the k-th order fields. On
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the other hand, the quadratic fields studied in [1, 15]—-which work specifically with simple exclu-
sion processes—-are defined, approximately, as squares of first order fields. Hence, from our second
order fields one recovers such quadratic fields by considering only degenerate test functions suitably
approximating Dirac masses supported “on the diagonal”. This correspondence naturally extends to
higher order fields and powers thereof, and is facilitated through the choice of test functions supported
on hyperplanes in the Euclidean space. In any case, due to the singularity of these test functions, none
of the results we consider here straightforwardly translates to the context of [1, 15], and vice versa.
The rest of the paper is organized as follows. In Section 2, we set up the notation recurring through-
out the paper; present definitions and properties of higher order fields (Section 2.1); and introduce the
“linear” interacting particle systems under consideration (Section 2.2). In Section 3 we present our two
main results on higher order hydrodynamics (Section 3.1) and equilibrium fluctuations (Section 3.2).
Their proofs are detailed, respectively, in Section 4 and Section 5. Finally, Appendix A andAppendix B
contain some extra material integrating Section 2 on the construction of the infinite particle systems
and a discussion on the space of test functions considered, respectively.
2. SETTING AND NOTATION
In this section, we introduce, first, the higher order fields and, then, the particle systemswe consider
in this paper. In both cases, we discuss and prove some of their basic properties. We emphasize that the
content of Section 2.1 below is independent of the specific dynamics imposed on the particle system.
Some of the notation we will employ all throughout the paper is schematically presented below: for
k, ℓ ∈ N with ℓ ≤ k, letting Zd denote the d-dimensional Euclidean lattice and
x = (x1, . . . , xk) ∈ (Z
d)k , y = (y1, . . . , yℓ) ∈ (Z
d)ℓ ,
we define
[k] := {1, . . . , k} , [k]0 := {0, 1, . . . , k}
x :y := (x1, . . . , xk, y1, . . . , yℓ) ∈ (Zd)k+ℓ
x
y
i := (x1, . . . , xi−1, y, xi+1, . . . , xk)
x̂{i1,...,iℓ} := (x1, . . . , xi1−1, xi1+1, . . . , xiℓ−1, xiℓ+1, . . . , xk)
while, if Σk stands for the set of permutations of k indices and ς ∈ Σk,
ςx := (xς(1), . . . , xς(k)) .
2.1. Higher order fields. Let us start by introducing the particle system higher order fields or, shortly, the
higher order fields, in terms of joint factorial moments of the particle configurations. For this purpose,
let NZ
d
0 = {0, 1, . . .}
Zd denote the set of configurations with η(x) indicating the number of particles at
site x ∈ Zd for the configuration η ∈ NZ
d
0 . Then, for all k ∈ N, N ∈ N and η ∈ N
Zd
0 , the k-th order field
X(k)N associated with η ∈ NZ
d
0 is given by
X(k)N :=
1
Nkd
∑
x∈(Zd)k
δ x
N
[η]x =
1
Nkd
∑
x1
· · ·
∑
xk
δx1
N
⊗ · · · ⊗ δxk
N
[η](x1,...,xk) , (2.1)
where δ x
N
denotes the Dirac measure on xN ∈
(Zd)k
N , while [η]x ≥ 0 stands for the following joint falling
factorial of η =
{
η(x) : x ∈ Zd
}
∈ NZ
d
0 :
[η]x = [η](x1,...,xk) := η(x1)
(
η(x2)− 1{x2=x1}
)
· · ·
η(xk)− k−1∑
j=1
1{xk=xj}
 . (2.2)
Above and in what follows, when the range of the summands is not indicated (as on the r.h.s. of (2.1))
it is understood that the summations run over Zd; an analogous convention will hold for suprema (see
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e.g. (4.11)–(4.12) below). We note that, for the particular choice k = 1, the field in (2.1) corresponds to
the most standard empirical density field ([8]) for the configuration η ∈ NZ
d
0 :
X(1)N :=
1
Nd
∑
x
δ x
N
η(x) . (2.3)
Remark 1 (AN EQUIVALENT DEFINITION). The higher order field X(k)N in (2.1) also arises as empirical
measure of distinct k-tuples of particles from the configuration η ∈ NZ
d
0 as in e.g. [28, Remark 2.3.1]. More
specifically, let us consider a (possibly infinite) configuration η ∈ NZ
d
0 and let x = (x1, x2, . . .) ∈ (Z
d)I denote a
configuration of labeled particles (with labels i ∈ I ⊆ N) “compatible” with η ∈ NZ
d
0 , i.e. η(x) =
∑
i∈I 1{xi=x}
for all x ∈ Zd. Then,
X(k)N =
1
Nkd
∑
{i1,...,ik}⊆I
i1,...,ik distinct
δxi1
N
⊗ · · · ⊗ δxik
N
. (2.4)
To rigorously define higher order fields, let, for all k ∈ N, S(k) := ⊗ki=1S(R
d) = S(Rkd) be the k-
tensor product of the Schwarz space S(Rd) of smooth and rapidly decreasing functions on Rd, with
(S(k))′ denoting its strong topological dual. We will employ the notation 〈·, ·〉 for the dual pairing
between elements in S(k) and elements in (S(k))′: for all G ∈ S(k) and X ∈ (S(k))′,
〈G,X〉 = X(G) .
A sufficient condition to ensure that the higher order fields take values in the space of tempered
distributions is to restrict the set of particle configurations. To this aim, we introduce the set of config-
urations growing at infinity at most polynomially, i.e.⋃
m,n∈N
Xm,n :=
⋃
m,n∈N
{
η ∈ NZ
d
0 : η(x) ≤ m (1 + |x|)
n for all x ∈ Zd
}
. (2.5)
Then, the k-th order field X(k)N associated with any of such configurations is clearly an element of
(S(k))′.
Let us further observe that [η]x is invariant under permutation of the indices of x = (x1, . . . , xk) ∈
(Zd)k, i.e., for all ς ∈ Σk and x ∈ (Zd)k,
[η]ςx = [η]x . (2.6)
As a consequence, for all G ∈ S(k), we have
〈G,X(k)N 〉 = 〈Gsym,X(k)N 〉 ,
where
Gsym :=
1
k!
∑
ς∈Σk
G ◦ ς . (2.7)
Moreover, all definitions above trivially extend to the case k = 0 by setting
(Zd)0 := {∅} , S(0) := {G : {∅} → R} ,
and X(0)N such that
〈G,X(0)N 〉 = G(∅)
holds for all η ∈ NZ
d
0 , G ∈ S
(0) and N ∈ N.
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2.1.1. Products of higher order fields. The following basic formula provides an expansion of products of
projections of higher order fields or, shortly, “products of higher order fields”. This latter terminology
is imprecise. Indeed, we do not consider products of elements X(k)N and X(ℓ)N in (S(k))′ and (S(ℓ))′,
respectively, but rather products between their projections 〈G,X(k)N 〉 and 〈H,X(ℓ)N 〉, for someG ∈ S(k)
andH ∈ S(ℓ). In the remainder of this section, η ∈
⋃
m,n∈NXm,n ⊆ N
Zd
0 and the associated higher order
fields are fixed.
Lemma 1 (PRODUCTS OF HIGHER ORDER FIELDS). Let k, ℓ ∈ N with ℓ ≤ k and G ∈ S(k), H ∈ S(ℓ). Then,
for all N ∈ N, we have
〈G,X(k)N)〉 〈H,X(ℓ)N 〉 =
ℓ∑
h=0
1
Nhd
〈{G⊗H}(k+ℓ−h) ,X(k+ℓ−h)N 〉 , (2.8)
where, for all h ∈ [ℓ]0, {G⊗H}
(k+ℓ−h) ∈ S(k+ℓ−h) satisfies
〈{G⊗H}(k+ℓ−h) ,X(k+ℓ−h)N 〉 =
1
Nkd+ℓd−hd
∑
x∈(Zd)k
∑
y∈(Zd)ℓ
G( xN )H(
y
N ) {η|(x,y)}
(k+ℓ−h) , (2.9)
with, for given x ∈ (Zd)k and y ∈ (Zd)ℓ,
{η|(x,y)}(k+ℓ−h) :=
∑
J⊆[ℓ]
|J |=h
[η]x : ŷJ
∑
i:J→[k]
one-to-one
∏
j∈J
1{yj=xij }
. (2.10)
Proof. In what follows, anytime we have a denominator, the corresponding summations is meant to
run only over the sites of Zd for which the denominator is non-zero. Hence,
〈G,X(k)N)〉 〈H,X(ℓ)N 〉
=
1
Nkd+ℓd
∑
x∈(Zd)k
∑
y∈(Zd)ℓ
G( xN )H(
y
N ) [η]x [η]y
=
1
Nkd+ℓd
∑
x1
· · ·
∑
xk
G(x1N , . . . ,
xk
N )
∑
y1
[η](x1,...,xk) η(y1)
∑
y2
· · ·
∑
yℓ
H(y1N , . . . ,
yℓ
N )
[η](y1,...,yℓ)
η(y1)
=
1
Nkd+ℓd
∑
x1
· · ·
∑
xk
∑
y1
G(x1N , . . . ,
xk
N ) [η](x1,...,xk,y1)
∑
y2
· · ·
∑
yℓ
H(y1N , . . . ,
yℓ
N )
[η](y1,...,yℓ)
η(y1)
+
k∑
i1=1
1
Nkd+ℓd
∑
x1
· · ·
∑
xk
G(x1N , . . . ,
xk
N ) [η](x1,...,xk)
∑
y2
· · ·
∑
yℓ
H(
xi1
N ,
y2
N , . . . ,
yℓ
N )
[η](xi1 ,y2,...,yℓ)
η(xi1)
, (2.11)
where the last identity is a consequence of
η(y1) =
(
η(y1)−
k∑
i1=1
1{y1=xi1}
)
+
k∑
i1=1
1{y1=xi1}
and the definition of [η]x in (2.2). As a consequence of the following two identities
[η](x1,...,xk,y1)
[η](y1,...,yℓ)
η(y1)
= [η](x1,...,xk,y1,y2)
[η](y1,...,yℓ)
η(y1)
(
η(y2)− 1{y2=y1}
)
+
k∑
i2=1
[η](x1,...,xk,y1)
[η](y1,xi2 ,y3,...,yℓ)
η(y1)
(
η(xi2)− 1{xi2=y1}
)
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and, for all i1 ∈ {1, . . . , k},
[η](x1,...,xk)
[η](xi1 ,y2,...,yℓ)
η(yxi1 )
= [η](x1,...,xk,y2)
[η](xi1 ,y2,...,yℓ)
η(yxi1 )
(
η(y2)− 1{y2=xi1}
)
+
k∑
i2=1
i2 6=i1
[η](x1,...,xk)
[η](xi1 ,xi2 ,y3,...,yℓ)
η(xi1)
(
η(xi2)− 1{xi2=xi1}
) ,
we further write the expression in (2.11) as follows:
〈G,X(k)N)〉 〈H,X(ℓ)N 〉
=
1
Nkd+ℓd
∑
x1
· · ·
∑
xk
∑
y1
∑
y2
G(x1N , . . . ,
xk
N ) [η](x1,...,xk,y1,y2)
×
∑
y3
· · ·
∑
yℓ
H(y1N , . . . ,
yℓ
N )
[η](y1,...,yℓ)
η(y1)
(
η(y2)− 1{y2=y2}
)
+
1
Nd
k∑
i1=1
1
Nkd+ℓd−d
∑
x1
· · ·
∑
xk
∑
y2
G(x1N , . . . ,
xk
N ) [η](x1 ,...,xk,y2)
×
∑
y3
· · ·
∑
yℓ
H(
xi1
N ,
y2
N , . . . ,
yℓ
N )
[η](xi1 ,y2,...,yℓ)
η(yxi1 )
(
η(y2)− 1{y2=xi1}
)
+
1
Nd
k∑
i2=1
1
Nkd+ℓd−d
∑
x1
· · ·
∑
xk
∑
y1
G(x1N , . . . ,
xk
N ) [η](x1 ,...,xk,y1)
×
∑
y3
· · ·
∑
yℓ
H(y1N ,
xi2
N ,
y3
N , . . . ,
yℓ
N )
[η](y1,xi2 ,y3,...,yℓ)
η(y1)
(
η(xi2)− 1{xi2=y1}
)
+
1
N2d
k∑
i1=1
k∑
i2=1
i2 6=i1
1
Nkd+ℓd−2d
∑
x1
· · ·
∑
xk
G(x1N , . . . ,
xk
N ) [η](x1,...,xk)
×
∑
y3
· · ·
∑
yℓ
H(
xi1
N ,
xi2
N ,
y3
N , . . . ,
yℓ
N )
[η](xi1 ,xi2 ,y3,...,yℓ)
η(xi1)
(
η(xi2)− 1{xi2=xi1}
) .
We note that, by the same arguments used so far, each of the four terms in the r.h.s. above may be
further split into two terms: one which keeps the same number of sums over Zd and another one
consisting of an additional sum over i3 ∈ {1, . . . , k} which “replaces” the sum
∑
y3
. By iterating for a
finite number of steps this procedure to all such terms, we get the final result. 
We remark that {G ⊗ H}(k+ℓ−h) may be explicitly recovered by rearranging the sums in (2.9) and
using the definition in (2.10); however, wewill not need this explicit expression in what follows. More-
over, {G⊗H}(k+ℓ−h) ∈ S(k+ℓ−h) because all Schwartz spaces are closed under pointwisemultiplication.
We end this section by stating some properties of the functions {G⊗H}(k+ℓ−h) and {η|(x,y)}(k+ℓ−h),
which will be invoked in the proof of Theorem 1 below. We omit their proofs as they follow at once
from the definitions given in the statement of Lemma 1 and the permutation invariance (2.6).
Proposition 1. Let us keep the same notation as in the statement of Lemma 1. Then,
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(1) For h = 0, the function {G⊗H}(k+ℓ−h) coincides with the usual tensor product ⊗ : S(k) × S(ℓ) →
S(k+ℓ), i.e., for all u = (u1, . . . , uk, uk+1, . . . , uk+ℓ) ∈ (R
d)k+ℓ,
{G⊗H}(k+ℓ) (u1, . . . , uk, uk+1, . . . , uk+ℓ) = G(u1, . . . , uk)H(uk+1, . . . , uk+ℓ)
= (G⊗H) (u1, . . . , uk, uk+1, . . . , uk+ℓ) .
Analogously,
{η|(x,y)}(k+ℓ) = [η]x:y .
(2) For all h ∈ [ℓ]0 and for all x ∈ (Zd)k, the following function
gx(y) := {η|(x,y)}
(k+ℓ−h)
is invariant under permutation of the indices of y ∈ (Zd)ℓ, i.e., for all ς ∈ Σℓ and y ∈ (Z
d)ℓ,
gx(y) = gx(ςy) .
(3) For all h ∈ [ℓ]0, the following function
f(x) :=
1
Nkd−ℓd
∑
y∈(Zd)ℓ
H( yN ) {η|(x,y)}
(k+ℓ−h)
is invariant under permutation of the indices of x ∈ (Zd)k, i.e., for all ς ∈ Σk and x ∈ (Z
d)k,
f(x) = f(ςx) .
2.2. Interacting particle systems. Let us introduce three “linear” interacting particle systems—-the
symmetric exclusion process (SEP), a system of independent random walkers (IRW), and the symmetric inclu-
sion process (SIP)—-for which we study scaling limits of the associated higher order fields. “Linearity”
for these infinite particle systems corresponds to a notion of “duality” which allows the description of
the evolution of suitable weighted factorial moments of the occupation variables in terms of a closed
system of linear evolution equations. Such a duality property will, in turn, yield linear lattice SPDEs
for the corresponding higher order fields.
For allN ∈ N, the dynamics of the infinite particle systemswe consider is described by the operator
LN , whose action on local functions f : NZ
d
0 → R reads as follows:
LNf(η) :=
∑
x
∑
y
1{|x−y|=1}N
2
{
η(x) (α+ ση(y)) (f(ηx,y)− f(η))
+ η(y) (α+ ση(x)) (f(ηy,x)− f(η))
}
, (2.12)
where σ ∈ {−1, 0, 1} and
ηx,y(z) :=

η(x) − 1 if z = x and η(x) > 0
η(y) + 1 if z = y
η(z) otherwise
indicates the configuration obtained from η ∈ NZ
d
0 by removing a particle from x ∈ Z
d (if any) and
placing it at y ∈ Zd. We incorporate a factor N2 on the r.h.s. in (2.12), which, together with the space
rescaling by N−1 included in the definition of higher order fields, yields a diffusive space-time rescal-
ing of the microscopic particle system. We further note that for local functions f : NZ
d
0 → R, i.e.
functions which depend on η ∈ NZ
d
0 only through finitely many variables {η(x) : x ∈ Z
d}, the r.h.s. in
(2.12) reduces to a finite summation. Moreover, we assume α ∈ N, while the parameter σ ∈ {−1, 0, 1}
corresponds to three different types of particle interaction, namely exclusion (σ = −1), inclusion (σ = 1)
and no interaction (σ = 0). For notational convenience, we shall suppress the symbol σ in what fol-
lows.
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In order to ensure non-negative rates and non-explosiveness of the infinite particle systems, we
need to restrict the set of configurations η ∈ NZ
d
0 from which we start the dynamics. We refer, for each
choice of σ ∈ {−1, 0, 1}, to X as the subset of “admissible” particle configurations. When σ = −1, the
exclusion dynamics must be clearly restricted to the subset of configurations with at most α ∈ N parti-
cles per site. For σ ∈ {0, 1}, we show in Appendix A below that the infinite particle systemMarkovian
dynamics is well-defined for all times and is fully supported on the subset of configurations growing
at most polynomially defined in (2.5). More precisely, if
X =
{
Xα,0 if σ = −1⋃
m,n∈NXm,n if σ ∈ {0, 1} ,
(2.13)
then the operator LN given in (2.12) generates a Markovian dynamics on the state space X .
For all probability measures µ on NZ
d
0 and local functions f : X → R, let Eµ [f(η)] denote the
expectation of f w.r.t. µ. We recall from e.g. [5] that, for each choice of σ ∈ {−1, 0, 1}, the infinite
particle system with generator LN admits a one-parameter family of reversible product measures
{µϑ : ϑ ∈ Θ} = {⊗x∈Zd νx,ϑ : ϑ ∈ Θ} (2.14)
with
Θ :=
{
[0, 1] if σ = −1
[0,∞) if σ ∈ {0, 1} ,
and νx,ϑ :=

Bin(α, ϑ) if σ = −1
Poisson(αϑ) if σ = 0
NegBin(α, ϑ) if σ = 1 ,
(2.15)
where the parametrization above is such that, for all σ ∈ {−1, 0, 1}, ϑ ∈ Θ and x ∈ Zd,
Eµϑ [η(x)] = αϑ and Eµϑ
[
(η(x)− αϑ)2
]
= αϑ(1 + σϑ) .
We remark that µϑ is fully supported on X for all ϑ ∈ Θ. Indeed, while this is clearly the case for
σ = −1, for the case σ ∈ {0, 1}, a standard Borel-Cantelli argument (cf. e.g. [8, p. 15]) shows, more
generally, that any probability measure µ on NZ
d
0 such that
sup
x∈Zd
Eµ [η(x)] <∞ ,
is fully supported on the subset of configurations growing at infinity at most polynomially.
2.2.1. Dual processes and duality relations. In this section, we introduce the dual processes and duality
relations for the infinite particle systems with generator LN defined in (2.12) above. In particular, for
all choices of σ ∈ {−1, 0, 1}, the dual process consists in a finite particle system, in which the particles
undergo the same interaction rules as their infinite analogues. More precisely, let k ∈ N and consider
the following operator A(k)N given, for all functions f : (Zd)k → R, as
A(k)Nf(x) :=
k∑
i=1
A
(k)N
i f(x) + σ
k∑
i=1
k∑
j=1
B
(k)N
i,j f(x) , (2.16)
where, for all i, j ∈ {1, . . . , k},
A
(k)N
i f(x) :=
∑
yi
1{|yi−xi|=1}N
2α (f(xyii )− f(x
xi
i )) (2.17)
and
B
(k)N
i,j f(x) = 1{|xi−xj |=1}N
2
(
f(x
xj
i )− f(x
xi
i )
)
. (2.18)
Although the operator A(k)N is not, in general, a Markov generator because for the case σ = −1
the rates are not necessarily non-negative and because we have not specified the function space on
which the operator acts, formally, the dynamics described by A(k)N consists of a non-interacting part,
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corresponding to the operators A(k)Ni , and an interacting one only if σ 6= 0, corresponding to the
operators B(k)Ni,j . In particular, while no restriction on the set of labeled particle configurations is
required when σ ∈ {0, 1}, for the case σ = −1we discard from (Zd)k the subset (Zd)k∗ given by
(Zd)k∗ :=
{
x ∈ (Zd)k : sup
x∈Zd
k∑
i=1
1{xi=x} > α
}
.
As a standard detailed balance computation shows, for all σ ∈ {−1, 0, 1}, the operator A(k)N is self-
adjoint in ℓ2π((Z
d)k), where π denotes the (infinite) measure on (Zd)k given, for all x ∈ (Zd)k, by
π(x) := α
(
α+ σ1{x2=x1}
)
· · ·
α+ σ k−1∑
j=1
1{xk=xj}
 .
In particular, we observe that π(x) = 0 if both σ = −1 and x ∈ (Zd)k∗ , while π(x) > 0 otherwise.
Moreover, for all k ∈ N,
π¯(k) := sup
x∈(Zd)k
π(x) <∞ . (2.19)
As an immediate consequence, for all f, g : (Zd)k → R for which both sides below are finite, we have∑
x∈(Zd)k
g(x)A(k)Nf(x)π(x) =
∑
x∈(Zd)k
A(k)Ng(x) f(x)π(x) , (2.20)
andA(k)N is a boundedMarkov generator as an operator in ℓ∞π ((Z
d)k), giving rise, for all σ ∈ {−1, 0, 1},
to a well-defined countable state space Markov process. We let {Xx,Nt : t ≥ 0}, resp. P̂
N
x and Ê
N
x , de-
note such Markov process on (Zd)k ((Zd)k \ (Zd)k∗ if σ = −1) with generator A
(k)N when started from
x ∈ (Zd)k ((Zd)k \ (Zd)k∗ if σ = −1), resp. its probability law and corresponding expectation.
We recall from e.g. [12] (see also [23, §VIII.1] and [8, §6.3] for SEP (σ = −1) and [8, §2.9.2] for
IRW (σ = 0)) that, for all σ ∈ {−1, 0, 1} and for all k ∈ N, the processes associated with the Markov
generatorsLN and A(k)N are dual. More precisely, let us define the following functionD : (Zd)k×X →
R, for all x ∈ (Zd)k and η ∈ X , as
D(x, η) :=
[η]x
π(x)
.
Then, the functionD(x, η) is a duality function for the processes associated with the Markov generators
LN and A(k)N , i.e. the following duality relation
A(k)ND(·, η)(x)π(x) = LND(x, ·)(η)π(x) (2.21)
holds for all x ∈ (Zd)k and η ∈ X . We note that D(x, ·) : X → R is a local function for all x ∈ (Zd)k,
hence, both sides in (2.21) reduce to finite summations; moreover, if σ = −1 and x ∈ (Zd)k∗ , both
sides equal zero. Note that the unlabeled version of the particle system {Xx,Nt : t ≥ 0} is Markov
with generator LN . For this reason, the duality relation (2.21) between the labeled and the unlabeled
versions of the same particle system represents an instance of self-duality.
3. MAIN RESULTS
3.1. Higher order hydrodynamic limit. In this section we present our first main result concerning the
hydrodynamic limit for higher order fields of linear interacting particle systems. For this purpose, let
us first introduce some notation.
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For all choices of σ ∈ {−1, 0, 1}, for all N ∈ N and for all probability measures µN on X , PN
µN
and
E
N
µN
indicate the probability law and the corresponding expectation of the Markov process with state
space X and with generator LN given in (2.12) (see also Appendix A). Let{
ηNt : t ≥ 0
}
(3.1)
denote such Markov process. Then, we introduce, for all k ∈ N, the following (S(k))′-valued stochastic
process {
X
(k)N
t : t ≥ 0
}
, (3.2)
given, for all t ≥ 0 and G ∈ S(k), by
〈G,X
(k)N
t 〉 =
1
Nkd
∑
x∈(Zd)k
G( xN ) [η
N
t ]x .
For notational convenience, we will not distinguish between the probability laws and expectations of
the two processes in (3.1) and (3.2).
Before presenting the statement of the main theorem of this section, we need the following defini-
tion.
Definition 1 (WEAK LAW OF LARGE NUMBERS AT THE INITIAL TIME). Let σ ∈ {−1, 0, 1}, k ∈ N and a
sequence of probability measures
{
µN : N ∈ N
}
on X be given. We say that a law of large numbers at the initial
time for
{
µN : N ∈ N
}
with profile γ¯(k) ∈ (S(k))′ holds if, for all δ > 0 and G ∈ S(k), we have
P
N
µN
(∣∣∣〈G,X(k)N0 〉 − 〈G, γ¯(k)〉∣∣∣ > δ) −→
N→∞
0 .
Theorem 1 (HYDRODYNAMIC LIMIT). Let k ∈ N be fixed and, for all σ ∈ {−1, 0, 1}, let
{
µN : N ∈ N
}
be a
sequence of probability measures on X satisfying the following two assumptions:
(a) A weak law of large numbers at the initial time for
{
µN : N ∈ N
}
with profile γ¯(k) ∈ (S(k))′ holds.
(b) There exists a constant ϑ ∈ Θ such that, for all ℓ ∈ N, x ∈ (Zd)ℓ and N ∈ N, we have
EµN [[η]x] ≤ ϑ
ℓπ(x) .
Then the following convergence in law in the Skorokhod space of tempered distribution-valued trajectories
D([0,∞), (S(k))′) (see e.g. [19]) {
X
(k)N
t : t ≥ 0
}
=⇒
N→∞
{
γ
(k)
t : t ≥ 0
}
(3.3)
holds, where
{
γ
(k)
t : t ≥ 0
}
is the unique deterministic solution in C([0,∞), (S(k))′), the space of continuous
(S(k))′-valued trajectories (see. e.g. [19]), of the following identity:
〈G, γ
(k)
t 〉 = 〈G, γ¯
(k)〉+
∫ t
0
〈A(k)G, γ(k)s 〉ds , t ≥ 0 , G ∈ S
(k) , (3.4)
where A(k) : S(k) → S(k) is the linear, bounded operator given by
A(k)G :=
k∑
i=1
A
(k)
i G :=
k∑
i=1
α
2∆
(k)
i G , (3.5)
with∆
(k)
i G denoting the Laplacian of G ∈ S
(k) w.r.t. the i-th coordinate in (Rd)k = Rd × · · · × Rd.
The proof of Theorem 1 is given in Section 4 below. Let us collect now some immediate observations
on the assumptions (a) and (b) in Theorem 1:
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(i) Assumption (b) is redundant for the case σ = −1 because of the a.s. uniform bound on the
maximal number of particles per site. Indeed, the choice ϑ = 1 would suffice. Nonetheless,
for the sake of notational convenience, we decide to state this condition for all choices of σ ∈
{−1, 0, 1}.
(ii) For σ ∈ {0, 1}, assumption (b) implies, in particular, that all measures
{
µN : N ∈ N
}
are fully
supported on the subset of admissible configurations X (cf. Section 2.2).
(iii) Let us recall the definitions (2.14) and (2.15). Then, for all σ ∈ {−1, 0, 1}, the local Gibbs product
measures {
µN : N ∈ N
}
=
{
⊗x∈Zd νx,ϑ( xN ) : N ∈ N
}
(3.6)
associated with the bounded function ϑ : Rd → Θ satisfy assumption (b) in view of the follow-
ing well-known formula on the factorial moments of Binomial, Poisson and Negative-Binomial
distributions: for all ℓ ∈ N, x ∈ (Zd)ℓ and N ∈ N,
EµN [[η]x] =
(
k∏
i=1
ϑ(xiN )
)
π(x) .
If, additionally, the function ϑ : Rd → Θ is piecewise continuous, then Theorem 1 holds: the
corresponding local Gibbs measures in (3.6) also satisfy assumption (a) with profile γ¯(k)(du) =
⊗ki=1 αϑ(u)du absolutely continuous w.r.t. the (d×k)-dimensional Lebesguemeasure and such
that, for all G = ⊗ki=1 gi ∈ S
(k),
〈G,⊗ki=1 (αϑ(·)du)〉 =
k∏
i=1
{∫
Rd
gi(u)αϑ(u)du
}
.
As a particular instance, taking ϑ : Rd → Θ constant, from (3.6) we recover the reversible
product measure µϑ and, as deterministic limit in (3.3), we obtain the stationary solution of
(3.4) given, for all G = ⊗ki=1 gi ∈ S
(k), by
〈G, γ
(k)
t 〉 =
k∏
i=1
{∫
Rd
gi(u)αϑdu
}
for all t ≥ 0.
(iv) By keeping the same notation as in Section 2.2.1, because of duality (2.21) and Tonelli’s theorem,
the upper bound in assumption (b) holds at any later time t > 0: for all σ ∈ {−1, 0, 1}, ℓ ∈ N
and x ∈ (Zd)ℓ,
E
N
µN
[
[ηNt ]x
]
= ENµN
[
[ηNt ]x
π(x)
]
π(x) = ÊNx
EµN
[
[η]
X
x,N
t
]
π(Xx,Nt )
π(x) ≤ ϑℓπ(x) ≤ ϑℓπ¯(ℓ) . (3.7)
3.2. Higher order equilibrium fluctuations. Let us present our second main result concerning equi-
librium fluctuations for higher order fields around their hydrodynamic limit. Let us recall from (2.14)
the definition of the reversible product measures {µϑ : ϑ ∈ Θ} for the interacting particle systems with
generator LN given in (2.12). Then, for all k ∈ N, N ∈ N and ϑ ∈ Θ, we introduce{
Y
(k,ϑ)N
t : t ≥ 0
}
∈ D([0,∞), (S(k))′) (3.8)
as the field given in terms of {X(k)Nt : t ≥ 0}, for all G ∈ S
(k) and t ≥ 0, by
〈G,Y
(k,ϑ)N
t 〉 = N
d/2
(
〈G,X
(k)N
t 〉 − E
N
µϑ
[
〈G,X
(k)N
t 〉
])
. (3.9)
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We call these fields the k-th order fluctuation fields associated with ϑ ∈ Θ. Let us keep the same notation
as in Theorem 1 and observe that, for {µN : N ∈ N} = µϑ and for all k ∈ N, Theorem 1 applies,
yielding a (weak) law of large numbers for the higher order fields {X(k)N· : N ∈ N}. In the following
theorem, whose proof is postponed to Section 5 below, we characterize the fluctuations of such fields
by studying the limiting evolution of the stochastic processes given in (3.8)–(3.9).
Theorem 2 (EQUILIBRIUM FLUCTUATIONS). For each choice of σ ∈ {−1, 0, 1}, for all k ∈ N and ϑ ∈ Θ, we
have the following convergence in distribution in D([0,∞), (S(k))′){
Y
(k,ϑ)N
t : t ≥ 0
}
=⇒
N→∞
{
Y
(k,ϑ)
t : t ≥ 0
}
, (3.10)
where {Y
(k,ϑ)
t : t ≥ 0} ∈ C([0,∞), (S
(k))′) denotes the stationary Gaussian process with distribution P(k,ϑ)
and corresponding expectation E(k,ϑ), and is uniquely characterized by the following properties:
• The distribution of Y
(k,ϑ)
0 ∈ (S
(k))′ is centered Gaussian with covariances given, for all product test
functions G = ⊗ki=1 gi andH = ⊗
k
i=1 hi ∈ S
(k), by
E(k,ϑ)
[
〈G,Y
(k,ϑ)
0 〉〈H,Y
(k,ϑ)
0 〉
]
(3.11)
=
k∑
i=1
k∑
j=1
{∫
Rd
gi(u)hj(u)αϑ(1 + σϑ)du
} k∏
l=1
l 6=i
{∫
Rd
gl(u)αϑdu
} k∏
l′=1
l′ 6=j
{∫
Rd
hl′(u)αϑdu
}
.
• For all G ∈ S(k), both continuous stochastic processes {〈G,M
(k,ϑ)
t 〉 : t ≥ 0} and {N
(k,ϑ)
t (G) : t ≥ 0}
defined, respectively, for all t ≥ 0, as
〈G,M
(k,ϑ)
t 〉 := 〈G,Y
(k,ϑ)
t 〉 − 〈G,Y
(k,ϑ)
0 〉 −
∫ t
0
〈A(k)G,Y(k,ϑ)s 〉ds (3.12)
and
N
(k,ϑ)
t (G) :=
(
〈G,M
(k,ϑ)
t 〉
)2
− tU(k,ϑ)(G) (3.13)
are integrable P(k,ϑ)-martingales, where U(k,ϑ)(G) is deterministic, non-negative and given by
U(k,ϑ)(G) =
k∑
i=1
k∑
j=1
U
(k,ϑ)
{i,j} (G) , (3.14)
with, for G = ⊗ki=1 gi ∈ S
(k),
U
(k,ϑ)
{i,j} (G) :=
{∫
Rd
∇gi(u) · ∇gj(u)α
2ϑ(1 + σϑ)du
}
×
k∏
l=1
l 6=i
{∫
Rd
gl(u)αϑdu
} k∏
l′=1
l′ 6=j
{∫
Rd
gl′(u)αϑdu
}
. (3.15)
Remark 2 (COVARIANCE STRUCTURE). The form of the covariations in (3.11) are reminiscent of that of inner
products in the space of tensor powers of S(1). Indeed, for all G = ⊗ki=1 gi ∈ S
(k) and H = ⊗ki=1 hi ∈ S
(k),
the structure of (3.11) resembles that of the permanent of the matrix ((gi, hj))ki,j=1 (see e.g. [4, Exercise I.5.5]),
suitably rescaled by the mobility. We refer to [24] for further references on permanents and their use in quantum
field theory. Let us further observe that an analogous structure appears in the predictable quadratic variation
U(k,ϑ)(G) in (3.14)–(3.15) withH1-inner products instead.
In particular, this connection with permanents and inner products in tensor product spaces explain not only
the non-negativeness of U(k,ϑ)(G), for allG ∈ S(k) and k ∈ N, but also the tensorized structure of the stationary
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Gaussian process {Y
(k,ϑ)
t : t ≥ 0}. Indeed, while the former is derived immediately from the Cauchy-Schwarz
inequality (see e.g. [24, §2.2]), the latter follows from the tensorized structures of the Gaussian initial condition
Y
(k,ϑ)
0 , the drift term on the r.h.s. of (3.12) determined byA
(k) = ⊕ki=1A
(k)
i , and the white noise {M
(k,ϑ)
t : t ≥ 0}
with predictable quadratic variations (3.14)–(3.15).
3.2.1. Comparison with Theorem 5.1 in [3]. Theorem 2 above should be interpreted as a result determin-
ing the Gaussian limiting behavior of the equilibrium fluctuations of order Nd/2 for the higher order
fields {X(k)N· : N ∈ N} associated with the linear interacting particle systems introduced in Section 2.2.
A related result has been recently established in [3], for the same particle systems, although the equi-
librium fluctuations considered there are of orderNkd/2. Such dissimilarity may be explained in terms
of different centering procedures used to define the k-th order fluctuation fields. Indeed, let us intro-
duce, for all k, ℓ ∈ N0, ℓ ≤ k, and N ∈ N the operator K(k : ℓ)N : S(k) → S(ℓ) given, for all x ∈ (Zd)ℓ,
by
K(k : ℓ)NG( xN ) :=
1
Nkd−ℓd
∑
y∈(Zd)k−ℓ
Gsym(x :yN )
π(x :y)
π(x)
.
Clearly, if ℓ = k, thenK(k : k)G = Gsym, while, if ℓ = 0, we have
Eµϑ
[
〈G,X(k)N 〉
]
= ϑk〈K(k : 0)NG,X(0)N 〉 ,
from which, by (3.9), we get
〈G,Y(k,ϑ)N 〉 = Nd/2
(
〈K(k : k)NG,X(k)N 〉 − ϑk〈K(k : 0)NG,X(0)N 〉
)
. (3.16)
On the other side, the k-th order fluctuation fields {Z(k,ϑ)Nt : t ≥ 0} ∈ D([0,∞), (S
(k))′) introduced in
[3, Eq. (30)] and defined in terms of orthogonal polynomial self-duality functions read as follows:
〈G,Z(k,ϑ)N 〉 = Nkd/2
k∑
ℓ=0
(
k
ℓ
)
(−ϑ)(k−ℓ)〈K(k : ℓ)NG,X(ℓ)N 〉 . (3.17)
Theorem 2 above and [3, Theorem 5.1] show that the different centering procedure employed in the
two definitions (3.16) and (3.17) is responsible for the difference in the size of the fluctuations (of order
N−d/2 and N−kd/2, respectively) and in the nature of the limiting predictable quadratic variations
associated with the corresponding Dynkin’s martingales (deterministic in Theorem 2, while stochastic
and in terms of lower order fluctuation fields in [3, Theorem 5.1]). These findings suggest that several
notions of equilibrium fluctuation fields—-each detecting fluctuations of order N−ℓd/2, ℓ ∈ [k], and
corresponding to different centerings—-are possible.
4. PROOF OF THEOREM 1
Before turning to the details of the proof of Theorem 1, we recall its main steps below.
First, by Dynkin’s formula for Markov processes, for all N ∈ N, t ≥ 0 and G ∈ S(k), we have
〈G,X
(k)N
t 〉 = 〈G,X
(k)N
0 〉+
∫ t
0
LN 〈G,X(k)Ns 〉ds+ 〈G,M
(k)N
t 〉 , (4.1)
with {M(k)Nt : t ≥ 0} a (S
(k))′-valued martingale with predictable quadratic covariations given, for all
G,H ∈ S(k) and t ≥ 0, by∫ t
0
{
LN
(
〈G,X(k)Ns 〉〈H,X
(k)N
s 〉
)
− 〈G,X(k)Ns 〉 L
N 〈H,X(k)Ns 〉 − 〈H,X
(k)N
s 〉 L
N 〈G,X(k)Ns 〉
}
ds .
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In view of the duality relation (2.21), for all N ∈ N, G ∈ S(k) and t ≥ 0, we have
LN 〈G,X
(k)N
t 〉 =
1
Nkd
∑
x∈(Zd)k
G( xN )L
N [ηNt ]x
=
1
Nkd
∑
x∈(Zd)k
G( xN )A
(k)N
(
[ηNt ]·
π(·)
)
(x)π(x) = 〈A(k)NG,X
(k)N
t 〉 ,
where in the last identity we have used (2.20) with1
A(k)NG( xN ) := A
(k)NG( ·N )(x) . (4.2)
Being the limiting process {γ(k)t : t ≥ 0} deterministic, Theorem 1 boils down to show, for all G ∈
S(k), T > 0 and δ > 0,
P
N
µN
(
sup
t∈[0,T ]
∣∣∣〈G,X(k)Nt 〉 − 〈G, γ(k)t 〉∣∣∣ > δ
)
−→
N→∞
0 , (4.3)
which, in view of both decompositions in (3.4) and (4.1), is equivalent to
P
N
µN
(
sup
t∈[0,T ]
∣∣∣∣(〈G,X(k)N0 〉 − 〈G, γ¯(k)〉)+ ∫ t
0
〈A(k)NG−A(k)G,X(k)Ns 〉ds+ 〈G,M
(k)N
t 〉
∣∣∣∣ > δ
)
−→
N→∞
0 .
(4.4)
For the purpose of proving (4.3), we consider test functions G ∈ S(k) in product form, i.e.
G = ⊗ki=1 gi with {gi : i = 1, . . . , k} ⊆ S
(1) ,
and show (4.3) for such functions; later, in Appendix B below, we explain how the existence of a pure
tensor product orthonormal basis in L2((Rd)k) spanning S(k), the nuclear structure of S(k) and a density
argument allow to complete the proof of Theorem 1.
The proof of (4.3) for product test functions reduces to the proof that each of the three terms be-
tween absolute value in (4.4) vanish as N → ∞ in a suitable sense. More specifically, by means of
Chebyshev’s and Cauchy-Schwarz inequalities,
sup
t≥0
E
N
µN
[(
〈A(k)NG−A(k)G,X
(k)N
t 〉
)2]
−→
N→∞
0 (4.5)
takes care of the term involving the time integral, while Chebyshev’s and Doob’s martingale inequali-
ties combined with
sup
t≥0
E
N
µN
[(
〈G,M
(k)N
t 〉
)2]
−→
N→∞
0 (4.6)
show that the martingale term in (4.4) vanish in the limit. The proofs of (4.5) and (4.6) are the contents
of, respectively, Sections 4.1 and 4.2 below. For all functions G ∈ S(k) for which (4.5) and (4.6) hold,
assumption (a) of Theorem 1, ensuring convergence at the initial time of the k-th order fields, yields
(4.3); in particular, assumption (a) does not play any role in the proof of both (4.5) and (4.6).
The proof of Theorem 1 ends by observing that the limit points are supported on C([0,∞), (S(k))′)
(the argument is standard since, due to Markovianity, particles jump one at the time, see e.g. [8, §2.7])
and that the deterministic solution of the degenerate martingale problem (3.4) is unique in this space
(see e.g. [16] with B ≡ 0 in Theorem 1.4).
1If necessary, the definition of A(k)NGmay be extended to (Rd)k \ ((Z/N)d)k so to guarantee linearity and boundedness
of A(k)N : S(k) → S(k).
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4.1. Proof of (4.5). In what follows, we fix k ∈ N and prove that, for all G = ⊗ki=1 gi ∈ S
(k) in product
form, (4.5) holds true. For this purpose, let us recall (2.16)–(2.18) and define
A
(k)N
i G(
x
N ) :=
α
2∆
(k)N
i G(
x
N ) := A
(k)N
i G(
·
N )(x) and B
(k)N
i,j G(
x
N ) := B
(k)N
i,j G(
·
N )(x) . (4.7)
In view of the definitions of the operatorsA(k)N andA(k) in (4.2) and (3.5), respectively, (4.5) follows
if, for all i, j ∈ {1, . . . , k} with i 6= j, both
sup
t≥0
E
N
µN
[(
〈A
(k)N
i G−A
(k)
i G,X
(k)N
t 〉
)2]
−→
N→∞
0 (4.8)
and
sup
t≥0
E
N
µN
[(
〈B
(k)N
i,j G,X
(k)N
t 〉
)2]
−→
N→∞
0 (4.9)
hold true. Let us start with the proof of (4.8).
Let us fix i ∈ [k]. By Lemma 1, we obtain, for all N ∈ N and t ≥ 0,
E
N
µN
[(
〈A
(k)N
i G−A
(k)
i G,X
(k)N
t 〉
)2]
=
k∑
ℓ=0
1
N ℓd
E
N
µN
[
〈{(A
(k)N
i G−A
(k)
i G)⊗ (A
(k)N
i G−A
(k)
i G)}
(2k−ℓ),X
(2k−ℓ)N
t 〉
]
.
We claim that, for each ℓ ∈ [k]0,
E
N
µN
[
〈{(A
(k)N
i G−A
(k)
i G)⊗ (A
(k)N
i G−A
(k)
i G)}
(2k−ℓ),X
(2k−ℓ)N
t 〉
]
−→
N→∞
0 (4.10)
holds. Indeed, let us first observe that the function FN := A(k)Ni G − A
(k)
i G is in product form and, if
we define
FN = ⊗ki=1 f
N
i with f
N
j :=
{
A(1)Ngi −A
(1)gi if j = i
gj if j 6= i ,
we have
lim sup
N→∞
1
Nd
∑
xj
|fNj (
xj
N )| <∞ and lim sup
N→∞
sup
xj
|fNj (
xj
N )| <∞ (4.11)
for all j ∈ [k], as well as
1
Nd
∑
xi
|fNi (
xi
N )| −→N→∞
0 and sup
xi
|fNi (
xi
N )| −→N→∞
0 , (4.12)
the latter being a consequence of the smoothness of gi ∈ S(1) and the approximation of the Laplacian
of gi by its discrete counterparts. By the definitions given in the statement of Lemma 1, we have∣∣∣ENµN [〈{FN ⊗ FN}(2k−ℓ),X(2k−ℓ)Nt 〉]∣∣∣
=
∣∣∣∣∣∣ 1Nkd
∑
x∈(Zd)k
FN ( xN )
1
Nkd−ℓd
∑
y∈(Zd)k
FN ( yN )E
N
µN
[
{ηNt |(x,y)}
(2k−ℓ)
]∣∣∣∣∣∣
≤ ϑ2k−ℓπ¯(2k−ℓ)
∑
J⊆[k]
|J |=ℓ
∑
l:J→[k]
one-to-one
1
Nkd
∑
x∈(Zd)k
∣∣FN ( xN )∣∣ 1Nkd−ℓd ∑
y∈(Zd)k
∣∣FN ( yN )∣∣∏
j∈J
1{yj=xlj}
,
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where in the last inequality we have used the upper bound in (3.7). Now, it suffices to observe that,
for all J ⊆ [k], |J | = ℓ, and one-to-one maps l : J → [k], by the product structure of the function FN
and Hölder’s inequality,
1
Nkd
∑
x∈(Zd)k
∣∣FN ( xN )∣∣ 1Nkd−ℓd ∑
y∈(Zd)k
∣∣FN ( yN )∣∣∏
j∈J
1{yj=xlj}
≤
k∏
h=1
{
1
Nd
∑
xh
|fNh (
xh
N )|
}∏
j∈J
{
sup
xj
|fNj (
xj
N )|
} ∏
j′ /∈J
 1Nd ∑
yj′
|fNj′ (
yj′
N )|

holds. As a consequence, (4.11) and (4.12) finally yield (4.8), all these bounds being independent of
t ≥ 0.
Let us now turn our attention to (4.9) and state the following property for the functions B(k)Ni,j G.
Proposition 2. Let f : (Zd)k → R be a function growing at most polynomially to infinity and such that, for
i, j ∈ [k] with i 6= j,
f(x) = f((ij)x) ,
for all x ∈ (Zd)k, with (ij) ∈ Σk acting x ∈ (Z
d)k by permuting the indices i and j. Then, for all functions
G = ⊗ki=1 gi ∈ S
(k) in product form,
1
Nkd
∑
x∈(Zd)k
B
(k)N
i,j G(
x
N ) f(x) =
1
2Nkd
∑
x∈(Zd)k
(
−∇
(k)N
i,j ∇
(k)N
j,i G(
x
N )
)
f(x) , (4.13)
where, for all x = (x1, . . . , xk) ∈ (Z
d)k,
∇
(k)N
i,j G(
x
N ) :=
{
∇(1)Nxj gi(
xi
N )
} k∏
h=1
h 6=i
gh(
xh
N ) :=
{
N(gi(
xj
N )− gi(
xi
N ))1{|xi−xj |=1}
} k∏
h=1
h 6=i
gh(
xh
N ) . (4.14)
Proof. The claim is an immediate consequence of the definition
B
(k)N
i,j G(
x
N ) = N
2
(
gi(
xj
N )− gi(
xi
N )
)
1{|xi−xj |=1}
k∏
h=1
h 6=i
gh(
xh
N ) ,
the permutation invariance of f : (Zd)k → R under (ij) and a rearrangement of the summation over
x ∈ (Zd)k in (4.13). 
In order to prove (4.9), as in the proof of (4.8), it suffices to show that, for all ℓ ∈ [k]0,
E
N
µN
[
〈{B
(k)N
i,j G⊗B
(k)N
i,j G}
(2k−ℓ),X
(2k−ℓ)N
t 〉
]
= ENµN
 1
Nkd
∑
x∈(Zd)k
B
(k)N
i,j G(
x
N )
1
Nkd−ℓd
∑
y∈(Zd)k
B
(k)N
i,j G(
y
N )
{
ηNt |(x,y)
}(2k−ℓ) −→
N→∞
0 (4.15)
holds. To this aim, by Item (3) and Item (2) in Proposition 1, we apply Proposition 2 twice, yielding
E
N
µN
[
〈{B
(k)N
i,j G⊗B
(k)N
i,j G}
(2k−ℓ),X
(2k−ℓ)N
t 〉
]
(4.16)
=
1
2Nkd
∑
x∈(Zd)k
(
−∇
(k)N
i,j ∇
(k)N
j,i G(
x
N )
) 1
2Nkd−ℓd
∑
y∈(Zd)k
(
−∇
(k)N
i,j ∇
(k)N
j,i G(
y
N )
)
E
N
µN
[
{ηNt |(x,y)}
(2k−ℓ)
]
.
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For notational convenience, let us split into the two cases, ℓ = 0 and ℓ ∈ [k]. In the first case, ℓ = 0, by
(3.7) and Item (1) in Proposition 1, we have
∣∣∣ENµN [〈{B(k)Ni,j G⊗B(k)Ni,j G}(2k),X(2k−ℓ)Nt 〉]∣∣∣ ≤ ϑ2kπ¯(2k)
 1
2Nkd
∑
x∈(Zd)k
∣∣∣∇(k)Ni,j ∇(k)Nj,i G( xN )∣∣∣
2 ,
which, by
1
2Nkd
∑
x∈(Zd)k
∣∣∣∇(k)Ni,j ∇(k)Nj,i G( xN )∣∣∣ (4.17)
≤
1
Nd
 1Nd ∑
xi
∑
xj
N2
(
gi(
xj
N )− gi(
xi
N )
)2
1{|xi−xj |=1}

k∏
h=1
h 6=i,j
{
1
Nd
∑
xh
|gh(
xh
N )|
}
+
1
Nd
 1Nd ∑
xi
∑
xj
N2
(
gj(
xj
N )− gj(
xi
N )
)2
1{|xi−xj |=1}

k∏
h=1
h 6=i,j
{
1
Nd
∑
xh
|gh(
xh
N )|
}
=
1
Nd
{
1
Nd
∑
xi
gi(
xi
N )(−
1
2∆
(1)Ngi)(
xi
N ) +
1
Nd
∑
xi
gj(
xi
N )(−
1
2∆
(1)Ngj)(
xi
N )
}
k∏
h=1
h 6=i,j
{
1
Nd
∑
xh
|gh(
xh
N )|
}
and the smoothness of the functions {gi : i ∈ [k]} ∈ S(1), yields (4.15). In the second case, ℓ ∈ [k], by
recalling the definitions in Lemma 1, from (4.16) we get∣∣∣ENµN [〈{B(k)Ni,j G⊗B(k)Ni,j G}(2k−ℓ),X(2k−ℓ)Nt 〉]∣∣∣
≤ ϑ2k−ℓπ¯(2k−ℓ)
∑
J⊆[k]
|J |=ℓ
∑
l:J→[k]
one-to-one
1
Nkd
∑
x∈(Zd)k
∣∣∣HN{i,j}( xN )∣∣∣ 1Nkd−ℓd ∑
y∈(Zd)k
∣∣∣HN{i,j}( yN )∣∣∣ ∏
j′∈J
1{yj′=xlj′ }
,
where
HN{i,j} := ∇
(k)N
i,j ∇
(k)N
j,i G .
For each J ⊆ [k], |J | = ℓ, and one-to-one map l : J → [k], let us prove the following:
1
Nkd
∑
x∈(Zd)k
∣∣∣HN{i,j}( xN )∣∣∣ 1Nkd−ℓd ∑
y∈(Zd)k
∣∣∣HN{i,j}( yN )∣∣∣ ∏
j′∈J
1{yj′=xlj′ }
:=
1
Nkd
∑
x∈(Zd)k
∣∣∣∇(k)Ni,j ∇(k)Nj,i G( xN )∣∣∣ 1Nkd−ℓd ∑
y∈(Zd)k
∣∣∣∇(k)Ni,j ∇(k)Nj,i G( yN )∣∣∣ ∏
j′∈J
1{yj′=xlj′ }
−→
N→∞
0 . (4.18)
To this end, we recall the definition (4.14) and observe that, despite the fact that the function HN{i,j} is
not in product form, the expression in (4.18) further factorizes as follows:
1
N2kd−ℓd
∑
x∈(Zd)k
∣∣∣HN{i,j}( xN )∣∣∣ k∏
h=1
h 6=i,j
{∑
yh
|gh(
xh
N )|
}∑
yi
∑
yj
∣∣∣∇(1)Nyj gi( yiN )∇(1)Nyi gj(yjN )∣∣∣ ∏
j′∈J
1{yj′=xlj′ }
.
In view of this consideration, the fact that, by the smoothness of the test functions {gi : i ∈ [k]}, we
have
lim sup
N→∞
sup
yh
sup
zh:|zh−yh|=1
|∇(1)Nzh gh(
yh
N )| <∞
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for all h ∈ [k] and the upper bound in (4.17), we can argue as in the proof of (4.8) above by using
Hölder’s inequality. This shows (4.18) and, thus, concludes the proof of (4.9), being all these bounds
independent of t ≥ 0.
4.2. Proof of (4.6). In view of Dynkin’s formula (4.1) and the explicit form of the predictable quadratic
covariations of the martingale {MNt : t ≥ 0}, we have, for all t ≥ 0 and G ∈ S
(k),
E
N
µN
[(
〈G,M
(k)N
t 〉
)2]
=
∫ t
0
E
N
µN
[
Γ (k)Ns (G)
]
ds , (4.19)
where
Γ
(k)N
t (G) := L
N
(
〈G,X
(k)N
t 〉
)2
− 2〈G,X
(k)N
t 〉 L
N 〈G,X
(k)N
t 〉
= LN
(
〈G,X
(k)N
t 〉
)2
− 2〈G,X
(k)N
t 〉〈A
(k)NG,X
(k)N
t 〉 (4.20)
is also referred to as the carré du champ of the higher order field {X(k)Nt : t ≥ 0} at G ∈ S
(k). Af-
ter observing that Γ (k)Nt (G) ≥ 0 a.s., (4.6) follows from Doob’s martingale inequality, (4.19) and the
following result.
Lemma 2. For all test functions G = ⊗ki=1 gi ∈ S
(k) in product form, we have
lim sup
N→∞
sup
t≥0
Nd ENµN
[
Γ
(k)N
t (G)
]
<∞ . (4.21)
The proof of Lemma 2 relies on the formula for products of higher order fields presented in Lemma 1.
As an illustration, let us start by computing Γ (k)Nt (G) in (4.20) for first order fields (k = 1) by using
such formula. Let us fix G ∈ S(1) and t ≥ 0. Then, for all N ∈ N, we have
Γ
(1)N
t (G) = L
N
(
〈G,X
(1)N
t 〉
)2
− 2〈G,X
(1)N
t 〉 〈A
(1)NG,X
(1)N
t 〉
= 〈A(2)N (G⊗G) ,X
(2)N
t 〉 − 〈A
(1)NG⊗G+G⊗A(1)NG,X
(2)N
t 〉
+
1
Nd
(
〈A(1)N
(
G2
)
,X
(1)N
t 〉 − 2〈G(A
(1)NG),X
(1)N
t 〉
)
= σ〈(B
(2)N
1,2 +B
(2)N
2,1 ) (G⊗G) ,X
(2)N
t 〉+
1
Nd
〈A(1)N
(
G2
)
− 2G(A(1)NG),X
(1)N
t 〉 .
Let us observe that, for all x, y ∈ Zd,
(B
(2)N
1,2 +B
(2)N
2,1 ) (G⊗G) (
x
N ,
y
N ) = N
2
(
G( yN )−G(
x
N ))
)2
1{|x−y|=1} ≥ 0
and (
A(1)N
(
G2
)
− 2GA(1)NG
)
( xN ) =
∑
y
N2α
(
G( yN )−G(
x
N )
)2
1{|y−x|=1} ≥ 0 ,
from which, by (3.7), we obtain
E
N
µN
[
LN
(
〈G,X
(1)N
t 〉
)2
− 2〈G,X
(1)N
t 〉 〈A
(1)NG,X(1)N 〉
]
≤
ϑ(1 + |σ|ϑ)
Nd
(
1
Nd
∑
x
G( xN )
(
−A(1)NG( xN )
)
α
)
.
Let us turn now to the general case, k ≥ 1.
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Proof of Lemma 2. Let us apply Lemma 1 to obtain, by duality,
LN
(
〈G,X
(k)N
t 〉
)2
− 2 〈G,X
(k)N
t 〉 〈A
(k)NG,X
(k)N
t 〉
=
k∑
ℓ=0
1
N ℓd
〈A(2k−ℓ)N{G⊗G}(2k−ℓ) − 2{A(k)NG⊗G}(2k−ℓ),X
(2k−ℓ)N
t 〉 . (4.22)
As for the term
〈A(2k)N{G⊗G}(2k) − 2{A(k)NG⊗G}(2k),X
(2k)N
t 〉
= 〈A(2k)N (G⊗G)−A(k)NG⊗G−G⊗A(k)NG,X
(2k)N
t 〉 (4.23)
corresponding to ℓ = 0 on the r.h.s. in (4.22), we have, for all x,y ∈ (Zd)k ,
A(2k)N (G⊗G) (x :yN )−A
(k)NG( xN )G(
y
N )−G(
x
N )A
(k)NG( yN )
=
2k∑
i=1
A
(2k)N
i (G⊗G) (
x :y
N ) + σ
2k∑
i=1
2k∑
j=1
B
(2k)N
i,j (G⊗G) (
x :y
N )
−
k∑
i=1
A
(k)N
i G(
x
N )G(
y
N )−
k∑
i=1
G( xN )A
(k)N
i G(
y
N )
− σ
k∑
i=1
k∑
j=1
B
(k)N
i,j G(
x
N )G(
y
N )− σ
k∑
i=1
k∑
j=1
G( xN )B
(k)N
i,j G(
y
N )
= σ
k∑
i=1
2k∑
j=k+1
B
(2k)N
i,j (G⊗G) (
x :y
N ) + σ
2k∑
i=k+1
k∑
j=1
B
(2k)N
i,j (G⊗G) (
x :y
N ) .
Roughly speaking, of all the expression above only the interaction terms between particles of the x
group with those of the y group remains. Then, the expression
〈A(2k)N (G⊗G)−A(k)NG⊗G−G⊗A(k)NG,X
(2k)N
t 〉
= σ
k∑
i=1
2k∑
j=k+1
〈B
(2k)N
i,j (G⊗G),X
(2k)N
t 〉+ σ
2k∑
i=k+1
k∑
j=1
〈B
(2k)N
i,j (G⊗G),X
(2k)N
t 〉 (4.24)
is either identically zero if σ = 0 or, if σ ∈ {−1, 1}, satisfies
lim sup
N→∞
sup
t≥0
Nd ENµN
[∣∣∣〈A(2k)N (G⊗G)−A(k)NG⊗G−G⊗A(k)NG,X(2k)Nt 〉∣∣∣] <∞ .
Indeed, the arguments in the proof of (4.9) (cf. Section 4.1) apply also to this case with k replaced
by 2k, because they rely on assumption (b) of Theorem 1, and the product form of the test function
G = ⊗ki=1 gi ∈ S
(k) only.
Let us show now that each of the remaining terms in (4.22) stays bounded in mean uniformly over
time as N →∞, i.e.
lim sup
N→∞
sup
t≥0
E
N
µN
[∣∣∣〈A(2k−ℓ)N{G⊗G}(2k−ℓ) − 2{A(k)NG⊗G}(2k−ℓ),X(2k−ℓ)Nt 〉∣∣∣] <∞ (4.25)
for each ℓ ∈ [k]; then, the additional factor N−ℓd will ensure (4.21). As a first step, we observe that
lim sup
N→∞
sup
t≥0
E
N
µN
[∣∣∣〈A(2k−ℓ)N{G⊗G}(2k−ℓ),X(2k−ℓ)Nt 〉∣∣∣]
= lim sup
N→∞
sup
t≥0
E
N
µN
[∣∣∣〈A(2k−ℓ){G⊗G}(2k−ℓ),X(2k−ℓ)Nt 〉∣∣∣] <∞ , (4.26)
20 HIGHER ORDER HYDRODYNAMICS AND EQUILIBRIUM FLUCTUATIONS
because, as a consequence of (4.5) which still holds with 2k−ℓ in place of k and {G⊗G}(2k−ℓ) ∈ S(2k−ℓ)
in place of G ∈ S(k), we have
lim sup
N→∞
sup
t≥0
E
N
µN
[(
〈A(2k−ℓ)N{G⊗G}(2k−ℓ) −A(2k−ℓ){G⊗G}(2k−ℓ),X
(2k−ℓ)N
t 〉
)2]
−→
N→∞
0 . (4.27)
The upper bound in (4.26) follows from (3.7) and the fact that A(2k−ℓ){G⊗G}(2k−ℓ) ∈ S(2k−ℓ) does not
depend on N ∈ N. We are left with the proof that
lim sup
N→∞
sup
t≥0
E
N
µN
[∣∣∣〈{A(k)NG⊗G}(2k−ℓ),X(2k−ℓ)Nt 〉∣∣∣] <∞ (4.28)
holds. To this aim, in view of the definitions in Lemma 1, we write
〈{A(k)NG⊗G}(2k−ℓ),X
(2k−ℓ)N
t 〉 =
1
Nkd
∑
x∈(Zd)k
A(k)NG( xN )
1
Nkd−ℓd
∑
y∈(Zd)k
G( yN ) {η
N
t |(x,y)}
(2k−ℓ) .
Then, by exploiting the product structure and smoothness ofG ∈ S(k) and, thus, arguing as in Section 4.1,
we conclude that
sup
t≥0
E
N
µN
[(
〈{A(k)NG⊗G}(2k−ℓ) − {A(k)G⊗G}(2k−ℓ),X
(2k−ℓ)N
t 〉
)2]
−→
N→∞
0 . (4.29)
The observation that {A(k)G⊗G}(2k−ℓ) ∈ S(2k−ℓ) is independent ofN ∈ N, combined with (3.7), yields
(4.28). This concludes the proof of the lemma.

5. PROOF OF THEOREM 2
The proof of Theorem 2 employs most of the results developed for the proof of Theorem 1. In
particular, Dynkin’s formula implies that, for all G ∈ S(k), N ∈ N and t ≥ 0,
〈G,Y
(k,ϑ)N
t 〉 = 〈G,Y
(k,ϑ)N
0 〉+
∫ t
0
LN 〈G,Y(k,ϑ)Ns 〉ds+ 〈G,M
(k,ϑ)N
t 〉
= 〈G,Y
(k,ϑ)N
0 〉+
∫ t
0
LN 〈G,Y(k,ϑ)Ns 〉ds+N
d/2〈G,M
(k)N
t 〉 (5.1)
holds, with {M(k)Nt : t ≥ 0} being the same (S
(k))′-valued martingale appearing in (4.1). Because, by
(2.20),
LNENµϑ
[
〈G,X
(k)N
t 〉
]
= ENµϑ
[
〈A(k)NG,X
(k)N
t 〉
]
= 0 , (5.2)
duality again applies, yielding
LN 〈G,Y
(k,ϑ)N
t 〉 = N
d/2
(
〈A(k)NG,X
(k)N
t 〉 − E
N
µϑ
[
〈A(k)NG,X
(k)N
t 〉
])
= 〈A(k)NG,Y
(k,ϑ)N
t 〉 .
Therefore, by substituting the above expression into (5.1), we obtain linear stochastic equations in
(S(k))′ as governing the evolution of the fluctuation fields.
5.1. One-time distribution. As a first step, we characterize the limiting one-time distributions of
{Y
(k,ϑ)N
· : N ∈ N}. For this purpose, we first observe that, by definition (3.9),
E
N
µϑ
[
〈G,Y
(k,ϑ)N
t 〉
]
= 0 (5.3)
holds for all N ∈ N, t ≥ 0 and G ∈ S(k). In order to characterize its limiting second moments, we need
the following analogue of Lemma 1 for the products of expectations of higher order fields. Since the
proof is reminiscent to that of Lemma 1, we leave its details to the reader. We recall that Eµϑ refers to
the expectation w.r.t. the measure µϑ.
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Lemma 3. Let k, ℓ ∈ N, ℓ ≤ k, and G ∈ S(k),H ∈ S(ℓ). Then, for all N ∈ N, σ ∈ {−1, 0, 1} and ϑ ∈ Θ, we
have
Eµϑ
[
〈G,X(k)N 〉
]
Eµϑ
[
〈H,X(ℓ)N 〉
]
=
ℓ∑
h=0
ϑh(−σ)h
Nhd
Eµϑ
[
〈{G ⊗H}(k+ℓ−h),X(k+ℓ−h)N 〉
]
.
In view of Lemma 1, Lemma 3, the definition of higher order fluctuation fields and stationarity of
the measure µϑ, we obtain, for all k ∈ N, t ≥ 0 and G,H ∈ S(k),
lim
N→∞
E
N
µϑ
[
〈G,Y
(k,ϑ)N
t 〉〈H,Y
(k,ϑ)N
t 〉
]
= lim
N→∞
Nd
k∑
ℓ=1
1− ϑℓ(−σ)ℓ
N ℓd
E
N
µϑ
[
〈{G⊗H}(2k−ℓ),X
(2k−ℓ)N
t 〉
]
= lim
N→∞
(1 + σϑ)ENµϑ
[
〈{G ⊗H}(2k−1),X
(2k−1)N
t 〉
]
=: 〈〈G,H〉〉
(k)
σ,ϑ , (5.4)
which is a finite value independent of t ≥ 0 and, specifically for product test functions G = ⊗ki=1 gi ∈
S(k), H = ⊗ki=1 hi ∈ S
(k), reads as follows:
〈〈G,H〉〉
(k)
σ,ϑ =
k∑
i=1
k∑
j=1
{∫
Rd
gi(u)hj(u)αϑ(1 + σϑ)du
} k∏
l=1
l 6=i
{∫
Rd
gl(u)αϑdu
} k∏
l′=1
l′ 6=j
{∫
Rd
hl′(u)αϑdu
}
.
(5.5)
We note that, by (5.4)–(5.5), the random variables {Y(k,ϑ)Nt : N ∈ N} ⊆ (S
(k))′ are tight and all limit
points Y(k,ϑ)t ∈ (S
(k)) are centered (cf. (5.3)) and satisfy, for all G,H ∈ S(k),
E(k,ϑ)
[
〈G,Y
(k,ϑ)
t 〉〈H,Y
(k,ϑ)
t 〉
]
= 〈〈G,H〉〉
(k)
σ,ϑ . (5.6)
We conclude the characterization of the limiting one-distribution with the following result.
Lemma 4. For all k ∈ N and t ≥ 0, the sequence {Y
(k,ϑ)N
t : N ∈ N} ⊆ (S
(k))′ converges in distribution to the
unique centered Gaussian distribution Y
(k,ϑ)
t ∈ (S
(k))′ satisfying (5.6).
Proof. By stationarity of µϑ, we can neglect the time variable. By the product form of the reversible
measure µϑ, the case k = 1 is standard (see e.g. [20, Lemma 11.2.1]). Let us prove the claim for k ∈ N,
k ≥ 2. For notational convenience, let us consider only product test functions in S(k); as we will see,
this is not a restriction as the argument we employ applies to all test functions in S(k). Hence, let
G = ⊗ki=1 gi ∈ S
(k). Then, we get
〈G,Y(k,ϑ)N 〉 =
{
〈Ĝ{k},X
(k−1)N 〉〈gk,Y
(1,ϑ)N 〉+ 〈Ĝ{k},Y
(k−1,ϑ)N 〉Eµϑ
[
〈gk,X
(1)N 〉
]}
−
k−1∑
i=1
{
Φ
(k,ϑ)N
i,k (G) + Ψ
(k,ϑ)N
i,k (G)
}
, (5.7)
where, for all ℓ ∈ [k] and distinct {i1, . . . , iℓ} ⊂ [k],
Ĝ{i1,...,iℓ} := g1 ⊗ · · · ⊗ gi1−1 ⊗ gi1+1 ⊗ · · · giℓ−1 ⊗ giℓ+1 ⊗ gk ∈ S
(k−ℓ) ,
and
Φ
(k,ϑ)N
i,k (G) :=
1
Nd/2
 1Nkd−d ∑
x∈(Zd)k−1
Ĝ{k}(
x
N ) gk(
xi
N ) [η]x

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Ψ
(k,ϑ)N
i,k (G) :=
σϑ
Nd/2
 1Nkd−d ∑
x∈(Zd)k−1
Ĝ{k}(
x
N ) gk(
xi
N )ϑ
k−1π(x)
 .
In particular, we have, for all i ∈ [k − 1],
lim
N→∞
Eµϑ
[(
Φ
(k,ϑ)N
i,k (G)
)2]
= lim
N→∞
Eµϑ
[(
Ψ
(k,ϑ)N
i,k (G)
)2]
= 0 . (5.8)
as well as
Eµϑ
[(
〈Ĝ{k},X
(k−1)N 〉 − Eµϑ
[
〈Ĝ{k},X
(k−1)N 〉
])2]
−→
N→∞
0 . (5.9)
By iterating the above argument, we obtain
〈G,Y(k,ϑ)N 〉 = 〈φN (G),Y(1,ϑ)N 〉+ Υ (k,ϑ)N (G) ,
with φN (G) ∈ S(1) deterministic and an error term Υ (k,ϑ)N (G) such that
lim
N→∞
Eµϑ
[(
Υ (k,ϑ)N (G)
)2]
= 0 .
The asymptotic Gaussianity of Y(1,ϑ)N and (5.4)–(5.5) conclude the proof of the lemma. 
5.2. Tightness. As a second step, we show tightness for the sequences {Y(k)N· |[0,T ] : N ∈ N} ⊆
D([0, T ], (S(k))′), for all T > 0. In view of Mitoma’s tightness criterion ([25, Theorem 4.1]), it suf-
fices to prove tightness for the sequences {〈G,Y(k,ϑ)N· 〉|[0,T ] : N ∈ N} ⊆ D([0, T ],R), for all G ∈ S(k)
and T > 0. In view of the decomposition in (5.1), duality (5.2), the limit in (5.4) and stationarity of the
measure µϑ, we prove, for all t ≥ 0 and G ∈ S(k) in product form,
E
N
µϑ
[(
〈A(k)NG−A(k)G,Y
(k,ϑ)N
t 〉
)2]
−→
N→∞
0 (5.10)
and
lim sup
N→∞
Nd ENµϑ
[
Γ
(k)N
t (G)
]
<∞ , (5.11)
where the carré du champ Γ (k)Nt (G) has been given in (4.20). This ensures tightness for the sequences
{〈G,Y
(k,ϑ)N
· |[0,T ]〉 : N ∈ N}.
Proof of (5.10) and (5.11). Let us assume without loss of generality that G ∈ S(k) is in product form. We
note that (5.11) has already been proven in Lemma 2. As for (5.10), we have
E
N
µϑ
[(
〈A(k)NG−A(k)G,Y
(k,ϑ)N
t 〉
)2]
= Nd
(
E
N
µϑ
[(
〈A(k)NG−A(k)G,X
(k)N
t 〉
)2]
−
(
E
N
µϑ
[
〈A(k)NG−A(k)G,X
(k)N
t 〉
])2)
=
k∑
ℓ=1
1− (−σ)ℓϑℓ
N ℓd−d
E
N
µϑ
[
〈{(A(k)NG−A(k)G)⊗ (A(k)NG−A(k)G)}(2k−ℓ),X
(2k−ℓ)N
t 〉
]
,
which, by (4.10), yields (5.10). Now we can apply an argument analogous to the one presented in
Appendix B to extend tightness to all G ∈ S(k). 
HIGHER ORDER HYDRODYNAMICS AND EQUILIBRIUM FLUCTUATIONS 23
Once the tightness for the sequence {Y(k,ϑ)N· : N ∈ N} is established, we observe that, for all limit
points {Y(k,ϑ)t : t ≥ 0} ∈ D([0,∞), (S
(k))′) and for all G ∈ S(k), we obtain
sup
t≥0
|〈G,Y
(k,ϑ)
t 〉 − 〈G,Y
(k,ϑ)
t−
〉| = 0 , a.s. ,
as a consequence of
E
N
µϑ
[
sup
t≥0
|〈G,Y
(k,ϑ)N
t 〉 − 〈G,Y
(k,ϑ)N
t− 〉|
]
−→
N→∞
0 , (5.12)
ensuring that all limit points are fully supported on C([0,∞), (S(k))′).
5.3. Martingales. We note that the sequence
{M
(k,ϑ)N
· : N ∈ N} ⊆ D([0,∞), (S
(k))′)
as given in (5.1) is tight. Moreover, because limits of uniformly integrable martingales are martingales
(see e.g. [14, Proposition 4.6]) and because of (5.10), for any limit point {Y(k,ϑ)t : t ≥ 0}, the process
{M
(k,ϑ)
t : t ≥ 0} ∈ C([0,∞), (S
(k))′) (5.13)
given, for all t ≥ 0 and for all G ∈ S(k) in product form, by
〈G,M
(k,ϑ)
t 〉 := 〈G,Y
(k,ϑ)
t 〉 − 〈G,Y
(k,ϑ)
0 〉 −
∫ t
0
〈A(k)G,Y(k,ϑ)s 〉ds ,
is a (S(k))′-valuedmartingale w.r.t. the natural filtration induced by {Y(k,ϑ)t : t ≥ 0}. Then, let us charac-
terize the predictable quadratic variations of such martingales, i.e. find, for all G ∈ S(k), a (predictable)
stochastic process {V(k,ϑ)t (G) : t ≥ 0} ∈ C([0,∞),R) such that
N
(k,ϑ)
t (G) :=
(
〈G,M
(k,ϑ)
t 〉
)2
− V
(k,ϑ)
t (G) , t ≥ 0 , (5.14)
is a martingale w.r.t. the law and natural filtration of {Y(k,ϑ)t : t ≥ 0}. For this purpose, we prove the
following lemma.
Lemma 5. For all σ ∈ {−1, 0, 1}, ϑ ∈ Θ, k ∈ N and G ∈ S(k),
{N
(k,ϑ)N
· (G) : N ∈ N} ⊆ D([0,∞),R) (5.15)
given, for all N ∈ N and t ≥ 0, by
N
(k,ϑ)N
t (G) :=
(
〈G,M
(k,ϑ)N
t 〉
)2
−
∫ t
0
NdΓ (k)Ns (G)ds ,
is a tight sequence of PNµϑ-integrable martingales. Moreover, for all t ≥ 0, we have
E
N
µϑ
[(
NdΓ
(k)N
t (G)− U
(k,ϑ)(G)
)2]
−→
N→∞
0 , (5.16)
where U(k,ϑ)(G) is deterministic and defined in (3.14).
Proof. The fact that, for all N ∈ N, {N(k,ϑ)Nt (G) : t ≥ 0} is a P
N
µϑ
-integrable martingale is a consequence
of Dynkin’s formula (4.1). Tightness of the family (5.15) follows from tightness of {〈G,M(k,ϑ)N· 〉 : N ∈
N} ⊆ D([0,∞),R) (and, hence, {(〈G,M(k,ϑ)N· 〉)2 : N ∈ N}) and the convergence in (5.16).
Now, let us turn our attention to the proof of (5.16). As usual, we prove (5.16) for product test func-
tions G = ⊗ki=1 gi ∈ S
(k) only, and refer to Appendix B for the argument which allows the extension of
this result to all test functions in S(k).
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By (4.22), we can decompose NdΓ (k)Nt (G) as the sum of k + 1 terms, each of which is indexed by
ℓ ∈ [k]0. By (4.25), by sending N → ∞, all terms corresponding to ℓ ∈ [k]0 \ {0, 1} become negligible;
hence, let us consider the two terms corresponding to ℓ = 0 and ℓ = 1. By (4.24), Proposition 2, the
stationarity of µϑ and the product form of G = ⊗ki=1 gi ∈ S
(k), we have, for all t ≥ 0 and i, j ∈ [k],
E
N
µϑ
[(
σ〈B
(2k)N
i,j (G⊗G) +B
(2k)N
j,i (G⊗G),X
(2k)N
t 〉 −U
(k,ϑ)
0,{i,j}(G)
)2]
−→
N→∞
0
where
U
(k,ϑ)
0,{i,j}(G) :=
{∫
Rd
∇gi(u) · ∇gj(u)σα
2ϑ2 du
} k∏
l=1
l 6=i
{∫
Rd
gl(u)αϑdu
} k∏
l′=1
l′ 6=j
{∫
Rd
gl′(u)αϑdu
}
.
By (4.27) and (4.29), similar considerations for the term corresponding to ℓ = 1 and the following
identity∫
Rd
A(1)(gigj)(u)− gi(u)(A
(1)gj)(u)− gj(u)(A
(1)gi)(u)αϑdu =
∫
Rd
∇gi(u) · ∇gj(u)α
2ϑdu ,
yield the final result. 
In particular, the Cauchy-Schwarz inequality and (5.16) imply
E
N
µϑ
[(∫ t
0
NdΓ (k)Ns (G)ds− tU
(k,ϑ)(G)
)2]
−→
N→∞
0 . (5.17)
Additionally, an argument as in [11, p. 4171] —-which, in turn, employs [9, Lemma 3] as well as
(5.12)—-ensures that, for all G ∈ S(k), the martingales {N(k,ϑ)Nt (G) : t ≥ 0} are uniformly integrable
and converge to the martingale in (5.14) with
V
(k,ϑ)
t (G) = tU
(k,ϑ)(G)
for all t ≥ 0. This characterizes uniquely the distribution of the (S(k))′-valued martingale in (5.13).
5.4. Uniqueness of limit points. Finally, since the limit points are fully supported on C([0,∞), (S(k))′),
the convergence at time t = 0 to the Gaussian random element Y(k,ϑ)0 ∈ (S
(k))′, as well as Holley-
Stroock’s theory of generalized Ornstein-Uhlenbeck processes ([16]), ensures uniqueness of the limit-
ing process as described in the statement of Theorem 2. This concludes the proof of Theorem 2.
APPENDIX A. INFINITE PARTICLE SYSTEMS
In this appendix, we present a duality-based construction of the infinite interacting particle systems
from Section 2.2 on the set X of admissible particle configurations given in (2.13). Our exposition
follows closely some of the ideas in [2, §6] and [8, §2.2.4]. The readermay find alternative constructions
for infinite SEP (σ = −1) and IRW (σ = 0) in the textbooks [23, §I.3] and [8, §2.2.4], respectively. To
this aim, we let Λ ⊆ Zd denote a finite subset of Zd, while Λ ր Zd refers to an increasing sequence of
finite subsets of Zd eventually covering the entire Zd. Moreover, for all η ∈ NZ
d
0 and Λ ⊆ Z
d, we define
η(Λ) as the finite configuration which agrees with η in Λ, and contains no particles outside of Λ, i.e.
η(Λ)(x) :=
{
η(x) if x ∈ Λ
0 otherwise .
We wish to show that, for all η ∈ X ⊆ NZ
d
0 and t ≥ 0, the following limit
ENt (η|x) := lim
ΛրZd
E
N
η(Λ)
[
[η
(Λ)N
t ]x
]
(A.1)
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exists for all k ∈ N and x ∈ (Zd)k, where EN
η(Λ)
stands for the expectation w.r.t. the law PN
η(Λ)
of the
finite particle system starting from η(Λ) and whose generator LN is given in (2.12). Indeed, for each
Λ ⊆ Zd, the process {ηN,(Λ)t : t ≥ 0} is a finite particle system in which the total number of particles
is conserved by the dynamics. Therefore it is a well-defined Markov process. Moreover, it is self-dual
(see e.g. [5]): according to the discussion at the end of Section 2.2.1, we have
E
N
η(Λ)
[
[η
(Λ)N
t ]x
]
= ENη(Λ)
[
[η
(Λ)N
t ]x
π(x)
]
π(x) = ÊNx
[
[η(Λ)]
X
x,N
t
π(Xx,Nt )
]
π(x) =
∑
y∈(Zd)k
π(x) p̂Nt (x,y)
[η(Λ) ]y
π(y)
.
Hence, by the definitions of η(Λ) and Λր Zd, the monotone convergence theorem yields
0 ≤ ENt (η|x) =
∑
y∈(Zd)k
π(x) p̂Nt (x,y) lim
ΛրZd
[η(Λ)]y
π(y)
= ÊNx
[
[η]
X
x,N
t
π(Xx,Nt )
]
π(x) <∞ , (A.2)
where the last inequality is a consequence of the polynomial (at most) growth at infinity of the con-
figuration η ∈ X , and the exponential upper bound (e.g. [27, Lemma 1.9]) for the reversible random
walks {X·,Nt : t ≥ 0} in (Z
d)k with nearest-neighboring jumps and uniformly elliptic rates2. Along
the same lines of [8, pp. 13–14], it follows that, for all η ∈ X and t ≥ 0, the limits in (A.1) corre-
spond to expectations w.r.t. to a unique probability measure, say pNt (η,dη
′), fully supported on X .
The uniqueness comes from the unique characterization by its joint factorial moments. Hence, for all
functions f : X → R in the linear span of bounded functions and those in the form f(η) = [η]x for
some x ∈ (Zd)k, we have
lim
ΛրZd
E
N
η(Λ)
[
f(η
(Λ)N
t )
]
=
∫
X
pNt (η,dη
′) f(η′) . (A.3)
Then for all η ∈ X , k ∈ N and x ∈ (Zd)k, we have
d
dt
∣∣∣∣
t=0
∫
X
pNt (η,dη
′) [η′]x = A
(k)N
(
[η′]·
π(·)
)
(x)π(x) = LN [η]x ,
where in the first equality we employed (A.2)–(A.3) and theMarkovianity of the finite particle system,
while in the second equality we used (2.21), an identity between two finite summations.
In conclusion, by taking the limit Λր Zd in the martingales
M
(Λ)N
t (η|x) := [η
(Λ)N
t ]x − [η
(Λ)]x −
∫ t
0
LN [η(Λ)Ns ]x ds
and (
M
(Λ)N
t (η|x)
)2
−
∫ t
0
{
LN ([η(Λ)Ns ]x)
2 − 2 [η(Λ)Ns ]x L
N [η(Λ)Ns ]x
}
ds
and arguing as in Section 5.3, we obtain the convergence of the uniformly integrable martingales
above. To wit, there exists a unique (by duality) law PNη —-with corresponding expectation E
N
η —-
on the Skorokhod space D([0,∞),X ) of X -valued càdlàg trajectories such that {MNt (η|x) : t ≥ 0},
given, for all t ≥ 0, by
MNt (η|x) := [η
N
t ]x − [η]x −
∫ t
0
LN [ηNs ]x ds ,
2For the exclusion case (σ = −1), nearest-neighbor jumps for {X·,Nt : t ≥ 0} in (Z
d)k corresponding to collision of
particles shall be replaced by exchange of location for the two nearest-neighboring particles.
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is a martingale w.r.t. PNη such that, a.s.,M
N
0 (η|x) = 0; similarly for(
MNt (η|x)
)2
−
∫ t
0
{
LN ([ηNs ]x)
2 − 2 [ηNs ]x L
N [ηNs ]x
}
ds .
APPENDIX B. FUNCTION SPACES
In this appendix, we first review some basic facts about the function spaces S(k) and (S(k))′, and then
show that (4.5) and (4.6) for product test functions yield (4.3) for all test functions.
We start with some definitions. For all n ∈ Nd0, we let hn ∈ S
(1) ⊆ L2(Rd) denote the n-th Her-
mite function defined as, for instance, in [16, Eq. (A.13)], and normalized such that ‖hn‖L2(Rd) =√
〈〈hn, hn〉〉L2(Rd) = 1. It is well-known that
{
hn : n ∈ N
d
0
}
form an orthonormal basis for L2(Rd),
and they are the eigenfunctions of the self-adjoint operator G(1), given by G(1)f(u) := −∆f(u) +(
u21 + · · · u
2
d
)
f(u) for all smooth functions f ∈ S(1). In particular, for all n,m ∈ Nd0,
〈〈hn,G
(1) hm〉〉L2(Rd) = (2|n|+ d)1{n=m} ,
where |n| :=
∑d
ℓ=1 ni.
Generalizing this to a tensor product space, we define the k-th orderHermite functions
{
Hn : n ∈ (N
d
0)
k
}
⊂
S(k) ⊆ L2((Rd)k), given, for all n = (n1, . . . , nk) ∈ (Nd0)
k, by
Hn = ⊗
k
i=1 hni .
They form an orthonormal basis for L2((Rd)k), and satisfy the following identity: for all n,m ∈ (Nd0)
k,
〈〈Hn,G
(k)Hm〉〉L2((Rd)k) := 〈〈Hn,⊕
k
i=1 G
(1)
i Hm〉〉L2((Rd)k) = (2|n|+ kd)1{n=m} ,
where, for n = (n1, . . . , nk) ∈ (Nd0)
k,
|n| :=
k∑
i=1
|ni| . (B.1)
If we endow on S(k) with the k-th order Sobolev norm
‖Z‖p := ‖Z‖p,(k) :=
√√√√ ∑
n∈(Nd0)
k
(2|n|+ 1)p
(
〈〈Hn,Z〉〉L2((Rd)k)
)2
, p ∈ Z
thenH(k)p := S(k)
‖·‖p
, and for p > 0we have the chain of inclusions
S(k) ⊆ . . . ⊆ H(k)p . . . ⊆ H
(k)
0 = L
2((Rd)k) ⊆ . . . ⊆ H
(k)
−p ⊆ . . . ⊆ (S
(k))′ .
In particular, there exists a constant r = r(d, k) > 0 such that, for all p > q+r, the canonical embeddings
H
(k)
p →֒ H
(k)
q are Hilbert-Schmidt.
Let us fix k ∈ N, and recall the definition of the processes
{
X
(k)N
t : t ≥ 0
}
⊆ D([0,∞), (S(k))′) from
Section 3.1. Assume for the moment that for all T > 0, there exists q ∈ N such that
lim
M→∞
lim sup
N→∞
P
N
µN
(
sup
t∈[0,T ]
‖X
(k)N
t ‖−q > M
)
= 0 . (B.2)
Then note that, for any deterministic solution {γ(k)t : t ≥ 0} ∈ C([0,∞), (S
(k))′) of (3.4) and for all
T > 0, there exists r ∈ N such that
sup
t∈[0,T ]
‖γ
(k)
t ‖−r <∞ . (B.3)
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As a consequence, by (B.2) and (B.3), the density in S(k) of
S
(k)
⊗ := span
{
G ∈ S(k) : G = ⊗ki=1 gi
}
, (B.4)
and (4.5)–(4.6) (which, by linearity, hold for all functions in S(k)⊗ defined above), we obtain (4.3) for all
test functions G ∈ S(k).
Thus it remains to prove (B.2). In view of Dynkin’s decomposition, (B.2) follows if
lim sup
N→∞
E
N
µN
[
‖X
(k)N
0 ‖
2
−q
]
<∞ (B.5)
lim sup
N→∞
E
N
µN
[
sup
t∈[0,T ]
∥∥∥∥∫ t
0
LNX(k)Ns ds
∥∥∥∥2
−q
]
<∞ (B.6)
and
lim sup
N→∞
E
N
µN
[
sup
t∈[0,T ]
‖M
(k)N
t ‖
2
−q
]
<∞ (B.7)
hold.
To prove (B.5), we use the definition of ‖ · ‖−q , the reverse Fatou’s lemma, and assumption (b) in
Theorem 1 to obtain
lim sup
N→∞
E
N
µN
[
‖X
(k)N
0 ‖
2
−q
]
≤
∑
n∈(Nd0)
k
(2|n| + kd)−q lim sup
N→∞
E
N
µN
[(
〈Hn,X
(k)N
0 〉
)2]
≤ C
∑
n∈(Nd0)
k
(2‖n‖ + kd)−q
(
‖Hn‖L1((Rd)k)
)2
,
for some constant C > 0 independent of N ∈ N. Since the L1((Rd)k) norms of the Hermite func-
tions are uniformly—-in n ∈ (Nd0)
k—-bounded by their corresponding L2((Rd)k) norms (see e.g. [22,
Theorem 2.1]), i.e. there exists c > 0 such that
‖Hn‖L1((Rd)k) ≤ c‖Hn‖L2((Rd)k) = c ∀n ∈ (N
d
0)
k , (B.8)
we deduce that (B.5) holds with q > kd.
To prove (B.6), we proceed analogously and employ the limit statement
E
N
µN
[(
〈A(k)NG−A(k)G,X
(k)N
t
)2]
−→
N→∞
0 , (B.9)
whose proof was given in Section 4.1. Then we use the fact that Hn ∈ S
(k)
⊗ for all n ∈ (N
d
0)
k to obtain
lim sup
N→∞
E
N
µN
[
sup
t∈[0,T ]
∥∥∥∥∫ t
0
LNX(k)Ns ds
∥∥∥∥2
−q
]
≤
∑
n∈(Nd0)
k
(2|n|+ kd)−qT lim sup
N→∞
sup
t∈[0,T ]
E
N
µN
[(
〈A(k)NHn,X
(k)N
t
)2]
≤ 2TC
∑
n∈(Nd0)
k
(2|n| + kd)−q
(
‖A(k)Hn‖L1((Rd)k)
)2
for some constant C > 0 independent of N ∈ N. By the triangle inequality, known relations for the
Hermite functions (see e.g. [16, Eq. (A.9)]) and (B.8), we have, for some constant C > 0 independent
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of n ∈ (Nd0)
k,
‖A(k)Hn‖L1((Rd)k) ≤
k∑
i=1
‖α2∆ihni‖L1(Rd) ≤ Cα
k∑
i=1
|ni| = Cα|n| .
Hence, (B.6) holds with q > kd+ 2.
Last but not least, an analogous argument employing Lemma 2—-which, again, holds because the
k-th order Hermite functions belong to S(k)⊗ —-yields (B.7) with q > kd.
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