Abstract-We present a stochastic approximation algorithm based on penalty function method and a simultaneous perturbation gradient estimate for solving stochastic optimization problems with general inequality constraints. We present a general convergence result that applies to a class of penalty functions including the quadratic penalty function, the augmented Lagrangian, and the absolute penalty function. We also establish an asymptotic normality result for the algorithm with smooth penalty functions under minor assumptions. Numerical results are given to compare the performance of the proposed algorithm with different penalty functions.
I. INTRODUCTION
In this paper, we consider a constrained stochastic optimization problem for which only noisy measurements of the cost function are available. More specifically, we are aimed to solve the following optimization problem:
where L: Wd -+ W is a real-valued cost function, 8 E Rd is the parameter vector, and G c Rd is the constraint set. We also assume that the gradient of L ( . ) exists and is denoted by g(.). We assume that there exists a unique solution 8* for the constrained optimization problem defined by (1). We consider the situation where no explicit closed-form expression of the function L is available (or is very complicated even if available), and the only information are noisy measurements of L at specified values of the parameter vector 8. This scenario arises naturally for simulation-based optimization where the cost function L is defined as the expected value of a random cost associated with the stochastic simulation of a complex system. We also assume that significant costs (in term of time and/or computational costs) are involved in obtaining each measurement (or sample) of L ( 8 ) . These constraint prevent us from estimating the gradient (or Hessian) of L(.) accurately, hence prohibit the application of effective nonlinear programming techniques for inequality constraint, for example, the sequential quadratic programming methods (see; for example, section 4.3 of [I] ). Throughout the paper we use 8, to denote the nth estimate of the solution 8*.
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Development hogram.
Several results have been presented for constrained optimization in the stochastic domain. In the area of stochastic approximation (SA), most of the available results are based on the simple idea of projecting the estimate e,, back to its nearest point in G whenever e,, lies outside the constraint set G. These projection-based SA algorithms are typically of the following form:
where w : Rd -+ G is the set projection operator, and gn(8,)
is an estimate of the gradient g( function is not readily available. Furthermore, the convergence of these SA algorithms based on "non-projection" techniques generally requires complicated assumptions on the cost function L and the constraint set G. In this paper, we present and study the convergence of a class of algorithms based on the penalty function methods and the simultaneous perturbation (SP) gradient estimate [9] . The advantage of the SP gradient estimate over the KW-type estimate for unconstrained optimization has been demonstrated with the simultaneous perturbation stochastic approximation (SPSA) algorithms. And whenever possible, we present sufficient conditions (as remarks) that can be more easily verified than the much weaker conditions used in our convergence proofs.
We focus on general explicit inequality constraints where G is defined by
where 4,: Rd ---f R are continuously differentiable realvalued functions. We assume that the analytical expression of the function q j is available. We extend the result presented in [lo] to incorporate a larger classes of penalty functions based on the augmented Lagragian method. We also establish the asymptotic normality for the proposed algorithm. Simulation results are presented to illustrated the performance of the technique for stochastic optimization.
CONSTRAINED SPSA ALGORITHMS

A. Penalty Functions
The basic idea of the penalty-function approach is to convert the originally constrained optimization problem (1) into an unconstrained one defined by where g,, is the SP estimate of the gradient g ( -) at e,, that we shall specify later. Note that since we assume the constraints are explicitly given, the gradient of the penalty function P ( . ) is directly used in the algorithm.
Note that when A,, = 0, the penalty function defined by (6) reduces to the standard quadratic penalty function discussed in [lo]
Even though the convergence of the proposed algorithm only requires {A,,} be bounded (hence we can set = O), we can significantly improve the performance of the algorithm with appropriate choice of the sequence based on concepts from Lagrange multiplier theory. Moreover, it has been shown [ 11 that, with the standard quadratic penalty function, the penalized cost function L,, = L + r,,P can become illconditioned as r,, increases (that is, the condition number of the Hessian matrix of L,, at 0; diverges to 03 with rJ. The use of the general penalty function defined in (6) can prevent this difficulty if {A,,} is chosen so that it is close to the true Lagrange multipliers. In Section IV, we will present an iterative method based on the method of multipliers (see; for example, [ 111) to update A, , and compare its performance with the standard quadratic penalty function.
B. A SPSA Algorithms for Inequality Constraints
In this section, we present the specific form of the algorithm for solving the constrained stochastic optimization problem. The algorithm we consider is defined by 
We establish the convergence of the algorithm (7) and the associated asymptotic normality under appropriate assumptions in the next section.
CONVERGENCE AND ASYMPTOTIC NORMALITY A. Convergence Theorem
To establish convergence of the algorithm (7), we need to study the asymptotic behavior of an SA algorithm with a "time-varying" regression function. In other words, we need to consider the convergence of an SA algorithm of the following form: , -anfn(e,,) +andn+u,e,,
where { f n ( . ) } is a sequence of functions. We state here without proof a version of the convergence theorem given by Spall and Cristion in [13] for an algorithm in the generic form (10). la Theorem 2 given above is general in the sense that it does not specify the exact type of penalty function P(.) to adopt. In particular, assumption (C.4) seems difficult to satisfy. In fact, assumption (C.4) is fairly weak and does address the limitation of the penalty function based gradient descent algorithm. For example, suppose that a constraint function q k ( -) has a local minimum at 8' with qk(e') > 0. Then for every 8 with qj(e) 5 0, j # k, we have (e -e')TVP(e) > 0 whenever 8 is close enough to 8'. As -I,* gets larger, the term VP( e) would dominate the behavior of the algorithm and result in a possible convergence to e', a wrong solution.
We also like to point out that assumption (C.4) is satisfied if cost function L and constraint functions qj, j = 1,. . . , s are convex and satisfy the slater condition, that is, the minimum cost function value L( 8.) is finite and there exists a 8 E Rd such that qj( 0) < 0 for all j (this is the case studied in [SI).
Assumption (C.6) ensures that for n sufficiently large each element of g( 0) + rnVP( e) make a non-negligible contribution to products of the form (e -e * ) T ( g ( e ) + r,,VP(f3)) when ( 8 -e*), # 0. A sufficient condition for (C.6) is that for each i, si( e) + r,ViP( 8) be uniformly bounded both away from 0 and 00 when \\(e -e*)ill 2 p > 0 for all i.
Theorem 2 in the stated form does require that the penalty function P be differentiable. However, it is possible to extend the stated results to the case where P is Lipschitz but not differentiable at a set of point with zero measure, for example, the absolute value penalty function 
B. Asymptotic Normality
When differentiable penalty functions are used, we can establish the asymptotic normality for the proposed algorithms.
In the case where q,(6*) < 0 for all j = 1,. . . ,s (that is, there is no active constraint at e*), the asymptotic behavior of the algorithm is exactly the same as the unconsu-ained SPSA algorithm and has been established in [SI. Here we consider the case where at least one of constraints is active at 6*, thatis, t h e s e t A g { j = l , ... s : q j ( 6 * ) = 0 } isnotempty.
We establish the asymptotic Normality for the algorithm with Note that based on the result in Proposition 1, the convergence rate at ni is achieved with a = 1 and y = t -q > 0. Augmented Lagrangian:
IV. NUMERICAL EXPERIMENTS
In this case, the actual penalty function used will vary over iteration depending on the specific value selected for r,, and A,,. The gradient of the penalty function required-in the algorithm for the nth iteration is w e ) = -C ma{O,&j + r , , q J ( q } V q J ( q . (14)
To properly update A,t, we adopt a variation of the multiplier method [ 11:
where As discussed earlier, we will ignore the technical difficulty that P ( -) is not differentiable everywhere. Hence the first choice of r at 3.01 is theoretically optimal but not practical since there is no reliable way to estimate f . The second choice of r represent a more typical scenario where an upper bound on f is estimated. Figure 1 plots the averaged errors (over 100 independent simulations) to the optimum over 4000 iteration of the algorithms. The simulation result in Figure 1 seems to suggest that the proposed algorithm with the quadratic penalty function and the augmented Lagrangian led to comparable performance (the augmented Lagrangian method performed slightly better than the standard quadratic technique). This suggests that a more effective update scheme for A,, than
(1 5) is needed for the augmented Lagrangian technique. The absolute value function with r = 3.01(x F = 3) has the best performance. However, when an arbitrary upper bound on i is used ( r = lo), the performance is much worse than both the quadratic penalty function and the augmented Lagrangian. This illustrates a key difficulty in effective application of the exact penalty theorem with the absolute penalty function.
v. CONCLUSIONS AND REMARKS
We present a stochastic approximation algorithm based on penalty function method and a simultaneous perturbation gradient estimate for solving stochastic optimization problems with general inequality constraints. We also present a general convergence result and the associated asymptotic Normality for the proposed algorithm. Numerical results are included to demonstrate the performance of the proposed algorithm with the standard quadratic penalty function and a more complicated penalty function based on the augmented Lagrangian method.
In this paper, we consider the explicit constraints where the analytical expressions of the constraints are available. It is also possible to apply the same algorithm with appropriate gradient estimate for P(O) to problems with implicit constraints where constraints can only be measured or estimated with possible errors. The success of this approach would depend on efficient techniques to obtain unbiased gradient estimate of the penalty function. For example, if we can measure or estimate a value of the penalty function P(On) at arbitrary location with zero-mean error, then the SP gradient estimate can be applied. Of course, in this situation further assumptions on r,, need to be satisfied (in general, we would at least need (7) < -). However, in a typical application, we most hkely can only measure the value of constraint qj(8") with zero-mean error. Additional bias would be present if the standard finite-difference or the SP techniques were applied to estimate VP(O,,) directly in this situation. A novel technique to obtain unbiased estimate of VP( 0") based on a reasonable number of measurements is required to make the algorithm proposed in this paper feasible in dealing with implicit constraints.
