We give algorithms for the computation of the d-th digit of certain transcendental numbers in various bases. These algorithms can be easily implemented (multiple precision arithmetic is not needed), require virtually no memory, and feature run times that scale nearly linearly with the order of the digit desired. They make it feasible to compute, for example, the billionth binary digit of log(2) or on a modest work station in a few hours run time. We demonstrate this technique by computing the ten billionth hexadecimal digit of , the billionth hexadecimal digits of 2 ; log(2) and log 2 (2), the billionth decimal digit of log(9=10) and the ve billionth decimal digit of log(1 ? 10 ?96 ).
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These calculations rest on three observations. First, the d-th digit of 1=n is \easy" to compute. Secondly, this scheme extends to certain polylogarithm and arctangent series. Thirdly, very special types of identities exist for certain numbers like , 2 , log(2) and log 2 (2) . These are essentially polylogarithmic ladders in an integer base. A number of these identities that we derive in this work appear to be new, for example the critical identity for : 
Introduction.
It is widely believed that computing just the d-th digit of a number like is really no easier than computing all of the rst d digits. From a bit complexity point of view this may well be true, although it is probably very hard to prove. What we will show is that it is possible to compute just the d-th digit of many transcendentals in (essentially) linear time and logarithmic space. So while this is not of fundamentally lower complexity than the best known algorithms (for say or log 2), this makes such calculations feasible on modest workstations without needing to implement arbitrary precision arithmetic. We illustrate this by computing the ten billionth hexadecimal digit of , the billionth hexadecimal digits of 2 ; log(2) and log 2 (2) , and the billionth decimal digit of log(9=10 factor here is present because the logarithmic space requirement precludes the usage of advanced multiplication techniques, such as those based on FFTs. We will not dwell on complexity issues except to point out that di erent algorithms are needed for di erent bases (at least given our current ignorance about base change) and very little closure exists on the class of numbers with d-th digit computable in SC. Various of the complexity related issues are discussed in 5, 7, 8, 10, 11] . As we will show in Section 3, the class of numbers we can compute in SC in base b includes all numbers of the form
where p is a polynomial with integer coe cients and c is a positive integer. Since addition is possible in SC , integer linear combinations of such numbers are also feasible (provided the base is xed). The algorithm for the binary digits of , which also shows that is in SC in base 2, rests on the following remarkable identity: Theorem 1. The following identity holds:
(1:2) = The equivalence of (1.2) and (1.4) is straightforward. It follows from the identity This proof entirely conceals the route to discovery. We found the identity (1.2) by a combination of inspired guessing and extensive searching using the PSLQ integer relation algorithm 3]. The identities of the next section and Section 5 show that, in base 2, Here the overline notation indicates that the sequences repeat. Thus we see that There are several ladder identities involving L 3 : The above identity holds for 1 m 5; when the arguments to factorials are negative they are taken to be in nite so the corresponding terms disappear. See 13, p. 45].
3. The Algorithm.
We wish to evaluate the n-th base b digit of
by evaluating the fractional part of
Here p is a simple polynomial like x or x 2 and c is a xed positive integer. Evaluating the fractional part of (3.2) will evaluate (3.1) to as many base b digits after the n-th place as the precision of the calculation. The keys are that the fractional part of (3.2) is the same as the fractional part of Knuth 11] , where details are given, this trick goes back at least to 200 B.C.) One evaluates x n rapidly by successive squaring and multiplication. This reduces the number of multiplications to less than 2 log 2 (n). An e cient formulation of this scheme is as follows: To compute r = b n mod c:
First set t to be the largest power of two n, and set r = 1. Then A: if n t then r br mod c; n n ? t; endif t t=2 if t 1 then r r For each term of the rst summation, the binary exponentiation scheme is used to evaluate the numerator mod p(k). Then oating-point arithmetic is used to perform the division and add the result to the sum mod 1. The second summation, where powers of b are negative, may be evaluated as written using oating-point arithmetic. It is only necessary to compute a few terms of this summation, just enough to insure that the remaining terms sum to less than the \epsilon" of the oating-point arithmetic being used. The nal result, a fraction between 0 and 1, is then converted to the desired base b.
Since oating-point arithmetic is used here in divisions and in addition modulo 1, the result is of course subject to round-o error. If the oating-point arithmetic system being used has the property that the result of each individual oating-point operation is in error by at most one bit (as in systems implementing the IEEE arithmetic standard), then no more than log 2 (2n) bits of the nal result will be corrupted. This is actually a generous estimate, since it does not assume any cancelation of errors, which would yield a lower estimate. In any event, it is clear that ordinary IEEE 64-bit arithmetic is su cient to obtain a numerically signi cant result for even a large computation, and \quad precision" (i.e. 128-bit) arithmetic, if available, can insure that the nal result is accurate to several digits beyond the one desired. One can check the signi cance of a computed result beginning at position n by also performing a computation at position n + 1 or n ? 1 and comparing the trailing digits produced. The simplest interesting series is (2) in base 2. The series for (1.2) is only marginally more complicated. In both cases, in order to compute the n-th binary digit (or a xed number of binary digits at the n-th place) we must sum O(n) terms of the series. Each term requires O(log(n)) arithmetic operations and the required precision is O(log(n)) digits. This gives a total bit complexity of O(n log(n)M(log(n))) where M(j) is the complexity of multiplying j bit integers. So even with ordinary multiplication the bit complexity is O(n log 3 (n)). This algorithm is, by a factor of log(log(log(n))), asymptotically slower than the fastest known algorithms for generating the n-th digit by generating all of the rst n digits of log (2) or 6]. The asymptotically fastest algorithms for all the rst n digits known requires a Strassen-Sch onhage multiplication 15]; the algorithms actually employed use an FFT based multiplication and are marginally slower than our algorithm, from a complexity point of view, for computing just the n-th digit. Of course this complexity analysis is totally misleading: the strength of our algorithm rests mostly on its easy implementation in standard precision without requiring FFT methods to accelerate the computation.
Computations.
We report here computations of ; log(2); log 2 (2); 2 and log(9=10), based on the formulas (1.1), (2.2), (2.5), (2.6) and the identity log(9=10) = ?L 1 (1=10), respectively. We also report computations for the constant de ned as = (7)+log (11)+log (13)+log (17)+log(37)+log(73)+log(97)+log(101) + log(137) + log(353) + log(449) + log(641) + log(1409) + log(9999999900000001) + log(75118313082913) + log(66554101249) + log(206209) + log(99990001) + log(5882353) + log(69857) + log(9901) ? 96 log(2) ? 96 log(5).
Each of our computations employed quad precision oating-point arithmetic for division and sum mod 1 operations. Quad precision is supported from Fortran on the Sun Sparc/20, the IBM RS6000/590, and the SGI Power Challenge (R8000), which were employed by the authors in these computations. Quad precision was also used for the exponentiation algorithm on the Sun system. On the IBM and the SGI systems, however, we were able to avoid the usage of explicit quad precision, at least in the exponentiation scheme, by exploiting a hardware feature common to these two systems, namely the 106-bit internal registers in the multiply-add operation. This saved considerable time, because quad precision operations are signi cantly more expensive than 64-bit operations. Computation of 2 and log 2 (2) presented a special challenge, because one must perform the exponentiation algorithm modulo k 2 instead of k. When n is larger than only 2 13 , some terms of the series (2.5) and (2.6) must be computed with a modulus k 2 that is greater than 2 26 . Squares that appear in the exponentiation algorithm will then exceed 2
52
, which is the nearly the maximum precision of IEEE 64-bit oatingpoint numbers. When n is larger than 2
26
, then squares in the exponentiation algorithm will exceed 2 104 , which is nearly the limit of quad precision. This di culty can be remedied using a method which has been employed for example in searches for Wieferich primes 9]. Represent the running value r in the exponentiation algorithm by the ordered pair (r 1 ; r 2 ), where r = r 1 + kr 2 , and where r 1 and r 2 are positive integers less than k. Then one can write . For larger n, we still used this basic scheme, but we employed the multiplyadd \trick" mentioned above to avoid the need for explicit quad precision in this section of code. Our results are given below. The rst entry, for example, gives the 10 6 -th through 10 6 + 13-th hexadecimal digits of after the \decimal" point. We believe that all the digits shown below are correct. In most cases we did the calculations twice. The second calculation, performed for veri cation purposes, was similar to the rst but shifted back one position (this changes all the arithmetic performed). The computation of required approximately 51 hours on a Sun Sparc/20 at Simon Fraser University. This computation likely constitutes some sort of \record", in that it is in excess of the 5 billionth decimal digit of a (reasonably) natural transcendental number. The current record for is about 4 billion digits (due to Y. Kanada of the Univ. of Tokyo). The other computations were done on either a IBM RS6000/590 or a SGI Power Challenge system at NASA Ames Research Center, using workstation cycles that otherwise would have been idle.
Logs in base 2.
It is easy to compute, in base 2, the d-th binary digit of (5:1) log(1 ? 2 ?n ) = L 1 (1=2 n ) :
So it is easy to compute log m for any integer m that can be written as 6. Questions.
The hardest part of our method is nding an appropriate base b expansion. We cannot, at present, compute decimal digits of by our methods because we know of no identity like (1.2) in base 10. But it seems unlikely that this is inherently impossible. This raises the following obvious problem.
1] Find an algorithm for the n-th decimal digit of in SC .
It is not even clear that is in SC in base 10 but it ought to be possible to show this.
2] Show that is in SC in all bases.
Numbers that are not given by special values of polylogarithms aren't susceptible to our methods. Is this necessarily the case? 
