Abstract. Assume that f ∈ C 2 (R n ) is a strict convex function with a unique minimum. We divide the vector of n variables to d ≥ 2 groups of vector subvariables. We assume that we can find the partial minimum of f with respect to each vector subvariable while other variables are fixed. We then describe an algorithm that partially minimizes each time on a specifically chosen vector subvariable. This algorithm converges geometrically to the unique minimum. The rate of convergence depends on the uniform bounds on the eigenvalues of the Hessian of f in the compact sublevel set f (x) ≤ f (x0), where x0 is the starting point of the algorithm. In the case where f (x) = x ⊤ Ax + b ⊤ x and d = n our method can be considered as a generalization of the classical conjugate gradient method. The main result of this paper is the observation that the celebrated Sinkhorn diagonal scaling algorithm for matrices, and the corresponding diagonal scaling of tensors, can be viewed as partial minimization of certain logconvex functions.
Introduction
Let f ∈ C 2 (R n ) is a strict convex function, that is, the Hessian H(f )(x) is positive definite for each x ∈ R n . We assume that f has a minimum at x ⋆ ∈ R n , which is necessary unique. It is well known that a necessary and sufficient condition for the existence of x ⋆ is: f (x) with respect to the variable x j while keeping all other variable fixed:
min{f (x), x j ∈ R m j , x = (x j , x j )} = f (x j , x j (x j )). (1.2) Our main assumption is that we can find x j (x j ) either precisely, or with a prescribed accuracy. This assumption holds if f is a polynomial of degree 2 f (x) = x ⊤ Ax+b ⊤ x+c, where A is a symmetric positive definite matrix and d = n. This is the classical case of the conjugate gradient [11] . The main point of this paper is to show that this assumption holds if we consider the classical scaling algorithm of Sinkhorn [19] , or more general tensor scaling problem [2, 16, 7, 8] . Matrix scaling problems arise in several areas of applied and pure mathematics. There are many available algorithms to achieve the scaling. See [1] for a historical survey and for new suggested algorithms. The main purpose of this paper to show that matrix and tensor scaling could be efficiently implemented using our simple algorithm which ensures geometric convergence. While for matrices our algorithm reduces to alternating scaling, for tensors the algorithm chooses the order of scaling.
We now state briefly our algorithm: Algorithm Choose x 0 ∈ R n . for k := 0, 1, 2, . . .
We show that this algorithm converges geometrically to x ⋆ with at least a factor (1 −
), where α and β are the minimum and the maximum of the lowest and highest eigenvalues of H(f ) respectively in the compact convex sublevel region {x, f (x) ≤ f (x 0 )}.
Note that if d = 2, i.e., x = (x 1 , x 2 ), then after one iteration the above minimization algorithm is an alternating minimization, as in the Sinkhorn algorithm. Instead of using the standard coordinates x = (x 1 , . . . , x n ) ⊤ we can use the coordinatesx = P x, where the n rows of P : p ⊤ 1 , . . . , p ⊤ n are linearly independent. In the conjugate gradient algorithm we need to choose the vectors p 1 , . . . , p n to be orthogonal with respect to A: p ⊤ i Ap j = 0 for i = j [11] .
We now explain briefly why Sinkhorn scaling algorithm for matrices can be stated as a partial minimization of strict convex function. For simplicity of exposition ourselves mainly to positive rectangular matrices B = [b i,j ] ∈ R l×m . For u = (u 1 , . . . , u l ) ⊤ ∈ R l we denote by D(u) ∈ R l×l the diagonal matrix with the diagonal entries e u 1 , . . . , e u l . Let 1 n = (1, . . . , 1) ⊤ ∈ R n and assume r = (r 1 , . . . , r l ) ⊤ , c = (c 1 , . . . , c m ) ⊤ are given positive vectors satisfying 1 ⊤ l r = 1 ⊤ m c. The scaling problem is finding u, v such that the matrix D(u)BD(v) has rows and column sums r and c respectively:
for some u ∈ R l , v ∈ R m . Clearly, this problem is equivalent to the scaling problem when we replace r, c with br, bc for some positive b > 0. For a given nonzero vector w ∈ R n denote by L(w) = {x ∈ R n , w ⊤ x = 0}. The the dimension of L(w) is n − 1 and we identify L(w) with R n−1 . Let
is strictly convex on L(r) × L(c) and the condition (1.1) holds, see Section 4. Let
Use Lagrange multipliers to deduce that D(u ⋆ )BD(v ⋆ ) has row and column sums br, bc for some b > 0. Fix v ∈ L(c) and find partial minimum of min{f (u, v), u ∈ L(r)}. Use Lagrange multipliers to deduce that this minimum is achieved at unique u(v) such that the row sums of D(u(v))BD(v) are of the form br. We now give a simple formula for v. Observe first that the equality 
In the case where B has some zero entires then the scaling problem is solvable if and only if there exist a nonnegative matrix C = [c i,j ] ∈ R l×m with the same 0 pattern as B, (b i,j = 0 ⇐⇒ c i,j = 0), and with the row and column sums r, c [14] . The existence of such C is a linear programming problem that can be solved in polynomial time [12, 13, 8] . If B can be scaled, it is possible to convert the scaling problem to partial minimization of
We now summarize the contents of the paper. In Section 2 we show that our algorithm converges geometrically to x ⋆ : the unique minimum point of f . Denote by V (t) = {x ∈ R n , f (x) ≤ t} the compact convex sublevel set corresponding to t ≥ t ⋆ = f (x ⋆ ). Let 0 < α(t) ≤ β(t) be the minimum and the maximum of the smallest and the biggest eigenvalues of the Hessian
, where x k are given by our algorithm. Then t k is a strictly decreasing sequence which converges to t ⋆ , unless the algorithm reaches x ⋆ in a finite number of steps . Theorem 2.4 shows that the rate of convergence of x k to x ⋆ and t k to t ⋆ is at least of
),
).
In Section 3 we recall our results on tensor scaling [8] . Assume that
Let s j be positive probability vectors in
Then the scaling problem is to find x such that the j-th slice sum of B(x), obtained by summing on the indices i 1 , . . . 
In Section 4 we discuss the application of our algorithm to tensor scaling. In the case where B positive, or more general, where the strict convex function f is defined on the whole L(s 1 ) × . . . × L(s d ), our algorithm applies straightforward. For matrices, d = 2 it is exactly the Sinkhorn scaling algorithm, which was explained above. In the case of tensors, d ≥ 3, the algorithm chooses each time the scaling slice. In the case where f is strictly convex on a subspace L ⊂ L(s 1 ) × . . . × L(s d ), we describe a simple modification of our algorithm and justify its geometric convergence.
In Section 5 we show that our algorithm applies also to a generalized discrete Schrödinger's bridge problem. (The discrete Schrödinger's bridge problem is a scaling of a given column stochastic matrix to another column stochastic matrix B so that Ba = b, where a, b are two given positive probabiitiy vectors [10, 9] .) 2. The convergence of the algorithm Lemma 2.1. Let f ∈ C 2 (R n ) be strictly convex. Then the following conditions are equivalent:
(1) The function f has a unique minimum x ⋆ ∈ R n . (2) The condition (1.1) holds.
Proof. (1)⇒(2). Let S n−1 be the n − 1 dimensional sphere y − x ⋆ = 1. Fix y ∈ S n−1 . Consider the strict convex function in one variable:
Note that the function f (x) = e x , x ∈ R is strictly convex on R but f (x) does not have a minimum on R.
In what follows we assume that f ∈ C 2 (R n ) is strictly convex and x ⋆ is the unique minimum point of f . Then for each x ∈ R n \ x ⋆ the sublevel set
is a compact strictly convex set, with a C 2 boundary ∂V (t), with an interior containing
. Thus for each x, y ∈ V (t 0 ) we have the inequalities:
In particular, for x ∈ V (t 0 ) we have
α(t 0 ) and define
In what follows we need the following lemma: (1) trivially holds. Suppose that ∇f (x) = 0 and assume to the contrary that
Recall that h(t) is a strict convex function. Hence there exists t 1 ∈ (0, 2 β(t 0 ) ) such that h ′ (t 1 ) = 0 and h ′ (t) > 0 for t > t 1 . Thus there exists t 2 ∈ (t 1 , 2 β(t 0 ) ) such that f (y) = f (x) for y = x − t 2 ∇f (x)). Note that y ∈ V (t 0 ). This contradicts the inequality (2.2).
Therefore (3) holds.
We now bring the following simple lemma which is basically in [6] :
is strictly convex and x ⋆ is the unique minimum point of f . Fix x ∈ V (t 0 ) and assume that x ⋆ ∈ B(x, R 2 0 ). Then we can choose R 0 = R(x) and the following conditions hold:
Proof. As x ∈ V (t 0 ) the left hand side of (2.3) yields that x ⋆ ∈ B(x, R(x) 2 ), where R(x) 2 is given by (2.7). Clearly
.
This proves the first part of (2.8). Hence the inequality in (2.7) holds. Use part (3) of Lemma 2.2 to replace f (x) in the first part of (2.8) by a smaller quantity
2β(t 0 ) to obtain the second part of (2.8). Combine (2.6) with (2.3) to deduce
This show the inequality (2.9).
We now show that in our algorithm the sequences
Theorem 2.4. Assume that f ∈ C 2 (R n ) is a strict convex function which has a unique minimum point x ⋆ . Let x 0 ∈ R n and x k , k ∈ N be given by our algorithm. Set
(1) Clearly if
Hence the sequence {α(t k )}, k ∈ N is a nonincreasing, and the sequences {β(t k )}, k ∈ N and {κ(t k )}, k ∈ N are nondecreasing. The equality lim k→∞ t k = t ⋆ follows from (2.11). The inequality (2.13) yields
(3) First we show the inequality (2.11) for k = 1. Assume that
This proves the first inequality in (2.11) for k = 1. Assume now that k = 2. The definition of x 1 yields that
. Use the same arguments as
). Hence (2.11) holds for k = 2. Similarly, the inequality (2.11) holds for each k ≥ 2.
Use the inequality (2.7) to deduce the inequality in (2.12). As κ(t k ) ≤ κ(t 0 ) for each k ∈ N we deduce the inequality below (2.12). According to Lemma 2.3 x ⋆ ∈ B(x k , R 2 (x k )). Use (2.12) to deduce (2.13).
Observe that our algorithm is an alternating algorithm for d = 2 after the first step.
The tensor scaling problem
In this section we first recall briefly the results in [8] that we need. 
Note that a 1-mode tensor is a vector, and a 2-mode tensor is a matrix. Assume that d ≥ 2. For a fixed (1, i) slice and the (2, j) slice are the i − th row and the j − th column of a given matrix. In the rest of the paper we assume:
the k-slice sum. Note that k-slice sums satisfy the compatibility conditions (3.4)
We assume that
is a given nonnegative tensor with no zero slice (k, i k ). Let s k ∈ R [14] and Brualdi [4] . See also [15] . For the special case of positive diagonal equivalence to doubly stochastic matrices see [5] and [20] . The result of Menon was extended for tensors independently by Bapat-Raghavan [3] and Franklin-Lorenz [7] . (See [2] and [16] for the special case where all the entries of B are positive.) In [8] we gave necessary and sufficient conditions for the solution of this problem:
. . , d be given positive vectors satisfying (3.4). Then there exists a nonnegative tensor
, which is positive diagonally equivalent to B and having each (k, i k )-slice sum equal to s k,i k , if and only the following conditions hold: The system of the inequalities and equalities for
imply one of the following equivalent conditions
In particular, there exists at most one tensor
The above yields the following corollary. 
, having the same zero pattern as B, which satisfies (3.2).
For matrices, i.e. d = 2, the above corollary is due Menon [14] . For d = 3 this result is due to [3, Thm 3] and for d ≥ 3 [7] . Brualdi in [4] gave a nice and simple characterization for the set of nonnegative matrices, with prescribed zero pattern and with given positive row and column sums, to be not empty. It is an open problem to find an analog of Brualdi's results for d-mode tensors, where d ≥ 3.
Note that the conditions of Theorem 3.1 are stated as a linear programming problem. Hence the existence of a positive diagonally equivalent tensor A can be determined in polynomial time [12, 13] . If such A exists, it is shown in [8] that A can be found by computing the unique minimal point of certain strictly convex functions f . Note that B > 0 is always scalable as the tensor
Clearly,f is a convex function on R n+d . Denote by U(s 1 , . . . , s d ) ⊂ R n+d the subspace of vectors (x 1 , . . . , x d ) satisfying the equalities (3.6). Thus
In [8] we showed the following lemma: Denote by V(s 1 , . . . , s d ) the subspace of all vectors (x 1 , . . . , x d ) satisfying the condition 1 of Theorem 3.1. Clearly, for each x ∈ R n+d the functionf has a constant valuef (x) on the affine set x+V(s 1 , . . . , s d ) . Let V 0 (s 1 , . . . , s d ) =  V(s 1 , . . . , s d ) ∩ U(s 1 , . . . , s d ) Hence, if η ∈ U(s 1 , . . . , s d ) is a critical point off then any point in η + V 0 (s 1 , . . . , s d ) is also a critical off . Denote by V(s 1 , . . . , s d (s 1 , . . . , s d ) . In [8] we showed:
d be given positive vectors satisfying (3.4). Then the following conditions are equivalent.
(1)f has a global minimum.
The scaling algorithm for tensors
In this section we assume that a given
satisfies one of the equivalent conditions of Theorem 3.
Hence f has a unique minimum point x ⋆ ∈ V 0 (s 1 , . . . , s d ) ⊥ . We now describe our algorithm for finding x ⋆ .
We first consider the case where V 0 (s 1 , . . . , s d ) = {0}. That is, the system of linear equations given by (3.6) and by the conditions (1) of Theorem 3.5 has only the trivial solution
This condition is satisfied if all the entries of B are positive. Indeed, assume that B > 0. Sum up the equations in condition (1) on i 2 , . . . , i d to deduce that x 1 = t 1 1 m 1 . Similarly, we deduce that
j=1 m j equations of (1) are equivalent to one equaiton: t 1 + · · · + t d = 0. The conditions (3.6) yield that t 1 = · · · = t d = 0.
In this casef = f is a function defined on U(s 1 , . . . , s d ). We identify U(s 1 , . . . , s d ) with R n = R m 1 −1 × · · · R m d −1 . Then our algorithm is applied straightforward as in the case d = 2, which is described in Section 1: Fix x j and find the uniquex j =x j (x j ) which satsfies the condition
We now can apply Theorem 2.4. Our algorithm will converge to a unique minimal point x ⋆ ∈ U(s 1 , . . . , s d ). The tensor B(x ⋆ ) will have its d sum slices of the form bs 1 , . . . , bs d for some b > 0.
We now discuss the case where V 0 (s 1 , . . . , s d ) is a nontrivial subspace of U(s 1 , . . . , s d ). In that case we claim that our algorithm applies with a suitable modification. First observe that
Observe thatf (x + z) =f (x) for x ∈ R n and z ∈ V(s 1 , . . . , s d ). Hencê 
Choose an orthonormal basis in W j and denote by ∇f W j (x) the gradient of f with respect to the chosen orthonormal basis of the subspace W j . Then
Proof. (1) In view of the assumption (3.1) it follows that dim L(s j ) = m j − 1 ≥ 1. Assume to the contrary that dim W j < m j − 1, Then there exists x j ∈ L(s j ) \ {0} such that P 0 (0, x j ) = 0. Use the first equality of(4.1) to deduce thatf ((0, tx j )) = f (P 0 (0, tx j )) = f (0) for each t ∈ R. As B is a nonnegative tensor with no (k, i k )-zero slice it follows that
As x j = 0 the above function of t can't be a constant function.
As ∇f (x) ⊤ v j = 0 we deduce that
Use (4.2) and the above inequalities to deduce (4.3).
We now give the modified algorithm: Note that ∇ jf (x ′ 1 ) = 0. Hencef (x 1 + (0, x j )) ≥ f (x 1 ) for each x j ∈ L(s j ). Let x 1 = P 0 x ′ 1 = x 0 + P 0 (0, x j (x j 0 ) − x j,0 ). The first equality of (4.1) yields: f (x 1 ) =f (x 1 ) =f (P 0 x ′ 1 ) =f (x 1 ) ≤f (x ′ 1 + (0, x j )) = f (P 0 (x ′ 1 + (0, x j )) = f (x 1 + P 0 (0, x j )) for all x j ∈ L(s j ). Hence ∇ W j f (x 1 ) = 0. Therefore x 1 is the minimum of f on the affine space
, as in the case of the original algorithm. As ∇ W j f (x 1 ) = 0 we deduce from (4.3) that
for k = 1. Same inequality holds for all k ≥ 1. Hence Theorem 2.4 applies in this case too.
A generalization of discrete Schrödinger's bridge problem
The classical Schrödinger bridge problem, studied by Schrödinger in [17, 18] , seeks the most likely probability law for a diffusion process, in path space, that matches marginals at two end points in time. The discrete version of Schrödinger's bridge problem for Markov chains can be stated as follows [10, 9] Proof. Assume that a = (a 1 , . . . , a n ) ⊤ , c = (c 1 , . . . , c n ) ⊤ . Denote by D(a) ∈ R n×n the diagonal matrix whose diagonal entries are the coordinates of a. LetÃ = AD(a) and consider the scaling of B = D 1Ã D 2 with the row sum b and column sum c • a = (c 1 a 1 , . . . , c n a n ) ⊤ . Note that condition 1 ⊤ n (c • a) = 1 ⊤ m b is the condition c ⊤ a = 1 ⊤ m b. Next observe that this scaling ofÃ is equivalent to the scaling of A which satisfies (5.1). The result of [14] yields that B exists if and only if there exists C ∈ R m×n + with the same 0-pattern as B that satisfies (5.1). Use the modifed algorithm to find the scaling ofÃ.
