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Abstract

The behavior of magnetic systems in the extreme quantum limit is one of the most
interesting forefront areas in condensed matter physics. This dissertation investigates
two particularly interesting quantum magnets: LiVO2 and DMACuCl3 . Systematic
studies were performed on single crystal samples using different experimental techniques, especially inelastic neutron scattering. Detailed experimental results and
corresponding model calculations are presented and discussed in this dissertation.
LiVO2 is a good candidate to study the interplay between “magnetic frustration”
and orbital ordering. V3+ ions in LiVO2 form a triangular lattice involving threefold
degenerate t2g orbitals. LiVO2 undergoes a first order phase transition at Tt = 500
K accompanied by a large reduction of the magnetic susceptibility in the low temperature phase. The origin of this phase transition has been associated with a peculiar
type of t2g orbital ordering resulting in the formation of vanadium trimer clusters
with a spin-singlet ground state. Our inelastic neutron scattering experiments reveal multiple magnetic excitations with energy transfer as large as several hundreds
of meV associated with the low temperature orbitally ordered phase. This can not
be explained by a simple “spin-only” isolated trimer model. Model calculations including a Kugel-Khomskii orbital-ordering term yield qualitatively similar spectra
suggesting that a new type of excitation, which we refer to as “cluster orbiton”, has
been observed in LiVO2 .

iv

DMACuCl3 was proposed as a S = 1/2 FM-AFM alternating-sign chain along the
a-axis. However, our inelastic neutron scattering experiments indicate that the strong
magnetic coupling in DMACuCl3 is along the b-axis, and the magnetic excitation
spectrum is dominated by the FM-AFM alternating chain with JFM = -1.2(1) meV
and JAFM = 1.3(2) meV. Furthermore, recent studies show that DMACuCl3 undergoes
a structural phase transition at Tt = 285 K. Below Tt , the low temperature crystal
structure suggests that DMACuCl3 contains two types of dimers: FM and AFM
dimers. Inelastic neutron scattering results suggest a two chain model along the
b-axis for DMACuCl3 .
This research is conducted under the supervision of the author’s advisors: Dr.
David G. Mandrus at material science and technology division and Dr. Stephen E.
Nagler at center for neutron scattering, Oak Ridge National Laboratory.
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Chapter 1
Introduction
This chapter gives a brief introduction to the concepts and theories that will be used in
this dissertation. Two particularly interesting low-dimensional magnets are studied by different experimental techniques, in particular inelastic neutron scattering. LiVO2 is a twodimensional triangular lattice with proposed peculiar type of t2g orbital ordering. DMACuCl3
is a S = 1/2 quasi-one-dimensional ferromagnetic-antiferromagnetic alternating-sign chain
with comparable ferromagnetic and antiferromagnetic exchange interactions. This chapter
first gives a brief introduction to the origin and theories of magnetism, and then describes
the fundamental scientific interest for studying low-dimensional magnets. In particular, I
address the motivations for studying the ferromagnetic-antiferromagnetic alternating-sign
chain and the geometrically frustrated triangular lattice. Crystal field theory and orbital
physics of transition metal compounds are described briefly in regards to the threefold degenerate t2g orbital ordering involved in LiVO2 . Finally, an overview of each following
chapter’s content is provided.

1

1.1

Magnetism

Magnetism is a phenomenon generated in matter by the motion of electrons within atoms.
The history of the study of magnetism can be traced back to earlier than 600 B.C. The
early Chinese and the ancient Greeks knew about strange and rare stones called “lodestone”, actually a form of the mineral magnetite, possessing the power to attract iron. The
magnetic compass was invented by the Chinese at around A.D. 1000 as the first application
of magnetism in record. However, it is only in the twentieth century that scientists have
begun to understand magnetism and further develop new magnetic materials and technologies based upon that understanding. With modern knowledge of magnetic phenomena in
condensed matter, magnetism has become a fascinating field and has some role in virtually every branch of science and technology. There has been, for example, an increasing
interest in the magnetic properties of organic materials, the influence of magnetic fields
on chemical reaction rates and aspects of biochemistry, and naturally over the past twenty
years, magnetic phenomena associated with both high temperature superconductivity and
semiconductor technology [1]. The study of magnetism continues to attract much attention
of current research.

1.1.1

Origin of Magnetism

The origin of magnetism lies in the orbital and spin motions of the electrons and how
they interact with one another. Each electron has its own spin angular momentum (si ),
orbital angular momentum (li ), and their associated magnetic moments. In some sense, each
electron behaves as a tiny dipole magnet. The total angular momentum ~J = ~S + ~L in an
P
P
atom includes contributions from both total spin (~S = i si ) and total orbital (~L = i li )
angular momenta of the electrons. Due to the Pauli exclusion principle, each electronic
orbit can only be occupied by two electrons of opposite spin. Thus atoms or ions that have
only closed shells of electrons do not have permanent magnetic moment as the magnetic
moment of the electrons cancel out. However, for transition metal atoms with partially filled
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3d-shells (located in groups 3 through 12 of the periodic table) or rare earth elements with
partially filled 4f -shells (refers to as a collection of 17 chemical elements in the periodic table,
namely scandium, yttrium, and the lanthanides), the values of spin are usually non-zero.
Nevertheless, the orbital angular momentum of transition metal atoms is often quenched by
the crystal field resulting in an effective value L ≈ 0. Thus, in general, the transition metal
ions (atoms) can be characterized by spin-only interactions. Whereas, the effective value of
orbital angular momentum in the rare earth elements is not zero; i.e., both spin and orbital
motions contribute to the magnetic moment. In this dissertation, we investigate magnets
DMACuCl3 and LiVO2 containing Cu2+ and V3+ ions, respectively. The Cu2+ ion has one
electron in the twofold degenerate eg orbital resulting in S = 1/2, and the orbital angular
momentum is quenched [2, 3]. Hence, DMACuCl3 can be treated as a purely spin system.
The V3+ ion in LiVO2 has two electrons occupying two of the threefold degenerate t2g
orbitals resulting in effective S = 1 due to Hund’s rule, and the orbital angular momentum
is only partly quenched [2,3]. Therefore, for LiVO2 , both spin and orbital degrees of freedom
need to be taken into account. Our studies indicate that the orbital degrees of freedom play
a significant role in understanding the magnetic properties of LiVO2 .

1.1.2

Types of Magnetism

Depending on the magnetic behavior in response to applied magnetic field at different
temperature, magnetic materials can be classified into five categories: diamagnetism, paramagnetism, ferromagnetism, antiferromagnetism, and ferrimagnetism. The typical atomic
and magnetic behaviors of these five types of magnetism are summarized in Fig. 1.1. The
detailed definitions and descriptions can be found in many textbooks [1, 4, 5]. Diamagnetism is a property to all matter, whereas paramagnetism is a property of some materials.
Both diamagnetism and paramagnetism are inherent properties; they exist whether the
applied magnetic field is zero or non-zero. Ferromagnetism, antiferromagnetism, and ferrimagnetism are magnetically ordered states. Above a critical transition temperature, all
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Figure 1.1: Types of magnetism and their typical atomic and magnetic behavior.
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Table 1.1: Eigen-states and eigen-energies of a S = 1/2 magnetic dimer
|ψdimer i
| ↑↑i
√1 (| ↑↓i + | ↓↑i)
2
| ↓↓i
√1 (| ↑↓i - | ↓↑i)
2

Stot
1
1
1
0

Sz
1
0
-1
0

E
J/4
J/4
J/4
-3J/4

ferromagnets, antiferromagnets, and ferrimagnets become paramagnetic. As illustrated in
Fig. 1.1, various kinds of magnetic properties can be distinguished through magnetization
versus field and temperature dependent magnetic susceptibility measurements.

1.1.3

The Exchange Interaction

Many materials are magnetically ordered at temperatures well above room temperature.
The origin of the interaction between spins in a magnetic system is the exchange interaction. The exchange interaction is purely quantum mechanical in nature and Heisenberg
suggested that the spin-spin exchange interaction is proportional to the dot product of the
spin operators. For a single spin pair, the Heisenberg Hamiltonian is:
H = J ~S1 · ~S2 ,

(1.1)

where ~Si (i = 1, 2) is the spin operator located at the lattice site i and J denotes the
strength of the exchange interaction (sometimes referred as the exchange constant or coupling constant). As shown in Table 1.1, J is the difference in energy of a magnetic dimer
between the singlet (Stot = 0) state and triplet states (Stot = 1). The sign of the exchange
constant J will determine which relative spin orientations are preferred. For a spin pair
described in Eq. 1.1, if J is negative, the ground state is the threefold degenerate triplet
states, the interaction favors parallel alignment of the spins, and the coupling is called ferromagnetic. On the other hand, if J is positive, the ground state is the spin-singlet state,
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the interaction favors anti-parallel alignment of the spins, and the interaction is said to be
antiferromagnetic.
In a solid, each ion is surrounded by several neighbors. In that case. the Heisenberg
exchange interaction can be taken as a sum over all neighbors:

H=

X

Jij ~Si · ~Sj

(1.2)

ij

In order for a material to be magnetically ordered, the spins on one atom must couple with
the spins on neighboring atoms. The magnetic interaction described by Eq. 1.2 is known
as direct exchange, because it is favored by two neighboring atoms with direct overlap of
their electron densities (orbitals). However, in fact, many magnetic ions are unable to
interact by direct exchange. It often happens that two magnetic ions are separated by a
nonmagnetic ion. The mechanism for magnetic ordering then can be described by indirect
exchange interactions. There are many types indirect exchange interactions. The most
common one is the super-exchange interaction, in which the spin information is transferred
through a covalent interaction with a shared neighbor oxygen site. Other types of indirect
exchange interactions include the Ruderman-Kittel-Kasuya-Yosida interaction, also refers
to as RKKY interaction (itinerant exchange, ferromagnetic, electron mediated); Double
Exchange (ferromagnetic, mixed valency); Anisotropic Exchange (antiferromagnetic, spinorbit interaction); Kondo Effect (isolated magnetic ion); and Zener Model (ferromagnetic, pd hybridization) describing the magnetic interactions of more specific and complex systems.
In this dissertation, model calculations use the Heisenberg spin Hamiltonian based upon the
spin-spin exchange interaction described by Eq. 1.2. However, when examining LiVO2 , the
orbital interactions are also included in describing the Hamiltonian. This will be discussed
in more detail in the specific LiVO2 chapter.

6

1.1.4

Magnetic Ordering

Most magnetic materials undergo long-range magnetic ordering at sufficiently low temperatures. Common types of magnetic ordering are ferromagnetic ordering, antiferromagnetic
ordering, and ferrimagnetic ordering as illustrated in Fig. 1.2 for linear arrays of spins.
Some other types of complex magnetic ordering can also occur; for example, spiral order
can be observed when a second-neighbor interaction is significant. Not all magnetic lattice structures are suitable for long-range magnetic ordering. Neel proposed [6] that a real
three-dimensional solid with dividable magnetic sublattices will undergo long-range antiferromagnetic order below a critical Neel temperature, TN . However, for a one-dimensional
array of spins, Bethe showed [7] that there is no antiferromagnetic long-range order at any
temperature due to quantum fluctuations. Experimentally, however, due to very weak interchain coupling, most quasi-one-dimensional systems order at sufficiently low temperatures.
For example, DMACuCl3 is a S = 1/2 spin chain system, which enters a magnetic long
range order phase below TN ≈ 0.9 K. For magnets with geometrical frustration, such as
a two dimensional triangular lattice and Kagome lattice, all exchange interactions can not
be satisfied simultaneously leading to the frustration of the whole system. The frustration
often results in suppression of magnetic long range order. LiVO2 is a two-dimensional triangular lattice material, that does not show any sign of magnetic long range order down
to 2 K. Although compounds with geometrically frustrated structures may order at very
low temperature, the different competing interactions are only partially satisfied, and the
resulting magnetic structure [8] gives exotic (often meta-stable) states.

1.1.5

Theories of Magnetism

The theory of magnetism is an important part of modern condensed matter physics. It is
generally very difficult or impossible to solve exactly a many body system with multiple

7

Figure 1.2: Linear arrays of spins illustrate magnetic ordering (a) ferromagnetic ordering, (b) antiferromagnetic ordering, (c) ferrimagnetic ordering [5].
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interactions. Physicists have tried to construct simple models to study characteristic properties of magnetism. The most common and widely used theories of magnetism are mean
field theory and spin wave theory.

Mean Field Theory
Mean-field theory, dating back to Curie, Weiss and Ginzburg-Landau, is one of the most
common approaches for studying magnetic systems. It offers a rough way of identifying
types of magnetism, and provides a starting point for more sophisticated calculations. The
basic idea of mean field theory is that the complicated interactions of each element of a
complex system with its neighbors can be replaced by an average or effective interaction,
mean field. This reduces the multi-body problem into an effective one-body problem. Above
the critical temperature Tc , in the mean field approximation, the zero-field susceptibility is
given by:
χ0
,
1 − ( TTc )

(1.3)

N (gµB )2 J(J + 1)
.
V 3
kB T

(1.4)

χ=
where χ0 assumes a Curie’s law form:

χ0 =

where N/V represents number of ions per volume, and g is the Landé g-factor. Eq. 1.4 is
known as the Curie’s law, whereas Eq. 1.3 is a modification known as the Curie-Weiss law.
The critical temperature Tc is given by:

Tc =

N (gµB )2
S(S + 1)
S(S + 1)λ =
J0 .
V 3
3kB

(1.5)

J0 is the effective Heisenberg nearest-neighbor exchange constant [5]. Because mean field
theory neglects quantum fluctuation effects, the critical temperature (also referred to as the
transition temperature) predicted by mean field theory is typically higher than the experimental transition temperature. The agreement improves with increasing dimensionality.
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Mean field theory is also quite inaccurate in the prediction of spontaneous magnetization.
The spontaneous magnetization predicted by mean field theory varies as M ∼ (TC − T)1/2 ,
regardless of the dimensionality of the lattice. However, it does not agree with the known
results M ∼ (TC − T)β , β = 1/8 for the two-dimensional Ising model, and β ' 1/3 for most
three-dimensional systems. At low temperature, mean field theory gives a term of order
eJ0 S/kB T for the deviation of the spontaneous magnetization from its saturation value that
is in contrast to the T3/2 law predicted by the Heisenberg model that has been confirmed
by experiments. Mean field theory also fails to predict spin waves at low temperatures [5].

Spin Wave Theory
Spin wave theory is a many-body approach that has been widely applied to study ordered
magnetic spin systems. It was originally introduced by Bloch [9], Holstein and Primakoff
[10] to study the magnetic behavior of ferromagnets. The theory was later extended by
Anderson [11] and Kubo [12] to model the magnetic excitations of antiferromagnets. Spin
wave theory describes the low-lying energy states of a spin system as collective excitations
called spin waves as illustrated in Fig. 1.3. The energy of a spin wave is quantized, and
the quantized energy of a spin wave is called a magnon. For a ferromagnet, the ground
state is known to have all spins parallel to each other. The low-lying spin-wave excited
states can be described by a linear combination of ferromagnetic states each with only a
single lowered spin and modulated by a phase factor e(ik·rj ) , where rj denotes the position
of the flipped spin [5]. For an antiferromagnet, spin wave theory is more complex. Although
we may assume the spin structure of the crystal may be divided into two interpenetrating
ferromagnetic sublattices, the determination of the exact antiferromagnetic ground state
is a difficult many body problem. Finding the ground state of the quantum Heisenberg
antiferromagnet is an unsolved problem except in the special case of an one-dimensional
array of S = 1/2 Ising spin which has an array of perfect antiparallel neighboring spins as
the ground state [7]. Spin wave theory is able to explain the low-lying excitations in the
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Figure 1.3: Illustration of the elementary collective excitation, spin wave. (a) Magnetically (ferromagnetic) ordered ground state determined by exchange interaction
described by Eq. 1.2; (b) Illustration of the elementary collective excitation, spin
wave, in such a magnetically ordered state.
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magnetically ordered phase and predicts the T3/2 law in the deviation of the spontaneous
magnetization of a ferromagnet from its saturation value at low temperatures.

1.2

Low Dimensional Magnets

Low-dimensional magnets are defined as magnets that contain much stronger magnetic coupling in one or two spatial directions than in the remaining ones. Low-dimensional magnets
have a large number of experimental realizations and exhibit a variety of novel magnetic
behavior. The origin of the rich phenomena can be attributed to the low dimensionality of
such systems where quantum fluctuations play an important role. Low-dimensional magnets
provide a unique possibility to study the ground state and excited states of quantum model
systems; possible new phases of matter; and the interplay between quantum fluctuations
and thermal fluctuations.
Low-dimensional magnets have long served as a test ground for condensed matter theory. It is possible to find interesting exact solutions in a low-dimensional system that in
general are impossible when dealing with three-dimensional systems. In 1931, Hans Bethe
found the exact quantum mechanical ground state of the one-dimensional antiferromagnetic
Heisenberg model [13] using the ‘Bethe ansatz’ method [7]. Since then, extensive studies
have been carried out to develop the theory of low-dimensional magnetism. The solution
of Ising’s classical one-dimensional model was successfully extended to two-dimensions [14].
A large variety of methods have been developed to calculate the excitation energies, correlation functions, and thermal properties for one-dimensional Heisenberg model and some
of its anisotropic generalizations. The intimate connection between classical models in
two-dimensions and quantum mechanical models in one-dimensions has also been established [15]. Later discoveries by Faddeev and Takhtajan [16], who revealed the spinon
nature of the excitation spectrum of the spin = 1/2 antiferromagnetic chain, and Haldane [17], who discovered the principal difference between chains of integer and half-integer
spins, have caused an upsurge of interest in new quasi-one-dimensional magnetic materials.
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The discoveries of high temperature cuprate superconductors in 1987 have given a tremendous boost to the research of two-dimensional antiferromagnets. The dominant electronic
and magnetic properties of the cuprate superconducting systems are associated with the
copper-oxide (CuO2 ) planes, which are believed to be intimately connected to the strong
magnetic fluctuations. The more recent discovery of superconductivity in water intercalated
Na0.35 CoO2 · 1.3H2 O [18] has triggered further interest in new families of low-dimensional
materials.
The theoretical study of low-dimensional magnetism has motivated the synthesis of new
classes of materials. The one- and two-dimensional model systems which are of interest
to theoretical physicists can be found in nature or synthesized. Real magnetic materials
are three-dimensional, but they can be effectively considered as low-dimensional systems if
the exchange interactions have different strengths in different directions. For example, a
magnetic material can be considered as a quasi-one-dimensional linear chain compound if
the intra-chain coupling is much stronger than the inter-chain ones. For a two-dimensional
planar magnetic system, the dominant exchange interactions are analogously intra-planar.
Several low-dimensional quantum magnets have been investigated experimentally, where
novel magnetic excitations have been discovered. Among them, CuCl2 · 2NC5 H5 [19] is the
first S = 1/2 quantum Heisenberg antiferromagnetic chain material to be studied; KCuF3
[20] and Sr2 CuO3 [21] are model compounds of the spin- 21 antiferromagnetic Heisenberg
chains; and CuGeO3 is the first quasi-one-dimensional spin- 12 inorganic antiferromagnet
where spin-Peierls states are realized [22]. The prototype of ladder materials with spin- 12
are SrCu2 O3 [23, 24], and Sr14 Cu24 O41 [25]; (VO2 )P2 O7 is characterized as an alternating
chain [26]; while Ni(C2 H8 N2 )2 NO2 (ClO4 ) (NENP) [27], Ni(C5 H14 N2 )2 N3 (PF6 ) (NDMAP)
[28], and Y2 BaNiO5 [29] are all model compounds of S = 1 Haldane gap system. Compounds
such as CaV4 O9 [30] and SrCu2 (BO3 )2 [31] are characterized as two-dimensional quantum
systems. The interplay between theory and experiments has led to the discovery of new
classes of low-dimensional materials. The study of low-dimensional magnetism has opened
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up new research possibilities and will continue to be an active area of research in condensed
matter physics. In the following sections, I introduce two particularly interesting lowdimensional magnets: the two dimensional triangular lattice and the S = 1/2 FM-AFM
alternating-sign chain.

1.2.1

Geometrically Frustrated Magnets: Triangular Lattice

“Magnetic frustration” is one major focus of current condensed matter magnetism research.
Magnetic systems with competing interactions are known as “frustrated” because the competing interactions make it difficult to have an ordered state or even a single non-degenerate
ground state. Frustration could arise either from the special geometry of the magnetic lattice, or from the competition between the near-neighbor and further-neighbor interactions.
The former type of frustration is called geometrical frustration. A classic example of “magnetic frustration” is antiferromagnetic Ising spins forming a triangle as depicted in Fig. 1.4
(a), where the third spin can not be in a minimum energy configuration with both neighbors simultaneously leading to the frustration of the whole system. Furthermore, the ground
state of such a triangle is not uniquely determined giving rise to new phenomena and novel
magnetic properties.
In two dimensions, there are two well known geometrically frustrated lattices: the triangular lattice as depicted in Fig. 1.4 (b) and the Kagome lattice as shown in Fig. 1.4 (c).
Both of these lattices are built out of triangular plaquettes of spins. The Kagome lattice
is distinguished from the triangular lattice by the characteristic of having corner-sharing
rather than edge sharing triangles. The frustration present in a triangular lattice often result in the suppression of magnetic long range order and exotic ground state. The triangular
lattice plays an important role in the search for cooperative frustrated new phenomena in
two dimensions.
The theoretical interest in the two-dimensional triangular lattice arises from the degeneracy of the ground state due to frustration, which leads to the frustration of the whole
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Figure 1.4: AFM Ising spin on a triangle and illustration of geometrically frustrated
lattices. (a) Geometric frustration: The ground-state spin configuration of three
Ising spins on a triangle coupled antiferromagnetically, showing frustration occurring
among spins in a site-ordered system. (b)Triangular lattice; (c) Kagome Lattice.
Panels (b) & (c) illustrate two-dimensional magnetic lattices that are frustrated when
occupied by spins (red dots) with nearest neighbor AF interactions.

15

system. This gives rise to new physics with novel magnetic properties [32]. Philip Anderson first proposed a quantum spin disordered state, the resonant valence bond (RVB)
state to describe the ground state of a two-dimensional triangular lattice [33]. The RVB
system resonates between states in which different pairs of spins form singlet states having
zero spin and no fixed direction in space. It is now believed that, for a S = 1/2 classical Heisenberg model, a triangular lattice antiferromagnets with nearest-neighbor coupling
exhibits 120◦ long range order [34–36] as illustrated in Fig. 1.5. Assuming the spins are
confined in the XY plane, as depicted in Fig. 1.5 (a), atom 3 can not align itself antiparallel
to the moment on both atom 1 and atom 2 simultaneously. A triangle formed by three
Ising spins is magnetically frustrated. For a given spin vector at atom 1, Fig. 1.5(b) and
(c) illustrate the twofold degenerate ground state of a such system, where the three XY
spins form 120◦ angles to each other. This is the so called “120◦ spin structure”. However,
various exotic phases may appear in real materials driven by other effects. More recent
studies suggest that interactions beyond nearest-neighbor exchange, such as longer range
interactions, multiple-spin exchange interactions, and structural dimerization may also lead
to a quantum spin disordered ground state [37, 38].
In real materials, depending on how the triangles of antiferromagnetic interactions built
into a crystal lattice, there are three common experimental types of triangular antiferromagnets with composition ABX3 , BX2 , and ABO2 , in which A denotes an alkali metal, B
denotes a transition metal, and X denotes a halogen atom. Experimentally, a number of
such systems have been investigated in detail. For example, KNiCl3 , CsFeCl3 , RbCoBr3 and
CsNiF3 are ABX3 type antiferromagnets. KNiCl3 is characterized as a Heisenberg triangular antiferromagnet with easy-plane type anisotropy [39, 40]; CsFeCl3 is determined to have
a singlet ground state [41]; RbCoBr3 is an Ising antiferromagnet [42]; whereas CsNiF3 is a
triangular antiferromagnet stacking ferromagnetically [43]. Among BX2 type compounds,
VCl5 and VBr5 are Heisenberg like systems [44], although there is weak easy-axis anisotropy.
LiCrO2 , CuCrO2 and AgCrO2 are ABO2 type magnets, where LiCrO2 and CuCrO2 have
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Figure 1.5: “120◦ spin structure”, in which three XY spins form 120◦ angles with the
neighboring spins. (a) Geometric frustration arising from triangular arrangements
of magnetic moments with each pair coupled antiferromagnetically. (b) and (c) two
degenerate solutions for the lowest energy of the system for a given spin vector at
atom 1 [32].
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120◦ magnetic structure with weak easy-axis anisotropy [45–47], AgCrO2 has slightly modulated 120◦ structure [48]. A variety of phenomena has been observed in triangular lattice
systems.
LiVO2 is a ABO2 type triangular antiferromagnet. LiVO2 crystallizes in a rhombohedral
crystal structure, in which Li, V and O ions each form a two-dimensional triangular lattice
stacking along the crystalline c-axis with an ABCABCABC... stacking sequence. LiVO2
doesn’t show any sign of magnetic long range order down to 2 K. The in-plane and out-ofplane resistivity gives a ratio of ρc /ρab ≈ 100 indicating the quasi-2D nature of this system
making LiVO2 a good candidate for studying magnetism on the triangular lattice.

1.2.2

S = 1/2 FM-AFM Alternating-Sign Chain

Due to quantum effects and low dimensionality, one-dimensional magnetic systems exhibit
a variety of phenomena and serve as a play ground to study potential new phases of matter
and interplays of quantum and thermal fluctuations [49]. One-dimensional magnets have
attracted much attention both theoretically and experimentally due to their diversity in
behaviors and experimental realizations.
In 1983, Haldane [17] predicted that the one-dimensional Heisenberg antiferromagnetic
chain (1DHA) with integer spin values has an energy gap in its excitation spectrum between
the singlet ground state and the first excited state, whereas the 1DHA with half-odd-integer
spin values are gapless. The energy gap, the so-called Haldane gap, has been confirmed by
a number of theoretical and experimental studies. Since Haldane’s conjecture, to elucidate
the essential difference between the ground state properties of the 1DHA with integer spin
and that with half-integer spin, there has been continuous research interest especially in
quasi-one-dimensional, S = 1/2, Heisenberg alternating chains. Fig. 1.6 depicts a classical
one-dimensional FM-AFM alternating chain with Ising spins, where JFM denotes the FM
exchange constant depicted as solid lines, and JAFM denotes the AFM exchange constant
depicted as dotted lines. The Heisenberg Hamiltonian of such a system can be expressed in
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Figure 1.6: Schematic drawing of the one-dimensional FM-AFM alternating chain
with Ising spins. FM and AFM exchange interactions are depicted with solid and
dotted lines, and JFM and JAFM denote FM and AFM exchange constants, respectively.
the following form
H=

X

J1 S2n−1 · S2n +

X

J2 S2n · S2n+1

(1.6)

n

n

where J1 and J2 represent two different exchange couplings, and J2 is assumed to be positive
corresponding to AFM exchange interaction. This system is of particular interesting because
of the crossover between the Haldane-gap phase and the dimer phase [50]. As J1 changes
from -∞ to J2 , the ground state of the model system described by Eq. 1.6 changes from
the Haldane-gap phase (J1 =-∞) to the gapless spin-liquid phase (J1 =J2 ) passing through
the noninteracting singlet state (isolated AF dimer system with J1 =0). DMACuCl3 is in a
very interesting physical regime to study because the ratio between J1 /J2 ≈ -1, and it is the
crossover point in the phase diagram for the system to be more Haldane-like or dimer-like.
The phase diagram and further detailed discussions will be presented in chapter four.
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1.3

Orbital Ordering in Transition Metal Oxides

Transition metal oxides exhibit diverse physical properties. The origin of the phenomena
observed in transition metal oxides has been attributed to the coupling between different
microscopic degrees of freedom: charge, spin, orbital and lattice. The orbital represents
the shape of the electron cloud in a solid, and the occupancy and shape of a 3d electron
orbital often play an important role in understanding the magnetic properties of the strongly
correlated transition-metal oxides. In particular, the ordering of orbital degrees of freedom
has been found to significantly influence the physical properties of the system [51].

1.3.1

Crystal Field Theory

Crystal field theory describes the effect of the electrical field of neighboring ions on the
energies of the valence orbitals of an ion in a crystal. Transition metal ions contain varying
numbers of d electrons, and the shapes of the d-orbitals which depend on the angular
dependent wave-functions are not spherically symmetric. The shape and occupation of
these d-orbitals is important in the accurate description of the bond energy and properties
of transition metal compounds.
In the absence of a crystal field (ligands), all d-orbitals of an isolated transition metal
ion with one 3d electron have the same energy, and are fivefold degenerate. However, when
the metal ion is surrounded by ligands, the ligands which are treated as point charges in
crystal field theory will cause the d-orbitals to be either stabilized or destabilized. To give
an example, a very common geometry in transition metal complexes is the six-coordinate,
octahedral geometry (OH ), where the six ligands are placed symmetrically along the x-, y-,
and z-axes in three-dimensional space with the metal ion having one 3d electron sitting at
the origin. The orientation of the five d-orbitals in an octahedral crystal field is depicted
in Fig. 1.7. Note that the dz 2 orbital points directly along the Cartesian z-axis, and the
dx2 −y2 orbital has lobes on both the x- and y-axes. In an octahedral geometry, the energy
of these two d-orbitals will be raised through repulsive interactions with six ligands. This
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Figure 1.7: The orientation of the five d-orbitals of an ion having one 3d electron
with respect to the ligands of an octahedral complex. (a) The twofold degenerate eg
pair; (b) The threefold degenerate t2g triplet. For each, the opened lobes represent
where the wave functions have negative values and the filled lobes depict where the
wave function have positive values.
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is the destabilizing effect. The energy increase of the dz 2 and dx2 −y2 orbitals is the same,
thus they are referred as the twofold degenerate eg orbitals. Nevertheless, the dxy , dzx , and
dyz orbitals all have lobes in between the Cartesian axes. They are repelled less by the
ligands and are stabilized to a lower energy. The dxy , dzx , and dyz orbitals have the same
energy level and are called the threefold degenerate t2g orbitals. Fig. 1.8 depicts the energy
levels of five d-orbitals due to splitting in an octahedral crystal field. In some situations, the
degenerate eg and t2g orbital levels can be further split (the degeneracy lifted) by trigonal
crystal fields (crystals with trigonal structure) or on-site spin-orbit coupling.

1.3.2

Jahn-Teller Effect and Super-Exchange Interaction

As discussed above, crystal field theory is important in understanding the physical properties of transition metal compounds. Transition metal ions with partially filled d-shells
are strongly influenced by their crystalline local environment. Depending on the electronic
configuration of an ion, many transition metal oxides have degenerate ground states (orbital
degeneracy). The less symmetric the crystal field, the lower of the degeneracy of the ground
state. There is a theorem due to Kramers [52] asserts that an ion with an odd number of
electrons must have at least a doubly degenerate ground state, no matter how less symmetric the crystal field, even in the presence of spin-orbit interactions [5]. Moreover, the
theorem due to Jahn and Teller states that, if a magnetic ion is at a crystal site with high
symmetry that its ground state degeneracy is not the Kramers minimum, it is energetically
favorable for the crystal to distort (e.g., the ion displaces from its equilibrium position) in
such a way to lower the symmetry enough to remove the degeneracy. This is called the
Jahn-Teller effect [53].
In addition to the Jahn-Teller effect, lattice distortion, orbital ordering can also be
driven by electronic super-exchange interactions [54, 55]. It has been suggested that the
sign and magnitude of spin-spin couplings in systems with orbital degeneracy depend on
the orbital occupancy [56–58]. This provides an immediate link between magnetism and
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Figure 1.8: Splitting of the five d-orbitals in an octahedral crystal field.
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orbital ordering [51, 59, 60]. Orbital ordering is believed to be responsible for the unusual
properties of many vanadium, titanium, manganese, and nickel oxides [51, 61, 62].
Many transition metal compounds show orbital ordering. Typical examples are transition metal oxides containing strong Jahn-Teller ions with twofold eg orbital degeneracy,
such as Ni3+ (3d7 ), Mn3+ (3d4 ), Co2+ (3d7 ), and Cu2+ (3d9 ) in an octahedral geometry,
the orbital degeneracy is often lifted through the Jahn-Teller distortion leading to structural phase transitions accompanied by a certain type of orbital ordering. However, for
systems involving threefold t2g orbital degeneracy, the situation is more complicated and
quite different. With respect to eg systems, t2g orbitally degenerate systems have relatively
weak Jahn-Teller coupling, and the on-site spin-orbit coupling can’t be neglected because
the orbital angular moment is only partly quenched. The higher degeneracy, relatively weak
Jahn-Teller coupling, and additional symmetry of t2g orbitals gives rise to stronger quantum effects and more challenging phenomena. Several systems involving t2g orbital orderings
have been studied, such as LaTiO3 with the perovskites structure [63], and V2 O3 with the
corundum lattices [64, 65], orbital degeneracy plays an important role in understanding the
properties of these systems.
“Magnetic frustration” and orbital ordering physics are two interesting and attractive
areas of current research. The study of orbital ordering on a geometrically frustrated triangular lattice is a relatively new field [66], especially with systems involving threefold
degenerate t2g orbital orderings. Very few systems have been investigated experimentally,
and the theoretical framework to understand them is presently being developed [67, 68].
LiVO2 can be viewed as a hexagonal layered material with V3+ ions form a triangular
lattice. It has been proposed that LiVO2 undergoes a first order phase transition associated with peculiar type of t2g orbital ordering in the low temperature phase, which makes
LiVO2 a good candidate to study the interplay between orbital ordering and “magnetic
frustration”.
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1.3.3

Orbital Excitations: “Orbiton”

In an orbitally ordered state, orbital excitation corresponds to the change of the orbital
orientation of an ion. Orbital excitation can propagate in a solid through orbital-orbital
interactions between different ions. The collective excitations are called an orbital wave,
similar to a spin wave in a magnetically ordered state. The energy of an orbital wave
is quantized, and it is referred to as an “orbiton”. The detection of orbital waves, or
“orbitons”, is difficult experimentally. When orbital ordering occurs, the lattice will change
to some extent simultaneously. Hence, in a bulk material, the orbital excitations are hybrid
excitations. They couple to other elementary excitations, such as phonons and magnons,
and decay in the solid which make them difficult to be observed.
However, the situation for LiVO2 is peculiar and different. The Jahn-Teller distortion
is relatively weak and t2g orbital ordering is realized on an isolated S = 1 trimer cluster.
Since the phase transition in LiVO2 is suggested to be electronic in origin [54, 55], the
orbital excitations will carry a strong magnetic Kugel-Khomskii character and the orbital
degrees of freedom may give rise to new collective modes. Our inelastic neutron scattering
results suggest that “cluster orbitons” have been observed on isolated trimers. Detailed
experimental results will be given in chapter three.

1.4

Overview of Thesis

Chapter two deals with experimental techniques and focuses on some theoretical and practical aspects of neutron scattering techniques.
Chapter three presents and discusses experimental results of the orbitally ordered triangular lattice material LiVO2 . Large, nearly stoichiometric LiVO2 single crystals were
successfully grown by the flux method. The electrical and magnetic properties of LiVO2
were studied by x-ray diffraction, electron diffraction, specific heat, magnetic susceptibility,
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and electrical transport measurements on single crystal samples. Inelastic neutron scattering experiments were performed on both powder and single crystal samples to study the
magnetic excitations associated with the orbitally ordered low temperature phase. Trimer
model calculations including the Kugel-Khomskii orbital ordering term were performed to
account for the multiple excitations observed in neutron experiments at low temperature.
Chapter four describes inelastic neutron scattering and thermodynamic property studies
of the quasi-one-dimensional FM-AFM alternating-sign chain material DMACuCl3 . Both
large protonated and deuterated DMACuCl3 single crystals were grown from saturated
solutions. The thermodynamic properties were investigated by measurements of temperature and magnetic field dependent magnetic susceptibility, specific heat, magnetization,
torque magnetometry, and differential scanning calorimetry. Inelastic neutron scattering
experiments were carried out on a deuterated DMACuCl3 single crystal to study the magnetic excitations. FM-AFM alternating chain model calculations were performed using the
exchange parameters obtained from the neutron experiments and compared to the experimental results.
Finally, Chapter five summarizes the experimental results for both compounds, and
discusses further insights concerning our studies of LiVO2 and DMACuCl3 .
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Chapter 2
Experimental Techniques
This chapter deals with experimental techniques employed to study LiVO2 and DMACuCl3 .
Different techniques are used, in particular neutron scattering techniques. The techniques
used to measure the electrical and magnetic properties include temperature dependent, and/or,
magnetic field dependent specific heat, differential scanning calorimetry, magnetic susceptibility, magnetization, and electric transport. These well known techniques will be described
in the text. This chapter focuses on neutron scattering techniques and gives a brief introduction to the theory and practice of neutron scattering.

2.1

Introduction to Neutron Scattering

Many important developments in science during the past century have come from scattering
experiments. Neutron scattering has proved to be very useful for characterizing the atomic,
electronic, magnetic structures and excitations of materials. The scientific importance of
neutron scattering has been broadly recognized by the 1994 Nobel Prize for research into the
development of this technique. At the present time, neutron scattering is a well-established
technique for providing information on the positions, motions, and magnetic properties
of materials. Neutron scattering is invaluable to polymer and biological sciences due to
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unique characteristics such as sensitivity to light elements. The high penetrating ability of
neutrons allows for nondestructive bulk property measurements. Neutrons have magnetic
moments and are thus uniquely sensitive probes for studying magnetic materials. With the
development of highly intense nuclear reactor and spallation neutron sources, some new
capabilities will become possible. Neutron scattering has played a critical role in developing
the present understanding of condensed matter physics.

2.1.1

Properties of Neutron

The information derived about a material by performing neutron scattering studies depends
on the properties of the neutron and its interaction with the constituents of the material,
electrons and nuclei. The neutron has both particle-like and wave-like properties. Several of
the important properties of the neutron are listed in Table 2.1. If mn , E, k, and λ represent
the mass, energy, wave-vector, and de Broglie wavelength of the neutron, respectively, a few
important relationships between them are given by the following equations:
E = ~2 k 2 /2mn ,

(2.1)

k = 2π/λ.

(2.2)

The zero net charge of the neutron allows it to interact directly with the nuclei of atoms and
penetrate deeply into a sample, which makes the neutron an ideal probe for nondestructive
study of the physical properties of a bulk material. The magnetic moment of the neutron
interacts with the unpaired electron spins of magnetic atoms with a comparable strength to
the nuclear interaction, thereby neutrons are ideally suited to study microscopic magnetism,
magnetic structures, and short wavelength magnetic fluctuations. Especially, from Eq. 2.1
and Eq. 2.2, it is easy to see that thermal neutrons with energy E = 25 meV (corresponding
to λ = 1.8 Å) have de Broglie wave-lengths λ ≈ typical interatomic spacings in crystals,
and hence wavevectors k on scale of the Brillouin zone. The energies (meV) of thermal
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Table 2.1: Properties of the neutron
Quantity
Rest mass, mn
Spin
Magnetic Moment, µn
Charge

Value
1.675 ×10−24 g
1
2

-1.913 nuclear magnetons, µN
0

neutrons are also in the same range as those of typical excitations (lattice and magnetic
excitations: phonons and magnons) in solids. These properties of thermal neutrons make
neutron scattering an important probe in solid state physics and chemistry.

2.1.2

Neutron and X-ray Scattering

Neutrons interact strongly with nuclei and unpaired electron spins. The sensitivity to unpaired electron spins makes the neutron particularly useful for studying magnetic phenomena. Whereas, x-rays interact strongly with all electrons (strongly with electronic charge
and very weakly with spin degrees of freedom) in a material. The strength of the interaction
of x-rays with nuclei is a small fraction ≈ 1/1837 of their interactions with electrons, hence
nuclei can be neglected in the interpretation of x-ray scattering measurements. Comparing
to the interaction of x-rays with a material, the interaction of neutrons with a material is
more selective and therefore is relatively easy to interpret. The comparative properties of
neutron and x-ray scattering are summarized in Table 2.2. Neutron scattering differs, either
qualitatively or quantitatively from x-ray scattering. Both probes yield quite different and
yet complementary information. Neutron and x-ray scattering are powerful techniques for
studies of condensed matter.
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Table 2.2: Comparative properties of neutron and x-ray scattering [69]

Property

X-rays

Neutrons

Wavelength

Characteristic line spectra
such as Cu Kα , λ=1.54 Å

Energy for λ=1 Å

4.1357 KeV

Energy resolution

δω ∼ 1 meV - 1 eV (δω/ω ∼
10−7 -10−4 )
Electronic; Form factor dependence on [sinθ]/λ; Linear increase of scattering amplitude with atomic number;
Calculable from known electronic configurations
Very weak additional scattering ( IImag
≈ 10−5 )
elec

Continuous wavelength band or a
single monochromatic wavelength
chosen with a monochromator
81.794 meV (same order as energy
of elementary excitations)
Thermal neutron: δω ∼ 1 meV
(δω/ω ∼ 10−2 )
Nuclear; Isotropic, no angular dependent factor; Irregular variation
with atomic number; Depending
on nuclear structure and only determined empirically by experiment; Isotope sensitive
Additional scattering by atoms
with magnetic moments (same
magnitude as nuclear scattering);
Amplitude of scattering falls off
with increasing [sinθ]/λ
Absorption usually very small (exceptions Gd, Cd, B ) and less than
scattering µabs ≈ 10−1

Nature of scattering by atoms

Magnetic scattering

Absorption coefficient

Samples

Method of detection

Very large and true absorption much larger than scattering; µabs ≈ 102 − 103 increases with atomic number
Can study small samples;
Possible radiation damage to
samples
Solid state detector, image
plate
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Require large sample; Nondestructive and highly penetrating
Proportional 3 He counter

2.2

Introduction to the Theory of Neutron Scattering

Neutron scattering is one of the most powerful methods presently available for studying
excitations in solids, such as phonons and magnons. This technique is capable of measuring
energy and momentum transfers of the neutron scattered by the specimen, thereby information about the specimen can be derived. For elastic scattering, energy of the neutron
is conserved. Whereas for inelastic scattering, both energy and momentum of the neutron
change during the scattering processes. The theory of neutron scattering is complex and
developments are still being made. For this reason, only brief concepts and general neutron
scattering formula are described here.

2.2.1

Elastic Neutron Scattering: Bragg Diffraction

Neutron Bragg diffraction is elastic scattering satisfying the condition: |~ki | = |~kf | = k =
2π/λ, where ~ki and ~kf represent wave vectors of the incident and reflected neutron beams,
respectively. Diffraction can occur whenever the Bragg condition is satisfied. Bragg’s law
can be described in the following form:

nλ = 2d sin θ.

(2.3)

where n is integer numbers n = 1, 2 , 3 . . . and is known as the order of the corresponding
reflection, λ is the wave length of the neutron, d is the inter-planar spacing, and 2θ is the
angle between the incident and the reflected beam. As illustrated in Fig 2.1, Bragg’s law
states that the diffraction is constructive only when the path length difference between neutron beams reflected from successive planes (= 2d sin θ) is an integer number of wavelengths.
In reciprocal space, the reciprocal lattice vector is defined as:
~ = ~ki − ~kf .
Q
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(2.4)

Figure 2.1: Schematic of elastic scattering satisfies Bragg’s law. Path length difference
between neutron beams reflected from successive planes = 2d sin θ, the diffraction is
constructive only when Bragg condition nλ = 2d sin θ is satisfied; where d is the interplanar spacing, 2θ is the angle between the incident and reflected neutron beam [5].
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When Bragg condition is satisfied:
~ = 2|~ki | sin θ = 2π/d.
|Q|

(2.5)

which is the reciprocal space version of Bragg’s law described by Eq. 2.3. In general, an
arbitrary setting of a single crystal in a single wavelength neutron beam will generally not
produce any diffracted beams. Very little information can be obtained in a single crystal
diffraction pattern using a monochromatic neutron beam set at a single angular setting.
From Eq. 2.3 and Eq. 2.5, it is clear to see that this problem can be overcome by continuously
varying λ or q over a range of values to satisfy Bragg’s condition. In practice, this is
performed by either using a range of neutron wavelengths (i.e., white beam), or by rotating
the single crystal, or using a powder or polycrystalline sample. Neutron Bragg diffraction
is a useful technique for probing magnetic or nuclear long-range ordered structures.

2.2.2

Inelastic Neutron Scattering

Inelastic neutron scattering detects both momentum and energy transfers of the neutron
scattered by the specimen. The quantity of interest most often extracted during an inelastic
neutron scattering measurement is the dynamic structure factor, S(Q, ω). Inelastic neutron
scattering is an immensely valuable technique for studying lattice vibrations and magnetic
excitations.

General Scattering Processes
Fig. 2.2 depicts the general neutron scattering experimental arrangement. During the scattering process, the energy transfer and momentum change of the neutron obey the conservation of energy and conservation of “momentum” laws:

Conservation of energy: ε ≡ ~ω = Ei − Ef = ~(ωi − ωf ) =
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~2
(ki 2 − kf 2 )
2m

(2.6)

Figure 2.2: Schematic drawing of a neutron scattering experimental arrangement.
Incident neutrons with wave vector ~ki and energy ~ωi are scattered by the sample,
the final neutron beam (scattered neutrons) with wave vector ~kf and energy ~ωf
are subsequently detected. 2θ is the scattering angle between the incident and final
~ form a scattering triangle in reciprocal space, Q
~ =
neutron beam. ~ki , ~kf and Q
~ki − ~kf .
~ = ~ki − ~kf .
Conservation of momentum: Q

(2.7)

In this way, typically one can measure the loss in energy of the scattered neutron, ~ω, or
the energy gain of the scattered neutron, -~ω, corresponding to the creation or annihilation
~ respectively.
of an excitation at the wave-vector Q,

Kinematic Range
~ for large energy
Inelastic neutron scattering experiments have kinematic restrictions on Q
transfers. From the scattering triangle illustrated in Fig. 2.2, where the “momentum”
~ ~ki − ~kf , we can see that:
transfer Q=
Q2 = ki2 + kf2 − 2~ki~kf cos(2θ),
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(2.8)

from which it follows that:
p
~ 2
Q = Ei + Ef − 2 Ei Ef cos(2θ).
2m

(2.9)

Using Eq. 2.6, one then obtains
p
~ 2
Q = 2Ei − ~ω − 2 Ei (Ei − ~ω) cos(2θ).
2m

(2.10)

~
Eq. 2.10 describes the locus of (Q,~ω)
for a given scattering angle 2θ.

General Neutron Scattering Formula
The quantities actually measured in a neutron scattering experiment are the cross-sections.
If the direction of the scattered neutrons is described by θ and φ, and dΩ is the small solid
angle in the direction θ, φ subtended by the detector. The partial differential cross-section
is defined by the equation [70]
number of neutrons scattered per second into dΩ & dE
d2 σ
=
,
dΩdE
Φ dΩ dE

(2.11)

Φ = flux of incident neutrons per cm2 per second.

(2.12)

where

The differential cross-section is defined by
number of neutrons scattered per second into dΩ
dσ
=
.
dΩ
Φ dΩ

(2.13)

The total scattering cross-section is defined by the equation

σtot =

total number of neutrons scattered per second
.
Φ
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(2.14)

Here the ‘total number’ means the number scattered in all directions. From the definitions,
it is easy to see that the three cross-sections are related by the following equations
dσ
=
dΩ

Z

∞

(
0

d2 σ
)dE,
dΩdE

Z
σtot =

(
all directions

dσ
)dΩ.
dΩ

(2.15)

(2.16)

The partial differential scattering cross-section can be obtained from Fermi’s Golden Rule
invoking the weak interaction of the neutron. If V represents the effective interaction
operator between the neutron and the sample, and λi and λf represent the initial and final
states of the sample before and after the scattering event, the partial differential crosssection is given by:
kf m n 2
d2 σ
|λi →λf =
(
) |hkf λf |V |ki λi i|2 δ(~ω + Ei − Ef ),
dΩf dEf
ki 2π~2

(2.17)

where mn is the neutron mass, and the δ function represents the law of conservation of
energy. For nuclear scattering, the effective interaction operator V is a delta function:

V (Q) =

2π~2
bδ(r),
mn

(2.18)

where b is the nuclear scattering length, r is the coordinates of the neutron, and δ(r) is a
three-dimensional Dirac delta function, i.e.
Z
δ(r)dr = 1.

(2.19)

all space

If P (λi ) is the statistical weight factor for initial state |λi |. Averaging the differential cross
section over initial states and sum over final states, one finally obtains
X
kf X
d2 σ
=
P (λi )|hλf |b
eiQ·rl |λi i|2 δ(~ω + Ei − Ef ).
dΩf dEf
ki
λi ,λf

l
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(2.20)

where Q is defined by Eq. 2.7, and rl is the coordinates of the scattering center of the lth
nucleus. The above equation can also be expressed as
kf
d2 σ
= N b2 S(Q, ω),
dΩf dEf
ki

(2.21)

where the scattering function S(Q, ω) is given by:
Z
1 X ∞
S(Q, ω) =
dthe−iQ·rl0 (0) eiQ·rl (t) ie−iωt .
2π~N 0 −∞

(2.22)

ll

where t is time and N is the number of nuclei. As shown in Eq. 2.22, the scattering function
S(Q, ω) contains information concerning both positions and motions of atoms/nuclei, it
also depends on the energy and momentum transferred from a neutron to the sample. An
important property of the scattering function S(Q, ω) is the principle of detailed balance:
S(Q, −ω) = e−~ω/kB T S(Q, ω).

(2.23)

where kB is Boltzmann’s constant, T is temperature, and ω is assumed to be positive. This
property expresses that the probability of the system being initially in the higher energy
state is lower by the factor e−~ω/kB T than its probability of being in the lower energy state.
For inelastic scattering, after subtracting the elastic contributions, S(Q, ω) is re00

lated to the imaginary part of the dynamical susceptibility χ (Q, ω) via the fluctuationdissipation theorem:
00

χ (Q, ω)
S(Q, ω) =
.
1 − e−~ω/kB T

(2.24)

It follows that the dynamical susceptibility can be described by
00

χ (Q, ω) = (1 − e−~ω/kB T )S(Q, ω) =
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1
S(Q, ω),
1 + n(ω)

(2.25)

where
n(ω) =

1
e~ω/kB T

−1

.

(2.26)

For magnetic neutron scattering, Eq. 2.20 can be written in the following form:
X
kf g
d2 σ
= (γr0 )2 | F (Q)|2
(δαβ − Q̂α Q̂β )S αβ (Q, ω).
dΩf dEf
ki 2

(2.27)

αβ

where g is the Lande splitting factor, γ (=1.913) is the gyromagnetic ratio, r0 = e2 /me c2
is the classical electron radius (e and me are the charge and mass of an electron, c is the
velocity of light), F(Q) is the magnetic form factor of the scattering atom, α, β = x, y, z are
the Cartesian coordinates, and Q̂ is a unit vector along Q. The magnetic structure factor
S αβ (Q, ω) (also known as the dynamic spin correlation function) is given by:

S

αβ

1
(Q, ω) =
2π

Z

∞

dte−iωt

−∞

X

eiQ·rl hS0α (0)Slβ (t)i.

(2.28)

l

The goal of most neutron scattering experiments is to measure S(Q, ω) and thereby determine the microscopic properties of the sample. In actual neutron scattering experiments,
there are other considerations that need to be taken into account. Such as instrumental
resolution, background contributions, and spurious process as discussed in detail in Ref [71].

2.3

Neutron Scattering Instruments

Neutron scattering experiments require a high flux of thermal/cold neutrons. Neutrons can
be produced by a nuclear reactor (continuous source) or from a spallation neutron source
(pulsed source). There are two main types inelastic neutron scattering instruments currently
used for measuring inelastic cross-sections, they are the triple-axis spectrometer and the
time-of-flight spectrometer. In general, instruments using continuous neutron sources (e.g.,
triple-axis spectrometer) work with fixed wavelengths (dλ, all t) and count continuously
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the integrated flux. Whereas, instruments using pulsed neutron sources (e.g., time-offlight instruments) work with a wavelength band (dt, all λ), and use time and distance to
determine velocities and hence the wavelengths of the neutron.
The neutron scattering instruments involved in this research include triple-axis spectrometers (e.g., HB1A, HB1 at HFIR, and SPINS at NIST using nuclear reactor sources),
and time-of-flight spectrometers (e.g., HET and MAPS chopper spectrometers at ISIS using
spallation neutron source).

2.3.1

Triple-Axis Spectrometer

The triple-axis spectrometer is a versatile instrument for use in inelastic scattering experiments because it allows one to probe nearly any coordinates in energy and momentum space
in a precisely controlled manner [71]. The three axes correspond to the axes of the rotation of the monochromator, the sample, and the analyser as depicted in Fig. 2.3. C1 − C4
are collimators for defining the direction of the neutron beam produced by the source and
subsequently scattered by the monochromator, sample and analyser. The orientation of
the sample is denoted by the rotation angle ψ. 2θM , 2θ, and 2θA are angles defined by
the scattered beam at the monochromator, sample and analyser, respectively. The Ei , ~ki
of the incident neutron beam and the Ef , ~kf of the final neutron beam are selected by
Bragg diffraction from the monochromator and analyser crystals respectively. The four angles ψ, 2θM , 2θ, and 2θA can be driven independently making the triple-axis spectrometer
very powerful for inelastic neutron scattering studying dispersion relations of phonons and
magnons. Varying two lengths ki , kf and two angles ψ, 2θ allow flexible scans to be chosen,
e.g. constant-Q or constant-ε scans.

Constant-Q and Constant-ε Scans
The standard form of an inelastic neutron scattering measurement using a triple-axis spec~ is held
trometer is the constant-Q scan. For a constant-Q scan, the momentum transfer Q
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Figure 2.3: Schematic diagram of the triple-axis spectrometer. C1 − C4 are collimators for defining the direction of the neutron beam scattered by the monochromator,
sample and analyser. The incident energy of the neutron is selected by Bragg diffraction from the monochromator crystals, and final neutron energy detected by the
detector is determined by Bragg diffraction from the analyser crystals. The ~ki and
~kf wave vectors are determined by angle 2θM , 2θ, and 2θA .
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constant while the scattered intensity is measured as a function of energy transfer. The
constant-Q scan is particularly useful in measuring slowly varying dispersion relations of
phonons and magnons as illustrated in Fig. 2.4 (a). Especially, measuring in fixed-Ef mode
is preferred due to elimination of additional geometrical terms in the partial differential
cross section as discussed in [71].
In order to measure steep dispersion relations as depicted in Fig. 2.4 (b), it is better to
perform constant-ε scans, in which both the magnitudes of ~ki and ~kf are held fixed. Since
~kf is fixed for constant-ε scans, the ~kf dependence of the integrated intensities is a constant,
and the measured intensities should be proportional to S(Q, ω).

Focusing Effects in Triple-Axis Spectrometer Measurements
The main contributions to the energy resolution of the triple-axis spectrometer arise from
the angular divergence of the neutron beam and the mosaic spreads of the monochromator
and analyser crystals. The Bragg diffraction of the monochromator crystal can be described
by Bragg’s law:
λM = 2dM sin(θM ).

(2.29)

The uncertainty in λM due to angular collimation δθ of the incident neutron beam and the
fluctuation in plane spacing of the monochromator crystal δdM is given by:
δλM
=
λM

r
(cot(θM )δθM )2 + (

δdM 2
) .
dM

(2.30)

The corresponding uncertainties in the energy and the wave vector are:
δEi
δλM
=2
,
Ei
λM

and

δki
δλM
=
.
ki
λM

(2.31)

The analyser has similar contributions to the uncertainties in Ef and kf . The wavelength
spreads from monochromator and analyser combine with the angular collimations before
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Figure 2.4: Inelastic scattering measurement modes performed by the triple-axis spectrometer. (a) Constant-Q scan, useful in measuring slowly varying dispersion relations; (b) Constant-ε scan, useful in measuring steep dispersion relations. The two
thin black straight lines in (a) and (b) show how to perform the constant-Q and
constant-ε scans, each red dot represents one data point, and the dashed red lines
depict where a peak should be observed.
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~ ε) for the tripleand after the sample to produce a four dimensional resolution function R(Q,
axis spectrometer. The shape of a peak in a scan will be determined by the convolution of
the cross-section with this resolution function. The scattered neutron intensity I(Q0 , ε0 ) is
~ ε) over the resolution function:
given by the integral of the cross-section σ(Q,
Z
I(Q0 , ε0 ) =

~ −Q
~0 , ε − ε0 )σ(Q,
~ ε)dQdε.
~
R(Q

(2.32)

The form of the resolution function is a Gaussian in a four dimensional wave-vector, energy
space:
R(~x) = R0 e−~xM~x .

(2.33)

~ ε). A contour of R(~x) is an ellipsoid
where ~x denotes the four dimensional vector ~x=(Q,
in this four dimensional space (Qx , Qy , Qz , ε). The components of the resolution matrix M
are highly correlated in the ε, q⊥ plane, where q⊥ is the component of ~q perpendicular to
~ The resolution function can be a very elongated cigar shape in
the scattering vector Q.
this plane. This can lead to strong focussing effects as illustrated in Fig. 2.5, in which the
ellipsoid of R(~x) is represented at its full width at half maximum (FWHM) contour.

2.3.2

Time-of-Flight Instrument

The neutron time-of-flight technique has a long history, predating the development of the
triple-axis spectrometer. It was first employed to perform energy-dependent neutron measurements by Dunning et al. in 1935. Although this technique has been greatly refined over
the last 70 years, the basic principles remain the same.

Basic Principle of the Time-of-Flight Technique
To introduce the basic principle of the time-of-flight technique, we use a reactor-based
spectrometer as an example. Fig. 2.6 illustrates a simple time-of-flight spectrometer using direct geometry. Neutrons from the source (nuclear reactor) is first scattered by the
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Figure 2.5: Simplified illustration of focusing effects in triple-axis spectrometer constant q measurements arising from the elongated shape of the resolution ellipsoid.
The ellipsoid of resolution function R(~x) is represented at its half height contour. (a)
De-focused scan, the peak of the scattering intensity is very broad; (b) Focused scan,
the peak of the scattering intensity is sharp having better resolution.
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Figure 2.6: Schematic view of a time-of-flight spectrometer. LCS and LSD are the
distances from the chopper to sample and sample to detector, respectively. In practice,
the slots in the Fermi chopper are curved in order to optimizing neutron transmission.
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monochromator crystal (the monochromator can also be a sets of choppers). The obtained
monochromatic beam with energy E0 and wave vector ~k0 is then pulsed by the chopper
placed at a known distance LSD from the sample. An array of detectors is arranged at a
known fixed distance LSD from the sample. The neutrons scattered by the sample arrive
at the detectors at times determined by their energies. Therefore, the time-of-flight of a
neutron from the chopper to one of the detectors is

tCD = tCS + tSD = τ0 LCS + τ LSD .

(2.34)

where tCS and tSD are the time-of-flight of the neutron from the chopper to sample and
sample to detector, respectively. τ0 and τ are the reciprocal velocities of the neutron before
and after scattered by the sample. From Eq. 2.34, it is easy to see that the velocity v,
incident energy, and energy transfer of the neutron can be determined from tCD because
λ0 of the incident neutron beam is known. By knowing the scattering angle θ, the angle
between the incident and scattered wave vector of the neutron, the “momentum” transfer
can then be calculated using Eq. 2.7. Time-of-flight instruments use choppers to define the
initial pulse at time t0 . If the neutron source is a reactor, a combination of choppers will
be used to define the incident energy. Discussions about functions of the various choppers
in a multiple chopper time-of-flight spectrometer can be found in Ref [72].

Instrumentation
There are basically two types of time-of-flight instruments: instruments with direct geometry (e.g., HET, MAPS chopper spectrometer) and instruments with indirect geometry (e.g.,
IRIS backscattering spectrometer) as depicted in Fig. 2.7 (a) and Fig. 2.7 (b), respectively.
For instruments using direct geometry, a pulsed monochromatic neutron beam strikes the
specimen, and the energies of the scattered neutrons are determined from their time-offlight to the detector array. The energy transfer of the neutron to the specimen is limited
by the fixed incident energy of the neutron beam, -∞ < ~ω < Ei . On the other hand, for
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Figure 2.7: Time-of-flight instruments. (a) Direct geometry: fixed Ei , all final energy
Ef , energy transfer range : -∞ < ~ω < Ei ; (b) Indirect geometry: all incident energy
Ei , fixed Ef , energy transfer range: -Ef < ~ω < ∞;
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instruments using indirect geometry, a pulsed neutron beam with a wide range of energies
(white beam) is incident on the specimen. The scattered neutrons are observed by a number of analyser-detector system (analyser-detector pairs). The output of each detector is
time-analysed to obtain the flight times of the neutrons from the pulsed source. The energy
transfer range of a such instrument is -Ef < ~ω < ∞.
Time-of-flight instruments have been greatly developed with the advent of pulsed neutron sources. Comparing to the triple axis spectrometer, which is ideal to study excitations
~ ω) space, time-of-flight instruments can be used
in oriented samples at specific points in (Q,
to explore rather large regions of phase space simultaneously. Using a large number of detectors, time-of-flight instruments often simultaneously collect neutrons over a wide range
of energy and wave-vector transfer and give maps of scattering intensity.
The inelastic neutron scattering measurements presented in this dissertation were performed using the HB1A, HB1, SPINS, HET and MAPS spectrometers. HB1A and HB1 are
reactor based thermal neutron triple-axis spectrometers (TAS) located at High Flux Isotope
Reactor (HFIR), the center for neutron scattering at Oak Ridge National Laboratory. A
schematic drawing of the HB-1 polarized triple-axis spectrometer is depicted in Fig. 2.8.
SPINS is a cold neutron triple-axis spectrometer at the National Institute of Standards and
Technology (NIST) center for neutron research. HET and MAPS are time-of-flight chopper
spectrometers at the spallation neutron source facility, ISIS. Fig. 2.9 and Fig. 2.10 illustrate
the schematic drawing of HET and MAPS chopper spectrometers, respectively. Detailed
information of these spectrometers can be found at the web page provided in the captions.
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Figure 2.8: Schematic drawing of HB-1 polarized triple-axis spectrometer at HFIR,
center for neutron scattering at Oak Ridge National Laboratory. Figure is taken from
the HFIR web page at http : //neutrons.ornl.gov/hf ir cns.

49

Figure 2.9: Schematic drawing of high energy transfer (HET) spectrometer at the
spallation neutron source facility, ISIS. Figure is taken from the ISIS web page at
https : //www.isis.rl.ac.uk/instruments/index.htm.
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Figure 2.10: Schematic drawing of MAPS chopper spectrometer at the spallation
neutron source facility, ISIS. Figure is taken from the ISIS web page at https :
//www.isis.rl.ac.uk/instruments/index.htm.
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Chapter 3
LiVO2: An Orbitally Ordered
Triangular Lattice
This chapter presents the detailed experimental results of the hexagonal layered material
LiVO2 , in which S = 1 V3+ ions form a two-dimensional triangular lattice involving threefold degenerate t2g orbitals. At Tt ≈ 500 K, LiVO2 undergoes a first order phase transition
accompanied by a large reduction of the magnetic susceptibility in the low temperature phase.
It has been proposed that this unusual phase transition is associated with a peculiar type of
t2g orbital ordering resulting in the formation of trimers of V3+ ions with a spin-singlet
ground state. Below Tt , super-lattice reflections were observed in the electron diffraction
single crystal studies indicating the tripling of the unit cell as a result of the V3+ trimer
cluster formation. At temperature well below Tt , inelastic neutron scattering measurements
carried out on both powder and single crystal samples of LiVO2 reveals the appearance of
several new modes with energy transfer extending up to 500 meV. The observed multiple excitations can’t be explained by a simple “spin-only” isolated trimer model. They only appear
below Tt and disappear at temperatures above Tt suggesting that they arise from collective
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effects. Model calculations including a Kugel-Khomskii orbital-ordering term yield qualitatively similar spectra suggesting that a new type of excitation, “cluster orbiton”, has been
observed on an isolated S = 1 trimer cluster of LiVO2 .

3.1

Motivations

The orbital physics in transition metal oxides (TMO) [51] and “magnetic frustration” in a
two-dimensional triangular lattice have attracted much attention of current research [73,74].
It has been pointed out by Goodnough [57], Kanamori [58], and Kugel and Khomskii [55,59]
that orbital degeneracy has profound effects on the magnetic properties of strongly correlated TMO. Recent studies suggest a strong interplay between spin and orbital degrees of
freedom, in some situations, spin and orbital degrees of freedom have to be treated on an
equal footing [75–77]. TMO with partly filled threefold t2g orbitals exhibits interesting and
more challenging phenomena [61]. Stronger quantum effects may be expected due to relatively weak Jahn-Teller effects and higher degeneracy. The triangular lattice Heisenberg
antiferromagnet is of particularly interest due to the intrinsic magnetic frustrations present
in such a system and the exotic character of the ground state. Frustration increases the
degeneracy of the ground state, and gives rise to novel magnetic properties. The recent discovery of superconductivity in the water intercalated compound Na0.35 CoO2 · 1.3H2 O [18]
(isomorphic structure to LiVO2 ), in which Co atoms form a triangular lattice rather than a
square lattice as in the high-Tc cuprate superconductors, has aroused much interest in the
study of two-dimensional triangular lattices. However, the study of the interplay between
orbital degeneracy and “magnetic frustration” is a relatively new field [66]. Here we investigate a particularly interesting material LiVO2 , in which S = 1 V3+ ions with partly filled
t2g orbitals occupy the sites of a triangular lattice with antiferromagnetic nearest neighbor
interactions. It has been proposed that LiVO2 forms an orbitally ordered ground state at
low temperature [78–80]. The combination of low dimensionality, geometrical frustration,
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and orbital degeneracy makes LiVO2 an interesting and unusual quantum magnetic system
to study in detail.

3.1.1

Introduction to LiVO2

LiVO2 was first studied by P. F. Bongers in his thesis research [81]. An unusual first order
phase transition was observed at Tt ≈ 500 K upon heating, and a large discontinuity and
anomaly were observed in thermodynamic properties near Tt associated with the phase transition. In particular, below the phase transition temperature, the magnetic susceptibility is
significantly reduced to be nearly non-magnetic. Over the years, LiVO2 has been investigated by many authors including Goodenough [85, 88], Sawatzky and Khomskii [78, 79].
LiVO2 crystallizes in a rhombohedral structure, space group R 3̄m (the transformation
relation between a rhombohedral lattice and a hexagonal lattice can be found in [82]) with
hexagonal lattice constants: a = b = 2.837 Å, c = 14.77 Å, and γ = 120◦ [83]. A unit cell
contains three molecules of LiVO2 . Fig. 3.1 shows the crystal structure of LiVO2 viewed in
the hexagonal coordinate system. As illustrated in Fig. 3.1 (a), Li, V and O ions each form a
two-dimensional triangular lattice in the hexagonal ab-plane and stack along the crystalline
c-axis with a stacking sequence of V, O, Li, O, V . . .. Both V and Li ions are located at the
center of an octahedra formed by six surrounding oxygen ions. Fig. 3.1 (b) depicts the V3+
ions surrounded by six oxygen ions in an octahedral coordination (octahedral geometry OH ),
and the VO6 octahedra of trigonal symmetry share their edges to form a two-dimensional
triangular lattice of V3+ ions in the hexagonal ab-plane. The distance between V3+ ions
within the hexagonal planes is (V-V)intra-plane = 2.837 Å, whereas the distance between
the successive vanadium planes is (V-V)inter-plane = 4.924 Å. As shown in Fig. 3.1 (a), the
vanadium planes are well separated by the Li and O planes, which makes LiVO2 an ideal
model compound for studying the “magnetic frustration” of a two-dimensional triangular
lattice.
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Figure 3.1: Schematic drawing of the crystal structure of LiVO2 . (a) Crystal structure of LiVO2 in the hexagonal coordinate system emphasizes the layered quasi-2D
nature of this compound. V, O, and Li ions depicted by green, red and blue solid
balls each form a two-dimensional triangular lattice in the hexagonal ab-plane and
stack along the c-axis; (b) V3+ ions are surrounded by six O atoms in the octahedra
coordinate (octahedral geometry OH ), these octahedra share their edges to form a
two-dimensional triangular lattice of V3+ . Figures are made using the R 3̄m space
group and hexagonal lattice constants a = b = 2.837 Å, c = 14.77 Å, and γ = 120◦ .
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3.1.2

Proposed t2g Orbital Ordering in LiVO2

LiVO2 has been shown to exhibit unusual magnetic properties. LiVO2 undergoes a first
order phase transition at about Tt ≈ 500 K upon heating and Tt ≈ 440 K upon cooling,
accompanied by a large reduction of the magnetic susceptibility in the low temperature
phase [84]. Magnetically, the system changes from a high temperature paramagnetic phase
with a Curie-Weiss susceptibility to a low temperature nearly non-magnetic phase without
any indication of long-range magnetic order as measured down to 2 K. The mechanism of
the unusual magnetic phase transition was first interpreted by Goodenough [57, 85] as a
result of the formation of triangular vanadium clusters, “trimers”, below Tt . Goodenough
proposed that the low temperature phase of LiVO2 can be attributed to molecular orbital
formation of V3+ ions in the hexagonal basal plane. In this model, it is assumed that the
exchange interactions between the spins within the trimer cluster are much larger than that
between spins in neighboring clusters. The trimer clusters are magnetically decoupled from
one another and a spin-singlet ground state is realized for LiVO2 .
The electronic configuration of V3+ ion is 3d2 with two electrons in the 3d orbitals. In
LiVO2 , each V3+ ion is surrounded by six oxygen atoms in an almost perfect octahedral
coordination as illustrated in Fig. 3.1 (b), and the overall symmetry of the crystal structure
is trigonal. The octahedral crystal field first splits the fivefold degenerate 3d orbitals into
twofold degenerate eg orbitals and threefold degenerate t2g orbitals. The two electrons of the
V3+ ion occupy two of the three t2g orbitals. The exchange interaction strongly favors the
high-spin state (due to the Hunds rules) yielding an effective S = 1 with orbital degeneracy.
For systems with trigonal crystal structure, in general, the t2g levels can be further split
into a non-degenerate A1g and doubly-degenerate Eg levels. The orbital degeneracy can
be lifted by this trigonal field splitting depending on how it will affect the resulting orbital
polarization of the partially filled t2g band. Previous band structure studies for LiVO2 using
a standard Local Density Approximation approach (LDA) and also the LDA+U approach
(in which the Coulomb correlations between 3d electrons of transition metal ions have been
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taken into account) indicate that the center of gravity of the A1g band is less than 0.025
eV lower than the center of gravity of the Eg band, and that orbital degeneracy remains
in LiVO2 [79]. There are two 3d electrons in LiVO2 , one in an A1g and one in an Eg
orbital, because the Hunds rule exchange strongly favors the high-spin state. In this case
a small initial trigonal splitting does not play a significant role, and all three t2g orbitals
are expected to be equally important. The orbital degeneracy in LiVO2 is not lifted. At
temperatures below and above the phase transition temperature Tt , temperature dependent
x-ray-absorption studies [80] further verified that the V3+ ions in LiVO2 are in a high-spin
3T

1

state, and the local spin moment S = 1 is retained on passing through the first order

phase transition. This rules out any high-spin to low-spin transition mechanism for LiVO2 .
As described in Ref. [59], for systems having ions with partially filled t2g orbitals, the
orbital degeneracy can be lifted in two ways, by a Jahn-Teller mechanism or by a spinorbit mechanism. A Jahn-Teller transition is a purely structural transition. If the JahnTeller interaction is the dominant interaction of a system, the system in general undergoes
the Jahn-Teller structural distortion transition at a higher temperature and the magnetic
ordering occurs at some other lower temperature. On the other hand, for a transition
determined by the spin-orbit super-exchange interactions, where any change in the lattice
structure is a secondary effect, the orbital ordering occurs simultaneously with the magnetic
ordering. Ref [59] discusses the fact that the Jahn-Teller mechanism is more favorable when
the lattice parameter c/a ratio is c/a < 1, whereas the spin-orbit super-exchange interaction
is the governing interaction when c/a > 1; c/a ratio for LiVO2 is c/a ≈ 5.03 for T > Tt and
c/a ≈ 5.22 for T < Tt . Ref. [59] also shows that the spin-orbit super-exchange interaction
becomes more dominant with increasing spin value S of the corresponding ions. Both of
these descriptions suggest the spin-orbit super-exchange interaction in LiVO2 .
Thus, in a later study, based on the “trimer” conjecture proposed by Goodenough
for LiVO2 , a degenerate Hubbard model calculation suggests that this phase transition is
associated with a peculiar type of t2g orbital ordering that removes the magnetic frustration
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inherent in the triangular lattice and favors a spin-singlet ground state [78]. This model
proposed that at temperatures above Tt , the high temperature paramagnetic phase roughly
obeys the Curie-Weiss law (with θcw = -1550 K corresponding to strong antiferromagnetic
coupling) with S = 1 V3+ ions forming a triangular lattice as depicted in Fig. 3.2 (a).
Below Tt , the magnitude of the magnetic susceptibility is significantly reduced. It has
been proposed that V3+ ions shift from the ideal sites to form isolated V trimer clusters
with a peculiar type of t2g orbital ordering as illustrated in Fig. 3.2 (b) [78]. In the model
calculations, LiVO2 is described by a degenerate Hubbard model, and the dependence of
exchange interactions on the particular orbital occupation has been taken into account. As
discussed, LiVO2 has trigonal crystal structure, thus the exchange interaction is mainly
due to the t2g -t2g orbital overlaps. A prior exact diagonalization study of a three-site S =
1 cluster indicate that the proposed t2g orbital ordering, as shown in Fig. 3.2 (b), is the
orbitally ordered ground state giving the minimum energy configuration [78]. The isolated
trimer clusters filled with light yellow color in Fig. 3.2 (b) are magnetically decoupled from
one another. Within the trimer, each dxy , dyz , and dzx bonds are doubly occupied indicating
that all three t2g orbitals are equally important in LiVO2 . Due to this peculiar type of t2g
orbital ordering, an orbitally driven three-sublattice superstructure is formed as depicted
√
by the unit cell vectors a~0 and b~0 as illustrated in Fig. 3.2 (b) with a~0 = 3~a. The tripling of
the unit cell in the low temperature phase is supported by x-ray [86] and electron diffraction
experiments [87] as described later in the text.
However, up to now, there have been no measurements to study the excitations associated with the proposed orbitally ordered low temperature phase. The study of LiVO2 has
been hampered by the lack of high quality powder and single crystal samples. There have
been several studies made on polycrystalline samples or non-stoichiometric single crystals.
Unfortunately, due to the varying lithium compositions of these samples, experimental results from previous studies are inconsistent with one another. To elucidate the nature of
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Figure 3.2: Proposed mechanism of the first order phase transition of LiVO2 . (a) At
T>Tt , hexagonal layer of V3+ ions form a two-dimensional triangular lattice, the unit
cell vectors are depicted by ~a and ~b. (b) At T<Tt , schematic view of the proposed
t2g orbital ordering in a hexagonal plane [78]. Only the in-plane projections of the
orbital lobes are drawn. The red, blue and green lobes represent the dxy , dyz , and
dzx t2g orbitals, respectively. The occupied and unoccupied t2g orbitals are
√
√ depicted
by filled and open lobes. Due to the three sub-lattice orbital ordering, a 3a × 3a
superlattice is formed as depicted by the vectors a~0 and b~0 .
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the magnetic phase transition of LiVO2 , and to probe the existence of the proposed orbitally ordered super-structure, systematic studies on stoichiometric LiVO2 single crystals
are required. Direct study of the magnetic excitations associated with the proposed orbital
ordering requires inelastic neutron scattering measurements.
Motivated by studying the proposed t2g orbital ordering on a triangular lattice, I successfully grew large, high quality LiVO2 single crystals by a new technique. The single crystals
were then fully characterized by electron diffraction, 4-circle x-ray, magnetic susceptibility, electrical resistivity, differential scanning calorimetry, and specific heat measurements
over an extended temperature range. In particular, inelastic neutron scattering studies were
carried out on both powder and single crystal samples of LiVO2 . The inelastic neutron scattering results suggest that a new type of excitation, “cluster orbiton”, has been observed in
LiVO2 . Detailed experimental results will be presented in the following sections.

3.2

Single Crystal Growth and Characterizations

Stoichiometric LiVO2 single crystals have previously never been successfully synthesized.
It is very easy to have a lithium deficiency in both powder and single crystal samples. Previous studies carried out by Goodenough and co-workers [88] on polycrystalline samples
suggest that the stoichiometry of LiVO2 can be best characterized by thermal cycling experiments. Their studies indicate that the phase transition temperature Tt is very sensitive
to the lithium deficiency in LiVO2 . The stoichiometric LiVO2 sample is reversible during
thermal cycling experiments. Upon heating and cooling, the phase transition temperature Tt does not shift for stoichiometric samples. On the other hand, if the sample has a
lithium deficiency x, with x in the range of 0.12 < x < 0.33, heating Li1−x VO2 through the
phase transition temperature Tt will result in the following irreversible disproportionation
reaction:
Li1−x VO2 =⇒ (1 − 2x)LiVO2 + xLiV2 O4 .
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(3.1)

The studies in Ref. [88] show that upon heating and cooling through Tt for several thermal
cycles, a discrepancy between Tt on the first and subsequent thermal cycling was observed.
With increasing x, the phase transition temperature Tt shifts to higher temperature. Furthermore, due to this irreversible disproportionation reaction, heating a non-stoichiometric
LiVO2 sample (x > 0.12) through Tt yields a LiV2 O4 impurity spinel phase, which results
in extra peaks in the powder x-ray diffraction characterization pattern.
The LiVO2 single crystals in this study were grown by a LiBO2 -Li2 O flux method similar
to that reported in Ref. [89] except that in our method the growth occurs in sealed silica
tubes under vacuum instead of under flowing gas. This new technique yields large, nearlystoichiometric LiVO2 single crystals. In order to grow stoichiometric LiVO2 single crystals,
high quality LiVO2 powder need to be synthesized first. LiVO2 powder was prepared by
direct solid state reaction of Li2 CO3 (99.99%) and V2 O3 (Johnson Matthey). The starting
materials Li2 CO3 and V2 O3 were thoroughly ground together with a molar ratio of Li/V
= 1.01 and heated at 625◦ C for 24 hours under Ar : H2 = 96% : 4% gas flow. Note
that 1% lithium excess was added to ensure the stoichiometry of the powder sample. The
samples were then furnace-cooled to room temperature and re-heated to 750◦ C for another
12 hours after re-grinding. The quality of the obtained polycrystalline LiVO2 sample was
characterized by powder x-ray diffraction measurements and verified to be single phase.
To grow LiVO2 single crystals by the flux method, a mixture of 1.798 g LiVO2 powder,
0.369 g Li2 O (99.5%) and 6.144 g LiBO2 (99.997%) was placed in a platinum crucible and
sealed in a quartz tube under vacuum to prevent lithium volatilization. The crucible was
maintained at 1100◦ C for 12 hours and slowly cooled to 700◦ C at a rate of 2-4◦ C per hour.
The sample was then furnace-cooled to room temperature. As shown in Fig. 3.3, the LiVO2
single crystals typically grow as black thin plates in the hexagonal ab-plane with a size of
approximately 10 × 10 × 0.1 mm3 .
The quality of LiVO2 single crystals was first characterized by performing Laue and
x-ray diffraction measurements. The samples were verified to be single phase and the
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Figure 3.3: Large, near-stoichiometric LiVO2 single crystals grown by the flux method
as described in the text. The Lithium deficiency of the crystals is about 2% determined by chemical analysis using Inductively Coupled Plasma Spectrometry.
hexagonal ab-plane is determined to be parallel to the as grown flat surface of the crystal.
Thermal cycling measurements were performed using the differential scanning calorimetry
(DSC) technique. DSC is a powerful technique to detect phase transitions and determine
the phase transition temperature. Upon repeated heating and cooling, the phase transition
temperature Tt does not shift much indicating the high quality of the single crystal samples.
The Lithium composition was determined by chemical analysis methods. Several LiVO2
single crystals were dissolved in high purity nitric acid (HNO3 ). The obtained solution
was measured by Inductively Coupled Plasma Spectrometry (ICP) to determine the ratio
of Li/V. Chemical analysis by ICP gives the ratio of Li/V ≈ 0.98 indicating that the
single crystals are nearly stoichiometric. Furthermore, electron diffraction and 4-circle xray diffraction experiments were performed to look into the crystal quality in detail.
LiVO2 single crystals were examined by Transmission Electron Microscopy (TEM) experiments. The TEM specimens were prepared by mechanically polishing the crystals to be
approximately ∼ 10 µm thick and then ion milling to electron transparency. Fig. 3.4 is the
representative bright field electron micrograph of a LiVO2 single crystal. Similar images
were also observed in several other single crystal measurements. It shows that the LiVO2
crystals develop a network of microcracks that most likely form upon cooling through the
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Figure 3.4: Representative bright field electron micrograph of a LiVO2 single crystal
shows the network of microcracks that most likely develops in the crystal upon cooling
through Tt .
first order phase transition at Tt ≈ 500 K. In many images the crack network appears to
be hexagonal and the platelets are typically 0.3 to 0.8 µm in diameter.
4-circle x-ray diffraction experiments were performed on LiVO2 single crystals using a
Scintag PTS 4-circle x-ray machine. Fig. 3.5 depicts a representative scan of the (1 0 7)
reflection. It shows that instead of a sixfold symmetry for a real hexagonal crystal structure,
a three-fold symmetry was observed indicating the rhombohedral crystal structure of LiVO2 .
The width of the (1 0 7) reflection peaks is about 3◦ indicating that although some hexagonal
networks of microcracks were developed in LiVO2 single crystals upon cooling through the
first order phase transition, the crystals are still monocrystalline in the sense that long range
translational order is preserved.
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Figure 3.5: Pole figure of LiVO2 (1 0 7) reflection. A three-fold symmetry is observed
indicating the rhombohedral crystal structure of LiVO2 .
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In the following sections, I will present the thermodynamic property measurements
performed on LiVO2 single crystal samples over an extended temperature range between 2
K and 650 K using different techniques .

3.3
3.3.1

Electric and Magnetic Properties of LiVO2
Electron Diffraction

To clarify the orbital driven super-structure in the low temperature phase, transmission
electron microscopy (TEM) experiments were performed on LiVO2 single crystals. The
TEM specimens were prepared using the same technique as describe in the previous section. The specimens were heated using a double-tilt heating stage to above Tt in order to
look at the structural changes that occur at the transition temperature. However, this was
complicated by the specimen crack networks that tended to thermally isolate each small
platelet and by the relatively large lattice expansion that occurs at the transition temperature. Fig. 3.6 shows the electron diffraction patterns measured on LiVO2 single crystals
along the < 001 > zone. At room temperature, as depicted in Fig. 3.6 (a), the < 001 > zone
axis diffraction pattern reveals super-lattice reflections at {1/3 1/3 0} corresponding to the
unit cell tripling below Tt , consistent with the V trimer model. Upon heating through the
phase transition temperature Tt ≈ 500 K, the specimen was observed to move (laterally and
tilt) a relatively large amount. This made it impossible to measure the super-lattice spot
intensity as a function of temperature near the transition temperature. At temperatures
above T = 530 K, the movement was much diminished and in most areas of the specimen
the super-lattice reflections had disappeared as shown in Fig. 3.6 (b). Upon cooling to
below Tt ≈ 500 K, the large movements return (before the super-lattice reflections appear).
As can be seen in Fig. 3.6 (c), below 470 K, the super-lattice spots have reappeared. The
maximum specimen displacements were found to occur at temperatures near Tt ≈ 500 K,
the indicated temperature is approximately ∼520 K upon heating and ∼490 K upon cooling.
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Figure 3.6: Temperature dependent electron diffraction patterns measured on a LiVO2
single crystal along the < 001 > zone axis. (a) At T < Tt , electron diffraction pattern
at room temperature with {1/3 1/3 0}-type super-lattice reflections. (b)At T > Tt ,
pattern after heating to T = 530 K shows the disappearance of the super-lattice
spots. (c) At T < Tt , pattern after cooling to T = 470 K, the super-lattice spots
have reappeared.
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The V trimer formation in the low temperature phase is also supported by previous xray diffraction [86] and extended x-ray-absorption fine structure [90] studies made on LiVO2
polycrystalline samples. However, their results can not be reproduced by heating the sample
to above Tt and then cooling to below Tt again due to the large lithium deficiency in the
sample. The super-lattice spots reappear upon cooling to below Tt is crucial for verifying the
sample quality. The reappearance of the super-lattice spots by cooling to below Tt indicates
that the LiVO2 single crystals grown in this study are very close to being stoichiometric. The
{1/3 1/3 0}-type super-lattice reflections observed in the electron diffraction experiments
is the first, reproducible experimental evidence indicating that V3+ ions do form trimers in
the low temperature phase of LiVO2 .

3.3.2

Lattice Parameter Anomaly Near Tt

At the phase transition temperature, a large discontinuity of the unit cell lattice parameters
was observed. Fig. 3.7 shows the temperature dependence of the lattice parameters determined from the GSAS refinement results of neutron diffraction measurements performed
on a LiVO2 powder sample. In our neutron data, no obvious structural changes beyond a
contraction and expansion of the lattice constants were observed. At temperatures below
and above Tt , the same symmetry (space group R 3̄m) was used when performing the GSAS
refinements. According to previous studies, the only indication showing that the symmetry
may be lower than R 3̄m in the low temperature phase is the super-lattice peaks observed in
the x-ray and electron diffraction measurements. Other than that, the same symmetry can
be used for structural refinements suggesting that the lattice distortion in LiVO2 is very
weak. Fig. 3.7 (a) shows the anomaly observed in the hexagonal lattice parameter a. Upon
heating through Tt , the lattice parameter a was found to have an abrupt increase from the
room temperature value a ≈ 2.84 Å to the high temperature value a ≈ 2.91 Å at approximately 600 K. On the other hand, the lattice parameter c shows the opposite behavior.
As depicted in Fig. 3.7 (b), upon heating through Tt , the lattice parameter c decreases
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Figure 3.7: Temperature dependence of (a) the lattice constant a; (b) the lattice
constant c; (c) the oxygen atom position; (d) the ratio of lattice parameter c/a determined from GSAS refinements of the neutron diffraction measurements performed on
a LiVO2 powder sample. A large discontinuity of the lattice parameters was observed
near Tt .
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from a room temperature value of c ≈ 14.8 Å to c ≈ 14.65 Å at 600 K. The temperature
dependent c/a ratio values are illustrated in Fig. 3.7 (d), these results agree very well with
previous studies [88]. Oxygen atom positions also show an anomaly near Tt as depicted in
Fig. 3.7 (c) associated with the first order phase transition. These results indicate that the
hexagonal lattice contracts in the ab-plane and extends along the c-axis when cooling the
sample to below Tt , resulting in an approximate overall 1-2% volume change.

3.3.3

Magnetic Susceptibility and Magnetization

The magnetic properties of LiVO2 were studied by temperature dependent magnetic susceptibility measurements between 2 K and 700 K using a sample consisting of a large number
of randomly oriented small single crystals from the flux growths. The low temperature magnetic susceptibility between 2 K and 300 K were measured using a SQUID magnetometer
with H = 0.1 T applied magnetic field. The high temperature measurement between 300
K and 700K was performed using a Faraday balance magnetometer with an applied field
of H = 0.7 T. Fig. 3.8 depicts the temperature dependence of the magnetic susceptibility
between 2 K and 650 K combining the low temperature SQUID data and high temperature Faraday balance magnetometer data. The high temperature magnetic susceptibility
data was multiplied by a constant value in order to achieve good agreement with the low
temperature SQUID data. A hysteresis loop is present which we associates with the first
order phase transition with a phase transition temperature Tt ≈ 500 K upon heating and
Tt ≈ 440 K upon cooling. These results are consistent with a previous study performed
on a stoichiometric LiVO2 powder sample [84]. As illustrated in Fig. 3.8, above Tt , with
increasing temperature, the magnetic susceptibility decreases slightly and seems to roughly
follow the Curie-Weiss law
χ=

C
,
T − θcw

(3.2)

where C is the Curie constant and θcw denotes the Curie-Weiss temperature. By fitting
the data between 440 K and 650 K with the Curie-Weiss law, as illustrated in the inset of
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Figure 3.8: Magnetic susceptibility of LiVO2 between 2 K and 700 K combing the
low temperature SQUID data and high temperature Faraday balance magnetometer
measurement results. The Faraday balance magnetometer measurements between
300 K and 700K are shown in the inset. The solid green line in the inset is the CurieWeiss fit with the Curie-Weiss temperature θcw = -1550 K and the effective moment
µeff = 3.35 µB .
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Fig. 3.8, we obtained a Curie-Weiss temperature θcw = -1550 K and an effective moment
µeff = 3.35 µB . These values have a large uncertainty due to the narrow fitting range.
The obtained effective moment is close to the value µeff = 2.83 µB for a V3+ ion with
g = 2 and an effective S = 1 indicating that the magnetic state of V3+ ions above the
transition temperature can be nearly explained by a local moment model with S = 1. On
the other hand, the obtained large negative θcw value suggests strong antiferromagnetic
coupling present in the high temperature phase. Below the phase transition temperature,
the magnetic susceptibility is significantly reduced and can be considered to be nearly
non-magnetic. With decreasing temperature, the low temperature susceptibility gradually
increases with an sharp upturn appearing at very low temperature. This feature was observed in all magnetic susceptibility measurements made on LiVO2 samples so far, even in
the most stoichiometric samples. It is currently unclear that if this is an intrinsic property
of LiVO2 , or extrinsic due to slightly lithium deficiency of the sample resulting in a Curielike 1/T behavior in the magnetic susceptibility. Comparing the low temperature magnetic
susceptibility to a Curie-Weiss law yields an effective moment µeff = 0.39 µB . On the other
hand, if we assume the low temperature behavior can be attributed to an excess V4+ ions
due to lithium deficiency of the sample, we may infer from the obtained effective moment
that the lithium deficiency in the sample is less than 5%, which is in reasonable agreement
with the ICP result of a 2% Li deficiency. The magnetic susceptibility indicates no sign of
magnetic long range order down to 2 K.
Fig. 3.9 shows the magnetic susceptibility and magnetization measured on LiVO2 single
crystals with applied magnetic field H k c-axis and H ⊥ c-axis, respectively. Both the
temperature dependent magnetic susceptibility as depicted in Fig. 3.9 (a) and the field
dependent magnetization as illustrated in Fig. 3.9 (b) show no obvious anisotropy indicating
that LiVO2 is a Heisenberg magnet. At T = 2 K, the magnetization did not reach the
saturation field up to H = 7 T.
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Figure 3.9: (a) Magnetic susceptibility of LiVO2 between T = 2 K and 300 K measured
at H = 0.05 T; (b) Magnetization up to H = 7 T at T = 2 K. Both measurements
were performed on LiVO2 single crystals with applied magnetic field H k c-axis and
H ⊥ c-axis, respectively.

72

3.3.4

Differential Scanning Calorimetry and Specific Heat

Differential Scanning Calorimetry (DSC) is sensitive to phase transitions and is useful to determine the phase transition temperature accurately. The DSC measurements were carried
out on LiVO2 single crystals for both cooling and heating between 300 K and 550 K using a
Perkin-Elmer thermal analysis control system 7/4. A heating and cooling rate of 10◦ C per
minute is used throughout the measurements. Fig. 3.10 (a) depicts the DSC measurement
results between 400 K and 520 K. As can be seen, both measurements performed with
increasing and decreasing temperature indicate a significant peak associated with crossing
through the first order phase transition. The obtained phase transition temperature Tt ≈
495 K upon heating and Tt ≈ 442 K upon cooling agree very well with the magnetic susceptibility measurement results. From the area under the peak, we estimate the enthalpy
change is about 3.6 kcal per mole, which is quite different from previous reported 82 cal per
mole [91] and 30 kcal per mole [92].
The thermodynamic properties were also investigated through specific heat measurements on LiVO2 single crystals. The specific heat was measured between 2 K and 300 K
using a commercial heat pulse calorimeter from Quantum Design. The temperature dependence of the specific heat is shown in Fig. 3.10 (b). No apparent anomaly was observed
between 5 K and 300 K. At room temperature, the specific heat has not yet approached its
Dulong and Petit value of 99.768 J/mol-K (Cv = 3NR, where R = 8.314 J/mol-K is the
Gas constant, and N = 4 is the total atom number in LiVO2 ) indicating that the Debye
temperature of LiVO2 is substantially greater than 300 K. Below 5 K, a small upturn is observed. This may be attributed to a Schottky anomaly (A contribution to the heat capacity
of a solid arising from the thermal population of discrete energy levels as the temperature
is raised. The effect is particularly prominent at low temperatures, where other contributions to the heat capacity are generally small) although we have not attempted any detailed
modeling. According to the Debye model, the specific heat of a crystal can be described by
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Figure 3.10: Temperature dependence of the specific heat between 2 K and 530 K.
(a) Differential Scanning Calorimetry measurements between 300 K and 550 K for
both cooling (black) and warming (red) plotted on an absolute scale; (b) Specific heat
(open circles) between 2 K and 300 K. Solid line is the best calculated specific heat
using Eq. 3.3 with θD = 730 K. The inset is the specific heat data between 2 K and 20
K plotted as Cp /T vs T2 . The solid line in the inset is the fitting to Eq. 3.4 (between
5 K and 20 K) from which a Debye temperature of θD ≈ 657 K can be inferred.
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the following equation
T
Cv = 9nkB ( )3
θD

Z
0

θD
T

x4 ex dx
.
(ex − 1)2

(3.3)

where n is number of ions per unit volume in the crystal, kB is Boltzmann’s constant, and
θD is the Debye temperature. Using Eq. 3.3 to model the specific heat, we find that the
best agreement between the experimental data and the calculated specific heat value from
Eq. 3.3 over the entire temperature range between 2 K and 300 K is obtained by choosing
a Debye temperature θD = 730 K as depicted in Fig. 3.10 (b) by solid red line. It clearly
shows that the Debye model does not agree with the experimental data between 2 K and
300 K very well and can not be used to describe the specific heat over a wide temperature
range. The Debye temperature can also be estimated by fitting to the low temperature
specific heat using the following equation
Cp /T = γ + βT2 .

(3.4)

The specific heat between 2 K and 20 K is plotted as Cp /T vs T2 in the inset of Fig. 3.10
(b). Fitting the low temperature data to Eq. 3.4 yields γ = 5.8 mJ/mol-K2 and β = 0.027
mJ/mol-K4 . The Debye temperature can be calculated from β using the following equation

β=

234nkB
.
(θD )3

(3.5)

where n = N/V, N is the number of ions in the crystal, and V is the volume of the crystal.
Using Eg. 3.5, the obtained Debye temperature is θD ≈ 657 K. Both approaches give a
Debye temperature higher than the phase transition temperature Tt ≈ 500 K.

3.3.5

Electrical Resistivity

The electrical resistivity was measured on LiVO2 single crystals between 40 K and 600 K
using conventional four-probe technique. Both in-plane (ab-plane) and out-of-plane (c-axis)
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resistivities were measured. In order to obtain a better contact resistance, the contact region
of the as grown plate-like single crystals was coated by a thin layer of gold. The resistivity
at temperatures above 300 K was measured using a home made instrument equipped with a
temperature controlled oven. The resistivity below 300 K was measured using the quantum
design Physical Property Measurement System (PPMS). At low temperature, with decreasing temperature, the resistivity of LiVO2 increases very rapidly, which makes it difficult to
measure the resistivity down to 2 K.
The resistivity of LiVO2 changes from several ohms to 106 ohms when decreasing the
temperature from 600 K to 40 K. To better interpret the data, the resistivity measured at
temperatures above 300 K and below 300 K is plotted in separate panels. Fig. 3.11 (a)
first shows the high temperature in-plane and out-of-plane resistivity between 300 K and
600 K. Upon heating and cooling through Tt , an abrupt increase was observed in both the
in-plane and out-of-plane resistivity corresponding to the phase transition. The observed
phase transition temperature agrees with the magnetic susceptibility and DSC measurement
results. A hysteresis loop again indicates that this is a first order phase transition. As we
can see in Fig. 3.11 (a), both in-plane and out-of-plane resistivity increase very rapidly with
decreasing temperature. Below and above the phase transition temperature, both in-plane
and out-of-plane resistivity of LiVO2 shows semiconducting behavior. For a semiconductor,
we expect
ρ ∝ e(−Eg /2kB T ) .

(3.6)

where Eg is the semiconducting energy gap and kB is Boltzmann’s constant. The resistivity
data measured with decreasing temperature is plotted as ln(ρ) vs. T−1 in Fig. 3.11 (b).
Below and above Tt , linear behaviors were observed suggesting that the system can be
treated as a semiconductor. Although we expect that the measured value of the resistivity
is larger than the intrinsic value due to the presence of a microcracking network developed
in the single crystal upon cooling through the transition temperature, the microcracking
should not affect the Arrhenius behavior of the system. The solid lines in Fig. 3.11 (b) are
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Figure 3.11: Temperature dependence of the electrical resistivity of LiVO2 between
40 K and 600 K. (a) The in-plane (ab-plane) and out-of-plane (c-axis) resistivities
between 300 K and 600 K shows the first order phase and 2-D nature of LiVO2 . (b)
Semi-conducting behavior at temperatures below and above the phase transition and
energy gaps inferred from Arrhenius fits. (c) The ab-plane and c-axis resistivities
between 40 K and 300 K. (d) ρab and ρc vs. T−1/3 between 40 K and 300 K.
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fits to Eq. 3.6 at temperatures both below and above Tt . The obtained Eg is about 0.18
eV for T > Tt and 0.14 eV for T < Tt . A previous study [89] reported similar results.
The in-plane and out-of-plane resistivities between 40 K and 300 K are shown in Fig. 3.11
(c). Similar to the high temperature resistivities, as depicted in Fig. 3.11 (a), a ratio of
ρc /ρab ≈ 100 is obtained. The ratio of the in-plane and out-of-plane resistivity indicates
the quasi-2D nature of LiVO2 . It indicates that LiVO2 is an ideal compound to study a
two-dimensional triangular lattice. Fig. 3.11 (d) depicts the low temperature in-plane and
out-of-plane resistivity plotted on a log scale vs. T−1/3 . The roughly linear behavior of the
in plane resistivity indicates that the in-plane low temperature resistivity of LiVO2 seems
to obey the Mott T−1/3 law, suggesting the presence of two-dimensional variable range
hopping in the low temperature regime.

3.4

Inelastic Neutron Scattering

The first order phase transition of LiVO2 was observed in the magnetic susceptibility, specific
heat, temperature dependent lattice parameters, and electrical resistivity measurements. In
order to study the magnetic excitations associated with this unusual phase transition and
the effects of possible orbital ordering on a triangular lattice, inelastic neutron scattering
experiments were performed on both powder and single crystal samples of LiVO2 .
The powder sample of LiVO2 has a mass of approximately 9.14 g. The powder was sealed
in a rectangular aluminum container filled with Helium gas and then put in an aluminum can
which was mounted inside a top loading closed-cycle helium cryostat, capable of achieving
temperature between 4 K and 600 K

3.4.1

Single Crystal Alignment at HFIR

As shown in Fig. 3.12 (a), LiVO2 single crystals grow as thin plates in the hexagonal ab-plane
with a mass typically between 20 mg and 50 mg. Inelastic neutron scattering experiments
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Figure 3.12: LiVO2 single crystal array co-alignment for the inelastic neutron scattering experiments. (a) LiVO2 single crystals grow as thin plates in the hexagonal
ab-plane; (b) Several LiVO2 single crystals were stacked on top of one another and
put on an aluminum plate with the a-axis along the lines scored on the plate; (c) The
co-aligned single crystal array using 60 LiVO2 single crystals in total with a mass of
approximately 1 gram.
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requires large single crystal samples. To facilitate inelastic neutron scattering experiments,
it is necessary to co-align a large amount LiVO2 single crystals. In total, 60 LiVO2 single
crystals with a mass of approximately 1.0 g were individually characterized by Laue x-ray
diffraction. From the Laue-diffraction pattern, the orientation of each LiVO2 single crystal
was determined in the ab-plane and high quality single crystals were chosen for the inelastic
neutron experiments. Several single crystals were then stacked on top of one another along
the a-axis. A tiny amount of silver epoxy was used to hold the crystals together. The
stacked crystals were then put on an thin aluminum plate. The aluminum plates are made
to be very thin for the co-alignment purpose with a size of 2.5 cm × 2.5 cm × 0.1 mm.
Each plate has a grid line scored on it that can be used as a guide line for the co-alignment.
As depicted in Fig. 3.12 (b), with the help of a microscope, the stacked single crystals were
glued on the thin aluminum plate using silver epoxy with the a-axis along one of the grid
lines on the plate. In total, 60 LiVO2 single crystals were put on 12 plates. Each of the
plates was fully characterized by neuron diffraction measurements before co-aligning them
together to form a single crystal array.
The LiVO2 single crystal array was co-aligned using the HB1A fixed incident energy
triple-axis spectrometer at HFIR (High Flux Isotope Reactor), center for neutron scattering
at Oak Ridge National Laboratory. A fixed final energy of 14.7 meV was used throughout
the experiment. Each aluminum sample plate was carefully characterized by performing
a wide range Bragg peak rocking curve scan to look for misalignment. All 12 aluminum
sample plates were completely measured and 11 of them were used to form the single crystal
array as illustrated in Fig. 3.12 (c). The mosaic of the co-aligned single crystal array is about
5 to 8◦ in the ab-plane and 3◦ along the c-axis as shown in Fig. 3.13 (a) and (b) determined
from the (1 1 0) and (0 0 6) Bragg peaks rocking curve position measurements. This
is a reasonable mosaic value for such a large array single crystal co-alignment, and it is
acceptable for inelastic neutron scattering experiments.
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Figure 3.13: The mosaic of the co-aligned LiVO2 single crystal array determined by
the Bragg peak rocking curve position measurements. (a) (1 1 0) Bragg peak rocking
curve position indicates that the mosaic in the ab-plane is about 5 to 8◦ ; (b) (0 0 6)
Bragg peak rocking curve position indicates that the mosaic along the c-axis is about
3◦ .
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3.4.2

HET Measurements

Inelastic neutron scattering experiments on both powder and single crystal samples of LiVO2
were carried out using the High Energy Transfer (HET) chopper spectrometer at the spallation neutron source at ISIS. HET is a direct-geometry, time-of-flight spectrometer with
incident energy between 15 to 2000 meV. Rotating Fermi Choppers are used to select the
incident neutron energy. The final energy transfer and momentum transfer are analysed
by discriminating the time-of-flight and detector angle. HET is also equipped with a twodimensional array of position sensitive 3 He detector located at 2.5 meter and 4.0 meter away
from the sample covering large detector angles. Depending on the choice of the incident
energy setting of the Fermi chopper and the energy transfer, the energy resolution is about
1-2% of the incident neutron energy for the 4 meter detectors, and 1-3% of the incident
neutron energy for the 2.5 meter detectors.

Powder Temperature Dependence Measurements
LiVO2 powder sample was used to perform the temperature dependent measurements at
temperatures below and above Tt ≈ 500 K. Due to the silver epoxy used in the single
crystal array co-alignment, we did not attempt to heat the single crystal sample above
room temperature. The powder sample was measured at T = 4 K, 300 K and 600 K with
incident energies of Ei = 25 meV (f = 150 Hz), 50 meV (f = 250 Hz), 100 meV (f = 300 Hz),
400 meV (f = 600 Hz), 450 ( f = 600 Hz), and 650 meV (f = 600 Hz). The 600 Hz Fermi
chopper frequency was chosen for incident energy more than 250 meV. The single crystal
sample was measured at T = 4 K and 300 K with incident energies of Ei = 50, 100, 250,
400, 600 meV, with the incident neutron beam parallel and perpendicular to the c∗ axis.
Fig. 3.14 depicts the HET powder temperature dependent measurements with an incident energy of 100 meV. The measured low angle detector bank scattering intensity is
plotted as a function of energy transfer and wave-vector transfer. At T = 4 K, as illustrated in Fig. 3.14 (a), a band of excitations centered at ~ω ≈ 58 meV was observed.
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Figure 3.14: ~ω ≈ 58 meV excitation observed in the HET powder temperature
dependent measurements with an incident energy of Ei =100 meV at T = 4 K. (a)
The low angle bank intensity measured at T = 4 K plotted as a function of energy
transfer and wave-vector transfer, a band of excitations centered at about ~ω ≈ 58
meV was observed; (b) At T = 600 K, the 58 meV excitation is no longer present.
Heating the sample to above Tt , at T = 600 K, as shown in Fig. 3.14 (b), this near 58 meV
excitation is no longer present. Very surprisingly, several new modes with energy transfers
as large as several hundreds of meV were detected in the low temperature phase. Fig. 3.15
shows HET powder temperature measurements with an incident energy of 650 meV. At T
= 6 K, as shown in Fig. 3.15 (a), a band of excitations with energy transfer at ~ω ≈ 420
meV was observed. At T = 600 K, the 420 meV excitation is no longer present as depicted
in Fig. 3.15 (b). This is unusual behavior for such a high energy transfer excitation, ~ω
≈ 420 meV = 4874 K, to be affected by a temperature change of only 600 K. If the high
energy transfer excitation is a crystal field level due to single ion excitations, such an excitation should not disappear at the relatively low temperature T = 600 K. The temperature
dependence of the near 420 meV excitation suggests that it arises from collective effects.
Fig. 3.16 illustrates the near ~ω ≈ 58 meV excitation observed in the HET powder
measurement with an incident energy of 100 meV. All data shown in this figure are raw
data, no background subtraction has been applied. Fig. 3.16 (a) depicts the intensity as a
function of energy transfer measured at three temperatures, T = 4 K, 300 K and 600 K,
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Figure 3.15: ~ω ≈ 420 meV excitation observed in the HET powder temperature
dependent measurements with an incident energy of Ei = 650 meV at T = 4 K. (a)
The low angle bank intensity measured at T = 4 K plotted as a function of energy
transfer and wave-vector transfer, a band of excitations with energy transfer at about
420 meV was observed; (b) At T = 600 K, the 420 meV excitation is no longer present.
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Figure 3.16: Near ~ω ≈ 58 meV excitation observed in the HET powder measurements
with an incident energy of Ei = 100 meV. (a) Temperature dependence of the intensity
as a function of energy transfer for 2.25 Å−1 < Q < 3.85 Å−1 ; (b) Temperature
dependence of the intensity as a function of energy transfer for 9 Å−1 < Q < 11 Å−1 ;
(c) The intensity as a function of energy transfer for 2.25 Å−1 < Q < 3.85 Å−1 and
9 Å−1 < Q < 11 Å−1 at T = 4 K. The most prominent excitation occurs at ~ω ≈ 58
meV. The intensity is expressed in absolute units.
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respectively. The intensity is summed over the HET low angle detector banks corresponding
to an integral over the wave-vector transfer range 2.25 Å−1 < Q < 3.85 Å−1 . These results
indicate that, below the phase transition temperature, at T = 4 K, the most prominent
feature is a band of excitations centered near ~ω ≈ 58 meV. This excitation vanishes at T
= 600 K above Tt . The temperature dependence of this ~ω ≈ 58 meV excitation suggests
that it is magnetic in origin. However, the low angle bank data shows a sloping background
at low energies that can be attributed at least in part to phonon scattering. The high angle
data plotted in Fig. 3.16 (b) for 9 Å−1 < Q < 11 Å−1 indicates a new mode centered at ~ω ≈
20 meV. With increasing temperature, the intensity of the peak increases as expected for
phonon scattering. This ~ω ≈ 20 meV excitation can be attributed to aluminum vibrational
density of states from the sample container.
Fig. 3.17 shows data from the MARI spectrometer measuring the density of states of
aluminium with an incident energy of Ei = 55 meV. The data are compared to the MAPS
LiVO2 single crystal data measured at T = 6 K with an incident energy of Ei = 150 meV.
It clearly shows in Fig. 3.17 that the excitations with energy transfers at ~ω ≈ 20 meV
and ~ω ≈ 30 meV are very likely aluminum phonons. It indicates that the low energy
LiVO2 data is contaminated by aluminum phonon scattering especially for single crystal
measurements which employed a large aluminum sample mount. To appropriately analyze
these data, a background measurement and subtraction is necessary. However, we have not
had the opportunity to perform a background measurement with Ei = 100 meV incident
energy yet. As shown in Fig. 3.16 (b), the near 58 meV excitation was also observed in
the high angle bank data. The intensity of the peak does not show much temperature
dependence in the large wave-vector transfer range. At T = 4 K, comparison between the
high angle bank and low angle bank data is shown in Fig. 3.16 (c). It shows that, with
increasing Q, the intensity of the near 58 meV excitation increases behaving like phonon.
However, this is the raw data without empty background subtraction. The low energy
transfer data was mixed with the aluminum sample container phonon contributions. On
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Figure 3.17: MARI’s aluminum data (solid symbol) compared with the MAPS LiVO2
single crystal data measured at 6 K indicates that the low energy excitations centered
at ~ω ≈ 20 meV and ~ω ≈ 30 meV are likely aluminum phonon scattering.
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the other hand, when orbital ordering occurs, the lattice is always influenced to some extent.
The low energy excitation spectrum can be a mixture of phonon scattering due to lattice
vibration and magnon-like scattering associated with the effect of orbital ordering.
As described in the thermodynamic property measurements, the first order phase transition in LiVO2 occurs at Tt ≈ 500 K upon heating and Tt ≈ 440 K upon cooling. Mean field
theory suggests that the characteristic interaction energy for a magnetic phase transition
can be roughly estimated using the following relation

Tt =

S(S + 1)J
.
3kB

(3.7)

where Tt is the transition temperature, S is the spin value, kB is Boltzmann’s constant,
and J denotes the magnetic exchange constant. For LiVO2 , Tt is between 440 K and 500
K. The calculated J value for LiVO2 is between 56.9 meV and 64.6 meV from Eq. 3.7. The
observed excitation with energy transfer of ~ω ≈ 58 meV is roughly the correct energy scale
associated with the phase transition temperature. We therefore identify the ~ω ≈ 58 meV
excitation as a strong candidate for the principal magnetic transition at Tt .
Fig. 3.18 illustrates the ~ω ≈ 420 meV excitation observed in HET powder measurements with an incident energy of Ei = 650 meV. No background subtraction has been
applied. Fig. 3.18 (a) depicts the intensity as a function of energy transfer measured at
temperatures below and above Tt , T = 4 K and 600 K, respectively. The intensity is
summed over the HET low angle detector banks corresponding to an integral over the
wave-vector transfer range 6 Å−1 < Q < 12 Å−1 . It shows that, below the phase transition temperature, at T = 4 K, excitations with energy transfer more than ~ω ≈ 370 meV
were observed. At T = 600 K, these excitations vanish above Tt . Fig. 3.18 (b) shows the
temperature dependence of the high angle bank intensity integrated over the wave-vector
transfer range 20 Å−1 < Q < 27 Å−1 . With increasing temperature, the intensity of the
excitation with energy transfer more than ~ω ≈ 420 meV decreases. Comparing the low
temperature high angle and low angle data at T = 6 K, as illustrated in Fig. 3.18 (c), an
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Figure 3.18: ~ω ≈ 420 meV excitation observed in HET powder measurements with
an incident energy of Ei =650 meV. (a) Temperature dependence of the intensity as
a function of energy transfer for 6 Å−1 < Q < 12 Å−1 ; (b) Temperature dependence
of the intensity as a function of energy transfer for 20 Å−1 < Q < 27 Å−1 ; (c) The
intensity as a function of energy transfer for 6 Å−1 < Q < 12 Å−1 and 20 Å−1 < Q
< 27 Å−1 at T = 6 K. Excitation with large energy transfer was observed occurring
at ~ω ≈ 420 meV. The intensity is expressed in absolute units.
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excitation centered at near ~ω ≈ 420 meV does not appear in the high angle bank. With
increasing Q, the intensity of the ~ω ≈ 420 meV excitation decreases. The ~ω ≈ 420 meV
excitation only appears in the trimerized low temperature phase, and the temperature and
Q dependence suggest the magnetic origin of this excitation.
To illustrate the magnetic origin of the multiple excitations observed associated with
the low temperature phase, Fig. 3.19 shows the temperature dependence of the dynamic
susceptibility measured with incident energies of Ei = 100 meV, 260 meV and 1000 meV,
respectively. For the measurements with incident energy of Ei = 260 meV and 1000 meV,
empty background measurements had been performed and subtracted from the data. The
data have been scaled by n(ω)+1 to illustrate the intrinsic dynamic susceptibility using the
following equation
00

χ (Q, ω) =

1
S(Q, ω) = (1 − e−~ω/kB T )S(Q, ω)
n(ω) + 1

(3.8)

The temperature dependence of the dynamic susceptibility as a function of energy transfer
for Ei = 100 meV and 2.25 Å−1 < Q < 3.85 Å−1 ; Ei = 260 meV and 0 Å−1 < Q < 9 Å−1 ; Ei
= 1000 meV and 0 Å−1 < Q < 12 Å−1 are depicted in Fig. 3.19 (a), (b) and (c), respectively.
To emphasize the observed multiple excitations observed at low temperature, Fig. 3.19 (d),
(e) and (f) shows the dynamic susceptibility as low temperature minus high temperature, the
T = 600 K data was subtracted from the T = 4 K data, corresponding to the low angle data
measured with incident energy of Ei = 100 meV, 260 meV, 1000 meV as shown in panel (a),
(b), and (c), respectively. After the subtractions, the dynamic susceptibility clearly shows
that multiple magnetic excitations were observed with energy transfer at ~ω ≈ 27 meV,
~ω ≈ 58 meV, ~ω ≈ 200 meV, and ~ω ≈ 420 meV as depicted by red arrows in the figure.
The temperature dependence of the dynamic susceptibility suggests the magnetic origin
of these excitations. As shown above, multiple magnetic excitations with energy transfer
as large as a several hundreds of meV were observed in the HET powder temperature
dependence measurements. These excitations only appear at temperature below Tt and
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Figure 3.19: Temperature dependence of dynamic susceptibility as a function of energy transfer for multiple excitations observed in HET powder measurements. (a) Ei
= 100 meV and 2.25 Å−1 < Q < 3.85 Å−1 ; (b) Ei = 260 meV and 0 Å−1 < Q < 9
Å−1 ; (c) Ei = 1000 meV and 0 Å−1 < Q < 12 Å−1 ; (d) Dynamic susceptibility low
T minus high T, subtraction of T = 600 K data from T = 4 K data as shown in (a)
for Ei = 100 meV; (e) Dynamic susceptibility low T minus high T, subtraction of T
= 600 K data from T = 4 K data as shown in (b) for Ei = 260 meV; (f) Dynamic
susceptibility low T minus high T, subtraction of T = 600 K data from T = 4 K
data as shown in (c) for Ei = 1000 meV. Red arrows in the figures indicate the peak
positions of observed multiple excitations.
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disappear above Tt indicating that they are associated with the low temperature phase of
LiVO2 .

HET Single Crystal Measurements
LiVO2 single crystal measurements were performed at T = 4 K and 300 K. Similar to the
powder temperature dependence measurement results, multiple excitations were observed
in the single crystal measurements associated with the low temperature phase. Fig. 3.20
illustrates the raw data measured at T = 4 K with incident energy of Ei = 250 meV and
600 meV. The incident neutron beam is parallel to the c ∗ -axis and the single crystal data
is plotted as powder to obtain the integrated intensity. Fig. 3.20 (a), (b), (c) shows the
scattering intensity as a function of energy transfer integrated for (a) Ei = 250 meV and
-2 Å−1 < Q < -0.5 Å−1 ; (b) Ei = 250 meV and -0.75 Å−1 < Q < -0.2 Å−1 ; (c) Ei = 600
meV and -1.175 Å−1 < Q < -0.3 Å−1 , respectively. The solid red line in each figure is a
Gaussian fit to illustrate the peak position. Fig. 3.20 clearly shows that multiple excitations
with energy transfer at ~ω ≈ 58 meV, ~ω ≈ 170 meV and ~ω ≈ 370 meV were observed at
T = 4 K in the single crystal measurements.

3.4.3

MAPS Single Crystal Measurements

Multiple excitations were also observed in the MAPS single crystal measurements at T =
6 K and 300 K. Fig. 3.21 (a)-(c) shows the temperature dependence of the MAPS single
crystal data measured with Ei = 150 meV, Ei = 500 meV, and Ei = 900 meV respectively
plotted as scattering intensity as a function of energy transfer summered over the entire Q
coverage of the spectrometer. It clearly shows that multiple excitations were observed with
energy transfer of approximately 58 meV, 170 meV, 370 meV as depicted by the arrows
in the figure. The multiple excitations observed in both HET and MAPS single crystal
measurements are consistent with one another. However, we haven’t had the opportunity to
perform the single crystal background measurements, the Q-dependence of these excitations
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Figure 3.20: Multiple excitations observed in the HET single crystal measurements
at 4 K. The incident neutron beam is parallel to the c ∗ -axis. Scattering intensity is
plotted as a function of energy transfer integrated for (a) Ei = 250 meV and -2 Å−1
< Q < -0.5 Å−1 ; (b) Ei = 250 meV and -0.75 Å−1 < Q < -0.2 Å−1 ; (c) Ei = 600 meV
and -1.175 Å−1 < Q < -0.3 Å−1 ; The intensity is expressed in absolute units. The
red line is a Gaussian fit illustrating the peak position. No background subtraction
has been applied.
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Figure 3.21: Multiple excitations observed in the MAPS single crystal measurements
at 6 K. The incident neutron beam is parallel to the c ∗ -axis. Temperature dependence
of scattering intensity summered over all Q coverage as a function of energy transfer
for (a) Ei = 150 meV; (b) Ei = 500 meV; (c) Ei = 900 meV; The intensity is expressed
in absolute units. Arrows indicate likely magnetic/orbital-magnetic excitations in
LiVO2 . No background subtraction has been applied.
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Table 3.1: List of low temperature excitations observed in the powder and single
crystal measurements of LiVO2
~ω (meV)
∼ 58
∼ 170
∼ 200
∼ 370
∼ 420
∼ 500

Intensity
Strong
Weak
Weak
Weak
Weak
Weak

can’t be obtained without careful background subtraction. The background experiments
have been scheduled. In this dissertation, I will not present the Q-dependence data of these
excitations.

3.5

Isolated Trimer Model

Inelastic neutron scattering experiments performed on both powder and single crystal samples of LiVO2 reveal multiple magnetic excitations with energy transfer as large as several
hundreds of meV, extending up to 500 meV. Table 3.1 gives a list of excitations observed
in powder and single crystal measurements at low temperatures. Those excitations only
appear below the phase transition temperature Tt and disappear when heating the sample
to above Tt . The temperature dependence of these excitations indicates that they are not
single ion excitations, and the fact that the multiple excitations only appear in the low
temperature phase indicate that they are most likely associated with the unusual phase
transition of LiVO2 . It has been proposed that V3+ ions form isolated trimer clusters in
the low temperature phase. Hence, we first attempt an isolated trimer model to interpret
our neutron data.
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3.5.1

“Spin-Only” Isolated Trimer Model

For an isolated trimer, with only spin degrees of freedom, a three-site Heisenberg Hamiltonian can be described by the following equation

Ĥ = J(~s1 · ~s2 + ~s2 · ~s3 + ~s3 · ~s1 ),

(3.9)

where J denotes the spin-spin exchange interaction between the nearest neighbor, and Si
= 1 (i = 1, 2, 3) represents the spin operator of an atom located at site i. The eigen-states
and the eigen-energies of the spin S = 1 trimer clusters can be obtained analytically by
performing direct diagonalization of the Heisenberg Hamiltonian describe in Eq. 3.9. The
calculated energy spectrum assuming the spin-spin exchange interaction J = 60 meV at T
= 4 K is illustrated in Fig.3.22 (a). It shows that there are in total 27 eigen-states and
their corresponding eigen-energies for such a S = 1 trimer. Fig.3.22 (a) shows the three
excited states with energy transfer at ~ω = 60 meV (J), ~ω = 180 meV (3J) and ~ω = 360
meV (6J), respectively. The degeneracy of the ground state and the three excited states
are 2Stot + 1 = 0, 9, 10, 7, respectively, corresponding to Stot = 0, 1, 2, and 3. The model
calculation show that such a S = 1 trimer clusters has a spin-singlet ground state.
The magnetic intensity measured in an inelastic neutron scattering experiment is proportional to the magnetic structure factor S(Q, ω). For a system with many atoms, with
an unpolarized neutron beam, the magnetic scattering intensity is given by
I mag (Q, ω) ∝ |f (Q)|2

X

(δαβ − Q̂α Q̂β )S αβ (Q, ω).

(3.10)

αβ

where f(Q) denotes the magnetic form factor of the magnetic ion species which decreases
with increasing Q, α, β = x, y, z denote the components of the spin, Q̂ represents the unit
vector of direction Q, and S αβ (Q, ω) denotes the magnetic structure factor,
Z
S

αβ

(Q, ω) =

hmα (0, 0)mβ (r, t)iei(Q·r−ωt )drdt.
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(3.11)

Figure 3.22: The energy levels and S(Q,ω) calculated from the simple “spin-only”
trimer model assuming J = 60 meV at T = 4 K.(a) The energy levels of a “spinonly” model with the exchange constant J = 60 meV. Three excited states with
multiple degeneracy corresponding to Stot = 1, 2, 3 were observed. The excited states
energies are: 60 meV (J), 180 meV (3J), and 360 meV (6J) respectively, the ground
sate is a pin-singlet state. (b)At T = 4 K, S(Q,ω) as a function of energy transfer
indicates that only the first excited state with energy transfer of 60 meV has a nonzero matrix element. The higher energy transfer excitations at 180 meV and 360 meV
are disallowed, having no neutron scattering cross-section.
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which is the Fourier transformation of dynamic spin correlation functions, and
mα = Lα + 2Sα .

(3.12)

where m is the magnetic moment, which explicitly includes contributions from both orbital
angular momentum L and spin angular momentum S. At finite temperature, the magnetic
structure factor S(Q,ω) can be calculated using the following equation
S αα (Q, ω) =

XX
E

E

0

0

α
e−βE |hE|SQ
|E |δ(ω − E − E ).

(3.13)

0

0

where β = 1/kB T , E and E denote two different eigen-energies, and
α
SQ
=

X

eiQ·r SrQ .

(3.14)

r

For an isolated “spin-only” trimer model, it follows that
α
SQ
= S1 eik·x1 + S2 ek·x2 + S3 eik·x3

(3.15)

where Si denotes the spin operators at atom site i = 1,2 ,3, and xi represents the atom
positions. Using the above equations, the S(Q, ω) can be directly calculated. Fig.3.22
(b) shows the S(Q,ω) as a function of energy transfer calculated from a “spin-only” trimer
model as described by Hamiltonian Eq. 3.9. It clearly shows that only the first excited state
with energy transfer of ~ω = 60 meV has a non-zero matrix element. The higher energy
transfer excitations at ~ω = 180 meV and ~ω = 360 meV are disallowed having no neutron
scattering intensity. The observed multiple magnetic excitations as listed in Table. 3.1 can
not be explained by the “spin-only” trimer model.
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3.5.2

Isolated Trimer Model Including Kugel-Khomskii Orbital Ordering Term

As shown in Table. 3.1, multiple excitations were observed associated with the orbitally
ordered low temperature phase of LiVO2 . Model calculations including only spin-spin exchange interactions show that these excitations are not compatible with the “spin-only”
trimer model. The fact that they are not single ion excitations, also referred to as crystal
field levels, and that they only appear in the orbitally ordered low temperature phase suggest that they can be attributed to the effects of orbital ordering associated with the phase
transition at Tt ≈ 500 K. To describe the effects of orbital ordering, the orbital degrees of
freedom need to be taken into account in the Hamiltonian. The spin-orbital super-exchange
orbital ordering term, also referred as a Kugel-Khomskii orbital ordering term, was first derived by Kugel-Khomskii from a two-band orbitally degenerate Hubbard model [59,61]. The
orbital angular momentum is treated as an effective orbital pseudospin operator τ , where
τ = 1 for threefold degenerate t2g orbitals. The most characteristic feature of the KugelKhomskii orbital ordering term is that in addition to the spin-spin exchange Js and effective
orbital-orbital exchange Jτ , there is also present a strong spin-orbital super-exchange interaction term of the form (Si · Si+1 )(τi · τi+1 ), the spin excitations are coupled with the
orbital ones through this crossing term. In general, an effective Hamiltonian including the
Kugel-Khomskii orbital ordering term for an isolated S = 1 trimer clusters can be described
by the following equation
Ĥ = Ĥs + Ĥτ + Ĥk + Ĥλ + HˆD

(3.16)

Ĥs = Js (~s1 · ~s2 + ~s2 · ~s3 + ~s3 · ~s1 )

(3.17)

Ĥτ = Jτ (~τ1 · ~τ2 + ~τ2 · ~τ3 + ~τ3 · ~τ1 )

(3.18)

in which
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Ĥk = k((~s1 · ~s2 )(~τ1 · ~τ2 ) + (~s2 · ~s3 )(~τ2 · ~τ3 ) + (~s3 · ~s1 )(~τ3 · ~τ1 ))

(3.19)

Ĥλ = λ(~s1 · ~l1 + ~s2 · ~l2 + ~s3 · ~l3 )

(3.20)

HˆD = D((l1z )2 + (l2z )2 + (l3z )2 )

(3.21)

where
~si denotes spin operators (i = 1, 2, 3) and Si = 1 for V3+ ion
~τi denotes the effective orbital pseudospin operators (i = 1,2 3); τ = 1 for t2g orbitals;
~li represents the effective angular momentum, l = 1 for t2g ;
Js represents the spin-spin exchange interaction constant;
Jτ represents the effective orbital-orbital exchange interaction constant;
k represents the strong spin-orbital super-exchange interaction;
λ denotes the on-site spin-orbit coupling, single ion excitation;
D denotes the trigonal crystal field splitting;

The orbital degree of freedom is treated as a purely quantum pseudospin operator in the
Hamiltonian. For t2g orbitals, according to the T-P equivalence relation [2, 3], the effective
pseudospin τi = 1. As shown above, in addition to the spin-spin exchange interaction, effective orbital-orbital exchange interaction and strong spin-orbital super-exchange interaction,
the on-site spin-orbit coupling and possible trigonal crystal field splitting terms are also
included in this Hamiltonian. Previous studies indicate that the on-site spin-orbit coupling
is about 13 meV for a free V3+ ion, and the trigonal crystal field splitting for LiVO2 is
less than 25 meV. Similar to the “spin-only” trimer model calculation, by direct diagonalized the above Hamiltonian, we can calculate the eigen-states, eigen-energies, and magnetic
structure factor S(Q,ω). Using the Kugel-Khomskii orbital ordering term only, assuming
the strong spin-orbital super-exchange interaction k = 60 meV, the calculated energy levels
are depicted in Fig.3.23 (a). It shows that many energy levels appear with energy transfer
extending up to more than 500 meV with the orbital ordering terms only. At T = 4 K,

100

Figure 3.23: The energy levels and S(Q,ω) calculated from the isolated trimer model
using the Kugel-Khmoskii orbital-ordering term only assuming k = 60 meV at T =
4 K.(a) The energy levels of an isolated trimer model calculated using the KugelKhomskii orbital-ordering term only with the spin-orbital super-exchange constant
k = 60 meV. Many energy levels appear extending up to 500 meV. (b) At T = 4
K, S(Q,ω) as a function of energy transfer indicates that multiple excitations with
detectable scattering intensity can be observed yielding qualitatively similar spectra
to our neutron scattering results.
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the calculated S(Q, ω) yields multiple excitations with detectable intensities similar to our
neutron experimental results. The model calculation gives qualitatively similar spectra indicating that the multiple excitations we observed at low temperature arise from the effects
of orbital ordering, it suggests that a new type of excitation, “cluster orbiton”, has been
observed on the S = 1 trimer clusters in LiVO2 .

3.5.3

Cluster Orbiton

Fig. 3.24 illustrates a possible mechanism of “cluster orbitons”. The orbitally ordered
ground state of an isolated spin S = 1 trimer clusters is shown in Fig. 3.24 (a) as proposed
by Pen et al [78]. An excited state of such a trimer cluster is illustrated in Fig. 3.24 (b).
As shown in Fig. 3.24 (b), the orbital occupancy of site 1 changes from the ground state,
where the t2g orbitals represented by the blue and green lobes are occupied, to the excited
state, where the t2g orbital represented by the blue lobe now is unoccupied. On other hand,
the t2g orbitals represented by the red and green lobes are occupied for site 1. The orbital
occupancy of site 2 and site 3 remains the same. Orbital excitation corresponds to the
changes of the orbital occupancy. The energy difference between the ground state and the
excited state is called “orbiton”. The multiple excitations were observed on an isolated S
= 1 trimer cluster, we refer these collective modes to as “cluster orbiton” excitations.

3.6

Conclusions

Motivated by studying the effects of orbital ordering and “magnetic frustration” of the triangular lattice material LiVO2 , an improved synthesis technique was used to grow high quality
LiVO2 single crystals. Large, nearly stoichiometric LiVO2 single crystals were successfully
grown by the flux method. The electric and magnetic properties were investigated by
the temperature dependent magnetic susceptibility, electrical resistivity, specific heat and
differential scanning calorimetry on single crystals over an extended temperature range.
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Figure 3.24: Illustration of the cluster orbiton excitations arising from the occupation
changes of the orbitals of an isolated S = 1 trimer cluster. (a) Orbitally ordered ground
state; (b) Excited state.
A first-order phase transition was observed in all measurements with a consistent phase
transition temperature Tt ≈ 500 K upon heating and Tt ≈ 440 K upon cooling. Large
discontinuities in the magnetic susceptibility, specific heat, resistivity and lattice constants
were observed near Tt associated with this transition. Above Tt , the inferred Curie-Weiss
temperature and Debye temperature are θcw ≈ -1550 K and θD ≈ 657 K, respectively. At
temperatures above and below Tt , the system shows semiconducting behavior and the obtained out of plane and in plane resistivity ratio is about 100 indicating the quasi-2D nature
of LiVO2 . In particular, below Tt , electron diffraction experiments performed on LiVO2
single crystals along the < 001 > zone show [1/3 1/3 0] type super-lattice peaks corresponding to the orbital driven super-structure. The super-lattice reflections disappeared above
Tt are consistent with the proposed “trimer” model. This is the first direct experimental
evidence that shows the tripling of the unit cell and indicates that V ions do form isolated
trimer clusters at low temperature in LiVO2 .
We carried out the first inelastic neutron scattering experiment to study LiVO2 . Very
unusual results were obtained. The inelastic neutron scattering experiments on both single
crystal and powder samples of LiVO2 reveal several modes with energy transfers as large as
several hundreds of meV. In particular, these excitations only appear in the orbitally ordered
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low temperature phase and vanish above Tt . The crystal field energy levels of the V3+ ion
is shown in Appendix A. As can be seen from the crystal field levels and the temperature
dependence of the measured excitations, the multiple excitations observed in the neutron
experiments are not single ion excitations. The fact that they are not compatible to the
simple “spin-only” trimer model suggests that they arise from the effects of orbital ordering
associated with the proposed t2g orbital ordering below Tt . The Kugel-Khomskii orbital
ordering term is included in the effective magnetic Hamiltonian to account for the effects
of orbital ordering, in which the orbital angular momentum of the t2g orbital is treated
as purely quantum effective pseudo-spin τ = 1. Isolated trimer model calculations with
the Kegel-Khomskii orbital ordering term only yield qualitatively similar spectra to that
measured by the neutron experiments suggesting that a new type of excitation has been
observed on the isolated S = 1 trimer clusters, we refer these excitations as “cluster orbiton”
excitations.
The theory of the effects of “orbital ordering” on a geometrically frustrated triangular
lattice is currently under-development. Our model calculation treats the effects of orbital
ordering as a purely quantum mechanical problem. Similar spectra to our measured results
were derived in the model calculations indicating that our proposed mechanism is a good
candidate to describe the complicated physics associated with the low-temperature phase in
LiVO2 . Improved measurements with either higher flux neutron sources or larger amounts
of single crystal sample along with further theoretical development are important for fully
understanding this system.
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Chapter 4
DMACuCl3: A Spin 1/2 FM-AFM
Alternating-Sign Chain
This chapter presents systematic studies on DMACuCl3 single crystals. DM ACuCl3 was
originally proposed as a quasi-one-dimensional quantum magnet consisting of spin 1/2
ferromagnetic-antiferromagnetic alternating-sign chains along the crystalline a-axis. Recently, it was found that DM ACuCl3 undergoes a structural phase transition at Tt ≈ 285
K and a magnetization half plateau was observed in the magnetization versus field measurement at 0.5 K. DM ACuCl3 was then considered as a system consisting of weakly coupled
ferromagnetic and antiferromagnetic dimers along the a-axis. Our inelastic neutron scattering studies show that the measured magnetic spectrum of DMACuCl3 is consistent with an
alternating-sign chain. However, the strong magnetic coupling is along the crystalline b-axis,
perpendicular to the initially proposed a-axis. The obtained comparable exchange constants
of JF M = -1.2 meV and JAF M = 1.3 meV places DMACuCl3 in a very interesting physical
regime. The thermodynamic properties of DMACuCl3 are investigated through the temperature and magnetic field dependent specific heat, magnetic susceptibility, and magnetization
measurements down to low temperature. An unusual phase diagram was obtained. In light
of the ferromagnetic-antiferromagnetic alternating chain interpretation, model calculations
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using the exchange constants as determined by the zero-field inelastic neutron scattering
measurements are performed and compared to thermodynamic properties.

4.1

Motivations

Quasi-one-dimensional quantum magnets have attracted much attention for many years
and have been studied extensively both theoretically and experimentally. Since Haldane’s
conjecture in 1983 [17], the study of S = 1 linear antiferromagnetic Heisenberg chains immediately stimulated theoretical studies of S = 1/2 Heisenberg ferromagnetic-antiferromagnetic
(FM-AFM) alternating-sign chains. A S = 1/2 FM-AFM alternating chain system becomes
equivalent to a S = 1 Haldane chain when the ferromagnetic coupling is infinite. A number
of theoretical studies has been carried out. However, S = 1/2 FM-AFM alternating chain
system has not been studied very much experimentally. Extensive experimental research
has been carried out in pursuit of magnetic properties of such systems. Unfortunately, there
exists only a small number of candidates for FM-AFM alternating chain system, alternating
ratio α = JFM /JAFM < 0, and very few of them have been synthesized and subsequently
well characterized magnetically and structurally. Some compounds in the range of α ≤ -2,
such as Cu(C14 H24 N4 )CuCl4 which has α ≈ -5.1(3) and (CH3 )2 CHNH3 CuCl3 with α ≈
-2.29 have been investigated by thermodynamic property measurements [93, 94].
In this dissertation, we investigate Dimethylammonium copper (II) chloride, abbreviated
as DMACuCl3 , a S = 1/2 FM-AFM alternating-sign chain magnet. The alternating ratio
in this material is estimated to be close to -1 based on the measurements of bulk properties
, α ≈ -1, which places DMACuCl3 in a very interesting physical regime to study, serves as
a unique experimental point in the phase diagram of S = 1/2 FM-AFM alternating-sign
chain systems. The model Heisenberg Hamiltonian of a S = 1/2 alternating chain can be

106

expressed in the following form

H=

X

J1 S2n−1 · S2n +

n

X

J2 S2n · S2n+1 .

(4.1)

n

where J1 and J2 denote the alternating exchange constants. Assuming J2 is positive corresponding to AFM exchange interaction, and J1 can be either positive or negative. If J1 is
negative corresponding to FM exchange coupling, the system described by Eq. 4.1 represents a FM-AFM alternating-sign chain system. The alternation ratio α = J1 /J2 provides
a simple characterization of the magnetic properties of such systems.
Fig. 4.1 depicts the phase diagram of a S = 1/2 alternating chain system proposed by
Hida [50, 95]. His theoretical calculations suggest that there is a crossover between the
Haldane-gap phase and the dimer phase in the S = 1/2 alternating Heisenberg chains. As
J1 changes from −∞ to J2 , the system described by Eq. 4.1 has several different ground
state. As illustrated in Fig. 4.1, in the cases of extreme limits, if J1 = -∞, the system
described by Eq. 4.1 reduces to a model S = 1 AFM Haldane chain (labeled as AFHC in
Fig. 4.1 (b)) with a energy gap; If J1 = J2 , the case of α = 1, the Hamiltonian describes
a S = 1/2 gapless quantum critical Heisenberg AFM chain (labeled as AFC in Fig. 4.1
(a)); If J1 = 0, the case of α = 0, the system behaves as a gas of isolated AFM dimers
(labeled as AFD in Fig. 4.1 (a)) with a finite energy gap between the singlet ground state
and the triplet excited states. On the other hand, for positive J1 values, α > 0, as α
approaches to zero from the gapless quantum critical point α = 1, the system enters a
gapped spin-liquid dimer phase as illustrated in Fig. 4.1 (a). For negative J1 values, α <
0, the system composites of mixed AFM and FM exchange interactions. Depending on
the magnitudes of the J1 and J2 exchange constants, the system behaves as more dimerlike (| J1 | < J2 ) or more Haldane-like (| J1 | > J2 ) as depicted in Fig. 4.1. A particularly
interesting point in the phase diagram is α = -1. Systems with α ≈ -1 are good candidate to
study the crossover between the dimer-like and the Haldane-like. Such systems should show
competing behavior between FM and AFM exchange interactions. With applied magnetic
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Figure 4.1: Phase diagram of a S = 1/2 FM-AFM alternating chain proposed by
Hida [50]. The J2 dependence of the energy gap 4E plotted as a function of the
alternating ratio α = J1 /J2 . (a) 1 > J1 /J2 > -1 in solid symbols; (b) 0 > J2 /J1 > -1
in open symbols. 4E denotes the energy gap. Depending on the alternating ratio α,
different regions (phases) of a such system are labeled.
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field, profound magnetic field effects should exist in this portion of the FM-AFM alternating
chain phase diagram with an additional Zeeman term in Eq. 4.1 providing a sensitive tuning
parameter to the Hamiltonian.
DMACuCl3 was initially proposed as a S = 1/2 FM-AFM alternating-sign chain along
the crystalline a-axis with estimated exchange constants of JFM = -15 K and JAFM = 13
K [96]. We were motivated to study DMACuCl3 because of the proposed alternating ratio
α = JFM /JAFM ≈ -1.15 for this system. To our knowledge, the ratio of α ≈ -1.15 in
DMACuCl3 is the closest to minus unity found so far experimentally in such an alternatingsign chain system. On the other hand, DMACuCl3 is favored because of the low FM
and AFM exchange energies (∼ 15 K), thus the magnetic field effects can be studied with
presently available instruments.

4.2

Introduction

DMACuCl3 was first synthesized by H. Remy and G. Laves [97]. The crystal structure
of DMACuCl3 was first determined by Willet using x-ray diffraction techniques [98] and
DMACuCl3 was then proposed as a quasi-one-dimensional chain material. Consequently,
based upon the crystal structure and thermodynamic properties, several models such as
FM-AFM alternating-sign chain model, mixed isolated FM and AFM dimer pair model,
and weakly coupled FM and AFM dimer model have been proposed to describe the thermodynamic properties of this DMACuCl3 . However, there have been no measurements
of the magnetic excitations. In this dissertation, I will present the first inelastic neutron
scattering studies of DMACuCl3 . Although, in the following section, I will introduce several prior proposed models for DMACuCl3 based on discussions from previously measured
thermodynamic properties (the zero field specific heat, susceptibility, and magnetization at
T = 1.2 K), all data presented in this dissertation are our measurement results made on
DMACuCl3 single crystals.
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4.2.1

Crystal Structure of DMACuCl3

At room temperature, DMACuCl3 crystallizes in the monoclinic crystal structure, space
group I2/a, with lattice constants a = 11.97 Å, b = 8.6258 Å, c = 14.34 Å, and β =
97.47◦ [98]. Fig. 4.2 illustrates a schematic of the crystal structure of DMACuCl3 viewed
along the crystalline b-axis, Fig. 4.2(a), and c-axis, Fig. 4.2(b), respectively. It shows that
structurally DMACuCl3 contains approximately planar Cu2 Cl6 2− dimers which contain
two bridging chlorine atoms. The Cu-Cl bond lengths in the dimer are approximately
2.30(2) Å. Each copper ion bridges to a chloride in an adjacent dimer, thus the copper ion
coordination is the folded 4 + 1 geometry. As depicted in Fig. 4.2(b), the strong Cu2 Cl6 2−
dimer bonds (connected by solid lines) are tied together by longer apical Cu-Cl bonds (
2.733 Å, denoted by dotted lines) forming infinite crooked structural chains along the aaxis. These structural chains are well separated by the non-magnetic organic groups along
the c-axis as shown in Fig. 4.2(a), and stack along the b-axis as illustrated in Fig. 4.2(b).
Thus, the crystal structure of DMACuCl3 suggests that it is magnetic quasi-1D along the
crystalline a-axis. This scenario was supported by the magnetic susceptibility [99] and zero
field low temperature specific heat [100].

4.2.2

Originally Proposed FM-AFM Chain Model

Fig. 4.3(a) shows the temperature dependent magnetic susceptibility of DMACuCl3 between
2 K and 300 K. To illustrate the quasi-1D nature of this material, it is plotted as the product
of magnetic susceptibility and temperature versus temperature, χT vs. T. As depicted in
Fig. 4.3(a), above 30 K, the χT values at high temperature are roughly a constant showing
slightly temperature dependence, the χT slightly increases with decreasing temperature.
Below 30 K, deviations from Curie-Weiss behavior were observed and the χT values decrease
significantly. This behavior suggests the presence of predominant ferromagnetic interactions
as well as a comparable magnitude of antiferromagnetic interactions. This agrees with model
calculations carried out by Borrás-Almenar et al for a FM-AFM alternating-sign chain with
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Figure 4.2: Crystal structure of DMACuCl3 as viewed along the monoclinic crystalline
(a) b-axis and (b) c-axis. Bravais unit cell is indicated by solid rectangle. Cu, Cl,
N, and C sites in a single ac plane with thickness 4b are shown in (a). Only Cu and
Cl sites in a single ab plane are shown in (b). In (b) the strong FM dimer bond is
depicted by solid lines, and the AFM inter-dimer exchange interaction is depicted
by dotted lines. The dimers couple to each other forming infinite chains along the
a-axis. Monoclinic lattice parameters and the I2/a space group were used to make
the crystal structure [98].
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Figure 4.3: Temperature dependence of (a) the product of magnetic susceptibility
and temperature between T = 2 K and 300 K; (b) zero field specific heat between T
= 2 K and 20 K of DMACuCl3 . Data shown here are our measurement results made
on protonated DMACuCl3 single crystals.
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the alternating ration α ≈ -1 [101]. Fig. 4.3(b) depicts the temperature dependence of
the zero field specific heat between 2 K and 20 K. A broad bump with a maximum at
approximately 4 K was observed in the specific heat curve. After subtracting the lattice
contributions, the low temperature magnetic specific heat can be fit to a S = 1 AFM
chain model [100] suggesting the presents of both FM and AFM exchange interactions in
DMACuCl3 . The low temperature magnetic specific heat suggests that the intra-dimer
interaction is FM and the inter-dimer interaction is AFM, and the obtained inter-dimer
exchange constant from fitting is JAFM ≈ 4.92 K. The linear chain structure, the temperature
dependent magnetic susceptibility and specific heat characterize DMACuCl3 as a quasi-onedimensional alternating chain system. The magnetic susceptibility suggests comparable FM
and AFM exchange interactions. Furthermore, based upon the magnetization measurements
at T = 1.2 K [96], the FM and AFM exchange constants were estimated to be JFM = -15
K and JAFM = 13 K, respectively.
Fig. 4.4 shows the magnetization of DMACuCl3 between H = 0 T and 20 T measured
at T = 1.05 K and T = 1.56 K on a protonated single crystal sample. It shows that the
magnetization of DMACuCl3 first increases with increasing field up to about 2 T. Between
H ≈ 2 T and 15 T, the magnetization curve shows a second linear increasing portion. The
saturation field is about 15 T for this material. In Ref. [96], the first linear portion of
the magnetization curve was attributed to the decoupling of the weak antiferromagnetic
inter-chain coupling. The second linear portion corresponds to the alignment of a canted
spin system under the influence of the external field, as suggested by the non-zero extrapolating magnetization value. The second linear portion further confirmed that the exchange
interaction within the dimer must be ferromagnetic. If the intra-dimer interaction is antiferromagnetic, it would lead directly co-linear spin alignment which contradicts the observed
spin canting behavior. Moreover, the magnitude of the antiferromagnetic inter-chain coupling was estimated to be Jinter-chain ≈ 2 K from the magnitude of the field at the kink, H
≈ 2 T. The magnitude of the total antiferromagnetic interaction Jtot-AF can be obtained
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Figure 4.4: Magnetization of DMACuCl3 between H = 0 T and 20 T measured at T
= 1.56 K (open circle) and T = 1.05 K (red solid line).
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from the saturation field Hsat . The energy difference between the ground state and the spin
state at the saturation field is given by the following equation [96]

gµβ Hsat = N/2(−2Jtot-AF )S(S + 1).

(4.2)

Using the above equation, from the saturation field value of Hsat ≈ 15 T, the total antiferromagnetic exchange constant was obtained Jtot-AF ≈ 15 K. Since the total antiferromagnetic
exchange interaction including contributions from both the antiferromagnetic inter-chain
coupling and antiferromagnetic inter-dimer exchange

Jtot-AF = Jinter-chain + Jinter-dimer ,

(4.3)

thus the inter-dimer exchange constant is Jinter-dimer ≈ 13 K. The magnetic susceptibility
suggests an alternating ration of α ≈ -1, the intra-dimer exchange interaction must be
nearly equal to Jtot-AF , thus the intra-dimer ferromagnetic interaction is estimated to be
Jintra-dimer ≈ -15 K.
Although, based upon the room temperature crystal structure, the magnetic susceptibility, the zero field specific heat and magnetization at T = 1.56 K, DMACuCl3 was initially
characterized as a S = 1/2 FM-AFM alternating-sign chain along the crystalline a-axis with
exchange constants of JFM ≈ -15 K within the dimer and JAFM ≈ 13 K between the dimers.
However, no particular model was superior in explaining the susceptibility, specific heat and
magnetization properties simultaneously. Note that the exchange constants obtained from
the specific heat and magnetization are different. The origin of the magnetic behavior of
this compound remains unclear.

4.2.3

Structural Phase Transition

However, more recent studies reveal that DMACuCl3 undergoes a structural phase transition right below room temperature [102]. This structural transition was observed in the

115

specific heat, differential scanning calorimetry (DSC), and neutron diffraction experiments.
Specific heat measurements were performed on a protonated single crystal sample. Both
protonated and deuterated single crystals were measured by DSC technique. Neutron diffraction experiments were carried out on a deuterated single crystal sample using the HB1A
fixed incident energy triple-axis spectrometer at HFIR. Fig. 4.5 depicts the nuclear Bragg
peak (4 0 0) rocking curve position from the neutron diffraction measurements at several
temperatures in the vicinity of the structural transition temperature Tt . It shows that at
temperatures below Tt ≈ 282 K, the nuclear (4 0 0) Bragg peak splits into two peaks, and
the maximum splitting is about 1.5 degrees at T = 259 K.
Fig. 4.6 depicts the zero field specific heat, DSC, and elastic neutron scattering measurements performed between T = 215 K and T = 300 K. Both measurements performed with
increasing and decreasing temperature indicate a significant peak associated with crossing
through a structural phase transition. No significant hysteresis was found in the transition
temperature Tt . The peak position in the specific heat does not shift with applied magnetic
field indicating that it is not a magnetic field induced phase transition, and the splitting of
the (4 0 0) nuclear Bragg peak rocking curve position at Tt indicates that the phase transition is structural in nature. The angle of the splitting of the (4 0 0) Bragg peak is plotted
as an order parameter of the structural phase transition in the inset of Fig. 4.6. As can be
seen, the structural phase transition temperature for protonated DMACuCl3 samples, Tt
≈ 285 K, is slightly higher than that for deuterated samples, Tt ≈ 282 K, suggesting that
the organic ligands likely play a role in the transition.
A slightly different transition temperature Tt was observed from DSC measurements between the protonated and the deuterated DMACuCl3 single crystals. Since thermodynamic
properties were studied on protonated DMACuCl3 single crystals and neutron experiments
were performed on deuterated sample, it is important to clarify that the magnetic properties
of DMACuCl3 is not affected by the deuteration procedure. Fig. 4.7 shows the magnetic
susceptibility between 2 K and 300 K measured on protonated and deuterated DMACuCl3
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Figure 4.5: Temperature dependence of the nuclear Bragg peak (4 0 0) rocking curve
position from the neutron diffraction measurements on a deuterated DMACuCl3 single
crystal shows the splitting of the (4 0 0) peak below the structural phase transition
temperature Tt ≈ 282 K.
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Figure 4.6: Temperature dependence of differential scanning calorimetry (left axis)
and specific heat (right axis) for protonated (solid symbols) and deuterated (open
symbols) single crystal samples of DMACuCl3 between T = 260 K and 300 K. Scanning calorimetry was performed for both cooling (blue) and warming (red) and is
plotted on an absolute scale for each measurement. Specific heat was measured both
cooling and warming. Inset is the splitting of the (4 0 0) nuclear Bragg peak rocking
curve position as a function of temperature as measured by neutron scattering from
a deuterated single crystal sample.
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Figure 4.7: Temperature dependent magnetic susceptibility measured on protonated
(solid symbol) and deuterated (open symbol) DMACuCl3 single crystals between T
= 2 K and 300 K. (a) χ versus T; (b) χT versus T.
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single crystals with applied magnetic field parallel to the a-axis. The temperature dependence of the magnetic susceptibility for both samples seems to be identical to one another
as shown in Fig. 4.7 (a) plotted as χ versus T. Fig. 4.7 (b) plots the product of the magnetic
susceptibility and temperature as a function of temperature, χT versus T, which in general
is sensitive to small differences between the susceptibility values. As depicted in Fig. 4.7
(b), no obvious difference was observed between these two samples. This indicates that the
magnetic properties of DMACuCl3 is not likely to be affected by replacing hydrogen atoms
with deuterium atoms.

4.2.4

Isolated FM, AFM Dimer Pair Model & Alternating
Weakly Coupled FM, AFM Dimer Chain Model

As discussed above, DMACuCl3 was initially classified into a S = 1/2 FM-AFM alternating
chain with comparable ferromagnetic and antiferromagnetic exchange interactions. Recent
studies reveal that DMACuCl3 undergoes a structural phase transition just below room
temperature. The low temperature x-ray single crystal structure analysis indicates that the
crystal structure of DMACuCl3 changes from the room temperature monoclinic structure
to the low temperature triclinic structure [103, 104]. The crystal structure and lattice
parameters of DMACuCl3 at temperatures above and below Tt ≈ 285 K are listed in
Table 4.1, where Z denotes the number of C4 H16 Cl6 Cu2 N2 molecules contained in a unit
cell. Both monoclinic lattice parameters of space group I2/a and C2/c at room temperature
are given. In this dissertation, we use the room temperature monoclinic lattice parameters
of space group I2/a.
Due to the structural phase transition, the crystal structure of DMACuCl3 is more
complicated at low temperature, and the chain structure is no longer as proposed before.
The low temperature crystal structure of DMACuCl3 suggests that the system contains
two types of dimers: FM dimers and AFM dimers. As illustrated in Fig. 4.8 (a), each
Cu2+ ion has 4 + 1 coordinate geometry, and the adjacent dimers are related by a center
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Table 4.1: Crystal data and structure refinement parameters of DMACuCl3 at temperatures above and below Tt ≈ 285 K [103]. Both monoclinic lattice parameters of
space group I2/a and C2/c at room temperature are listed.
Empirical formula
Formula weight
T (K)
Crystal structure
Space group
a (Å)
b (Å)
c (Å)
α(◦ )
β(◦ )
γ(◦ )
Z
Cu-Cu (Intradimer) Å
Cu-Cu (Interdimer) Å
Cu-Cl-Cu (Intradimer) (◦ )
Cu-Cl-Cu (Interdimer) (◦ )
σ(◦ )

C4 H16 Cl6 Cu2 N2
431.97 g/mol
295
Monoclinic
I2/a
11.973
8.626
14.34
90
97.47
90
4
3.43
3.52
95.8
89.6
23.8
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C4 H16 Cl6 Cu2 N2
431.97 g/mol
295
Monoclinic
C2/c
17.445
8.626
11.973
90
125.411
90
4
3.43
3.52
95.8
89.6
23.8

C4 H16 Cl6 Cu2 N2
431.97 g/mol
84
Triclinic
P-1
8.478
9.572
10.487
73.46
68.591
64.762
2
3.43, 3.42
3.53
95.62, 95.83
87.94, 92.52
24.29, 19.89

Figure 4.8: Isolated FM and AFM dimer model, and weakly coupled FM and AFM
dimer chain model along the crystalline a-axis proposed for DMACuCl3 after the
structural phase transition. (a) Crystal structure viewed along the c-axis. To compare
with the originally proposed FM-AFM chain model, the monoclinic crystal structure
is used, and different color solid lines are used to illustrate the different bond type.
The solid black and blue lines represent the strong FM dimer bond, JFD , and AFM
0
dimer bond, JAFD , respectively. The dashed black line depicts the weak coupling (J )
between the FM dimer and AFM dimer. (b) Perspective view of idealized geometries
of bifolded Cu2 Cl6 2− dimer unit, the fold angle σ is the angle between the bridging
Cu2 Cl6 plane and the terminal CuCl3 plane.
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of inversion. The intra-dimer Cu-Cl-Cu bridging angle φ is symmetric, whereas the interdimer Cu-Cl-Cu bridging angle is asymmetric. The room temperature monoclinic crystal
structure is used in making Fig. 4.8 (a) in order to compare with the initially proposed FMAFM alternating chain model. Different color solid lines are used to illustrate the different
bond types. The solid black lines represent the FM dimer bond, JFD , and solid blues lines
are used to denote the AFM dimer bond JAFD , respectively. As listed in Table 4.1, the CuCu intra-dimer and the Cu-Cu inter-dimer distances do not change much at temperatures
above and below Tt . However, below Tt , the intra-dimer Cu-Cl-Cu bond has two angles,
changing from the room temperature φ = 95.8◦ into low temperature φ = 95.62◦ , 95.83◦ .
Similarly, the inter-dimer Cu-Cl-Cu bond angle also changes from the room temperature
89.6◦ to the low temperature two angles 87.94◦ and 92.52◦ . In particular, the fold angle
σ is determined as the angle between the bridging Cu2 Cl6 plane and the terminal CuCl3
plane as depicted in Fig. 4.8 (b) for a bifolded Cu2 Cl6 2− dimer unit. The fold angle σ
characterizes the non-planarity of the dimer. As listed in Table 4.1, it changes from the
room temperature σ = 23.8◦ to the low temperature two angles σ = 24.29◦ , 19.89◦ . Both
the intra-dimer Cu-Cl-Cu bond angle φ, and the fold angle σ changes to two angles at low
temperature indicate that the adjacent dimer pairs along the original structural chain a-axis
are now structurally inequivalent after the structural phase transition. O0 brien et al [96]
investigated the magnetic properties of a series of copper (II) halide salts containing Cu2 Cl6
dimers. They carried out systematic studies to examine the magneto-structural correlations
for planar Cu2 Cl2−
6 dimer. Comparison of the systems show that, with the intra-dimer CuCl-Cu bond angle φ remains constant, there is an approximately linear relationship between
the magnetic interaction and the fold angle σ. They conclude that at φ = 95.5◦ ± 0.3◦ , the
magnetic interaction is ferromagnetic for σ ≥ 22◦ and antiferromagnetic for smaller value
of σ. Below Tt , as shown in Table 4.1, the intra-dimer Cu-Cl-Cu bond angle of DMACuCl3
is φ = 95.8◦ , and the fold angle σ = 24.29◦ and 19.89◦ , respectively. It indicates that
magnetically there are two types of dimers in DMACuCl3 , expected to be ferromagnetic
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(σ = 24.29◦ ) dimer, and antiferromagnetic (σ = 19.89◦ ) dimers by Willett et al [103], as
illustrated in Fig. 4.8 (a) connected by solid black lines and blues lines.
The temperature dependent magnetic susceptibility and zero field specific heat can be
explained very well by this two dimer model [105]. As illustrated in Fig. 4.8 (a), the
structural phase transition right below room temperature results in the adjacent dimers
structurally and magnetically inequivalent along the structural chain direction a-axis, with
alternating ferromagnetic and antiferromagnetic pairs. The FM and AFM coupled dimers
are magnetically isolated from each other. The system behaves as a mixed state that the
magnetic contributions of this system comes equally from the AFM singlet and FM triplet
dimers. Fig. 4.9 shows the magnetic susceptibility and zero field specific heat fit to the
isolated FM and AFM dimer model. Assuming the energy gap between the singlet ground
state and triplet excited state of AFM dimer is JAFM = ∆S , and the energy gap between
the triplet ground state and the singlet excited state for FM dimer is JFM = ∆T , Fig. 4.9(a)
shows that the magnetic susceptibility can be fit to this model yielding ∆S /kB = 12 K and
∆T /kB = 20 K. Contributions from AFM dimers and FM dimer are shown in dashed and
dotted lines. The mixed FM and AFM states model agrees with the susceptibility very
well. Fig. 4.9(b) is the zero field specific heat between T = 2 K and 20 K. After the lattice
contribution subtraction, the low temperature magnetic specific heat can be reproduced by
the isolated AFM and FM dimer model. The susceptibility and zero field specific heat agree
to the mixed FM and AFM dimer model for DMACuCl3 .
However, the magnetization versus field measured at T = 0.5 K reveals a half plateau
between H ≈ 2 T and 3.5 T. As illustrated in Fig. 4.10, the magnetization of DMACuCl3
shows very unusual two-step saturation. To explain this effect, Inagaki et al [106] introduces
weak exchange interactions between the adjacent AFM dimer and FM dimer along the aaxis at temperature below 2 K. As depicted in Fig. 4.8 (a), they propose weakly coupled
AFM dimer and FM dimer chain model along the a -axis, the JAFD - J0 - JFD type couplings.
The J0 is presumably antiferromagnetic.
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Figure 4.9: Isolated FM and AFM dimer model fit to both the magnetic susceptibility
and zero field specific heat simultaneously. Temperature dependence of the (a) magnetic susceptibility (left axis) and product of magnetic susceptibility and temperature
(right axis); (b) zero field specific heat. The red solid lines in (a) and (b) are the
fitting results using the mixed FM and AFM dimer model with JFD = - 1.723 meV
(20 K) and JAFD = 1.034 meV (12 K), respectively.

125

Figure 4.10: Magnetization of DMACuCl3 between H = 0 T and 20 T measured at T
= 0.5 K. A unusual magnetization half plateau was observed between H ≈ 2 T and
3.5 T.
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As discussed above, several models have been proposed for DMACuCl3 based upon the
thermodynamic property studies. The most recent studies suggest the mixed isolated FM
and AFM dimer model above 2 K. Below 2 K, a weakly coupled FM and AFM dimer
chain model along the a-axis is proposed. These models seem can, at least partly, explain
some thermodynamic properties. However, there have been no spectroscopic probe studies
to investigate the magnetic interactions in DMACuCl3 . The magnetic field effects have
not been studied. In this dissertation, we carried out the first inelastic neutron scattering
experiments to elucidate the origin of the magnetic properties of DMACuCl3 . The thermodynamic property studies were extended to low temperatures. The magnetic field effects
were investigated by the field dependent specific heat and torque magnetometry down to T
= 0.25 K. A magnetic field versus temperature phase diagram was obtained.

4.3

Experimental Techniques

All measurement results reported here were performed on DMACuCl3 single crystal samples.
DMACuCl3 single crystals were grown by saturated solution method [98]. To grow the
protonated single crystals, stoichiometric mixtures of CuCl2 · 2H2 O and (CH3 )2 NH2 Cl were
dissolved in water to make very saturated solutions. The solutions were then left in air to
allow slow evaporation. The as grown crystals are essentially opaque as shown in Fig. 4.11
(a) with red dark color. For neutron scattering experiments, deuterated DMACuCl3 single
crystals were grown using stoichiometric mixtures of CuCl2 and (CD3 )2 ND · HCl dissolving
in heavy water D2 O. The solutions were put in a sealed environment with some dryrites
and evaporated very slowly. Large deuterated single crystals were obtained as depicted in
Fig. 4.11 (b). The single crystals typically grow with well developed (0 0 1) and/or (0 1 1)
faces. The initial orientation of the single crystals were determined using x-ray diffraction
techniques.
Magnetic susceptibility between T = 1.8 K and 300 K was measured using a commercial SQUID magnetometer. Field dependent AC susceptibility and capacitive torque
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Figure 4.11: DMACuCl3 single crystals grown from saturated solutions. (a) Protonated DMACuCl3 single crystal; (b) Deuterated DMACuCl3 single crystal used for
the inelastic neutron scattering experiments.
magnetometry measurements below 2 K were performed with the field parallel to the a-axis
at the NHMFL facility employing a split coil susceptometer and cantilever magnetometer,
respectively [107]. Pulsed field magnetization measurements were performed at the NHMFL
pulsed field facility with field applied along the a-axis at several temperatures using a split
coil susceptometer.
Temperature and magnetic field dependent specific heat measurements were performed
between T = 1.8 K and T = 300 K up to H = 8 T using a commercial heat pulse calorimeter
with the field perpendicular to the a-axis. The low temperature magneto-caloric effect
measurements and specific heat measurements for 0.25 K ≤ T ≤ 3 K were performed at the
National High Magnetic Field Laboratory (NHMFL) DC Field Facility for magnetic fields
perpendicular to the a-axis up to H = 5 T [108].
A deuterated DMACuCl3 single crystal, m = 2.23 g, oriented in the (h k 0) scattering
plane was used for inelastic neutron scattering experiments carried out using the SPINS
triple-axis spectrometer at the NIST center for neutron research. 800 collimation was used
before and after the sample. A fixed final energy of 5 meV was used throughout the
measurements with a flat (non-focusing) 6.3 cm wide pyrolytic graphite (PG(0 0 2)) analyzer
crystal. A liquid nitrogen cooled Beryllium filter was placed in front of the analyzer. At
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T = 1.7 K, constant wave-vector scans were performed throughout the (h k 0) scattering
plane at 73 different locations counting for a fixed number of beam-monitor counts, using
a low-efficiency beam monitor placed in front of the sample. A portion of these zerofield measurements has been shown in an earlier correspondence [109]. Inelastic neutron
scattering measurements were also performed on the same sample using the HB1 thermal
neutron triple-axis spectrometer at the HFIR neutron scattering facility. A collimation of
480 -400 -400 -700 from reactor to detector was used to determine the instrumental resolution.
A fixed final energy of 14.7 meV was used throughout the measurements and a graphite
filter was placed after the sample to eliminate neutrons scattered by higher-order Bragg
reflections at the analyzer. Constant wave-vector scans along high symmetry directions
were performed at T = 2 K, 25 K, and 47 K respectively. All results have been normalized
to monitor counts.
Note that although a structural phase transition was observed at Tt ≈ 282 K for the
deuterated DMACuCl3 single crystal, we continue to index the crystal structure using the
room temperature monoclinic lattice constants for our low-temperature inelastic neutron
scattering measurements. In our neutron diffraction experiments, the splitting of the nuclear
Bragg peak along (h 0 0) direction was observed, there is no splitting along the (0 k 0)
direction. We measured that the maximum splitting of the nuclear Bragg peak (4 0 0)
rocking curved position is about 4◦ . We defined the (4 0 0) peak position as in the middle
of the two splitting peaks and were able to align the single crystal to be oriented in the
(h k 0) scattering plane. On the other hand, for example, a 2 degree uncertainty in the
location of the (4 0 0) nuclear Bragg peak rocking curve position in the (h k 0) scattering
plane corresponds to an uncertainty of δk ≈ ±0.05 rlu. This is in the limit of wave-vector
resolution for our cold-neutron scattering measurements for a sample mosaic of 900 , δk (~ω
= 0, Q = (4 0 0)) = 0.104 rlu (FWHM). As shown in Table 4.1, the structural chains
formed by Cu2 Cl6 along the monoclinic a-axis do not change their connectivity other than
small distortions in bond angle and length at low temperatures. The magnetic susceptibility
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measured on both protonated and deuterated DMACuCl3 crystals indicates that any change
in structure associated with the organic ligands do not affects the connectivity of spins in
the (h k 0) scattering plane.

4.4
4.4.1

Experimental Results
Magnetic Long Range Order

In addition to the structural phase transition right below room temperature, DMACuCl3
was found to enter a magnetic long range order phase at about TN ≈ 0.9 K. This transition was observed in the magnetic susceptibility, torque magnetometry, and specific heat
measurements.

Magnetic Susceptibility
The magnetic susceptibility of DMACuCl3 was measured between T = 0.25 and T = 300 K
in zero and applied magnetic field parallel to the a-axis. The magnetic susceptibility between
0.25 K and 300 K is shown in Fig. 4.12. The inset is the magnetic susceptibility between 0.25
K and 6 K combining zero field AC susceptibility (T < 2 K) and SQUID measurements
(T > 2 K). Good agreement is obtained over the region of temperatures which the two
measurement results overlap. A kink/peak in the susceptibility is observed at TN ≈ 0.95 K;
we associate this with a transition to magnetic long range order as discussed below. Above
TN , the magnetic susceptibility increase gradually with decreasing temperature followed by
a sharp up turn at low temperature indicating that the ferromagnetic exchange is dominant
in this temperature range. A linear fit over the high temperature, T ≥ 200 K, portion of
the susceptibility data agrees well with a Curie-Weiss susceptibility yielding a Curie-Weiss
temperature Θcw = 2.4(5) K. Below TN , the system enters a magnetic long range order
phase due to presumably weak antiferromagnetic inter-chain couplings.
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Figure 4.12: Temperature dependence of the magnetic susceptibility between 0.25
K and 300 K. Inset depicts the magnetic susceptibility between 0.25 K and 6 K
combining zero field AC susceptibility and the H = 0.05 T SQUID data, H k a-axis.
The red solid line between T = 200 K and 300 K is the fit to Curie-Weiss law yielding
a Curie-Weiss temperature θcw = 2.4 (5) K.
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Torque Magnetometry
Temperature and magnetic field dependent capacitive torque magnetometry measurements
are performed to study the low temperature magnetic properties and phase diagram of
DMACuCl3 . Although absolute units are difficult to determine for this technique, torque
magnetometry measurements are especially sensitive to phase transitions and crossovers
associated with changes in the magnetic states of the system. Fig. 4.13 depicts the field dependent capacitive torque magnetization measured at several temperatures with the applied
magnetic field parallel to the crystalline a-axis. At T = 0.25 K, a peak is detected at H ≈
0.5 T which we identify as corresponding to a transition to magnetic long range order due
to additional weak inter-chain coupling in DMACuCl3 . With increasing temperature, the
peak moves to lower field, and the intensity of the peak is significantly reduced. Eventually,
the peak disappears at temperatures above TN ≈ 0.9 K. A minimum at H ≈ 2 T is also
observed in the torque magnetometry curves which shows slightly temperature and field
dependence suggesting a second magnetic field induced phase present in this material. At
larger magnetic fields, the torque magnetometer entered a non-linear regime; however phase
transitions were still manifest in higher derivatives of the signal. The inset is the second
derivative of representative torque magnetometry measurements indicating an additional
anomaly at H ≈ 14 T which we associate with the field at which the system is completely
polarized.

AC Susceptibility
Fig. 4.14 depicts the field dependent AC susceptibility with applied field parallel to the
a-axis measured at T = 0.26 K, 0.53 K and 1.06 K, respectively. It is obvious that there
is a non-linear field-dependent background in the data. However, it is difficult to perform
proper subtractions. Even though, large changes in the density of states associated with
changes in the presence of a spin-gap or transitions to long-range magnetic order can be
directly observed. Three anomalies are seen at H ≈ 0.5 T, 2 T and 14 T consistent with the
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Figure 4.13: Capacitive torque magnetometery measured at several temperatures as
a function of applied magnetic field (log-scale) along the a-axis between H = 0 T and
18 T. Results are plotted in measured units of capacitance divided by the applied
magnetic field. Representative error-bars are plotted for T = 0.25 K data. Inset is
the second derivative of representative torque magnetometry measurements indicating
a change in magnetic density of states at H ≈ 14 T.
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Figure 4.14: Field dependence of AC magnetic susceptibility of DMACuCl3 measured
at three temperatures. Magnetic field is applied along the crystalline a-axis. Magnetic susceptibility is plotted in measured units, with no field-dependent background
subtraction performed. Arrows indicate the location of field-induced changes in the
density of states.
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capacitive torque magnetometery measurement results. The obtained saturation field is 14
T for the T = 0.26 K AC susceptibility measurement. Note that there is no initial minimum
at H ≈ 0.5 T for the T = 1.06 K data. This is consistent with our torque magnetometery
measurements and the specific heat measurements described below. The capacitive torque
magnetometery and AC susceptibility measurements indicate that DMACuCl3 consists of a
low temperature, low field magnetic long range ordered phase, an unusual second magnetic
field induced phase and a ferromagnetic polarized phase above 14 T.

Field Dependent Specific Heat
Fig. 4.15 depicts the temperature and field dependent specific heat measured with the applied magnetic field perpendicular to the a-axis. The specific heat between T = 0.25 K and
3 K is shown in Fig. 4.15. A peak at T ≈ 0.9 K is observed in the zero field specific heat
associated with the magnetic long range order transition. With increasing magnetic field,
the peak intensity decreases significantly and disappears at H ≈ 2 T indicating that the
magnetic long range order can be suppressed by applying a H = 2 T magnetic field perpendicular to the a-axis. Similar to the capacitive torque magnetometery and AC susceptibility
measurements, when applying higher fields such as H = 4 T, a peak appears at T ≈ 0.8 K
indicating that there is a magnetic field induced second phase transition separated from the
low-field low-temperature ordered phase. We label this higher field phase as an intermediate
phase. We also note that the peak in the heat capacity associated with the intermediate
phase transition is substantially weaker than the low-field low-temperature ordered phase
indicating that there is likely some field-induced short range order present when entering
the intermediate phase.

4.4.2

Phase Diagram

The magnetic field versus temperature phase diagram between T = 0.25 K and T = 1.0
K is derived based upon the discussed capacitive torque magnetometry, AC susceptibility,
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Figure 4.15: Specific heat of DMACuCl3 as a function of temperature and applied
magnetic field measured on single crystals with applied magnetic field perpendicular
to the a-axis between T = 0.25 K and 3 K.
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specific heat and magneto-caloric effect measurements. Fig. 4.16(a) and Fig. 4.16(b) depict
the phase diagram of DMACuCl3 measured with applied magnetic field parallel and perpendicular to the a-axis respectively. It shows that moment saturation occurs above H ≈
14 T and that a zero field long ranged ordered magnetic phase exists below TN ≈ 0.9 K.
TN decreases to lower temperatures in an applied magnetic field. Applying magnetic field
H ≈ 0.5 T parallel to a-axis and H ≈ 2 T perpendicular to a-axis can completely suppress
the long range order transition temperature TN ≈ 0 K . The difference in magnitudes of the
applied magnetic field associated with the complete suppression of this low-temperature,
low-field ordered phase illustrates that some additional anisotropy exists in the system.
An unusual field induced intermediate phase was observed starting at H ≈ 2 T in
Fig. 4.16(a) and H ≈ 3 T in Fig. 4.16(b). The origin of this intermediate field phase transition is unclear. The transition to the intermediate phase occurs in magnetic fields much
smaller than that needed to close the singlet-triplet spin-gap in the system. A simple calculation of the magnitude of magnetic field associated with the closure of the spin-gap through
a Zeeman splitting of the triplet mode, Hc1 ≈ 8.5 T. Inter-chain coupling likely plays a role
in reducing this transition field. Another potential explanation is additional anisotropic
exchange in DMACuCl3 , either through on-site easy-axis exchange, or a staggered g-tensor
/ Dzyaloshinskii-Moriya interaction along the chain.

4.4.3

Pulsed Field Magnetization

The magnetization measured at T = 0.5 K and T = 1.6 K are plotted in Fig. 4.17 for
magnetic fields up to H = 20 T applied along the a-axis. The inset emphasizes low field
features between zero and H = 1 T. A small cusp is observed at H ≈ 0.5 T in the T = 0.5
K magnetization measurement which does not show measured at T = 1.6 K. This anomaly
agrees well with the low-temperature magnetic long range ordered phase as shown in the
H k a-axis phase diagram in Fig. 4.16(a). An unexpected observation is a plateau at half
of the saturation magnetization between H ≈ 2 T and H ≈ 3.5 T measured at T = 0.5
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Figure 4.16: Magnetic field versus temperature phase diagram of DMACuCl3 between
0.25 K ≤ T ≤ 1 K. (a) Derived from the AC susceptibility and capacitance torque
magnetometery with applied magnetic field parallel to the a-axis. (b) Derived from
field dependent specific heat (filled circles) and magneto-caloric effect measurements
(open circles) with applied magnetic field perpendicular to the a-axis.
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Figure 4.17: Magnetization of DMACuCl3 between H = 0 T and 20 T measured at
T = 0.5 K (Black line) and T = 1.56 K (Red dashed line). The inset emphasizes low
field features between zero and H = 1 T.
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K. The magnetization first increases linearly to 2 T and stays at a constant value up to H
≈ 3.5 T, then gradually increases to saturation field of H ≈ 14 T. Similar measurements
performed on powder samples have been discussed in terms of the isolated FM and AFM
dimer model [106]. However, we will show later that this is unable to account for the
significant dispersion observed in the inelastic neutron scattering experiments. The initial
linear portion of the magnetization may be attributed to a decoupling of the weak interchain coupling responsible for the long range ordered phase, and the gradual increasing
portion between 3.5 T to 14 T suggests possible anisotropy or likely spin-canting present
in DMACuCl3 as discussed in a previous study [96]. Since the magnetization half plateau
only appears below TN where DMACuCl3 is in a three dimensional ordered phase, it is also
important to take into account the effect of inter-chain coupling. Recently, the magnetization half plateau has been proposed as being related to a gap in the magnetic excitation
spectrum [110, 111]. Field-induced gaps have been observed in S = 1/2 linear chain antiferromagnets with anisotropic g-factors and Dzyaloshinskii-Moriya interactions along the
chain [112, 113]. However, we know of no other experimental alternating exchange system
with such effects. It is unclear whether this potential higher field gapped phase is connected
to the zero-field low-temperature disordered gapped phase probed in our inelastic neutron
scattering measurement. A thorough determination of anisotropic interactions associated
with the low-temperature crystal structure and further single crystal elastic and inelastic
neutron scattering measurements as a function of magnetic field and temperature would
help to determine the nature of the phase between the intermediate and low-temperature
long range ordered phase.

4.4.4

Magnetic Field Effects

Significant magnetic field effects were observed in the field dependent specific heat. Fig. 4.18(a)
depicts the temperature dependent specific heat between 2 K and 30 K measured at several
fields. A broad bump with a maximum at approximately 4 K was observed in the zero field
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Figure 4.18: Specific heat of DMACuCl3 as a function of temperature and applied
magnetic field measured on single crystals with applied magnetic field perpendicular
to the a-axis. (a) Temperature dependent specific heat at several magnetic fields
measured between T = 2 K and 30 K. (b) Field-dependent specific heat measured
at several temperatures for magnetic fields up to H = 8 T. Open symbols were measured in isothermal magnetic field dependent measurements, and solid symbols were
collected from temperature dependent measurements.
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specific heat. The broad bump at 4 K gradually disappears with increasing field. Above T
= 30 K, the specific heat is dominated by the lattice contributions showing no significant
field dependence. Below 7 K, some interesting magnetic field effects are observed. The
specific heat first increases with increasing field up to a particular magnetic field, then decreases. The value of the field dependent peak in the heat capacity also has a temperature
dependence. As shown in Fig. 4.18(b), the peak in Cp (H) moves to larger magnetic field
with increasing temperature. This rounded peak however is not associated with a transition
to long range order, rather it is likely associated with field-dependent changes in the density
of states of the FM-AFM chain.

4.4.5

Inelastic Neutron Scattering

Inelastic neutron scattering experiments were performed on a deuterated DAMCuCl3 single
crystal in the (h k 0) plane. Since all prior models suggest that the magnetic chain direction
is along the a-axis, we first performed constant wave-vector scans along the (h 0 0). At T
= 1.7 K, Fig. 4.19 (a)-(c) depicts constant wave-vector scans measured at (1.5 0 0), (1.8
0 0), and (2.2 0 0) respectively. An excitation with energy transfer of ~ω ≈ 1.7 meV was
observed in all three scans. Temperature dependence of the excitation measured at T =
40 K at (1.5 0 0) is plotted in top panel Fig. 4.19(a) in open symbols. At T = 40 K, the
intensity of the peak observed at ~ω ≈ 1.7 meV for T = 1.7 K is significantly diminished
indicating the magnetic origin of this excitation. Comparisons between the three constant
wave-vector scans in Fig. 4.19 (a)-(c), the peak position of this excitation does not shift
with increasing h value indicating minimal dispersion along the (h 0 0) direction.
However, when measured along (0 k 0), Fig. 4.20 (a)-(c) depicts constant wave-vector
scans measured at (0 1.5 0), (0 1.75 0), and (0 2 0) respectively. Similarly, an excitation with
energy transfer of ~ω ≈ 0.9 meV at (0 1.5 0) was observed. The T = 40 K data is plotted in
the top panel Fig. 4.20 (a). The temperature dependence indicates the magnetic origin of
this excitation. However, with increasing k, significant dispersion is observed along the (0 k
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Figure 4.19: Constant wave-vector scans measured at T = 1.7 K along (h 0 0) (a)
(1.5 0 0); (b) (1.8 0 0), (c) (2.2 0 0), plotted as intensity as a function of energy
transfer. Temperature dependence of the excitation measured at T = 40 K is plotted
in top panel (a) in open symbols. Red solid lines are individual fits to the scattering
function described in Ref. [109] convolved with the instrumental resolution function.
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Figure 4.20: Constant wave-vector scans measured at T = 1.7 K along (0 k 0), (a) (0
1.5 0), (b) (0 1.75 0), (c) (0 2 0), plotted as intensity as a function of energy transfer.
Temperature dependence of the excitation measured at T = 40 K is plotted in top
panel (a). Red solid lines are individual fits to the scattering function described in
Ref. [109] convolved with the instrumental resolution function.

144

0) direction indicating that the quasi-one-dimensional magnetic chain direction is along the
crystalline b-axis, contrary to the originally proposed a-axis. No significant spectral weight
for potential higher energy magnetic excitations is observed for energy transfers as large as
5 meV.
Fig. 4.21 depicts the measured magnetic spectrum along (h 0 0) from series of constant
wave-vector scans. It indicates that very little dispersion is observed along this direction.
Fig. 4.22 shows the magnetic spectrum along (0 k 0). Significant dispersion is observed
along (0 k 0) indicating that DMACuCl3 is magnetic quasi-one-dimensional along the baxis. This indicates that the magnetic exchange in DMACuCl3 is through the non-bonding
Cl-Cl super-super exchange interaction along the b-axis. The measured spectrum has a gap
of 4 ≈ 0.98 meV and a bandwidth of W ≈ 0.67 meV. The observed dispersion curve in
Fig. 4.22 agrees to either an alternating FM-AFM chain or an AFM-AFM ladder model.
Using series expansions for the dispersion of the FM-AFM alternating chain [114] and the
AFM-AFM spin ladder [115], we obtained the exchange constants JFM = -1.2(1) meV
and JAFM = 1.319(4) meV for the FM-AFM alternating chain model, and J⊥ = 1.194(6)
meV and Jk = 0.376(5) meV for the rung and leg bonds of the ladder model. The fit to
the FM-AFM alternating chain with the obtained exchange parameters is shown as solid
line in Fig. 4.22. However, structurally, DMACuCl3 favors the FM-AFM alternating chain
model [116]. Based on the crystal structure of DMACuCl3 , above Tt , the ladder Cl-Cl bondlength is 4.26 Å, whereas the alternating-chain Cl-Cl bond-length is 3.82 Å. Below Tt , the
ladder Cl-Cl bond-length is 4.18 Å, 4.11 Å, and the alternating-chain Cl-Cl bond-length
is 3.73 Å, 3.83 Å. It suggests that at temperatures above and below Tt , the alternating
chain model is favored by the crystal structure due to the relatively shorter Cl-Cl bond
length. In addition, the thermodynamic properties of DMACuCl3 indicate both FM and
AFM interactions in this material. In particular, the AFM-AFM ladder model does not
agree with the magnetization at T = 1.56 K. The obtained exchange constants of J⊥ =
1.194(6) meV and Jk = 0.376(5) meV for the ladder model yield a higher saturation field
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Figure 4.21: Magnetic excitation spectrum from serious constant wave-vector scans
along (h 0 0) direction plotted as intensity as a function of energy transfer and wavevector transfer. Very little dispersions were observed along the a-axis.
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Figure 4.22: Magnetic excitation spectrum from a series constant wave-vector scans
along (0 k 0) direction plotted as intensity as a function of energy transfer and wavevector transfer. Significant dispersions were observed along the (0 k 0) indicating
that the strong magnetic coupling in DMACuCl3 is along the b-axis. The solid line is
the fit to the FM-AFM alternating chain using series expansion with JFM = -1.2(1)
meV and JAFM = 1.319(4) meV, respectively.
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for DMACuCl3 (Hsat > 14 T). Thus we conclude that the magnetic spectrum is consistent
with a FM-AFM alternating chain model.
The inelastic neutron scattering experiment suggests a FM-AFM alternating chain
model along the b-axis, contradicts to all previously proposed models for DMACuCl3 . Prior
models suggesting magnetic chain direction along the structural chain a-axis can thus be
ruled out. The observation of significant bandwidth relative to the spin-gap energy also emphasizes that inter-dimer interactions are important in the description of the spin-dynamics
of DMACuCl3 . Isolated FM and AFM dimer model corresponds to two (if the exchange
strengths are different) non-dispersive single modes which do not agree with the neutron
results. The inelastic neutron scattering experiments suggest a collection of FM Cu2 Cl6 2−
dimers coupled antiferromagnetically along the b-axis with comparable coupling strength.
The magnitude of dispersion of the quasi-1d excitation also explains the magnitude of spingaps obtained in earlier comparisons of thermodynamic measurements to models with two
non-dispersive gapped excitations. The magnitude of the gaps obtained in this way was
reported as ∆t = 1.72 meV and ∆s = 1.03 meV [105] for respective non-dispersive singlettriplet and triplet-singlet spin-gap modes. These values agree very well with the absolute
minimum (~ω(Q)min. = 0.984(6) meV) and maximum ~ω(Q)max. = 1.654(6) meV) of our
fitted dispersion. This is understandable given that thermodynamic measurements are particulary sensitive to the large density of states associated at the top and bottom of the
spectrum of quasi-one-dimensional spin-systems.
The thermal spectrum of neutrons available at the HB1 instrument is well suited for
studying excitations at larger energy transfers. Fig. 4.23 depicts a series of constant wavevector scans performed along the (0 k 0) direction at several temperatures using the HB1
triple-axis spectrometer. As shown in Fig. 4.23, multiple non-dispersive excitations were
observed. The scattering intensity of these excitations increases with increasing k and
temperature indicating that they are non-magnetic in origin. Rather, these modes are likely
associated with the CH3 ) and/or NH2 group rotation/tunnelling/libration as discussed in
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Figure 4.23: Constant wave-vector scans measured at T = 2 K, 25 K, 47 K at (a)
(0 2 0), (b) (0 3 0), (c) (0 5 0) and (d) (0 6 0) plotted as intensity as a function of
energy transfer.
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ref [117,118]. At this time, we do not perform a rigorous comparison of the wave-vector and
energy transfer dependent scattering intensity to any systematic model due to the inability
to determine which ligand sites are deuterated or protonated. However, the observation
of these excitations is significant given the difficulty of successfully modeling temperature
dependent heat capacity measurements of DMACuCl3 . A successful description of the
heat capacity of this compound must include additional terms to account for the activated
behavior of the non-magnetic libraton excitations depicted in Fig. 4.23.

4.5

Two Chain Model

Due to the structural phase transition at Tt ≈ 285 K, below Tt , the low temperature crystal
structure of DMACuCl3 suggests two types of dimers, FM dimer (JFD ) and AFM dimer
(JAFD ) adjacent to one another along the structural chain a-axis as depicted in Fig. 4.24 by
solid black and blue lines, respectively. The inelastic neutron scattering results reveal that
the strong magnetic coupling is along the crystalline b-axis, perpendicular to the structural
chain direction a-axis. It suggests that the magnetic exchange in DMACuCl3 is through the
halide-halide contacts which in general are antiferromagtic interactions. Based on the low
temperature crystal structure and inelastic neutron scattering results, we propose the two
chain model for DMACuCl3 . One chain is a FM-AFM alternating-sign chain in which the
FM dimers (JFD ) coupled through AFM Cl-Cl contacts (JAF1 ) along the b-axis, whereas the
other one is an AFM-AFM chain in which the AFM dimers (JAFD ) coupled through AFM
Cl-Cl contacts (JAF2 ) along the b-axis as illustrated in Fig. 4.24. However, only the mode
associated with the FM-AFM alternating chain was observed in our neutron experiments.
Within experimental resolution, including high resolution backscattering measurements, the
mode associated with the AFM-AFM chain could not be detected indicating that both JAFD
intra-dimer and JAF2 inter-dimer interactions for the AFM-AFM chain are very weak. It
suggests that the AFM-AFM chain only consists of very weakly coupled free-spins. Note
that the additional possible inter-chain coupling is labeled as J0 in Fig. 4.24. From the
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Figure 4.24: Two chain model along the b-axis proposed for DMACuCl3 based on the
low temperature crystal structure and inelastic neutron scattering results. The FM
dimer (JFD ) and AFM dimer (JAFD ) are depicted by solid black and blue lines, respectively. The AFM-AFM chain is the AFM dimers coupled through Cl-Cl contacts
(dash-dot blue lines, JAF2 ) along the b-axis, whereas the FM-AFM chain is the FM
dimers coupled through Cl-Cl contacts (dashed black lines, JAF1 ) along the b-axis.
The possible additional inter-chain coupling is denoted by dotted black lines (J0 ).
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magnetic spectrum measured along (h 0 0) as illustrated in Fig. 4.21, we can estimate the
average maximum bandwidth is about δ~ω(h) ≈ 0.28(5) meV. This value agrees well with
the energy scale of the observed long-range-order magnetic transition at TN ≈ 0.9 K.

4.6

Model Calculations

The magnetic excitation spectrum measured by inelastic neutron scattering suggests two
chain model for DMACuCl3 as depicted in Fig. 4.24. One chain is a FM-AFM alternating
chain with exchange constants JFM = -1.2(1) meV and JAFM = JAF1 = 1.319(4) meV,
another chain only consists of very weakly coupled free spins. Our neutron results are
able to put the limit for the additional inter-chain coupling J0 . The magnetic excitation
spectrum measured along (h 0 0) suggests J0 ≤ 0.28 meV. To examine how well this two
chain model will work in interpreting the thermodynamic properties of DMACuCl3 , numerical calculations were performed using parameters determined from the neutron scattering
experiments for up to 100 spins. Numerical calculations for the ladder model were also performed and compared to the measured thermodynamical properties since it also agrees with
the measured magnetic excitation spectrum, and parameters obtained from fit to neutron
experiment results were used. Fig. 4.25 illustrates the schematic graph used for the model
calculations. Fig. 4.25 (a) shows the proposed two chain model, whereas the ladder model
is depicted in Fig. 4.25 (b). In the model calculations, the two chain model and the ladder
model are constructed based upon the schematic graph depicted in Fig. 4.25(a) and (b) for
up to 100 spins.
To calculate the magnetic susceptibility, specific heat and magnetization for a FMAFM alternating chain, the full diagonalization method is used. In general, the Heisenberg
Hamiltonian of a FM-AFM alternating chain with an applied magnetic field can be described
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Figure 4.25: Schematic graph illustrates the (a) Two chain model; (b) Ladder model
used in the model calculations. JFD is the exchange constant within the FM dimer,
and JAF1 is the AFM coupling between the FM dimers; JAFD is the exchange constant
within the AFM dimer, and JAF2 is the AFM coupling between the AFM dimers; In
the model calculation, we can construct the two chain model and the ladder model
depicted in (a) and (b) for up to 100 spins.
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by the following equation

H=

X

J1 S2n−1 · S2n +

X

n

J2 S2n · S2n+1 − gµB H

n

X

Szn .

(4.4)

n

where g is the electron g-factor, µB is the Bohr magneton, and H is the applied external
magnetic field. By direct diagonalize the above Hamiltonian, one can obtain the eigen-states
and eigen-energies of such systems. At temperature T, the partition function is given by:

Z=

X

e−βEi .

(4.5)

i

where β = 1/(kB T). From the partition function, one defines the magnetization and thermal
energy as following:
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,

(4.6)
(4.7)

The temperature dependent magnetic susceptibility and field dependent magnetic specific
heat thus can be calculated numerically by varying 4H → 0, 4T → 0 using the following
equation:
χ(T) =

∆M
,
∆H

Cm (H) =

∆U
.
∆T

(4.8)
(4.9)

To perform the numerical model calculations, our own matlab program was used which
performs direct diagonalization of the Hamiltonian and then calculate the temperature
and field dependent thermodynamic properties as described above. However, due to the
limitation of the computer speed and memory, we can only calculate for up to 14 spins
by this full diagonalization method. To seek more spin number calculations, the ALPS
(Algorithms and Libraries for Physics Simulations) software was used as well. ALPS is an
open source software package providing high-end simulation code for strongly correlated
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quantum mechanical systems. Using ALPS software, the thermodynamic properties can be
calculated for many spins using Quantum Monte Carlo method or using full diagonalization
method for 14 spins. In the model calculations, we construct the two chain model and the
ladder model using the schematic graph illustrated in Fig. 4.25. It has been verified that
the matlab program gives the same results as the ALPS software.
Based on the neutron results, the exchange constants of JFM = -1.2(1) meV and JAFM
= 1.319(4) meV were obtained meV for the FM-AFM alternating chain model, and J⊥ =
1.194(6) meV and Jk = 0.376(5) meV for the rung and leg bonds of the ladder model. In
the model calculations, to be simple, for the two chain model as depicted in Fig. 4.25 (a),
the AFM-AFM chain was treated as free spins, JAFD = 0 and JAF2 = 0, and the inter-chain
coupling is neglected, J0 = 0. JFD = -1.2 meV and JAF1 = 1.3 meV were used thorough
the model calculations. For the ladder model calculations, J⊥ = 1.194(6) meV and Jk =
0.376(5) meV were used as depicted in Fig. 4.25 (b). The ladder was calculated for up to
100 spins and the calculation results were mixed with equal amount free spins.
Measured thermodynamic properties of DMACuCl3 were compared with the model
calculations for both the two chain model and the ladder model. The magnetic susceptibility
and magnetization were calculated for up to 100 spins using the ALPS Quantum Monte
Carlo method, whereas the temperature and field dependent specific heat were calculated
using both matlab and ALPS full diagonalization method for 14 spins.

4.6.1

Magnetic Susceptibility

Fig. 4.26 illustrates the temperature dependence of the magnetic susceptibility between T
= 2 K and 300 K. Model calculations as described above using the two chain model and
the ladder model are plotted in solid red line and blue dashed line, respectively. The inset
shows the difference between the model calculations and experimental data. It shows that
at temperatures above T = 50 K, both model calculations achieve good agreement with the
experimental result with g = 2, deviations are observed at low temperature.
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Figure 4.26: Temperature dependence of the magnetic susceptibility between 1.8 K
and 300 K compared to the two chain model (red solid line) and ladder model (blue
dashed line) calculations as described in the text. The inset shows the difference
between the model calculations and experimental data. Calculations were carried out
using the ALPS software for up to 100 spins.
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4.6.2

Specific Heat

To study the magnetic field effects observed in the heat capacity measurements, a proper
background subtraction is required to obtain the field dependent magnetic specific heat.
However, it is difficult to perform the accurate background subtraction due to the complicated lattice contributions and the additional Schottky terms associated with the nonmagnetic methyl group libration excitations which we observed in thermal inelastic neutron
scattering measurements. We therefore use the zero field specific heat data as a background
and subtract it from the specific heat data measured with field to obtain a pure measure of
magnetic field effects. Fig. 4.27 (a) depicts the field and temperature dependent magnetic
specific heat of Cm = C(T,H) - C(T,H = 0) after the zero field background subtraction.
It shows that Cm = C(T,H) - C(T,H = 0) increases with increasing field at temperatures
above 7 K. Below T = 7 K, Cm = C(T,H) - C(T,H = 0) first increases with increasing
field up to H ≈ 4 T, then there are several crossovers which occur in larger magnetic fields.
Fig. 4.27(b) depicts the two chain model calculations for up to 14 spins using parameters
determined from neutron scattering experiment results. The calculated magnetic specific
heat at zero field has been subtracted as a background to compare with the experimental
results as shown in Fig. 4.27 (a). The model calculations at H = 1 T (solid black line) and H
= 2 T (Solid red line) are plotted in Fig. 4.27 (a) to directly compare with the experimental
observations. It shows that at low field, H = 1 T, the model calculation agrees with the
experimental data very well down to T = 5 K. Below 5 K, the discrepancy between the
calculation and measured data was observed, which can be attributed to the scaling effect
due to the finite spin number calculations (14 spins). Comparing the model calculation at
H = 2 T directly with the experimental data, large deviation was observed. As depicted in
Fig. 4.27(b), for larger field, the two chain model calculations can not produce the magnetic
field effects observed in the specific heat. It is obvious by comparing the curvature and
magnitudes between the experimental data and the model calculations.
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Figure 4.27: (a) Single crystal specific heat measurements of DMACuCl3 as a function
of temperature and applied magnetic field, H ⊥ a-axis. Zero field measurements have
been used as a background and subtracted for each data set shown, Cm = C(T,H) C(T,H = 0). The solid black line and red line are the two chain model calculation
results with H = 1 T and H = 2 T , respectively. (b) Two chain model calculations of
magnetic specific heat of Cm = C(T,H) - C(T,H = 0) as a function of temperature for
14 spins using the parameters determined from neutron experiments, JFM = -1.2(1)
meV and JAFM = 1.319(4) meV.
158

Fig. 4.28 shows the magnetic specific heat of Cm = C(T,H) - C(T,H = 0) between T
= 1 K and 20 K at several fields calculated using the two chain model (open symbols) and
the ladder model (lines), respectively. It indicates that the magnetic specific heat shows
very similar behavior for both model calculations. Below H = 4 T, both model calculations
gives the same results, and we start to see some differences between these two models only
at larger field, H > 6 T. Similar to the zero field inelastic neutron results, which can be
described by both models, it is difficult to determine which model is better in explaining the
magnetic specific heat data. The Hamiltonian is more complicated than we proposed for
both models since neither of them can produce the curvature and magnitudes of observed
magnetic field effect. Information of magnetic spin structure is desired in order to write a
Hamiltonian to describe this complex system.

4.6.3

Magnetization

Comparison between the magnetization measured at T = 1.56 K and the model calculations
is shown in Fig. 4.29. Model calculations were performed using the ALPS software for up
to 100 spins. It shows that both the two chain model and the ladder model can produce the
first linear increasing portion of the magnetization curve. Above approximately H = 3.5
T, in the intermediate field range, neither of the two models can explain the magnetization
data. The two chain model yields the correct saturation field for DMACuCl3 . The ladder
model gives higher saturation field. Both the crystal structure and the magnetization model
calculations suggest that DMACuCl3 is a quasi-one-dimensional quantum spin chain system.
As shown above, model calculations were performed for the two chain model and the
ladder model, and compared to the measured magnetic susceptibility, field and temperature
dependent specific heat, and magnetization. Both model calculations give good agreement
with the magnetic susceptibility. For the specific heat, these two model calculations show
very similar behavior and neither of them agree with the observed magnetic field effects
at larger field. The two chain model agrees better with the measured magnetization at
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Figure 4.28: Model calculations of magnetic specific heat Cm = C(T,H) - C(T,H =
0) between T = 1 K and 20 K at several magnetic fields. The two chain model
calculation results (open symbols) are compared with the ladder model calculation
ones (lines) using parameters obtained from the neutron experiments. JFM = -1.2(1)
meV and JAFM = 1.319(4) meV for the two chain model, and J⊥ = 1.194(6) meV and
Jk = 0.376(5) meV for the ladder model.
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Figure 4.29: Magnetization measured at T = 1.56 K compared to the model calculations using exchange parameters obtained from neutron experiments. Two models
are calculated and compared to the experimental data as described in the text. The
model calculation result of the two chain model is depicted by solid red line, and
the model calculation result of the ladder model is represented as blue dashed line.
Calculations were performed using the ALPS software for up to 100 spins.
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T = 1.56 K. It seems that at low field, the thermodynamic properties can be described
by both models. This explains why the zero field neutron scattering results agree to both
model. However, we know that the two chain model has relatively shorter Cl-Cl bond length
and is favored structurally. In addition, the magnetization model calculations show that
the AFM-AFM ladder model yields higher saturation field suggesting the two chain model
for DMACuCl3 . Comparing the two chain model calculations with the magnetization and
specific heat data, it seems that this model can explain the data very well at low field. At
larger field, large discrepancy was observed. This can be attributed partly to the competing
behavior between FM and AFM exchange interactions under the influence of an applied
magnetic field. On the other hand, the model we proposed is too simple to account for
the significant magnetic field effects suggesting that terms associated with spin-canting or
anisotropic need to be included in the Hamiltonian. In addition, note that the magnitude
of the inter-chain coupling, inter-chain dispersion is approximately 0.28(5) meV = 3.2(6)
K, also begins to contribute to the thermodynamics in this temperature range leading to
potential discrepancy between the model calculations and the data.

4.7

Conclusions and Discussions

We have studied the S = 1/2 FM-AFM alternating chain compound DMACuCl3 through
inelastic neutron scattering, temperature and magnetic field dependent specific heat, magnetic susceptibility, and magnetization measurements. We have performed the first inelastic
neutron scattering experiment to study the nature of magnetic interactions of this material.
The thermodynamic property studies for this system were extended to very low temperature, down to T = 0.25 K. DMACuCl3 is originally proposed as a S = 1/2 FM-AFM
alternating-sign chain along the a-axis with comparable FM and AFM exchange interactions. Our systematic studies on DMACuCl3 single crystals show that although the magnetic spectrum of this system is dominated by FM-AFM alternating-sign chain, however,
the magnetic chain direction is perpendicular to the initially proposed a-axis, and the strong
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magnetic coupling is actually along the crystalline b-axis. It turns out that this compound
is more complex than it was initially proposed and many new properties have been observed
by our detailed studies.
The thermodynamic property studies between T = 0.25 K and 300 K reveal that
DMACuCl3 undergoes two phase transitions. It was found that DMACuCl3 first undergoes
a structural phase transition right below room temperature, Tt ≈ 285 K. This structural
phase transition was observed in both protonated and deuterated DMACuCl3 single crystals by measurements using different techniques, such as specific heat, differentia scanning
calorimetry, and neutron diffraction. Differential scanning calorimetry measurements show
that the deuterated sample has slightly lower phase transition temperature, Tt ≈ 282 K.
Comparison between the magnetic susceptibility measured on both protonated and deuterated single crystals suggests that the magnetic property of DMACuCl3 is not affected by
the deuteration procedure. This structural phase transition has profound effects to the
properties of DMACuCl3 . Due to this structural transition, below Tt , DMACuCl3 consists
of two types of dimer pairs, FM dimers and AFM dimers. The second phase transition of
DMACuCl3 occurs at very low temperature, at approximately TN ≈ 0.9 K. This phase transition was observed in the field dependent torque magnetometry, magnetic susceptibility,
and temperature dependent specific heat measurements. We identify this transition as the
magnetic long range order transition due to weak inter-chain coupling, which is common
for quasi-one-dimensional systems at sufficiently low temperatures.
Based on the temperature and field dependent torque magnetometry, specific heat, AC
susceptibility, and magneto-caloric effect measurements, we derived the magnetic field versus
temperature phase diagram with the applied field parallel and perpendicular to the a-axis,
respectively. A unusual phase diagram was obtained. It consists of a low-temperature, lowfield magnetic long range ordered phase which can be completely suppressed by applying
approximately H ≈ 0.5 T field along the a-axis and H ≈ 2 T field perpendicular to the
a-axis. Above H ≈ 14 T, which is the saturation field, the system enters a fully polarized
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ferromagnetic phase. Very surprisingly, in both direction, a second field induced phase was
found to exist in the phase diagram in the intermediate field region. DMACuCl3 enters this
second field induced phase at approximately H ≈ 2 T with H k a-axis and H ≈ 3 T with H
⊥ a-axis. In addition, another striking result is the observation of the magnetization half
plateau at T = 0.5 K. The field dependent magnetization curve of DMACuCl3 measured at
T = 0.5 K shows unusual two step saturation. The magnetization first increases linearly up
to about H ≈ 2 T, then remains as a constant at the half magnetization value up to H ≈
3.5 T. Between H ≈ 3.5 T and H ≈ 14 T, the magnetization curve enters the second linear
portion. Above H ≈ 14 T, the system is fully polarized. Note that the second field induced
phase observed in the phase diagram occurs in the vicinity of the half plateau observed in the
magnetization. Both the second field induced phase and magnetization half plateau were
observed at temperature below TN ≈ 0.9 K. We have verified that the magnetization half
plateau disappeared above TN . However, we have not investigated the second field induced
phase at temperatures above TN . Even at temperatures below TN , the boundary of this
second field induced phase has not been determined. In order to fully understand this field
induced second phase, more measurements including both field and temperature dependent
(T>TN ) need to be carried out in detail. At this point, we believe that these unusual
phenomena can be attributed to the coexistence of competing FM and AFM exchange
interactions in DMACuCl3 , and very likely, the inter-chain coupling plays an important
roles at this temperature range. In addition, several non-dispersive higher energy transfer
excitations were observed in our inelastic thermal neutron experiments. The temperature
and Q dependence of these excitations indicate that they are non-magnetic in origin. We
attribute them to be associated with the methyl group rotation/tunneling/libration. These
excitations make it difficult to subtract lattice contributions from the measured specific
heat data.
The most remarkable results of DMACuCl3 come from our cold neutron experiments.
At T = 1.7 K, our inelastic neutron scattering experiment performed on a deuterated
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DMACuCl3 single crystal in the (h k 0) scattering plane indicates that DMACuCl3 is
non-dispersive along the a-axis. Rather, the neutron results clearly show that the strong
magnetic coupling is along the crystalline b-axis, perpendicular to the structural chain
direction a-axis. This contradicts to all prior proposed models for DMACuCl3 based on
the crystal structure and measurements of thermodynamic properties. Our neutron results
suggest that the magnetic exchange in DMACuCl3 is through the non-bonding halide-halide
super-super exchange interactions along the b-axis providing an elegant example of how the
overlooked Cl-Cl interactions sometimes play a significant role. The measured magnetic
spectrum is consistent with a FM-AFM alternating-sign chain. The obtained FM and AFM
exchange constants are JFM = -1.2 meV and JAFM = 1.3 meV resulting in an alternating
ratio of α ≈ -0.92, which makes DMACuCl3 the closest experimental system with α close
to -1 so far, and places DMACuCl3 in a very interesting physical regime to study.
Based on the low temperature crystal structure and the fact that the halide-halide
super-exchange interactions are in general antiferromagnetic interactions, our neutron results suggest two chain model along the b-axis for DMACuCl3 as depicted in Fig. 4.24. The
FM dimer and AFM dimer are adjacent to one another along the a-axis. Both FM dimer
and AFM dimer couple through Cl-Cl contacts along the b-axis yielding two chains in the
system. One chain is FM-AFM alternating-sign chain with FM dimer bond, and another
chain is AFM-AFM chain with AFM dimer bond. However, only the mode associated with
the FM-AFM alternating-sign chain was observed in our neuron experiments. The AFM
inter-dimer and AFM inter-dimer exchange interactions for the AFM-AFM chain are both
very weak, and we could not see it with our neutron measurements leaving this chain potentially only consists of extremely weakly coupled free spins. Therefore, in DMACuCl3 , half
spins form Cu2 Cl6 2− ferromagnetic dimers coupling antiferromagnetically through Cl-Cl
contacts along the b-axis, and half spins can be treated as nearly free spins.
To compare the two chain model proposed by the neutron results with the measured
thermodynamic properties, we carried out model calculations for up to 100 spins. Using
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the obtained exchange parameters from neutron experiments for the FM-AFM alternating
chain and considering the AFM-AFM chain as free spins, we calculated the temperature and
field dependent specific heat, zero field magnetic susceptibility, magnetization at T = 1.56
K and compared the model calculations to our experimental results. At zero field or low
field, below H = 2 T, the model calculation agrees very well with the experimental results.
However, for fields larger than 2 T, the model calculations are inadequate in explaining
the significant magnetic field effects observed in the specific heat and the second linear
portion of the magnetization. It has been suggested that the second linear portion of
the magnetization is due to spin-canting in the system. In the Hamiltonian as described
in Eq. 4.4, the possible spin-canting or anisotropic terms have not been included. Even
though, our simple model agrees with the first linear increasing portion and the saturation
field of the magnetization. Our model calculations and experimental results suggest rich
phases of DMACuCl3 as a function of field due to the co-existence of comparable FM and
AFM dimer pair interactions competing to one another and the complex spin structure. To
determine the magnetic spin structure of DMACuCl3 , future studies should be performed
under applied magnetic field.
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Chapter 5
Conclusions
Two particularly interesting low-dimensional quantum magnets were studied in this dissertation: LiVO2 and DMACuCl3 . These two compounds, in some sense, represent two
classes of materials that have been attracting much attention of current research of condensed matter physics. Extensive studies have been carried out to understand such systems
both experimentally and theoretically. In this dissertation, we performed systematic studies of LiVO2 and DMACuCl3 , starting from growth of large, high quality single crystal
samples. The thermodynamic properties of these two compounds were fully investigated
by the temperature and field dependent measurements over an extended temperature range
using different experimental techniques. In particular, we are the first to perform inelastic
neutron scattering experiments to elucidate the unusual magnetic properties of these two
materials. Our neutron results provide new insights of the nature of magnetic interactions
in both compounds. Based on the experimental results, we are able to propose and further
perform model calculations to account for the unusual magnetic properties of LiVO2 and
DMACuCl3 . Although, due to the complexity of both systems, our model calculations can’t
fit to all properties very well simultaneously. However, for both compounds, our model calculations can produce the main features of the thermodynamic properties suggesting that
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we are on the right track. To fully understand the magnetic properties of LiVO2 and
DMACuCl3 , more measurements need to be done and better theories need to be developed.
LiVO2 is a two-dimensional “geometrically frustrated” magnet in which effective S =
1 V3+ ions form a triangular lattice. The most unusual property of LiVO2 is that it
undergoes a first order phase transition at Tt ≈ 500 K, and the magnetic susceptibility
of this compound shows step-like behavior near Tt . The magnetic susceptibility abruptly
decreases to be nearly non-magnetic below Tt and does not show any sign of magnetic
long range order down to 2 K. The origin of this phase transition has been proposed to be
associated with a peculiar type of t2g orbital ordering that removes the frustrations inherent
in a triangular lattice resulting in isolated V3+ trimer clusters with a spin-singlet ground
√
√
state. Due to the orbital ordering, a 3a × 3a super-lattice is formed. The triangular
lattice structure and the proposed t2g orbital ordering make LiVO2 an exceptional candidate
to study the effects of orbital ordering on a triangular lattice, the interplay between orbital
ordering and “magnetic frustration”.
The thermodynamic properties of LiVO2 were studied by the temperature dependent
magnetic susceptibility, specific heat, differential scanning calorimetry, magnetization, electrical resistivity, and lattice parameter refinements between T = 2 K and 700 K. Anomalies
were observed in all measurements with consistent phase transition temperature, Tt ≈ 500
K upon heating and Tt ≈ 440 K upon cooling. The approximately 100 out-of-plane and
in-plane resistivity ratio confirms the quasi-2D nature of LiVO2 . Below Tt , [1/3 1/3 0]
type super-lattice peaks were observed in the electron diffraction experiments corresponding to the tripling of the unit cell associated with the orbital driven super-structure. This
is the first direct experimental evidence shows that V ions do form trimer clusters at low
temperature.
The most remarkable results of LiVO2 are that our inelastic neutron scattering experiments performed on both powder and single crystal samples reveal several new modes with
energy transfer extending up to several hundreds of meV, approximately 500 meV. These
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excitations only appear at the orbitally ordered low temperature phase and disappear above
Tt . We have verified that these excitations are not crystal field levels from single ion excitations. The fact that they can not be explained by the simple “spin-only” trimer model
suggests that the orbital degree of freedom plays an important role in understanding the
neutron results. We therefore propose an isolated trimer model including the spin-orbit
super-exchange Kugel-Khomskii orbital ordering term. The t2g orbital angular momentum
is treated as an effective pseudospin τ = 1 in the Hamiltonian. Model calculations with
the Kugel-Khomskii orbital ordering term only yield qualitatively similar spectra suggesting that the multiple excitations we observed are orbtial excitations, we refer them to as
“cluster orbiton” excitations arising from the orbital ordering on the isolated S = 1 trimer
clusters in LiVO2 .
DMACuCl3 has long been considered as a model compound to study the quasi-onedimensional, S = 1/2, ferroemagnetic-antiferromagnetic alternating-sign chain. More recently, motivated by the proposed comparable ferromagnetic (FM) and antiferromagnetic
(AFM) exchange interactions in this system, detailed studies have been carried out by a
Japanese group and us. One important discovery is the previously missed structural phase
transition right below room temperature, Tt ≈ 285 K. This structural phase transition
immediately affects the model interpretations to describe the thermodynamic properties
of DMACuCl3 . Below Tt , mixed ferromagnetic and antiferromagnetic dimer model was
proposed by the Japanese group base upon the crystal structure and the measurements
of thermodynamic properties. However, our inelastic neutron scattering experiments performed on a deuterated DMACuCl3 single crystal contradict all prior proposed models.
Rather, our inelastic neutron scattering results clearly show that the magnetic strong
coupling in DMACuCl3 is along the crystalline b-axis, contrary to previously proposed aaxis. Neutron results indicate that the magnetic exchange is through the non-bonding
halide-halide super-super exchange interactions, typically antiferromagnetic, along the baxis. The measured magnetic spectrum is consistent with an alternating-sign chain with
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JAFM ≈ 1.329(4) meV and JFM ≈ -1.2(1) meV, respectively. This places DMACuCl3 in
a very interesting physics regime. To our knowledge, DMACuCl3 is the first and closest
experimental system that the alternating ratio α is close to -1.
To study the magnetic field effects of DMACuCl3 , we extended our thermodynamic
property studies down to base temperature, T ≈ 0.25 K. Significant magnetic field effects
were observed. We found that the magnetic long range order transition of DMACuCl3 occurs
at TN ≈ 0.9 K. We were able to derive the magnetic field versus temperature phase diagram
of DMACuCl3 with applied field parallel and perpendicular to the a-axis. Very surprisingly,
in both directions, a second field induced phase was observed which is quiet different from
the general reentrant ones of many spin-gapped compounds reported so far. We believe
that this is related to the coexistence of competing ferromagnetic and antiferromagnetic
interactions in this system. Our studies suggest potential rich phases for this material as a
function of field.
Based on our neutron results and low temperature crystal structure, we propose two
chain model along the b-axis for DMACuCl3 . At low temperature, the system contains
two types of structurally and magnetically inequivalent dimers, FM dimer and AFM dimer,
they are adjacent to one another along the a-axis. These dimers couple through halidehalide contacts yielding two chains along b-axis, one chain is a FM-AFM alternating-sign
chain with FM dimer bond. Another chain is a AFM-AFM chain with AFM dimer bond.
However, neutron experiments did not observe the mode associated with the AFM-AFM
chain indicating that both intra-dimer and inter-dimer AFM interactions for this chain are
very weak. This AFM-AFM chain is treated as free spins in the model calculations. We
propose a model that half of the spins form FM-AFM alternating chain along the b-axis and
half of the spins are nearly free spins for DMACuCl3 . At zero field, the model calculations
agree with measured thermodynamic properties very well. However, for field larger than H
= 2 T, the model calculations are inadequate to explain the magnetic field effects observed

170

in the thermodynamic properties. Anisotropic term or spin canting need to be taken into
account in the Hamiltonian.
Neutron scattering plays an important role in studying LiVO2 and DMACuCl3 . For
both compounds, neutron scattering experiments provide unique information of the nature
of the ground state and excitations. In particular, for DMACuCl3 , previous proposed
models based on crystal structure and thermodynamic properties all suggest magnetic chain
direction along the a-axis. Only after our inelastic neutron scattering experiments, we learn
that the halide-halide interactions are responsible for the magnetic behavior of DMACuCl3 ,
the magnetic chain direction is actually along the b-axis. DMACuCl3 provides an elegant
example of how neutron scattering technique is an essential tool to study the magnetic
structure and magnetic properties of materials.
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Appendix
A: Crystal field energy levels of V3+ ion:

Figure 5.1: Energy levels of V3+ ions in a trigonal field.
For a free V3+ ion: MP ≈ 1.5 eV, λ ≈ 13 meV
In LiVO2 : MP ≈ 1.8 eV, JH ≈ 0.78 eV [119], Mτ < 25 meV [79]
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As illustrated above, the multiple excitations observed in neutron experiments are not
crystal field levels from single ion excitations.
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