INDEXING
TERMS: diagnosis, computer-assisted #{149} discriminant analysis Thrombolytic treatment within 24 h after onset of symptoms in patients with acute myocardial infarction (AMI) reduces mortality and preserves the myocardium [1] [2] [3] . Because the beneficial effect is greater the earlier the treatment is given, early diagnosis is quite important.
Two previous applications of neural networks to diagnosis of AMI have been published.
One was based on analysis of paired sets of cardiac enzymes with the time interval between serial determinations as long as 48 h [4] . The other involved a combination of clinical data and an electrocardiogram (EGG) taken at admission [5] .
In the present study, we investigated whether a reliable early diagnosis of AMI could be achieved by applying neural networks to laboratory data available at admission, within 12 h, and within 24 h after admission. The data set in the analysis included four markers of myocardial ischemic injury: EGG, serum potassium (K), creatine kinase (EG 2.7.3.2) B-subunit (CKB), and lactate dehydrogenase isoenzyme 1 (EC 1.1.1.27; LDI). We also used the neural network to determine the predictive values of several combinations of laboratory data and to find which combination(s) yielded the greatest discrimination between AM! and non-AM!.
The neural networks used in the present study were designed and optimally trained as described in the previous paper [6] . The detailed discussion is based on results from neural networks trained directly on the laboratory data. We found previously [6] that, for a specific combination of laboratory data (EGG and K), a slightly higher performance was obtained by training on a reduced set of the principal components.
Here we examined whether this would also be the case for other data combinations and compared the results with those of a quadratic discriminant function analysis (QDFA).
Matenals and Methods

PATIENTS
The data used in this investigation were gathered from 250 patients admitted to the coronary care unit at Svendborg Hospital with acute chest pain suggestive of myocardial infarction within the last 10 h. Our study group consisted of 125 consecutive patients with confirmed AM! and of 125 consecutive patients for whom the diagnosis of AJ'vII was rejected. Thus the prevalence of AMI in the study group was 0.50. The prevalence of AMI in the group of patients admitted to the coronary care unit was 0.45. Patients with an insufficient number of laboratory data were excluded from the study. The diagnosis of AM! was based on the WHO diagnostic criteria for AMI [7] : typical history, and unequivocal changes in EGG and (or) in cardiospecific isoenzymes. cases were used as the test set, also with equal numbers of AM! and non-AM!.
In the AMI group used for training, 7 patients had bundle branch block (BBB) and 8 had normal EGG at admission. In the non-AM! group used for training, 7 patients had BBB and 25 had normal EGG at admission.
In the AMI group used for testing, 8 patients had BBB and 14 had normal EGG; in the non-AM! group, 8 patients had BBB and 39 had normal EGG at admission.
NEURAL NETWORKS
The neural networks used were designed and optimally trained as described in the previous paper [6] : We used feed-forward networks with the number of input neurons equal to the number of clinical variables (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) , one hidden layer, and a single output neuron.
Before training the neural network, the laboratory data were scaled to be of order 1 [6] . The network was trained with the intention of giving an output of +1 for AMI and -1 for non-AM!.
The actual output can, however, be any number between -1 and +1, a positive output being interpreted as AM! and a negative output as non-AM!.
TEST EVALUATION
The results of the outputs from the network were classified as follows: true positive if the result was positive for an AMI patient, false positive if the result was positive for a non-AMI patient, true negative if a negative output was found for a non-AMI patient, and false negative if a negative output occurred for an AMI patient.
The performance of a network was described by its sensitivity, specificity, positive and negative predictive value, and diagnostic efficiency.
In accordance with usual practice [10, 11] , these quantities were defined as follows:
Sensitivity, the fraction of AM! patients with a positive test result; an indication of the probability that the network would produce the correct diagnosis for an AM! patient.
Specificity, the fraction of non-AM! patients with a negative test result; an indication of the probability that the network would produce the correct diagnosis for patients who do not have AMI.
Positive predictive value, the fraction of test-positive patients who have AM!; an indication of the probability that A1'vH is actually present if the test result produced by the network is positive.
Negative predictive value, the fraction of test-negative patients who do not have AfvH; an indication of the probability that AM! is not actually present if the test result produced by the network is negative.
Diagnostic efficiency (of a specific neural network for the diagnosis of AM!), the fraction of all test results that are true predictions (positive or negative).
We express efficiency as a percentage;
i.e., our displayed values are the fractional values multiplied by 100. Both the predictive value and the diagnostic efficiency of a test depend on the prevalence of the disease in the group investigated.
Results andDiscussion
NEURAL NETWORKS
The training and test results of several neural networks used to diagnose AMI are displayed in Table 1 . The results (in %) are presented as the number of true positives, false positives, true negatives, and false negatives of the examples shown to the network. The different neural networks correspond to different combinations of laboratory data, both at admission and within 12 h and 24 h after admission. The diagnostic performance of the networks with the test data is displayed in Table 2 .
At admission. The following data were available at admission: EGG, K, GKB, and LDI. Table 1 shows that, depending on the network, the training success was 70-97%;
i.e., the network was able to learn the correct diagnosis in 70-97 of the 100 training examples shown to it. The corresponding generalization performance (diagnostic efficiency) was 64-81%; i.e., the network correctly classified 97-122 of the 150 test examples ( Table 2) .
The performance of the network trained on EGG data alone is discussed in some detail, given that EGG still provides the most convenient and reliable method of early diagnosis in patients with chest pain [12] . Using EGG data alone, the network had a training success of 87% (see Table 1 ). Among the 13 patients that the network was not able to learn (all false negatives), 4 had nonspecific findings (e.g., borderline ST segment deviation in only one lead or in two leads unconnected to each other), and 8 patients had normal EGG patterns. Only 1 of the 13 had an EGG consistent with possible AMI (0.2 mV ST segment elevation in leads V4-V6), but the output of the network was -0.01, indicating that the non-AMI diagnosis predicted by the network was extremely uncertain.
Eliminating the EGG data sets with no suspicion of AM! resulted in a training success of 99%. However, this did not improve the diagnostic performance. Table 2 shows that the network trained only on EGG data had a diagnostic efficiency of 71%; i.e., 107 of the 150 test The 24-h horizon. Within the first 24 h after admission the following data were available: all data mentioned at 12 h plus one more value for GKB and one more for LD 1. Using the three consecutive GKB values and no other data produced a training success of 100%. However, the diagnostic efficiency of the combination of three consecutive GKB measurements was not significantly different from that obtained with all data available ( Table 2) .
The neural network trained on three consecutive GKB values misclassified only three patients (2%). One patient, with macro CKBB, was falsely positive. Two patients were false negatives: one with three normal GKB values (8 U/L), and one with an initial GKB value of 12 U/L but no further increase in the subsequent GKB values (probably because that patient received thrombolytic treatment). Gompared with admission data alone, two GKI3 values within 12 h or three GKB values within 24 h significantly increased the diagnostic efficiency of the network-to 97% and 98%, respectively. As expected, neither the network nor the physician could correctly classify patients with macro GKBB or patients with insignificant cardiac enzyme release within the time interval tested.
In actual practice the physicians used a GKB value of 20 U/L to discriminate between the presence and absence of AM!. With this discrimination limit, serial GKB values within the 12-h and 24-h horizon yielded a diagnostic efficiency of 95% and 98%, respectively, without a neural network. Identical results were obtained with and without a neural network within 24 h. Within 12 h, the results were slightly better with a neural network than without.
Interestingly, for diagnoses of AM! confirmed or rejected by all available data, the network trained on two GKB values found a discrimination limit for the second GKB of 12 U/L, i.e., considerably lower than the value used by the physicians; the value of the first GKB appeared to be of no importance. With use of this lower discrimination limit, the diagnostic efficiency increased to 97% without a neural network. Thus a neural network may be used to determine the optimal discrimination limit for an input variable.
In another study [4] , a neural network was trained on paired sets of 10 cardiac enzymes and the time interval ( 48 h) between the measurements, i.e., a total of 21 input variables. The network was tested with only a few patients, 9-2 2, and had a sensitivity of 86-100%
and a specificity of 33-93%, depending on the method used for diagnosing 
COMPONENTS ANALYSIS
One of the traditional methods used to investigate the diagnostic value of a set of predictor variables is discriminant function analysis (DFA). Both linear (L) and quadratic (Q) DFA were applied to the above combinations of laboratory data. As in our previous report [6] , LDFA gave inferior results, which we do not include here. On the other hand, QDFA gave results similar to that of neural networks, both for the training set and the test set, for the majority of data combinations (see Table 3 ). However, for data combinations with several different variables, QDFA had a lower performance than the neural networks. Gorrelation between variables can be eliminated by the use of principal components [6] . The results in the last two columns of Table 3  are optimal values found by using a number of principal components that span -80-90% of the variance (see [6] ). Except for two cases, the neural networks performed slightly better when trained on principal components than on the original variables. These exceptions were the two largest data combinations of multiple variables, with one strong indicator [GKB(II)] and several weaker indicators of AM!. QDFA performed rather poorly on these two combinations, and the results of QDFA trained on all principal components were identical to those obtained by using the original data.
OTHER MARKERS
The approach presented in this and the companion paper can be applied to any choice of markers. Recently, several new biochemical markers for the diagnosis of AM! have appeared, including GKMB mass concentration, glycogen phosphorylase BB, and the more heart-specific markers cardiac troponin T and I. It will be interesting to use the techniques to investigate the Neural network trained on the raw data.
b Neural network trained on the principal components.
QDFA trained on the principal components. diagnostic performance of these markers, alone and in combination with other markers.
In conclusion, in investigating the diagnostic values of different combinations of laboratory data by using neural networks trained on the raw data, neural networks trained on principal components, and DFA, we determined that (a) LDFA was not applicable;
(b) in general, the highest diagnostic performance was obtained by neural networks trained on principal components; and (c) the performance of QDFA was similar to that of the neural networks when applied to a small number of laboratory data but was lower otherwise.
A peculiar behavior was observed for the two largest combinations of laboratory data, which included one very strong and several weaker indicators of AMI. Only the neural network trained on the raw data had the expected high performance; the neural networks trained on principal components had a 5% lower performance; and QDFA had > 10% lower performance.
The best diagnostic efficiency for AM! at admission was 85%, obtained by neural networks using a combination of EGG, K*, and LD1 data. If all three kinds of data were not available, the most cost-effective data were EGG alone or the EGG and K combination, for which the respective efficiencies were 76% and 78%. Using only two CKB values-at admission and within 12 h afterwards-had a diagnostic efficiency of 99%, which decreased only slightly (to 96%) when only the second GKB value was used. The increased performance showed up as reductions of both false positives and false negatives. The few patients who were incorrectly diagnosed by the neural network had atypical data, and none was correctly diagnosed by the physicians at the time when only these same data were available.
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