The Fermi bubbles are two giant bubbles in gamma rays lying above and below the Galactic center (GC). Despite numerous studies on the bubbles, their origin and emission mechanism remain elusive. Here we use a suite of hydrodynamic simulations to study the scenario where the cosmic rays (CRs) in the bubbles are mainly accelerated at the forward shocks driven by a pair of opposing jets from Sgr A*. We find that an active galactic nucleus (AGN) jet event happened 5 − 6 Myr ago can naturally reproduce the bilobular morphology of the bubbles, and the postshock gas temperature in the bubbles is heated to ∼ 0.4 keV, consistent with recent X-ray observations. The forward shocks compress the hot halo gas, and at low latitudes, the compressed gas shows an X-shaped structure, naturally explaining the biconical X-ray structure in the ROSAT 1.5 keV map in both morphology and X-ray surface brightness. CR acceleration is most efficient in the head regions of the bubbles during the first 2 Myrs. The opposing jets release a total energy of ∼ 10 55 erg with an Eddington ratio of ∼ 10 −3 , which falls well in the range of the hot accretion flow mode for black holes. Our simulations further show that the forward shocks driven by spherical winds at the GC typically produce bubbles with much wider bases than observed, and could not reproduce the X-shaped X-ray structure at low latitudes. This suggests that starburst or AGN winds are unlikely the origin of the bubbles in the shock scenario.
INTRODUCTION
While searching for the gamma-ray counterpart of the WMAP haze at the Galactic center (GC) detected by the Wilkinson Microwave Anisotropy Probe (WMAP) in microwave (Finkbeiner 2004; Dobler et al. 2010) , two giant gamma-ray bubbles were discovered in 2010 in the Fermi-LAT data, and have thereafter been referred as the "Fermi Bubbles" (Su et al. 2010) . The bubbles have a bilobular shape, extending to 8 − 10 kpc above and below the Galactic plane with sharp edges and approximately uniform surface brightness except for enhanced emissions from a "cocoon" structure located in the east part of the southern bubble (Su & Finkbeiner 2012; Ackermann et al. 2014) . The bubbles also have a unique spectrum dN γ /dE γ ∼ E −2 γ between 1 GeV and 100 GeV with no spatial variations, which is significantly harder than other diffuse emission components in the inner Galaxy.
Although the Fermi bubbles have been discovered for many years, its emission mechanism and physical origin are still unclear. There are basically two types of emission mechanisms: hadronic or leptonic. In the hadronic scenario, inelastic collisions between cosmic ray (CR) protons and thermal nuclei produce pions, and then the neutral pions decay into gamma rays (Crocker & Aharonian 2011; Zubovas et al. 2011; Mou et al. 2014 Mou et al. , 2015 . In the leptonic model, however, the gamma-ray emission is produced by the inverse Compton scattering between the ambient interstellar radiation field (ISRF) and CR electrons Yang & Ruszkowski 2017) . One major difference between the hadronic and leptonic models is the predicted age of the bubbles. In the hadronic model, there is essentially no upper limit on the bubble age (up to several billion years; Crocker & Aharonian 2011) , while in the leptonic scenario, due to the short cooling time of TeV electrons the age of the Fermi bubbles should be no more than several million years unless CR electrons are continuously accelerated in situ. Therefore, for models with different gamma-ray emission mechanisms, the energy source of the Fermi bubbles could be quite different.
Given the fact that the Fermi bubbles are roughly symmetric about the GC, it is quite often to relate their origin to active galactic nucleus (AGN) or nuclear starburst activities. Nuclear outflows driven by GC star formation activities have been proposed to explain the physical origin of the bubbles, and in these models, the gamma-ray emissions from the bubbles are hadronic with the predicted bubble age typically ranging from ∼ 25 Myr to more than 100 Myr (Crocker & Aharonian 2011; Crocker et al. 2015; Lacki 2014; Sarkar et al. 2015) . It is also natural to associate the Fermi bubbles with recent activities of the supermassive black hole (SMBH) Sgr A* at the GC. With hydrodynamic simulations, and show that an AGN jet event happened about 1 − 3 Myr ago can naturally reproduce the Fermi bubbles with the observed location, size, and morphology (also see Guo 2017 for updated discussions) . The AGN jet model adopts the leptonic scenario for the gamma-ray emission of the bubbles, and is further corroborated with threedimensional (3D) magnetohydrodynamic (MHD) simulations by Yang et al. (2012) , Yang et al. (2013) , and Yang & Ruszkowski (2017) . In addition to AGN jets, AGN winds from Sgr A* have also been suggested to power the Fermi bubbles, particularly by the hadronic model of Mou et al. (2014) , where the wind activity from Sgr A* lasted for about 10 million years and was quenched about 0.2 million years ago.
The physical conditions on the Fermi bubble edges are also unclear. The sharp bubble edge has been inferred as a termination shock (Lacki 2014) , a forward shock (Fujita et al. 2013) , or a contact discontinuity (Crocker & Aharonian 2011; Mou et al. 2014; Sarkar et al. 2015) . More recently, Keshet & Gurwich (2017) analyze the 8-year Fermi-LAT data, and their result is in favor of the bubble edge as a forward shock. While most models discussed above assume that CRs are accelerated at the GC and then transported to the current bubble location by either jets or winds, CRs can also be accelerated in situ by shocks (Keshet & Gurwich 2017; Cheng et al. 2011 Cheng et al. , 2015 Fujita et al. 2013 Fujita et al. , 2014 Lacki 2014) or turbulence (Mertsch & Sarkar 2011; Mertsch & Petrosian 2019; Cheng et al. 2014; Sasaki et al. 2015) . For a detailed comparison between these models, the readers are referred to Yang et al. (2018) for a review.
Shocks are natural accelerators of CR particles. In 1949, Enrico Fermi first proposed a mechanism with which particles can statistically gain energy through repeatedly collisions with clouds in the interstellar medium (Fermi 1949) . In the late 1970s, this mechanism was further shown to be particularly efficient at shock fronts, and was called diffusive shock acceleration (DSA; see Axford et al. 1977; Krymskii 1977; Bell 1978; Blandford & Ostriker 1978) . DSA naturally results in a power law energy spectrum (E −2 ), with ∼ 10% energy in the shock transferred to CRs. In supernova remnants, it is thought that DSA is the most possible mechanism that accelerates particles up to 10 15 eV. Similarly, this mechanism may also be responsible for acceleration of the CRs in the Fermi bubbles, as suggested in Fujita et al. (2013) , which show that the observed flat gamma-ray surface brightness and sharp edges of the bubbles can be reproduced in a simple spherically-symmetric shock model. Fujita et al. (2014) further show that the gamma-ray spectrum predicted in their model is consistent with the observations, although they could not distinguish whether the shocks are created through starbursts or AGN activities at the GC.
Studies on the properties of the hot gas in the Galactic halo and the Fermi bubbles suggest that the edge of the bubbles may indeed be shock fronts. Kataoka et al. (2015) studied the Suzaku and Swift data and found that gas temperatures inside both the northern and southern bubbles are almost constant k B T ∼ 0.30 ± 0.07 keV, while the gas temperature in the Galactic halo is known to be k B T ∼ 0.2 keV (Kataoka et al. 2018) . This suggests that the gas in the bubbles could be heated by a weak shock with Mach number M ∼ 1.5. Similarly, studies on the O VII and O VIII line strengths by Miller & Bregman (2016) suggest that the gas temperature in the bubbles is k B T ∼ 0.40 keV, corresponding to a shock with Mach number M ≃ 2 at the bubble edge. In a continuous injection model, Miller & Bregman (2016) further estimate the age of the bubbles to be 3 − 5 Myr with an energy injection rate of ∼ (1 − 7) × 10 42 erg s −1 .
Additional clues came from studies of the gas kinematics inside the Fermi bubbles with ultraviolet absorptionline spectra. Bordoloi et al. (2017) studied the spectra of 47 background AGNs and halo stars in and around the northern bubble, and found that the velocities of the observed blueshifted absorption components range from 265 km s −1 to 91 km s −1 in the Galactic standard of rest (GSR) coordinate system, decreasing with Galactic latitude (also see Karim et al. 2018 ). This could be explained by a nuclear outflow happened about 6 − 9 Myr ago, while a similar study by Fox et al. (2015) suggests that the outflow age is ∼ 2.5 − 4 Myr. These age estimates are roughly consistent with the bubble age in the shock model inferred from X-ray observations described in the previous paragraph. We also note that the bipolar radio bubbles recently discovered in the GC may be a less energetic version of the Fermi bubble event which also happened several million years ago (Heywood et al. 2019) .
Combining the constraints on the age of the Fermi bubbles from X-ray and ultraviolet observations, we may take the bubble age to be ∼ 5 Myr, which is longer than that inferred in leptonic models (1-3 Myr), but shorter than that inferred in hadronic wind models (> 10 Myr). The in situ shock acceleration model shows some advantage to address this discrepancy. If the CR particles in the bubbles are accelerated by the shock rather than transported from the GC, then there will be essentially no age constraints on the bubbles due to the short cooling time of CR electrons, and the bubble age only depends on the dynamical process that created the bubbles.
In this work, we explore the shock model of the Fermi bubbles with hydrodynamic simulations. Assuming that the CRs within the bubbles are mainly accelerated by the forward shock at the expanding bubble edge, we use hydrodynamic simulations to study the dynamical evolution of the Fermi bubbles and compare our results with observations. While the shocks could be driven by AGN jets, AGN winds or nuclear star formation winds, CR particles can be accelerated more efficiently in strong shocks (Fujita et al. 2013 ). Therefore we focus on the AGN jet model, and investigate whether some main observed properties of the bubbles, e.g., the bilobular bubble morphology, can be reproduced in our simulations. We also compare our results with X-ray observations, including the ROSAT 1.5 keV X-ray map (Snowden et al. 1997 ) and the gas temperatures in the bubbles recently measured by Kataoka et al. (2015) and Miller & Bregman (2016) . The rest of the paper is organized as follows. In Section 2, we describe the details in our simulations, including our model for the Galaxy and numerical setup. We present the results of a representative run in Section 3 and investigate the impacts of several important model parameters in Section 4. We summarize the results in the last section.
NUMERICAL METHODS
Assuming axisymmetry around the rotational axis of the Milky Way, we investigate the formation of the Fermi bubbles with hydrodynamic simulations. We use the same hydrodynamic code previously used in and . It is a 2-dimensional (2D) axisymmetric Eulerian gridbased code using algorithms similar to ZEUS 2D (Stone & Norman 1992) . The code has also been successfully used to study AGN feedback in galaxy clusters (e.g., Guo & Mathews 2011; Guo et al. 2018) . Here in this section we present the model assumptions and simulation setup, with a focus on several improvements. In particular, we adopt an updated model from McMillan (2017) for the mass distribution of the Milky Way, which includes contributions from the dark matter halo, the Galactic bulge, the thin and thick stellar disks, and the HI and molecular gas disks.
Basic Equations
The following equations are solved in our simulations:
where ρ, v, P, e, are the density, velocity, pressure and energy density of thermal gas, respectively. As in , CRs are treated as a second fluid. P c and e c are the pressure and energy density of CRs. As usual, we assume that P = (γ − 1)e and P c = (γ c − 1)e c , where γ = 5/3 and γ c = 4/3 are the adiabatic indices of thermal gas and CRs, respectively. κ is the CR diffusion coefficient, and we set κ = 3 × 10 27 cm s −1 in the simulations (see for relevant discussions on κ). We assume that the hot gas follows the ideal gas law:
where k B is Boltzmann's constant, µ = 0.61 is the mean molecular weight per particle, m µ is the atomic mass unit, and T refers to the temperature of the gas. The relationship between the gas density and the electron number density n e is ρ = µ e n e m µ ,
where µ e = 5µ/(2 + µ) is the molecular weight per electron.
The Milky Way Model
To determine the Galactic potential well Φ, we adopt the mass model of the Milky Way proposed in McMillan (2017) . In this model, the Milky Way's mass is contributed by six static axisymmetric components: the Galactic bulge, the thin and thick stellar disks, the HI and molecular gas disks, and the dark matter halo.
The density distribution of the Galactic bulge is
where the scale density ρ 0,b = 9.93 × 10 10 M ⊙ kpc −3 , r 0 = 0.075 kpc, r cut = 2.1 kpc, α=1.8, and in cylindrical coordinates, r ′ = R 2 + (z/q) 2 with the axis ratio q = 0.5. The corresponding total bulge mass is M b = 9.23 × 10 9 M ⊙ . The stellar disk consists of two parts: the thin and thick disks. Their density distributions can be depicted in the following form:
where Σ 0 is the central surface density, z d is the scale height, and R d is the scale length. For the thick disk,
The gas disk also includes two components: the HI disk and the molecular gas disk. Each of these two gas disks has the following density distribution:
where Σ 0 = 53.1 M ⊙ pc −2 , z d = 85 pc, R d = 7 kpc and R m = 4 kpc for the HI disk. For the molecular gas disk, Σ 0 = 2180 M ⊙ pc −2 , z d = 45 pc, R d = 1.5 kpc and R m = 12 kpc. The density distribution of the dark matter halo is described by the Navarro-Frenk-White (NFW) profile (Navarro et al. 1996) 
where ρ 0,h = 0.00854 M ⊙ pc −3 and x = r/r h with the scale radius r h = 19.6 kpc. Here r = √ R 2 + z 2 is the distance to the GC. In this model, the virial mass of the dark matter halo is M v = 1.37 × 10 12 M ⊙ with the concentration c v = 15.4 (McMillan 2017).
Combining Equations (7-10), we obtain the mass density distribution of the Milky Way. As shown in Figure  1 , the disk-like morphology is well reproduced by this mass model. The gravitational potential of the Galaxy can be further calculated by solving the Poisson's equation. The rotational curve in the resulting Galactic potential along the R direction (the Galactic plane) is shown in Figure 2 , which shows good consistency with Figure 5 in McMillan (2011).
Simulation Setup and Initial Conditions
Equations (1) -(4) are solved in cylindrical coordinates (R, z) assuming axisymmetry around the Galactic rotational axis. The computational domain along each axis consists of 1800 equally spaced grids in the inner 15 kpc and 100 logarithmically spaced zones from 15 to 70 kpc. The corresponding spatial resolution in the inner 15 kpc is 8.33 pc. Along both the R and z directions, we adopt reflective boundary conditions at the inner boundaries and outflow boundary conditions at the outer boundaries. Rotation curve along the Galactic plane for the mass model adopted in this paper (see Sec. 2.2). The dotted, dash-dotted, and thin solid lines represent the contributions from the bulge, all the stellar and gas disks, and the dark matter halo, respectively.
For initial conditions at t = 0, we assume that the hot gas is in hydrostatic equilibrium in the Galactic potential well, and there are no CRs in the Galaxy. Recent X-ray observations indicate that the temperature of the hot gas in the Galactic halo is around 0.2 keV, with little variations across different lines of sight (Henley & Shelton 2013; Miller & Bregman 2015; Kataoka et al. 2018) . Therefore, among all the simulations in this work we assume that the hot gas is initially isothermal with a constant temperature T = 2.32 × 10 6 K (∼ 0.2 keV). Given the value of the gas temperature, the initial density distribution of the hot plasma can be derived from hydrostatic equilibrium. The normalization of the density distribution is determined by the initial electron number density at the origin n e0 .
In the fiducial run (run A), we choose n e0 = 0.03 cm −3 , and the resulting thermal electron number density distribution is shown as the grey-shaded area in Figure 3. Note that the gas distribution is not spherically symmetric due to the non-spherically symmetric gravitational potential well. We compare the gas density distribution in our model with the β model (the red solid line in Fig. 3 ) in Miller & Bregman (2015) derived from O VII and O VIII observations. At r ≫ r c , the best-fit β model can be described as (Miller & Bregman 2015) :
where n 0 r 3β c = 0.0135 cm −3 kpc 3β and β = 0.5. It is remarkable that our initial gas density distribution agrees very well with the best-fit β model presented in Miller & Bregman (2015) at r 2 kpc. As shown in Figure 3 , our model also roughly agrees with the gas densities at r ∼ 10 − 50 kpc measured by Grcevich & Putman (2009) using the ram-pressure stripping argument of several Local Group dwarf galaxies. We note that beyond ∼ 70 kpc, the density profiles in our model and the β model lie substantially below the data points in Grcevich & Putman (2009) . However, in the current work we focus on the Fermi bubble event and gas dynamics within the inner halo (r 10 kpc), and the outer boundary of our simulations is set to be 70 kpc. Therefore, the gas distribution in the outer halo beyond 70 kpc will not affect our results. Figure 3 . Initial profile of thermal electron number density as a function of radius in our fiducial run (run A). The greyshaded area represents our model derived from hydrostatic equilibrium and a uniform temperature T = 2.32 × 10 6 K. At r 2 kpc, our model agrees very well with the best-fit β model presented in Miller & Bregman (2015) . For comparison, the blue points show the gas densities derived in Grcevich & Putman (2009 
Jet Setup
We adopt the same jet setup as in , where the jet at the base is hybrid, consisting of both thermal gas and CRs. In the current paper we focus on the hydrodynamic evolution of AGN jets and the resulting Fermi bubbles, and there are no CRs in the halo except those injected in the jets. As discussed in , the jet parameters are highly degenerate. We have run a large suite of simulations, and in this paper, we present the results of several representative runs, as listed in Table 1 . Run A is the fiducial run, which matches the observational results best among all the simulations. In run B, we choose a much larger value for n e0 to investigate the impact and uncertainties of the initial gas densities in the halo. Run C is performed to match the observed gas temperature in the Fermi bubbles presented in Kataoka et al. (2013) . In run D, we investigate the formation of the Fermi bubbles from a spherical outflow from the GC.
As in , the jet in each simulation is launched along the z axis at t = 0 with a constant speed v j for a time duration of t j . The initial jet is implemented in a cylinder with radius R j and height z j along the z axis starting from the GC. At the base, the jet contains both thermal gas with density ρ j and energy density e j and CRs with energy density e jcr . We define the jet density contrast η at the jet base as the ratio between ρ j and the ambient gas density ρ amb . e j in our simulations is assumed to be equal to the ambient gas energy density. We set z j = 0.35 kpc to avoid simulating the complex environment around the GC. We further assume that the jet has undergone significant deceleration within the jet initialization zone. The parameters in our simulations are listed in Table 1 . In each row, t bub refers to the current age of the Fermi bubbles, and P j and E j are respectively the power and total injected energy of the jet in the corresponding run. Note that in run D, we initialize a spherical wind instead of a collimated jet, and here R j , v j , ρ j , e j , e jcr represent the initial radius, velocity, thermal gas density, thermal gas energy density, CR energy density of the wind, respectively. t j is the duration of the wind.
THE SHOCK MODEL: A REPRESENTATIVE RUN
In this section, we present the main results of our fiducial run (run A), which matches the observations best. Two constraints are used to determine the best-fit simulation. The first constraint is the morphology of the resulting bubble. In the shock model, we assume that the forward shock driven by the AGN jet event represents the edge of the Fermi bubbles. By adjusting the parameters of the jet, the location, size and bilobular morphology of the Fermi bubbles can be reproduced. If the jet is very powerful, a strong shock will be created, and it then takes less time to reach the current size of the bubbles. On the other hand, a weak shock results in a longer age of the current Fermi bubbles. To further constrain the jet power and the age of the bubbles, we use the second constraint -the temperature of the shock-compressed gas in the Fermi bubbles. In run A, we use the gas temperature ∼ 0.4 keV measured by Miller & Bregman (2016) . The age and energy of the Fermi bubbles can be largely determined by these two constraints. We stop the simulation when the forward shock roughly reaches the edge of the Fermi bubbles.
The jet parameters in run A is listed in Table 1 . Both the northern and southern Fermi bubbles show quite narrow bases near the GC. To reproduce this feature in the shock model, the initial jet radius must also be quite small, and in run A we choose R j = 33.3 pc, about one order of magnitude smaller than that adopted in . The jet in run A is light, with a density contrast η = 0.04 compared to the ambient gas. At the jet base, the values of e j and e jcr are highly degenerate, and the total pressure in the jet affects the shape of the resulting bubble (forward shock). During its active phase, the jet has a total power of 3.42 × 10 41 erg s −1 , and with a duration of 1 Myr, the total injected energy is 1.08 × 10 55 erg. Taking a jet feedback efficiency of 10%, the mass accretion rate of the central supermassive black hole Sgr A* can be estimateḋ M BH = 2P j /(0.1c 2 ) = 1.2 × 10 −4 M ⊙ /yr, and the total mass accreted by Sgr A* during this event is 120 M ⊙ . During the active phase, the Eddington ratio of Sgr A* is ǫ = 2P j /L Edd ∼ 1.2 × 10 −3 , which falls well in the range of the hot accretion flow mode for SMBHs (Yuan & Narayan 2014) .
In the remainder of this section, we will first show the morphology, gas density, velocity and temperature of the Fermi bubbles in the simulation, and compare them with observational values. Then, we will present the synthetic X-ray surface brightness map in our simulation and show that the X-shaped bipolar structure in the ROSAT 1.5 keV map is reproduced in our simulation. At last, we will present the evolution of the Mach number at the outer edge of the simulated bubble. The observed Fermi bubble morphology is a 3D structure projected on the 2D sky map. With axisymmetry around the Galactic rotational axis, our cylindrical coordinates (R, z) centered at the GC, can be naturally converted to the Cartesian coordinates (x, y, z), which is connected with the Galactic coordinates (l, b) centered A 0.03 1.23 × 10 −27 1.46 × 10 −11 33.3 2.5 × 10 9 2.7 × 10 −10 3.42 × 10 41 1.0 5 1.07 × 10 55 B 0.3 1.23 × 10 −26 1.46 × 10 −10 33.3 2.5 × 10 9 2.7 × 10 −9 3.42 × 10 42 1.0 5 1.07 × 10 56 C 0.03 1.23 × 10 −27 1.46 × 10 −11 25 2.1 × 10 9 2.0 × 10 −10 1.15 × 10 41 1.0 6 3.61 × 10 54 D 0.03 2.27 × 10 −27 2.68 × 10 −11 41.6 0.9 × 10 9 0 8.79 × 10 40 5.0 9 1.38 × 10 55 at the solar system through
where the location of the Sun is (0, −R ⊙ , 0) in the Cartesian coordinates, and here we set R ⊙ = 8.5 kpc.
Properties and Evolution of the Bubble
The temporal evolution of the simulated Fermi bubble in run A is shown in Figure 4 , which shows the distribution of thermal electron number density at three different times t= 1, 3, 5 Myr. A forward shock is generated as soon as the jet punches through the ambient halo gas. At t = 1 Myr, the jet is switched off, and the height of the shock reaches z = 6 kpc while the width is still less than 2 kpc. At t ≃ 5 Myr, the bubble expands to its current size as observed. In the shock model, the expanding forward shock accelerates CRs and the region enclosed by the forward shock corresponds to the observed Fermi bubble. As seen from Figure 4c , the bubble may be divided into two regions: the low-density central lobe, which is enclosed by a contact discontinuity and contains high-temperature jet plasma and some jet-entrained halo gas, and the outer shell, which is located between the forward shock and the inner contact discontinuity and contains the shock-heated halo gas.
To directly compare the simulated bubble morphology with observations, we calculate the line-of-sight averaged thermal gas density at t = 5 Myr using Equations 12 and 13. Figure 5 shows the averaged thermal electron number density along lines of sight from the Earth to a distance of 20 kpc in Galactic coordinates with a Hammer-Aitoff projection. As seen in this figure, the outline of the projected shock lies quite close to the observed edge of the Fermi bubbles, especially at negative latitudes, suggesting that run A reproduces the location, size and morphology of the Fermi bubbles quite well, and the bubble age in run A is roughly 5 Myr. Our model further predicts that there is a low-density lobe in the middle of each bubble as seen clearly in Figures 4 and 5, and these two low-density lobes may explain the vast cavity of hot gas with radius ∼ 6 kpc described by Nicastro et al. (2016) in the central region of the Milky Way.
The temperature distribution in the bubble contains very useful information, and by comparing with observations, it can be used to constrain the properties of the Fermi bubbles. Figure 6 shows the temperature distribution of thermal gas in run A at t = 5 Myr. The gas temperature in the inner low-density lobe is very high, ∼ 10 keV or above. In the outer shell, the gas temperature slightly increases from low to high latitudes, and at z 4 kpc, the gas temperature is T ∼ 0.4 keV. This can also be seen in Figure 7 , which shows the variations of gas temperature along the R direction at t = 5 Myr at three fixed values of z = 2, 5, and 8 kpc. X-ray emission from the inner lobe is expected to be very weak due to the low gas densities there, and there would be essentially no line emissions from this region due to its very high gas temperatures. X-ray emissions from the Fermi bubble would thus be dominated by the outer shell region.
As shown in Figure 7 , it is remarkable that the gas temperatures in the downstream of the forward shock (the outer shell) at z = 2, 5, and 8 kpc are all quite close to 0.4 keV, consistent with those measured by Miller & Bregman (2016) with O IIV and O IIIV emission line ratios. We have also run many additional simulations with different jet powers, and find that the postshock gas temperature depends quite strongly with the jet power. If the jet is more powerful, it takes less time to form the bubble with the current size, and the postshock temperature is higher. In this sense, we constrain the age of the Fermi bubbles in the shock model to be ∼ 5 Myr, and the total energy of this event to be 2P jet t j ∼ 2 × 10 55 erg (considering two opposing jets). These estimates are affected by other model parameters, e.g., uncertainties in the ambient halo gas density and the measured gas temperature in the Fermi bubbles, which will be further discussed in Section 4. Myr in run A. To better show the temperature distribution in the shock-compressed halo gas, we choose an upper limit of 0.6 keV, which masks high gas temperatures in the central low-density lobe.
The X-shaped Biconical Structure in X-rays
The 1.5 keV diffuse X-ray map from the ROSAT all-sky survey revealed an X-shaped biconical structure within 10 degrees around the GC (Snowden et al. 1997; Bland-Hawthorn & Cohen 2003; Su et al. 2010) , and this inner X-ray structure connects smoothly Figure 7 . Variations of thermal gas temperature along the R direction in run A at t = 5 Myr at three fixed values of z = 2, 5, and 8 kpc. The gas temperatures in the downstream of the forward shock at these three heights are all roughly 0.4 keV, consistent with those measured by Miller & Bregman (2016) . with the outer Fermi bubbles at latitudes above 10 • (Keshet & Gurwich 2017) , suggesting that these two structures share a common origin. Since the forward shock in our model naturally compresses the ambient hot halo gas, the shock model is also expected to explain the X-shaped biconical X-ray structure within 10 degrees around the GC, as shown in this section.
The X-ray surface brightness is calculated for run A at t = 5 Myr as follows. We adopt the APEC plasma model (Smith et al. 2001 ) with a fixed gas metallicity Z = 0.3Z ⊙ . Assuming that the hot gas is optically thin and under collisional ionization equilibrium, the surface brightness I in the Galactic coordinates (l, b) at the ROSAT 1.5 keV band can be calculated as follows:
where ǫ(T ) is the volumetric emissivity of the plasma. Atomic data are taken from Astrophysical Plasma Emission Database (APED) with the publicly available PyAtomDB package, and both line emissions and bremsstrahlung are included in ǫ(T ). Along each line of sight, the integration in the above equation is done to a distance of 50 kpc. Figure 9 shows the synthetic X-ray (0.7-2 keV) surface brightness map for run A at t = 5 Myr. Due to the compression of hot gas by the forward shock, the simulated Fermi bubble is limb brightened, and in particular, the bubble base is very bright in X-ray, coinciding very well with the location of the bipolar X-ray structure seen in the ROSAT 1.5 keV map. The calculated X-ray surface brightness of the shock-compressed shell at the bubble base is around 5 × 10 −8 erg s −1 cm −2 Sr −1 , corresponding to ∼ 10 −3 counts s −1 arcmin −2 in the ROSAT R6+R7 band, which is quite close to the observed value of ∼ 5 × 10 −4 counts s −1 arcmin −2 . The minor discrepancy could be due to HI absorption in the Galactic disk and bulge. This result further strengthens the forward shock model for the origin of the Fermi bubbles and the X-shaped biconical structure in the 1.5 keV map. 
The Mach Number at the Forward Shock
In the shock model, CRs are accelerated at the expanding forward shock, and diffuse into the bubble interior. The CR acceleration efficiency depends strongly on the Mach number. Here in this subsection we investigate the evolution of the Mach number at the propagating forward shock in our fiducial run (run A). The shock front is identified as jumps in the pressure and temperature distributions and the associated Mach number M is calculated according to the Rankine-Hugoniot jump conditions. At t = 5 Myr, the Mach number at the forward shock is shown in Figure 10 . As can be seen, the Mach number along the bubble edge increases slightly from M ∼ 1.8 at z = 2 kpc to M ∼ 2.2 at z = 9 kpc. This value is roughly consistent with the Mach number of M = 2.3 +1.1 −0.4 estimated in Miller & Bregman (2016) . Note that at the bubble top (R, z) ∼ (0, 9.6 kpc) most affected by the jet evolution, the Mach number peaks quickly at M ∼ 2.8 from nearby regions. The temporal evolution of the Mach number at the shock front, i.e. the bubble surface, is shown in Figure  11 . The Mach number evolution at the top of the bubble (R = 0) clearly shows that a strong forward shock with M > 10 forms once the jet punches through the ambient halo gas. As the shock front propagates outward, the Mach number at the bubble top roughly decreases from about 30 at t = 0.1 Myr to ∼ 2.8 at t = 5 Myr. Several fluctuations in the Mach number evolution are caused by the interaction of the jet with gas circulations in the bubble. The three solid lines in Figure 11 show the Mach number evolution at R = 0 (the bubble top), 0.5 kpc, and 1 kpc in the bubble surface, indicating that the Mach number in the head region of the shock front is larger than ∼ 4 during the first 2 Myrs and drops below 4 afterwards. The dashed lines correspond to the Mach number evolution at z = 2 and 5 kpc in the bubble surface, indicating that the Mach number is generally less than 4 in the middle and bottom regions of the bubble surface. It is generally believed that CR acceleration is inefficient at small Mach numbers. Figure 11 thus shows that CR acceleration is most efficient in the head region of the Fermi bubbles during the early stage of the bubble evolution (t 2 Myr). Our results here on the Mach number evolution would be useful for future studies of the Fermi bubbles on the CR acceleration processes and the associated non-thermal emissions.
A PARAMETER STUDY OF THE SHOCK MODEL
In the previous section, we have presented the results of our best-fit fiducial run, which reproduces the location, size, morphology and the gas properties of the Fermi bubbles quite well. The consistency between the simulation and observations indicates that the forward shocks driven by a pair of opposing AGN jets about 5 Myr ago in the GC could possibly be the physical origin of the Fermi bubbles. In this section, we will further explore the shock model of the Fermi bubbles by investigating the uncertainties in the density distribution of the halo gas and the observed gas temperature in the Fermi bubbles. We will also investigate the spherical wind model in the shock scenario of the Fermi bubbles.
The Density Distribution of the Halo Gas
The normalization of the initial density distribution of the halo gas is determined by the central gas density n e0 . As shown in , the total energy required to produce the observed Fermi bubbles scales linearly with the value of n e0 . Here we present the results of run B, where n e0 is chosen to be 0.3 cm −3 , ten times the value in run A. Due to the self-similarity of the hydrodynamic equations (1) -(4), the bubble (forward shock) with the same morphology will be produced if the values of ρ j , e j , and e cr for the jet setup in run B are also ten times the corresponding values in run A respectively (see Table 1 ). Figure 12 shows the gas density distribution at t = 5 Myr in run B, which is essentially the same as the bottom panel of Figure 4 for run A at the same time except that the density normalization in Figure 12 is ten times larger everywhere.
Here we argue that the initial gas density distribution in the halo should be quite close to that in run A and the uncertainty in n e0 is small. First, as shown in Figure 3 the density distribution in run A agrees very well with the β model inferred from X-ray observations in Miller & Bregman (2015) . Second, the O IIV and O IIIV emission line observations towards the Fermi bubbles by Miller & Bregman (2016) suggest that thermal electron number density in the downstream of the forward shock (the shell region) is about 10 −3 cm −3 , very close to the corresponding value in run A at t = 5 Myr (see Figure 4) . Third, the X-ray surface brightness depends sensitively on the gas density (I ∝ n 2 e ). If the gas density increases by a factor of 10 as in run B, the X-ray surface brightness of the X-shaped biconical structure near the GC would increase by a factor of 100, contradicting with the ROSAT result which agrees with run A quite well as shown in Sec. 3.2. Thus the initial gas density distribution in the halo is constrained quite well in our hydrostatic model, and would not cause significant uncertainties in the estimations of the total energy and the power of the Fermi bubble event.
The Gas Temperature in the Fermi Bubbles
The temperature of the shocked gas in the Fermi bubbles is one of the most important constraints for our model. As discussed in Sec. 3.1, it significantly affects the age and power of the Fermi bubble event. In Run A we adopt the temperature constraint given by Miller & Bregman (2016) , which is ∼ 0.4 keV for the postshock shell region. In this simulation, it takes 5 Myr for the forward shock to propagate to the current position of the Fermi bubble edge and the postshock gas is heated to ∼ 0.4 keV. Considering the uncertainties in the temperature measurement, here we present the results of an additional run (run C), where the postshock temperature in the bubble is taken to be 0.3 keV as observed in Kataoka et al. (2015) . To fit both the morphology and the postshock gas temperature of the bub- ble, we modify several jet parameters in run C as listed in Table 1 . The temperature distribution of thermal gas at t = 6 Myr in run C is shown in Figure 13 . As seen in this figure, the morphology of the forward shock is very similar to that in the bottom panel of Figuire 4 for run A at t = 5 Myr, and the postshock gas temperature in the bubble is indeed ∼ 0.3 keV.
Compared to run A, the jet in run C is less powerful and it takes a longer time for the forward shock to propagate to the current location. The jet power in run C is P j = 1.15 × 10 41 erg s −1 . With the jet duration of 1 Myr, the total energy injected by the two opposing jets is 2P j t j = 7.22 × 10 54 erg. The current age of the Fermi bubbles in run C is t bub = 6 Myr. Combining the results of runs A and C, the current age of the Fermi bubbles can be estimated to be 5 − 6 Myr, and the total energy of this event is around (0.7 − 2.2) × 10 55 erg.
The Spherical Wind Model
In this subsection, we present a preliminary study on the spherical wind model, where the forward shock is driven by starburst or AGN winds at the GC. In previous wind models (e.g., Mou et al. 2014; Sarkar et al. 2017) , the Fermi bubble edge is usually identified as the contact discontinuity. Here in the shock model, we assume that the wind-driven forward shock is the edge of the Fermi bubbles and accelerates CRs diffusing into the bubbles. In wind models, the central molecular zone (CMZ) is often included to suppress the lateral expansion of the bubbles at low latitudes. We adopt a simple setup as in Sarkar et al. (2017) , assuming that the CMZ is a ring-like structure with an inner radius of 80 pc and an outer radius of 240 pc along the Galactic plane, and its height-to-radius ratio is a constant 0.25. The gas den- Figure 13 . The temperature distribution of thermal gas at t = 6 Myr in run C. The postshock gas temperature in the resulting Fermi bubble is around 0.3 keV, smaller than the value of 0.4 keV in run A. Figure 14 . The temperature distribution of thermal gas at t = 9 Myr in run D for the spherical wind model. sity in the CMZ is 50m p cm −3 , where m p is the proton mass, and the CMZ is under local pressure balance with the ambient hot halo gas. Rotation is neglected, and we instead use an artificial centrifugal potential in the CMZ region to counteract the gravity on the CMZ. The wind is initiated as a spherical outflow from the inner 42 pc region at the GC with a constant radial velocity.
We performed a large number of wind simulations with different wind parameters (e.g. the wind velocity, density, and duration) and investigated if the spherical wind model can produce a bubble enclosed by the forward shock that meets both the temperature and morphology constraints as described in Section 3. Here we present the results of a representative wind simulation (run D), in which the relevant model parameters are listed in Table 1 . As shown in Figure 14 , the height of the forward shock front at t = 9 Myr is comparable to that of the observed Fermi bubbles, and the average postshock gas temperature in the bubble is also close to the observed value of 0.4 keV in Miller & Bregman (2016) . While the lateral expansion of the inner hightemperature lobe at low latitudes is strongly limited by the CMZ as also shown in Mou et al. (2014) , the forward shock can easily bypass the CMZ, producing a bubble with very wide base. Although we tried a large number of wind simulations, the wide base for the forward shock near the Galactic plane is a general feature. This is mainly due to the fact that the height of the CMZ is too small to stop the shock from passing over it. The wide base of the shock front is clearly inconsistent with the narrow base of the observed Fermi bubbles in gamma rays and could not explain the X-shaped biconical X-ray structure near the GC. We thus conclude that starburst or AGN winds are very unlikely to be the origin of the Fermi bubbles in the shock model.
SUMMARY AND DISCUSSION
In this paper, we present a series of hydrodynamic simulations to study the forward shock model for the origin of the Fermi bubbles. We assume that the bubble edge is the forward shock driven by a pair of opposing AGN jets emanating from the GC several Myrs ago and the CRs in the bubbles are mainly accelerated at the forward shock. By properly choosing jet parameters, our model naturally reproduces the observed morphology of the Fermi bubbles, the postshock gas temperature (0.3 − 0.4 keV) and the bubble age (5 − 6 Myr) inferred by recent X-ray and ultraviolet observations. Furthermore, the forward shock compresses the hot gas in the halo, and in the predicted X-ray surface brightness map, the compressed gas leads to an X-shaped structure at low latitudes near the GC, which is morphologically very similar to the biconical X-ray structure in the ROSAT 1.5 keV map with very close values of X-ray surface brightness. Thus our shock model simultaneously explains the origins of the Fermi bubbles and the biconical X-ray structure near the GC.
Our simulations indicate that the current age of the Fermi bubbles is ∼ 5 − 6 Myr, and the total energy of this event is around (0.7 − 2.2) × 10 55 erg. The total energy required to produce the bubbles depends strongly on the halo gas densities which we show are very well constrained by the observed gas density in the shockswept shell and the observed X-ray surface brightness of the biconical X-ray structure near the GC. In our fiducial run, the two jets last for a duration of 1 Myr with a total power of 2P j ∼ 6.84 × 10 41 erg s −1 , corresponding to a mass accretion rate ofṀ BH = 2P j /(0.1c 2 ) = 1.2 × 10 −4 M ⊙ /yr for Sgr A* and an Eddington ratio of ǫ ∼ 1.2 × 10 −3 , which falls well in the range of the hot accretion flow mode for SMBHs.
We also experimented with the spherical wind model using a large number of simulations, and found that the base of the resulting bubbles enclosed by the forward shock is generally much wider than observed, suggesting that starburst or AGN winds are very unlikely to be the origin of the Fermi bubbles in the shock model where the bubble edge is a forward shock.
We also present the temporal evolution of the Mach number at the shock front in our simulations, which would be useful for future studies on the CR acceleration process in the Fermi bubbles. Our simulations show that CR acceleration is most efficient in the head regions of the Fermi bubbles during the first 2 Myrs of the bubble evolution. Our simulations are hydrodynamic, and do not follow the evolution of the CR spectrum. Thus, we could not determine if diffusive shock acceleration (DSA) at the shock front is the main acceleration mechanism for the CRs inside the Fermi bubbles and if the gamma ray emissions from the bubbles are mainly hadronic or leptonic. Fujita et al. (2014) argue that CR protons accelerated by DSA at the shock front could explain the gamma ray emissions from the bubbles, but both the total energy and the postshock gas density in their model are much higher than in our simulations. If DSA alone is not responsible for most CRs in the bubbles, other acceleration mechanisms such as turbulent acceleration (Mertsch & Petrosian 2019) may contribute significantly to the CRs in the bubbles. This work was supported by National Natural Science Foundation of China (Grant Nos. 11873072 and 11633006), Natural Science Foundation of Shanghai (No. 18ZR1447100), and Chinese Academy of Sciences through the Key Research Program of Frontier Sciences (No. QYZDB-SSW-SYS033 and QYZDJ-SSW-SYS008). The calculations presented in this work were performed using the high performance computing resources in the Core Facility for Advanced Research Computing at Shanghai Astronomical Observatory.
