Abstract-We address the problem of decomposing nonnegative data into meaningful structured components, which is referred to as latent variable analysis or source separation, depending on the community. It is an active research topic in many areas, such as music and image signal processing, applied physics and text mining. In this paper, we introduce the Positive α-stable (PαS) distributions to model the latent sources, which are a subclass of the stable distributions family. They notably permit us to model random variables that are both nonnegative and impulsive. Considering the Lévy distribution, a particular case of PαS, we propose a mixture model called Lévy Nonnegative Matrix Factorization (Lévy NMF). This model accounts for low-rank structures in nonnegative data that possibly has high variability or is corrupted by very adverse noise. The model parameters are estimated in a maximum-likelihood sense, which leads to an iterative procedure under multiplicative update rules. We also derive an estimator of the sources given the parameters, which extends the validity of the generalized Wiener filtering to the PαS case. Experiments on synthetic data show that Lévy NMF compares favorably with state-of-the art techniques in terms of robustness to impulsive noise. The analysis of two types of realistic signals is also considered: musical spectrograms and fluorescence spectra of chemical species. The results highlight the potential of the Lévy NMF model for decomposing nonnegative data.
I. INTRODUCTION

S
OURCE separation and latent variable analysis (LVA) consist in extracting underlying components called sources that add up to form an observable signal called mixture. Whenever the mixture is actually constructed as the superposition of the sources through some mixing process, we rather talk of source separation. The term LVA is preferred whenever the decomposition mainly serves analysis purposes, e.g. when identifying different explanatory variables for some phenomenon of interest, as in additive modelling [1] .
In fine, many source separation techniques boil down to assume some structure for the underlying sources and to identify them from the mixture by enforcing both this structure and a data-fit criterion on their sum so that it matches the mixture. Since many data that occur in practice are available as tensors -i.e. multidimensional arrays -, a successful idea is often to assume and exploit redundancies over the different dimensions to proceed to separation. For instance, separating the different notes occurring in a musical mixture may be understood as identifying the different spectra occurring at different instants [2] , [3] . Likewise, it is common to construct term-document matrices for the analysis of textual corpora, giving the number of each word in each document. Identifying latent topics in this context may be done by detecting and exploiting redundancies in the relative occurrences of the different words for each topic [4] , [5] .
In practice, a simple yet effective structural model for exploiting the sources redundancies is to assume they lie in a low-dimensional space. In the two-dimensional case, this straightforwardly leads to the celebrated idea of Principal Component Analysis, that can be generalized to an arbitrary number of dimensions as in parallel factor P. Magron analysis [6] . The main issue with such purely algebraic approaches is that they may yield non physically-meaningful decompositions, since the identified factors often feature implausible destructive interferences. A groundbreaking idea presented in [7] is to exploit the fact that the observations are often nonnegative, so that they should be decomposed as a sum of only nonnegative terms. Combined with a very effective and simple optimization strategy, this Nonnegative Matrix Factorization (NMF) has shown successful in many fields such as audio signal processing, computer vision [7] , spectroscopy [8] , text-mining and many others.
NMF, originally introduced as a rank-reduction method, approximates a nonnegative data matrix X as a product of two low-rank nonnegative matrices W and H. The factorization can be obtained by optimizing a cost function measuring the error between X and W H, such as the Euclidean, Kullback-Leibler (KL [7] ) and Itakura-Saito (IS [9] ) cost functions. This may often be framed in a probabilistic framework, where the cost function appears as the negative loglikelihood of the data, e.g. Gaussian [9] , [10] or Poisson [11] , [12] . Addressing the estimation problem in a Maximum A Posteriori (MAP) sense makes it possible to incorporate some prior distribution over the parameters W and H. This allows some regularization schemes enforcing desirable properties for the parameters such as harmonicity, temporal smoothness [13] or sparsity [14] .
However, the above-mentioned distributions fail to provide good results when the data is very impulsive or contains outliers. This comes from their rapidly decaying tails, that cannot account for really unexpected observations. The fact is that the family of heavy-tailed stable distributions [15] has been considered in many applications and was found useful for robust signal processing [16] , [17] . A subclass of this family, called the Symmetric α-stable (SαS) distributions, has been used in audio signal processing [18] for modeling complex Short-Term Fourier Transforms (STFT). Based on these findings, an extension of the IS-NMF was presented in [19] , where the NMF now pertains to the dispersion parameters of Cauchy distributed sources. The approach was further extended in [20] for all SαSc random variables (r.v.), exploiting an estimation framework based on the Markov Chain Monte Carlo (MCMC) method. The common ground of these methods is to assume all observations as independent but to impose low-rank constraints on the nonnegative dispersion parameters of the sources, and not on their actual realizations, that are taken as symmetrically distributed around 0.
In this paper, we address the problem of modeling and separating nonnegative sources from their mixture, while still constraining their dispersion to follow an NMF model. To do so, we consider another subclass of the stable family which models nonnegative random variables: the positive α-stable (PαS) distributions. They also benefit from being heavy-tailed and are thus expected to yield robust estimates. Since the Probability Density Function (PDF) of those PαS distributions does not admit a closed-form expression in general, we study more specifically the Lévy case, which is a particular analytically tractable member of the family. We introduce the Lévy NMF model, where the dispersion parameters of the sources are structured through an NMF model and where realizations are necessarily nonnegative. The parameters are then estimated in a Maximum Likelihood (ML) sense by means of a Majorize-Minimization approach. We also derive an estimator of the sources which extends the validity of the generalized Wiener filtering to the PαS case. Several experiments conducted on synthetic, audio and fluorescence spectroscopy signals show the potential of this model for a nonnegative source separation task and highlight its robustness to impulsive noise. This paper is structured as follows. Section II introduces the PαS distributions and the Lévy NMF mixture model. Section III details the parameters estimation and presents an estimator of the sources. Section IV experimentally demonstrates the denoising ability of the model and its potential in terms of source separation for both musical and chemometric applications.
II. NONNEGATIVE DATA MODEL
A. Stable distributions
Stable distributions, denoted S(α, µ, σ, β), are heavy-tailed distributions parametrized by four parameters: a shape parameter α ∈]0; 2] which determines the tails thickness of the distribution (the smaller α, the heavier the tail of the PDF), a location parameter µ ∈ R, a scale parameter σ ∈]0; +∞[ measuring the dispersion of the distribution around its mode, and a skewness parameter β ∈ [−1; 1]. The symmetric α-stable (SαS) distributions, which are such that β = 0, are an important subclass of the stable family and a growing topic of interest, notably in audio [18] , [20] .
Such distributions are said "stable" because of their additive property: a sum of K independent stable random variables
B. Positive α-stable distributions
Stable distributions do not in general have a nonnegative support. However, it can be shown [21] that when β = 1 and α < 1, the support of the distribution is [µ; +∞[. In this paper, we consider that µ = 0 thus the support is R+. We then define the Positive α-stable distribution as follows:
The only α for which the PDF of a PαS distribution can be expressed in closed form is the Lévy case L (σ) = P 1 2 S (σ):
C. Mixture model
We model all the entries X (f, t) of a data matrix X ∈ R F ×T + as independent, and assume they are the sum of K independent Lévy-distributed components
Note that all entries are independent, which allows us to extend the standard notation to matrices. Then, X ∼ L(σ) with √ σ = k √ σ k , where √ denotes the element-wise square root. The scale parameters are structured by means of an NMF [7] , which preserves the additive property of the model as in [19] but with α = . We write:
where
. We then refer to this model as the Lévy NMF model.
III. PARAMETERS ESTIMATION
The parameters θ = {W, H} are estimated in a Maximum Likelihood (ML) sense, which is natural in a probabilistic framework. The log-likelihood of the data is given by:
where c = denotes equality up to an additive constant which does not depend on the parameters. We remark that:
where dIS denotes the IS divergence [9] , and ⊙ denotes the elementwise power. Thus, maximizing the log-likelihood of the data in the Lévy NMF model is equivalent to minimizing the IS divergence between [W H] ⊙2 and X.
A. Naive multiplicative updates
The divergence is minimized with the same heuristic approach that has been pioneered in [7] and used in many NMF-related papers in the literature. The derivative of the cost function C (here the IS divergence (4)) with respect to a parameter θ (which can be W or H) is expressed as the difference between two nonnegative terms:
which leads to the multiplicative update rules (MUR):
where ⊙ (resp. the fraction bar) denotes the element-wise matrix multiplication (resp. division). For Lévy NMF, we obtain:
and
Provided W and H have been initialized as nonnegative, they remain so throughout iterations. These updates rules are derived straightforwardly with a classical nonnegative methodology, but they do not guarantee a non-increasing cost function C. In practice, we observed that the cost function is not non-increasing, which motivates the research for a novel optimization approach. A possible way to overcome this limitation, and to increase the convergence rate, is to incorporate an exponent parameter η θ in the update rule (6):
This strategy has been shown to provide good results in a classical NMF framework with β-divergences [22] . However, in the Lévy NMF framework, we do not have a method for choosing the optimal parameter η θ , which can vary over iterations.
B. Majorize-Minimization updates
An alternative way to derive update rules for estimating the parameters is to adopt a Majorize-Minimization (MM) approach [23] . The core idea of this strategy is to find an auxiliary function G which majorizes the cost function C:
Then, given some current parameter θ, we aim at minimizing G(θ, θ) in order to obtain a new parameter θ. This approach guarantees that the cost function C will be non-increasing over iterations. Due to space constraints, we cannot provide the complete details of the MM updates derivation, but here are the key-points of the method: the auxiliary function is obtained by applying Jensen's inequality to the convex functions (.) 2 and − log(.), in a similar fashion as in [24] , [25] . Then, we calculate the partial derivative of G with respect to a parameter (W or H) and we zero its derivative, which leads to an update rule on this parameter. Remarkably, we found that the MM update rules follows (9) , with η θ = 1/2. A MATLAB implementation of this Lévy NMF algorithm can be found on the author's web page 1 . Finally, let us mention that it is possible to find alternative update rules, using a Majorize-Equalization (ME) approach, such as in [19] . The core idea is to look for θ such that G(θ, θ) = G(θ, θ). This approach can, under some conditions, lead to a faster convergence than the MM method [24] . The full derivation of the ME update rules and a thorough comparison of the different algorithms will be provided in a future study.
C. Estimator of the components
For a source separation task, it can be useful, once the model parameters are estimated, to derive an estimatorX k of the isolated components X k . When considering complex isotropic Gaussian variables [9] , such an estimator is provided by the well-known Wiener filter, which has been shown optimal in a least square sense [26] . More recently, this result has been extended to SαS distributions [27] , thus providing a theoretical justification to the use of generalized Wiener filtering with fractional spectrograms [18] .
It can be shown that this result still holds for PαS random variables: the detailed proof of this result can be found in [28] . For Lévy-distributed random variables (α = 1/2), we then obtain an estimator of the isolated sources:
IV. EXPERIMENTAL EVALUATION
A. Fitting impulsive noise
To test the ability of Lévy NMF to model impulsive noise, we have synthesized 5 components' pairs for W and H generated by taking the 4th power of random Gaussian noise, in order to obtain sparse components. The entries of the product [W H], of dimensions 50 × 50, were then used as the scale parameters of independent PαS random observations, for various values of α in the range 0.1 − 0.5: small values of α lead to observations which are very impulsive. We ran 200 iterations of the Lévy, IS [9] , KL [7] and Cauchy NMF [19] , and RPCA [29] , [30] algorithms with rank K = 5. To measure the quality of the estimation, we computed the KL divergence and the α-dispersion, defined as:
where σ = W H contains the synthetic parameters andσ =ŴĤ contains the parameters estimated with the different algorithms.
1 http://www.perso.telecom-paristech.fr/%7Emagron/ressources/levyNMF.m Results averaged over 100 synthetic data runs are presented in Fig. 1 . We observe that the Lévy NMF algorithm shows very similar results to those obtained using RPCA or Cauchy NMF, with slightly better results than these methods for very small values of α. The reconstruction quality is considerably better than with IS-NMF and KL-NMF. Those results demonstrate the potential of the Lévy NMF model for fitting data which may be very impulsive.
B. Music spectrogram inpainting
We propose to test the denoising ability of the Lévy NMF model when the data is corrupted by very impulsive noise. When audio spectrograms are corrupted by such noise, the retrieval of the lost information is known as an audio inpainting task. We consider 6 guitar songs from the IDMT-SMT-GUITAR [31] database, sampled at 8000 Hz. The data X is obtained by taking the magnitude spectrogram of the Short-Term Fourier Transform (STFT) of the mixture signals, computed with a 125 ms-long Hann window and 75 % overlap. The spectrograms are then corrupted with synthetic impulsive noise that represents 10 % of the data. We then run 200 iterations of the algorithms with rank K = 30 in order to estimate the clean spectrograms.
We present the obtained spectrograms in Fig. 2 (KL-NMF and IS-NMF lead to similar results). It appears that the traditional NMF techniques are not able to denoise the data: the estimation of the parameters is deteriorated by the presence of impulsive noise. Conversely, the noise has been entirely removed in the Lévy NMF estimate. This is confirmed in Table I which presents the quality of the estimation measured with the KL divergence between the original and estimated spectrograms averaged over the 6 audio excerpts. The best results are obtained with the Lévy NMF and Cauchy NMF techniques.
Remarkably, none of the algorithms used above is informed with any prior knowledge about the location of the noise. As a complementary experiment, we informed IS-NMF with this knowledge by incorporating a mask containing the position of the noise into the NMF, resulting into a weighted IS-NMF [32] (denoted W-IS in Table I ). The blind Lévy NMF still leads to better results than the informed IS-NMF. It thus appears to be a good candidate for robust musical applications such as audio inpainting, since it does not require any additional noise modeling or detection technique.
C. Application to fluorescence spectroscopy
An important problem in chemistry is to identify the concentrations of pure species that compose a mixture. Fluorescence spec- troscopy [8] consists in measuring the excitation-emission spectra of a mixture, which is modeled as a the sum of the spectra of the pure species. Performing source separation on these data allows us to identify the pure species composing the mixture and their concentrations. NMF-based methods have shown promising results for this task [33] , since the data is nonnegative and the NMF model conforms to the underlying assumption of additivity of pure spectra. In this framework, W represents the spectra and H is the concentration matrix. We propose to apply the Lévy NMF model to a source separation of fluorescence spectra task. We compare it with the NMF with Euclidean distance [34] and with KL divergence [35] . Indeed, other techniques (IS-NMF, Cauchy NMF and RPCA) focus on the modeling of complex-valued data, or do not enforce a nonnegative property of the parameters. Thus, it would not be theoretically justified to use those methods in this context. Each algorithm uses 50 iterations of MUR. The dataset is detailed in [33] . In a nutshell, it consists of 400 emission spectra (with 128 frequency channels) of mixtures of K = 3 components (bound ferulic acid, free ferulic acid and p-coumaric acid) with unknown concentrations. Both W and H are learned directly from the mixtures. We also have access to the pure spectra of the components. As it is shown in Fig. 3 , the Lévy NMF model seems to be an appropriate tool to learn pure fluorescence spectra from their mixtures. We remark that globally, both Euclidean, KL and Lévy NMF approximate quite accurately the original pure spectra, though the Lévy NMF estimate seems to approach the spectra from above.
Finally, we estimate the isolated sources by means of (11) for the different methods. As a comparison reference, we also learn the concentration matrix H when assuming the pure spectra are known (Oracle case) by means of an Euclidean NMF (results obtained with other NMFs are similar). The similarity between the Oracle sources and the estimated sources is measured by means of the correlation, the values of which are presented in Table II . The best performance is obtained with the Lévy NMF method for all sources, which confirms the potential of such a model in various areas of research involving source separation of nonnegative data. 
V. CONCLUSION
In this paper, we introduced the PαS distributions, a subclass of the stable distributions family which robustly models nonnegative data. We defined the Lévy NMF model, which structures the dispersion parameters of a PαS distribution when α = 1/2. We proposed to estimate the model parameters in an ML sense, and we also derived an estimator of the isolated sources, thus extending the validity of the generalized Wiener filtering to the family of PαS distributions. Experiments conducted on synthetic data have shown the ability of Lévy NMF to model impulsive data, and tests on realistic data have demonstrated the potential of this method for robustly decomposing nonnegative data.
It is our belief that such a model could be useful in many other fields where the source separation issue frequently occurs, such as data mining [5] or face recognition [36] . Besides, the Lévy distribution finds applications in various areas of research such as optics [37] or geomagnetic field analysis [38] . Future work could focus on novel estimation techniques for the Lévy NMF model, using for instance a MAP estimator, which would permit us to incorporate some prior knowledge about the parameters [13] . Alternatively, drawing on [20] , the family of techniques based on MCMC could be useful to estimate the parameters of the PαS distributions, even when the PDF cannot be written in closed form. Finally, we could consider working on fractional spectrograms instead of magnitude spectrograms in audio, as some recent studies [39] suggest that it may lead to better separation results.
