In this paper a novel possibilistic c-means clustering algorithm, called Adaptive Possibilistic c-means, is presented. Its main feature is that all its parameters, after their initialization, are properly adapted during its execution. This increases the flexibility of the algorithm in following the variations in the formation of the clusters that occur from iteration to iteration. The fully adaptive nature of the proposed algorithm enables the removal of the clusters that gradually become obsolete. This makes the algorithm capable to determine, in principle, the true number of the clusters underlying the data set (a long-standing issue in the clustering literature), provided that it starts with a reasonable overestimate of the actual number of clusters. However, the algorithm necessitates an appropriate, but fully determined in most cases, scaling of the data set before its execution. Extensive simulation results on both synthetic and real data highlight the effectiveness of the proposed algorithm.
and engineering [1] . Its aim is the identification of groups (clusters) formed by "similar" entities (e.g. [2] , [3] , [4] , [5] ). Usually, each entity is represented by a set of measurements, which forms its feature vector. This is also called data vector and the set of all these vectors forms the data set under study. The space where all these vectors live is called feature space.
According to the way a data vector is associated with various clusters, three main philosophies have been developed: (a) hard clustering, where each vector belongs exclusively to a single cluster, (b) fuzzy clustering, where each vector may be shared among two or more clusters and (c) possibilistic clustering, where the association (degree of compatibility) of a data vector with a given cluster is independent of its association with any other cluster.
Most of the work on clustering has been focused on compact and hyperellipsoidally shaped clusters and the most well-known algorithms that deal with this case and follow one of the previous philosophies are the k-means (hard clustering), e.g. [6] , the fuzzy cmeans (FCM), e.g. [7] , [8] and the possibilistic c-means (PCM), e.g. [2] , [9] , [10] , [11] , [12] , [13] , respectively. In all these algorithms the clusters are represented by vectors that lie in the feature space, called cluster representatives. The aim of all these algorithms is to move the representatives to the "centers" of the regions that are "dense in data points" (clusters).
In this way, each such vector represents a cluster and their movement towards the center of the clusters is carried out via the minimization of appropriately defined cost functions.
Notwithstanding their popularity, both k-means and FCM have two shortcomings. First, they are vulnerable to noisy data and outliers [2] , [11] 1 . Second, they require prior knowledge degree of compatibility of a data vector with a given cluster. Contrastingly to the FCM, in PCM the degrees of compatibility of a data vector with the various clusters are independent to each other and no sum-to-one constraint is imposed on them. A consequence of this fact is that even if the number of clusters is overestimated, in principle, all representatives will be driven to dense regions, making thus feasible the uncovering of the true clusters. However, in this case, the scenario where two or more cluster representatives are led to the same dense in data region, may arise [15] , [16] . In addition, although PCM deals well with noisy data points and outliers, compared to k-means and FCM, it involves additional parameters, usually denoted by η, and requires good estimates for them, which, once they have been estimated, they are kept fixed during its execution. Poor initial estimation of these parameters often leads to poor clustering performance, especially in more demanding data sets. Variants of PCM that try to address these issues have been proposed in [11] , [12] , [13] and [15] .
In the present work, we focus on PCM. More specifically, we extent the classical PCM algorithm, proposed in [10] , by modifying the way the parameters η are treated, giving rise to a new algorithm called Adaptive Possibilistic c-means (APCM) 2 . In APCM the parameters η, after their initialization, are properly adapted as the algorithm evolves. In particular, for each specific cluster, we propose to estimate its parameter η as a measure of the mean absolute deviation of the data vectors that are most compatible with this cluster. Note that this is in contrast to the usual policy of estimating η's, as a measure of variance. However, due to this modification, it is shown that an appropriate (but fully specified in most practical cases) scaling of the data should be conducted, before the execution of the algorithm.
The adaptation of η's renders the algorithm more flexible in uncovering the underlying clustering structure, compared to other related possibilistic algorithms. In addition, as a direct consequence of this adaptation, the algorithm has the ability to estimate the (unknown in most cases in practice) true number of natural clusters. More specifically, if the algorithm starts with a crude overestimation of the number of natural clusters, it gradually reduces this number, as it progresses, and, finally, provides the actual number of clusters, i.e., the algorithm is able to estimate by itself the number of clusters, which is a long-standing issue in the clustering framework. Extensive simulation results on both synthetic and real data, corroborate our theoretical analysis and show that APCM offers in general superior clustering performance compared to relative state-of-the-art clustering algorithms.
The rest of the paper is organized as follows. In Section 2, a brief description of PCM algorithms is given, as well as previous attempts for dealing with their shortcomings. In Section 3, the proposed Adaptive PCM (APCM) clustering algorithm is fully presented and the need for data scaling, as well as its consequences, are particularly emphasized. In Section 4, the performance of APCM is tested against several related state-of-the-art algorithms.
Finally, concluding remarks are provided in Section 5.
II. A REVIEW OF PCM, ISSUES AND POTENTIAL SOLUTIONS
In this section, the PCM clustering algorithm is reviewed and its main features are discussed. Also, possible solutions from the literature are considered that try to deal with its weak points. for each x i . According to [9] , [10] , the u ij 's should satisfy the conditions,
A. PCM review
In words, (C2) means that no vector is allowed to be totally incompatible with all clusters, whereas (C3) means that for a given cluster, there is at least one data point that is not totally incompatible with it. Loosely speaking, each data point should "belong" to at least one cluster (C2), whereas no cluster is allowed to be "empty" (C3). The aim of a possibilistic algorithm is to move θ j 's to regions that are dense in data points of X. This is carried out via the minimization of, among others, the following objective function [10] 3 :
with respect to θ j 's and u ij 's, while η j 's are fixed user-defined parameters. Note that the second term in the bracketed expression in the right hand side of eq. (2) prevents the algorithm from ending up with the trivial zero solution for u ij 's.
Proceeding with the minimization of J P CM (Θ, U ) with respect to u ij and θ j , we end up with the following PCM updating equations,
for t = 0, 1, 2, . . ., with the iterations being started after the initialization of θ j 's to θ j (0)'s, j = 1, . . . , m. Iterations are performed until a specific termination criterion is met (e.g., no significant change occurs on θ j 's between two succesive iterations). Note from the updating equation (3) that u ij decreases exponentially fast as x i moves away from θ j . Also, from eq.
(4), it follows that all data vectors contribute to the estimation of the next location of each 3 We use this cost function, instead of the one given in the seminal paper [9] , since the proposed scheme, to be presented in the next section, is based on it. However, for reasons of thoroughness, we give also the cost function of [9] , which is
where q is a parameter that "resembles" to the fuzzifier in FCM (such a parameter does not appear in JP CM , see eq. (2)).
December 12, 2014 DRAFT one of the representatives. However, the farthest ones from the current location of a specific θ j contribute less to the determination of its new location, since the corresponding u ij 's are smaller for these vectors, as eq. (3) indicates.
Let us comment now on the parameters η j , j = 1, . . . , m. These are a priori estimated and kept fixed during the execution of the algorithm. A common strategy for their estimation is to run the FCM algorithm first and set
where θ j 's and u
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's are the final FCM estimates for cluster representatives and u ij coefficients, respectively. Parameter K is user-defined and is usually set equal to 1 5 . Let us comment on the rationale of the above choice of η j . According to eq. (3), the value of η j determines the squared Euclidean distance from the cluster representative θ j , at which the degree of compatibility of a data point becomes equal to exp(−1) 0.37. This will be used as an "anchor" value, in order to have a quantification of "large" and "small" for the values of u ij . If η j were selected to be "very large", the u ij 's would be "large", even for points that lie not "too close" to the cluster representative θ j . Thus, these distant points would significantly affect the adjustment of θ j and the latter would most likely fail to reach the center of a physical cluster. On the other hand, if η j were too small, then the u ij 's would be "too small" even for data points that are "too close" to θ j . This, would impose a serious obstacle in the movement of θ j towards a dense in data region, since only very few points would practically contribute to the determination of the new position of θ j . Thus, assuming that θ j is initialized close to a dense in data region (true cluster), η j should be chosen so that to make u ij "large" for data points in this region, and "small" for all other points. Having this in mind, a reasonable choice for η j is to define it as a measure of variance of the true cluster.
Thus, for points with x i − θ j 2 < η j (i.e., that lie close to θ j ), the ratio x i − θ j 2 /η j will become less than 1 and u ij will become "large" (greater than exp(−1) ≈ 0.37). On the other 4 The version of eq. (5) proposed in [9] for the cost function J P CM (see footnote 3), raises u
's to the qth power. However, in JP CM no parameter q is involved. 5 An alternative choice for ηj's, given in [9] is ηj = u ij >γ
, where γ is an appropriate threshold. December 12, 2014 DRAFT hand, for points with x i −θ j 2 /η j > 1 (i.e. that lie away from θ j ) and as this ratio increases, u ij will decrease exponentially fast, as eq. (3) suggests (e.g., for x i − θ j 2 /η j = 3, u ij will become "small" (≈ 0.05)). This justifes the choice of eq. (5) . Of course, one should keep in mind that information about how the true clusters are spread in the data space is, in general, not known.
It is worth noting that, due to the independence between u ij 's, j = 1, . . . , m, for a specific x i , the optimization problem solved by PCM can be decomposed into m sub-problems, each one optimizing a specific J j function (see eq. (2)). Considering the representative θ j associated with a given J j , we have from eq. (3) that points that lie closer to the cluster representative will have larger degrees of compatibility with C j . On the other hand, eq. (4) implies that the new position of θ j is mainly specified by the data points that are most compatible with C j . It is not difficult to see that such a coupled iteration leads the representative θ j towards the center of the "dense in data" region that lies closer to its initial position. Thus, in principle and for appropriate choices of η j 's, PCM leads the cluster representatives to regions that are "dense in data points".
B. PCM issues and potential solutions
Having described the main characteristics of the algorithm and the rationale behind them, let us focus now on some issues that a user faces with PCM. The first one concerns the m parameters η j 's. An improper choice of η j 's may lead PCM to failure in identifying a sparse cluster that is located very close to a denser cluster (see experiment 1, in section IV-A), or it may even lead the algorithm to recover the whole data set as a single cluster [16] .
Referring to eq. (5), the u ij 's produced by the FCM (u
in the presence of noise, [10] ). In addition, the choice of the parameter K is clearly datadependent and there is no general clue on how to select it. In order to deal with this problem, [12] proposes the replacement of all η j 's by a single quantity that is controlled by only two parameters: (a) the number of clusters and (b) a parameter that plays a "fuzzifier" role.
An additional source of inconveniences concerning η j 's is the fact that, once they have been set, they remain fixed during the execution of PCM. This reduces the ability of the algorithm to track the variations in the clusters formation during its evolution. A way out of this problem is to allow η j 's to vary during the execution of the algorithm. A hint on this issue has been given in [9] , but, to the best of our knowledge, no further work has been done towards this direction.
The second issue, which is related with the first one, is that of coincident clusters. As stated before, with a proper choice of η j 's, PCM drives, in principle, the cluster representatives towards the dense in data regions that are closer to their initial positions. Therefore, if two or more representatives are initialized close to the same dense region, they will move towards its center, i.e., all of them will represent the same cluster. Alternatively, one could say that the clusters represented by these representatives are coincident 6 . This situation arises due to the absence of dependence between the coefficients u ij , j = 1, . . . , m, associated with a specific x i (see eq. (3)), which, as an indirect consequence, leads the representatives to move independently from each other (see eq. (4)). Note that such an issue does not arise in FCM due to the sum-to-one constraint imposed on the u ij 's associated with each x i . Several ways to deal with this problem have been proposed in the literature. More specifically, in [11] , a variation of PCM is proposed, named PFCM, which combines concepts from PCM and FCM. Relative approaches are discussed in [15] , [18] , [19] , while other approaches are proposed in [13] , [20] .
A common feature in all the previously mentioned works, is that condition (C3), which basically requires all clusters to be non-empty, is respected. Thus, in all the algorithms, the true number of clusters m is implicitly required, in order to give them the ability to recover all clusters, without, hopefully, return coincident clusters. Thus, the requirement of the knowledge of the number of clusters is still here in disguise. A conceptually simple solution to address this requirement, while respecting condition (C3), comes from the PCM itself. Specifically, one could run the original PCM with an overestimated number of cluster representatives which will be initialized appropriately (at least one representative should lie at each dense in data region). Then, after a proper selection of η j 's, PCM will (hopefully) recover the physical clusters, that is, it will move at least one representative to each dense region. Then, an additional step is required in order to identify coincident clusters and remove duplicates.
This idea has been partially discussed in [10] , without, however, proposing explicitly to run the algorithm with an overdetermined number of clusters. However, in this case a reliable method for identifying duplicate clusters should be invented.
In this work an alternative solution for facing the previous issues is proposed, that is, to remove completely condition (C3), i.e., to allow some clusters to become "empty". Doing so, one can initialize PCM with an overestimated number of (appropriately initialized) cluster representatives and (after some suitable modifications) as the algorithm evolves, some clusters will become empty and will be removed during its execution. Thus, the algorithm is likely to end up with the correct number of clusters and, of course, with no coincident clusters.
Having all the previous discussion in mind, in the present work, we propose a new PCM algorithm, called Adaptive PCM (APCM) with the following features:
• Each parameter η j is adjusted properly at each iteration of the algorithm. This is done by taking into account at each iteration only the data points that are most compatible with C j . This gives the algorithm increased flexibility to track more accurately the variations in the formation of the clusters, as it evolves. In addition, in the proposed definition for η j 's, each one of them is computed as a mean absolute deviation measure, and not as a variance measure.
• APCM is executed on an appropriately scaled version of the data set, which is specified by the data themselves and a certain parameter which can be easily determined. As we will see later, this scaling is a consequence of the fact that the definition of η j 's is based on Euclidean and not squared Euclidean distances.
• Due to the definition and the adaptation of η j 's, the algorithm allows the possibility for a cluster to become empty, by reducing its corresponding η j towards zero. This allows us to start with an overestimated number of clusters and end up with the true one. Thus, in APCM the number of clusters is also considered to be a time-varying quantity.
In the sequel, we proceed with the detailed description of the proposed APCM algorithm.
III. THE ADAPTIVE PCM (APCM)
In this section, we describe in detail the various stages of the algorithm. Specifically, we first describe the way its parameters are initialized. Next, we comment on the updating of its parameters (u ij 's, θ j 's, η j 's, m) and we discuss in detail, how the initial estimate of the number of clusters can be reduced to the true one, by exploiting the adaptation of η j 's.
A. Initialization in APCM
As mentioned previously, first, we make an overestimation, denoted by m ini , of the true number of clusters m, underlying in the data set. Regarding θ j 's and η j 's, their initialization drastically affects the final clustering result in PCM. Thus, a good starting point for them is of crucial importance. To this end, the initialization of θ j 's is carried out using the final cluster representatives obtained from the FCM algorithm, when the latter is executed with m ini clusters. Taking into account that FCM is likely to drive the representatives to "dense in data" regions (since m ini > m), the probability of at least one of the initial θ j 's to be placed in each dense region (cluster) of the data set, increases with m ini .
After the initialization of θ j 's, we propose to initialize η j 's as follows:
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's in eq. (6) are the final parameter estimates obtained by FCM 7 .
It is worth noting that the above initialization of η j 's involves Euclidean instead of squared Euclidean distances, as is the case with the classical PCM algorithm. This gives the algorithm the agility to deal well with closely located clusters, provided that an appropriate scaling on the data set is performed first. The scaling issue will be discussed in detail in subsection 3.3.
B. Parameter adaptation in APCM
In the proposed APCM algorithm, all parameters are adapted during its execution. More specifically, this refers to, (a) the update of the degrees of compatibility u ij 's and the cluster representatives θ j 's, (b) the adjustment of the number of clusters and (c) the adaptation of η j 's, with (b) and (c) being two interrelated processes.
First, the updating of u ij 's and θ j 's is done as in the original PCM scheme according to eqs. (3) and (4) . Concerning the adjustment of the number of clusters m(t) at tth iteration, we proceed as follows. Let label be a N -dimensional vector, whose ith element is the index of the cluster which is most compatible with x i , that is the index j for which u ij = max r=1,...,m(t) u ir .
At each iteration of the algorithm, the adjustment (reduction) of the number of clusters m(t)
is achieved by examining, for each cluster C j , if its index j appears in the vector label. If this is the case (i.e. if there exists at least one vector x i that is most compatible with C j ), C j is preserved. Otherwise, C j is eliminated and, thus, U , Θ are updated accordingly. As a result, the current number of clusters m(t) is reduced (see Possible cluster elimination part in Algorithm 1).
Finally, in contrast to the classical PCM, the parameters η j 's are adapted at each iteration of the APCM algorithm. More specifically, we propose to compute the parameter η j of a cluster C j at each iteration, as the mean absolute deviation of the most compatible to cluster C j data vectors, i.e.,
where n j denotes the number of the data points x i that are most compatible with the cluster C j and µ j the mean vector of these data points (see also Adaptation of η j 's part in Algorithm 1).
Note that, the proposed updating mechanism for η j 's differs from others used in the classical PCM, as well as in many of its variants, in two distinctive points. First, η j 's in APCM are updated taking into account only the data vectors that are most compatible to cluster C j and not all the data points weighted by their corresponding u ij coefficients. Second, the distances involved in eq. (7) are between a data vector and the mean vector µ j (t) of the most compatible points of the cluster; not from the representative θ j , as in previous works (e.g.
[9], [15] ). This allows more accurate estimates of η j 's, since µ j (t) is expected to be close to the next location of θ j . This is crucial mainly during the first few iterations of the algorithm where the position of θ j may vary significantly from iteration to iteration. It is also noted that, in the (rare) case where there are two or more clusters, that are equally compatible with a specific x i , then x i will contribute to the determination of the parameter η of only one of them, which is chosen arbitrarily.
Let us now explain how the above adaptation of η j 's leads to the gradual reduction of m ini towards the true number of clusters, m. Taking into account that, (a) all representatives are forced to be moved to dense in data regions, due to the possibilistic nature of APCM and (b) the probability to select as initial representative at least one point in each dense region is increased, due to the way the representatives are initially selected, then it is very likely that at least one representative moves towards each dense region. Assuming that two cluster representatives θ r , θ s almost coincide in a certain dense region at a given iteration, but let's say that η r > η s , then, for a given data point x i in this region, it is
and thus
. Considering the updating equation of u ij 's (eq. (3)), it follows that u ir should be greater than u is , and x i will contribute only to the adaptation of η r . Thus, the influence of C r around θ r will be increased, in contrast to that of C s around θ s , which will be decreased. Under the same reasoning, at the next iteration, it is more likely for C s to "lose" additional points from C r , i.e., fewer and fewer points will be most compatible with C s as the algorithm evolves, leading gradually to its final elimination.
£ Update Θ part 13:
£ Possible cluster elimination part 14: for i ← 1 to N do
15:
Determine: u ir (t) = max j=1,...,m(t) u ij (t)
16:
Set: label(i) = r 
C. Scaling the data set
Due to the modifications made in the original PCM, APCM must be applied to a properly scaled version of the data set under study. In this subsection, we will discuss the need for scaling the data set, as well as its implications.
1) The need for scaling: Let us comment first on the influence of the Euclidean distance (instead of the squared Euclidean one) to the definition of η j 's. In the following discussion, we focus on a specific iteration of APCM. Thus, the iteration index t is omitted. Then, the updating equation for η j 's used by APCM is written as
and we compare it with the
Eq. (9) can be obtained by the definition of parameters η's in PCM (see eq. (5)), for K = 1, by setting the maximum u ij for a given x i equal to 1 and the remaining u ij 's of x i equal to 0. The latter is a situation that practically arises in cases where very well separated clusters are formed by the data points 8 . Although this is not the general case, it is a reasonable approximation that will help us in understanding the difference in using Euclidean instead of squared Euclidean distance. In addition, we will consider the non-adaptive case, i.e., η j and η j remain constant during the execution of the algorithm.
For the present section only, u ij denotes the degree of compatibility of x i with C j , when η j (eq. (9)) is taken into account and u ij denote the degree of compatibility of x i with C j , when η j (eq. (8)) is used.
Let us consider a clustering problem where two compact clusters are involved 9 (see Fig. 1) with their corresponding representatives θ 1 and θ 2 located at the centers of the clusters. Let us focus on the cluster C 1 and draw the circle Circle 1 centered at θ 1 and having radius equal to η 1 (see Fig. 1 ). Then, for all points x i on this circle, it is u i1 = exp(−1) ≈ 0.37. Let us consider next the circle Circle 1 centered also at θ 1 and having radius equal to √ η 1 . Then, for all points x i on this circle, it is u i1 = exp(−1) ≈ 0.37.
The question now is "Which of the Circle 1 and Circle 1 lies inside the other?". If Circle 1 lies in Circle 1 (Fig. 1a) , this implies that for a specific data point x i , using η 1 in eq. (3) 1 < η j < η j and (b) η j < η j < 1 (see text for explanation).
gives less degree of compatibility to x i with respect to θ 1 , compared to the case where η 1 is used. Taking into account the definition of u ij from eq. (3), we can deduce that u i1 decreases more rapidly than u i1 , as x i moves away from θ 1 (see Fig. 2a ). On the other hand, if Circle 1 lies outside Circle 1 (Fig. 1b) , u i1 decreases slower than u i1 , as x i moves away from θ 1 (see Fig. 2b ). This implies that with η 1 , points that are not too close to θ 1 contribute more to the determination of the new location of θ 1 (see eq. (4)), than with η 1 . 
Plots of the degrees of compatibility u i1 and u i1 , with respect to x i − θ 1 2 , for the example illustrated in Fig. 1 , when (a) 1 < η 1 < η 1 and (b) η 1 < η 1 < 1.
To answer the previous question, we need to compare the radius of the circles, η 1 and √ η 1 , or equivalently, their squares. Assuming that the same points contribute to the determination of η 1 and η 1 via eqs. (8) and (9), respectively, we have
Clearly, the above ratio may be either less or greater than 1. Indeed, if x i − µ 1 < 1 for all x i , then η 1 < η 1 (< 1). In this case, APCM allows to data points that are not too close to θ 1 , to contribute more to the determination of the new location of θ 1 (through eq. (4)), as compared to PCM. The phenomenon becomes more intense as η 1 takes smaller values (< 1).
On the other hand, if
. In this case, APCM allows only to data points that are very close to θ 1 , to contribute more to the determination of the new location of θ 1 (through eq. (4)), as compared to PCM. This phenomenon becomes more intense as η 1 moves to higher values (> 1).
Note that in the previous reasoning, we use the original PCM as a "reference point"
in order to understand the operation of APCM. Focusing now on APCM exclusively, we consider again the two-cluster clustering problem, considered before. Let us examine now the following two extreme cases where the range of values of the data set is (a) much smaller than 1 (e.g., x i ∈ [s 1 , s 2 ] l , with |s 2 − s 1 | 1) and (b) much larger than 1 (e.g.,
with |t 2 −t 1 | 1). Typical values for |s 2 −s 1 | and |t 2 −t 1 | are at least one order of magnitude less and greater than 1, respectively. In case (a), it will be η 1 1. Since all the distances between any two points in this range will be less than 1, the ratios
will be significantly smaller than 1, since the numerator is of the squared order compared to the denominator. Thus, u i1 's will take very large values even for points that are away from θ 1 .
As a consequence, θ 1 is likely to move to the center of the data set (through eq. (4)). For the same reasons, this will be the case for θ 2 also. In case (b), it is expected that η 1 1 (for not degenerative cases). In this case, only a very tiny set of points around θ 1 will contribute to the determination of the new location of it. This situation may cause serious difficulties to the movement of θ 1 towards a dense in data region, in case where θ 1 has not reached yet close to the center of such a region. In fact, the local data point density around the current location of θ 1 may be low, so that the points that are very close to it may be unable to affect significantly the movement of θ 1 towards the center of a dense region.
From the above discussion, it is clear that such extreme situations are undesirable. A way out of this problem, is to scale the data set, so that APCM will have the ability to determine the next location of each θ j based on a set of closely located data points that is not too small to hamper the movement of θ j towards a dense region and not too large to consider closely located clusters as a single one. Specifically, we propose the following scaling (see also Algorithm 1):
whereη = min j=1,...,m ini η j . From eq. (13), it follows that α equals the minimum η 
Thus, after scaling, the degree of compatibility of a data point x scaled i with θ scaled j will be
Reconsidering now the previous first extreme case, i.e., when the data set is in a very narrow range such that η j 1, it follows that 1 η
1. In such a case, setting α ≥ 1, we have that u scaled ij < u ij , which means that the situation where very distant data points contribute significantly to the determination of θ j , is discouraged. On the other hand, in the second extreme case, where the data set is in a range such that η j , it follows that this case, by setting α ≤ 1, we have that u It should be noted that α plays a role similar to the parameter (fuzzifier) q involved in J P CM . However, in contrast to the original PCM scheme, choosing the initial number of clusters to be 3-4 times greater than the true number of clusters, a value of α around 1 works in several cases. Thus, the choice of α is not arbitrary, and, as a consequence, its determination does not require exhaustive fine tuning.
2) The effects of scaling: After the previous analysis where the need for scaling has been justified, a question that naturally arises now is "How the different choices of α affect the behavor of APCM?", in more quantitive terms. We will try to give an answer to this question, via a very simple clustering example. Specifically, we consider an one-dimensional data set consisting of two Gaussian clusters with 50 points each, shown on the x-axis in several values of α, we perform scaling on the data set as explained before, taking the scaled versions of X, θ j 's and η j 's (eqs. (11)- (13)). In addition, the u ij 's between each data vector x i and each representative θ j are computed (based on the scaled data) using eq. (3).
Due to the independence among the J j 's in eq. (2), the minimization of J with respect to θ j 's results from the minimization of each individual J j with respect to the corresponding θ j . In the sequel, we focus on the J j that corresponds to the minimum (scaled) η j , which is equal to α. The "subcost" function 0  10  20  30  40  50  60  70  80  90 plotted with respect to θ j , for various values of α 10 . We consider first m ini = 3, i.e., m ini is very close to the number of actual clusters (m = 2). We plot J j after scaling the data set with α = 0.05 (Fig. 3b) , α = 1 (Fig. 3c ) and α = 2 (Fig. 3d) . In Fig. 3b , we have just a single valley centered at the mean of the data set. Minimization of J j will lead θ j to this position, which means that in this case the algorithm will fail to detect any of the two true clusters. This case corresponds to the situation where all data points have significant degree of compatibility u ij with all representatives, leading them gradually to the center of the data set. In Fig. 3c , we see two well formed valleys centered at the centers of the two natural clusters. Minimization of J j will lead θ j to the center of a true cluster. Thus, for α = 1, APCM works properly. Observe that in this case APCM will drive θ j to the center of an actual cluster, without requiring a strictly good initialization for it. A similar situation is shown in Fig. 3d for α = 2, although the form of the valleys is a bit disturbed. In conclusion, when m ini is close to m there exists a significant range of values of α (around 1) that allow the algorithm to work properly.
In the case where m ini = 10 (that is m ini m(= 2)) the situation changes. In this case, two well-formed valleys appear for the very small value α = 0.05 (Fig. 3e) , whereas for values of α around 1, J j (θ j ) exhibits many local minima. As explained before, this is due to the fact that very few data points around θ j are allowed to affect significantly the determination of its new position, in cases where m ini m. Thus, θ j is likely to get stuck to local minima that do not correspond to any of the two true clusters (it is worth noting that similar arguments hold also for all the other J j functions). In this case, APCM is most likely to end up with more than 2 clusters, which does not correspond to the underlying structure of the data set.
Interestingly and loosely speaking, one can say that the behavior of the algorithm for m ini = 10 seems to be a "shifted towards the right" version of the m ini = 3 case with respect to α.
This example verifies that in cases where m ini is chosen not very larger than the actual number of clusters m, appropriate values for the parameter α are around 1. On the other hand, when m ini is chosen much larger than m, parameter α should be set equal to a value significantly smaller than 1. However, in more demanding data sets, which contain very closely located natural clusters and for a given value of m ini , larger values for the parameter α should be chosen, compared to cases of less closely located clusters. Experiment showed that values of α around 1 and up to 2 suffice for almost any data set, provided that m ini is not extremely larger than m (about 3-4 times larger).
IV. EXPERIMENTAL RESULTS
In this section, we assess the performance of the proposed method in several experimental settings and illustrate the results. More specifically, we consider two series of experiments.
In the first one, we use two-dimensional simulated data sets in order to exhibit more clearly certain aspects of the behavior of the APCM itself. In the second one, we use both simulated show the locations of θ j 's after the eighth iteration of them. Table I shows the degrees of compatibility u ij 's of all data points x i 's with the cluster representatives θ j 's at the three iterations considered in Fig. 4 (initial, 1 st , 8 th ).
As it can be deduced from Table I and Fig. 4 , the degrees of compatibility of the data points of C 1 with the cluster representative θ 2 increase as PCM evolves, leading gradually θ 2 towards the region of the cluster C 1 and thus, ending up with two coincident clusters, although θ 1 and θ 2 are initialized properly through the FCM algorithm (see Fig. 4a ). However, this is not the case in APCM algorithm, as both the cluster representatives remain in the centers of the actual clusters. Obviously, this differentation on the behavior of the two algorithms is due to the different definition of the parameters η's, which affect the degrees of compatibility of the data points with each cluster (see eqs. (5), (7) and (3)). This experiment indicates that, in principle, APCM can handle successfully cases where relatively closely located clusters with different densities are involved. covariance matrix is set equal to 0.4 · I 2 , where I 2 is the 2 × 2 identity matrix. A number of 500 points are generated by the first distribution and 300 points are generated by each one of the other two distributions. Note that C 2 and C 3 clusters are very close to each other and, therefore, their discrimination is considered as a difficult task for a clustering algorithm. Table II shows the ranges of values of the parameter α, for which APCM manages to identify correctly the naturally formed m = 3 clusters, for various values of m ini , i.e. it does not merge C 2 and C 3 . Fig. 5 shows the clustering results of the APCM algorithm, when it is initialized with m ini = 5, in cases where scaling is performed with (a) α = 0.5, (b) α = 1.0 and (c) α = 3.0, respectively. Note from Table II , that these values of parameter α belong to the range where APCM identifies correctly the actual clusters, when m ini = 5. Also, in stated already in section III-C1 that relates α and m ini : "α varies inversely proportional with respect to m ini ". From this rule and Fig. 6 , it can be seen that fixing α to a value around 1, if m ini is selected to be 3-4 times greater than the actual number of clusters, APCM will identify correctly the underlying clusters. Interestingly, the behavior depicted in Fig. 6 has also been observed for several other data sets. Thus, the above rule of thumb seems to hold more generally. 
B. Comparison of APCM with other algorithms
In the sequel, we compare the clustering performance of APCM with that of the k-means, the FCM, the PCM, the UPC [12] , the PFCM [11] and the UPFC [19] We begin with a demanding simulated data set with classes exhibiting significant differences with respect to their variance. Table III shows the clustering results of all algorithms, where m ini and m f inal denote the initial and the final number of clusters, respectively. Fig. 7b and Fig. 7c show the clustering result obtained using the k-means and FCM algorithms, respectively, for m ini = 3.
Figs. 7d, 7e, 7f, 7g and 7h depict the performance of PCM, APCM, UPC, and UPFC, respectively, with their parameters chosen as stated in the figure caption. In addition, the circles, centered at each θ j and having radius η j (as they have been computed after the convergence of the algorithms), are also drawn.
As it can be deduced from Fig. 7 and Table. III, even when the k-means and the FCM are initialized with the (unknown in practice) true number of clusters (m = 3), they fail to unravel the underlying clustering structure, due to the noise encountered in the data set and the big difference in the variances between nearby clusters. The classical PCM also fails Table III ). The UPC algorithm has been exhaustively fine tuned so that the parameters η j 's, which remain fixed during its execution and are the same for all clusters, get small enough values, in order to identify the cluster with the smallest variance (C 3 ). However, under these circumstances, a representative that is initially placed at the region where only noisy points exist (due to bad initialization from FCM), is trapped there and cannot be moved towards a dense region (due to the small value of its η j ). Thus, UPC concludes to 4 clusters when q = 3, but if we set q = 2, UPC will conclude to 2 clusters, identifying C 1 and C 2 and missing C 3 . The PFCM and UPFC algorithms constantly produce 3 clusters, at the cost of a computationally demanding fine tuning of the (several) parameters they involve. However, even when their parameters are fine tuned, the final estimates of θ j 's are not closely located to the true cluster centers (see MD measure in Table III ). Finally, as it is deduced from Table III, the APCM algorithm achieves the best RM and SR results, detecting more accurately the true centers of the clusters (minimum MD), while, in addition, it requires the fewest iterations for convergence.
We move now to the last three experiments which are conducted on the basis of real world data sets. The aim in this experiment is to identify homogeneous regions in the Salinas HSI. Before we proceed, we apply principal component analysis (PCA) and we keep the first three principal components (see Fig. 8a ). Thus, the dimensionality of the problem is reduced to three. Also, for reducing the required computational load, we select a spatial region of size 150x150 from the whole image. Thus, a total size of N = 22500 samples-pixels are used, stemming from 8 ground-truth classes: "Corn", two types of "Broccoli", four types of "Lettuce" and "Grapes", denoted by different colors in Fig. 8b . Note that there is no available ground truth information for the dark blue pixels in Fig. 8b . It is also noted that Fig. 8 depicts the best mapping obtained by each algorithm taking into accound not only the "dry" performance indices but also its physical interpretation (see [23] ).
As it can be deduced from Fig. 8 , when k-means and FCM are initialized with m ini = 8, they actually split the "Grapes" class into two clusters and they merge a part of "Corn" class with "Lettuce 3" and the rest of it with "Lettuce 1". The PCM algorithm fails to uncover more than 5 discrete clusters, merging firstly "Lettuce 3", "Grapes" and a part of "Corn"
class and secondly the rest part of "Corn" with "Lettuce 1". Moreover, it merges the two types of "Broccoli" into one. Both UPC and UPFC algorithms are able to detect up to 6
clusters, having the same behavior as PCM (when the latter produces 5 clusters), except that they both discriminate the "Grapes" class. PFCM algorithm, after precise fine tuning of its parameters, manages additionally to distinguish the two types of "Broccoli" classes, in comparison with UPC and UPFC. Finally, APCM is the only algorithm that manages to distinguish the "Lettuce 3" from the "Corn" class, while at the same time it does not merge any other of the existing classes.
Let us focus for a while on the "Lettuce 2" class. This class forms two closely located clusters in the feature space, although this information is not reflected to the ground-truth labeling (note however that it can be deduced from the 1st PC component in Fig. 8a ). It is important to note that, in contrast to APCM, none of the other algorithms succeeds in identifying each one of them. The fact that this is not reflected in the ground-truth labeling causes a misleading decrease in the SR performance of APCM. This is justified by the fact that, as shown in Table VI , the SR measure is almost the same for m f inal equal to 7 and 9
for APCM, while this is not the case with PFCM, where the SR measure for m f inal = 8 is significantly decreased compared to the m f inal = 7 case. The latter is an indication that, in contrast to APCM, moving from 7 to 8 clusters, the PFCM meshes the physical clustering structure of the data set. α is fixed to a value around 1 and m ini is around 3-4 times greater than m, then, in several cases, the algorithm works properly. The experimental results provided show that APCM exhibits superior performance compared to several other related algorithms, in almost all the considered data sets. Extension of APCM for identifying noisy data points and outliers, based on the concept of "sparsity", is a subject of on going investigation.
