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Abstract 
Urbanisation is a reality of every major western society. The growth of cities, 
however, often results in major environmental impacts that not only effect the natural 
world but also humanity as well. One of these impacts is the Urban Heat Island (UHI) 
a phenomenon that influences the temperature inside built-up areas, often resulting in 
uncomfortably hot air temperature, especially in summer. However, as global climate 
change predictions keep forecasting warmer periods for regions such as Malta, UHI 
has the potential to transform from a nuisance to a deadly reality more often than in 
the present.   
This work strives to get an understanding of the poorly studied UHI phenomenon in 
the Maltese Islands and through foreign literature, look into the potential of green 
roofs in its mitigation locally. 
Data collection via a modified vehicular transect has shown that UHI is a reality even 
in Malta, a small island with a strong marine influence. Even though UHIs are not 
continuous because of the highly heterogeneous urban-rural areas of Malta, all urban 
sites investigated show a higher temperature than the surrounding countryside. The 
highest UHI intensity was of around 1.5⁰C. 
The presence of vegetation has indicated lower temperatures, even when present in 
urban gardens. For this reason, this study shows that in Malta green roofs would aid 
the mitigation of UHIs as a part of an UHI mitigation plan. 
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1 Introduction 
1.1 Background 
1.1.1 Preamble 
The construction of cities was a very significant step in the development of 
civilisations and the rise of modern society. The advantages of cities in terms of social 
and economic benefits cannot be overlooked. However, the agglomeration of a large 
number of people in a confined area inevitably gives rise to environmental issues that 
ultimately impact the same society.  
This issue is especially important in countries with a limited landmass such as Malta, 
where the demand for the available land for its economic potential must be balanced 
by a respect for the surroundings to avoid future repercussions due to unforeseen 
circumstances. After all, whether they admit it or not, humans are as much a part of 
the same intrinsic ecosystem that surrounds them as the most apparently insignificant 
species of plant in their environment. An ecosystem collapse would therefore, impact 
both species in a manner that few can accurately predict. 
One of the greatest environmental issues being faced by humanity is climate change. 
Weather patterns that have been known for thousands of years may be changing and 
societies that have been built to withstand the current climatic regime are undoubtedly 
in danger. Locations such as Malta that already suffer from lack of water and 
relatively hot summers, must adapt to withstand longer warm periods and more 
frequent heat waves. Adaptation cannot be achieved by implementing a single policy 
but requires the drawing-up of a careful plan that can counteract the issues that 
science is predicting. One of the issues that such a plan would have to take into 
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consideration is the mitigation of the urban heat island (UHI), a phenomenon that 
influences the temperature of cities and urban areas, which is dangerous to human 
health when in occurring in conjunction with other environmental factors such as heat 
waves. Even though studies to quantify UHI have not been carried out in Malta, the 
effect is experienced by urban dwellers mostly in summer. The phenomenon on the 
other hand has been studied intensively in other parts of the world and scientists have 
suggested various methods to abate the excessive heating. One of these suggestions is 
the inclusion of more vegetation within urban localities, which would not only 
enhance the appeal of the area but also regulate the excess heat better.  
The inclusion of vegetation in urban parks, however, has its limits as space is not 
always available in the densely built areas. On the other hand, virtually all buildings 
have a roof, which most of the times has only limited use. Various researchers have 
thus taken into consideration, the implementation of practices such as green roofing to 
increase urban vegetation. Even though such implements are quite rare in Malta 
awareness is being promoted by entities such as the University of Malta with projects 
such as “The LifeMedGreenRoof project”1. Green roofs however, are not a new 
concept and have been utilised for quite a while in countries such as Germany and 
popularity is also growing in the US. Modelling simulations have concluded that 
green roof installations may play a significant role in UHI mitigation plans. 
1.1.2 Malta 
The Maltese archipelago consists of three main islands: Malta, Gozo and Comino, 
Malta, being the main island in terms of both population and size. With an area of 
316km2 (122 square miles), it is one of the smallest independent countries in the 
                                                 
1 http://www.um.edu.mt/ben/faculty/the_lifemedgreenroof_project 
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world. It is located at the centre of the Mediterranean with the closest landmasses 
being Sicily at 93 km (57.79 miles) to the North and Libya 288 km (178.95 miles) to 
the South (Government of Malta, 2013). The Maltese climate is usually described to 
be predominantly Mediterranean with windy, mild, rainy winters and calm, hot, dry 
summers (Great Britain Meteorological Office, 1962). The physical location of the 
country, its adjacent landmasses, as well as the size of the islands, tend to have a 
significant influence upon the characteristics of the Maltese general climate (Galdies, 
2011).  
Weather data in Malta is primarily collected by the Malta Airport MetOffice, which is 
Malta’s official weather service station (Galdies, 2011). Apart from the main weather 
station installed in Luqa on the Airport’s premises back in 1947 (Galdies, 2012), the 
MetOffice operates seven other weather stations around Malta. These stations were 
installed in 2008, at Xaghra and Xewkija in Gozo and at Dingli, Benghajsa, 
Birkirkara, Valletta and Selmun in Malta (J. Schiavone, personal communication, 
September 5, 2014).  
Climate research in Malta is primarily conducted by the Climate Research Group 
(CRG) within the Department of Physics at the University of Malta. The group’s 
research includes work on climatic modelling (CRG, n.d.). However, to date no 
studies have been conducted which focus on the UHI in Malta. 
1.1.3 The Urban Heat Island 
The Urban Heat Island (UHI) is a climate modification phenomenon that is generated 
unintentionally by humans, mainly in urban and suburban environments. UHI 
manifests itself as relatively warmer air and surface temperatures inside towns and 
cities when compared to the temperatures of their rural surroundings (Voogt J. A., 
4 
 
2004). The main reason for the occurrence of UHI is that as urbanisation progresses 
inside a region, radical changes are carried out on the surface and consequently the 
terrestrial and atmospheric properties of the area change accordingly (Montavez, 
Rodriguez, & Jimenez, 2000). This process is explained in detail in chapter two. 
 Luke Howard, a British meteorologist, is attributed to be the first to record an “excess 
of heat” back in 1818 when he compared the temperatures inside the city of London 
with those of the surrounding countryside (Oke T. R., The energetic basis of the urban 
heat island, 1982; Gartland, 2008). However, he did not use the term “heat island” in 
his work, as the phrase was coined later by meteorologists who noted the resemblance 
between urban isotherm maps and the topographic map of an island. Isotherms at city 
limits usually feature high thermal gradients that resemble ‘cliffs’ surrounded by an 
‘ocean’ of lower values. Moving ‘inland’ towards the city centre, these transform into 
‘plateaus’ with weak thermal gradients. In some spots within the city, the temperature 
tends to rise again forming ‘peaks’ (Montavez et al., 2000; Oke, 2004; American 
Meteorological Society, 2015). This can be summarised as follows: 
 
Figure 1: A generalised cross-section of a typical urban heat island (Source: Oke, 1987, p.288). 
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Figure 2: Canopy layer heat island in Uppsala, Sweden at 2330 h on 20 September 1976. Wind less than 1m s-1, 
direction variable, almost cloudless skies. Isotherms in degrees Celsius. (Source: Oke, 1987 p.289) 
 
1.1.3.1 Classification of heat islands 
According to Voogt (2004), heat islands may be classified into three groups:  
• The Surface Heat Island (SHI) 
•  The Canopy Layer Heat Island (CLHI) and  
• the Boundary Layer Heat Island (BLHI) (Voogt, 2004).  
SHI refers to the difference in temperatures between urban and rural surfaces. CLHI 
and BLHI refer to the temperature variations in the lowermost atmospheric layers 
above rural and urban areas, i.e. the canopy layer and the boundary layer. Appendix 1 
gives more detail on the extent and features of these atmospheric layers. 
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Of the above, Stewart and Oke (2012), note that the CLHI, which is measured at one 
to two metres above ground, is the most widely described heat island class. 
1.1.3.2 Spatial considerations 
The study of UHIs requires that distances be subdivided spatially for adequate 
investigation. These are important because they give an indication of whether a study 
takes into account just a street or a whole city. 
 The scales used for this purpose run both vertically as well as horizontally as follows: 
Horizontal: 
• Microscale 1cm – 1km 
• Local scale 100m -50km 
• Mesoscale  10 – 200km 
• Macroscale > 100km 
Vertical: 
• Urban Canopy Layer (UCL) 
• Roughness Sublayer (RSL) 
• Internal Boundary Layer (IBL) 
• Mixed Layer (ML) 
• Inertial Sublayer (ISL) 
• Planetary Boundary Layer (PBL) 
(Oke, 2004) 
An indication of distance is only given above for the horizontal scales since the 
vertical distances tend to fluctuate diurnally. These scales are described in further 
detail in Appendix 1. 
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1.1.3.3 UHI characteristics 
Apart from influencing air temperatures close to the surface, heat islands are 
characterised by other factors such as the following compiled by Gartland (2008): 
• As the air above, urban surfaces, which are predominantly man-made tend to 
be warmer than rural, more natural surfaces, giving rise to a Surface Heat 
Island (SHI) due to their intrinsic behaviour when exposed to solar radiation 
(section 2.1.3). 
• The influence of UHIs extends well above the city giving rise to a boundary 
layer heat island (BLHI). 
• UHI strength is more pronounced when the sky is clear and the wind is calm 
(sections 2.1.3).  
• Heat islands tend to expand horizontally with urban sprawl, as this leads to the 
sealing up of the soil accompanied by a drastic reduction in vegetation. 
1.1.3.4 The importance of mitigating the UHI 
Humans, like all living organisms, function best within a range of optimal 
temperatures, below and above which comfort levels decline and health problems start 
to arise. This is especially important for persons who are most susceptible to such 
temperature levels, including infants, the sick and the elderly.  
The primary function of the urban environment tends to be the achievement of an area 
that is optimal to be inhabited by humans at a high level of wellbeing. However, 
circumstances such as a lack of adequate planning tend to lead to unforeseen 
problems, which may have a drastic impact on the standard of living in the area. The 
issues associated with increased temperatures are exacerbated under heat-wave 
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conditions, phenomena which are expected to increase as global warming persists. 
These implications are further analysed in chapter 4. 
During the last century, people opted to minimise this discomfort by installing air-
conditioners to reduce the temperature within their homes. However, this led to heat 
being ‘dumped’ outside, further warming the streets within the city. The increase in 
popularity of air-conditioners has resulted in an inevitable increase in energy 
consumption, and with it the degradation of the environment since most of this energy 
was generated by using fossil fuels. 
In chapter four an analysis of various studies is presented, which suggest that an 
increase in urban vegetation, including green roofs, may mitigate UHI under certain 
conditions. 
Thus, UHI mitigation is not only necessary for human health and comfort but is 
invaluable also for environmental health and in the battle against global warming.  
1.1.4 What are green roofs? 
Different authors use different names to refer to green roofs. These include roof 
gardens, vegetated roofs, living roofs and eco-roofs (Lee, Kim, & Lee, 2014). The 
term eco-roof is used mainly in areas such as in Portland, Oregon, US, where an 
extensive green roof (described below) is typically brownish in colour during the 
warm dryer months and calling it a green roof would be inaccurate (Dunnet & 
Kingsbury, 2004).  
Green roof designs incorporate vegetation within the roof, forming more or less a 
singular structure (Lee et al., 2014). Green Roofs for Healthy Cities, a North-
American non-profit organisation that promotes green roofs describes green roofs as 
being “…an extension of the existing roof which involves a high-quality water 
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proofing and root repellent system, a drainage system, filter cloth, a lightweight 
growing medium and plants” (GRHC, 2014). Other authors (e.g. Lee et al., 2014), 
also include an insulation layer in the design. Even though the substrate acts to a 
degree as an insulating layer, the thickness that may be supported by the roof may not 
always be enough to provide the amount of insulation required. The vegetative layer 
of the green roof may consist of a range of different plants such as flowering plants, 
reminiscent of classical roof gardens to shrubs, turfs as well as patches of mosses and 
lichens (Lee et al., 2014). The types of plants utilised may influence the properties of 
the green roof including its albedo as well as the surface temperature that is reached 
during the day.  
The types of buildings over which a green roof can be installed is not limited to any 
category but may range from private residences to industrial facilities (United States 
Environmental Protection Agency, 2013). 
Green roofs are generally put into two main classes, and a third intermediate, namely: 
• Extensive green roofs, which are light and covered by vegetation planted in a 
shallow depth of substrate (Santamouris, 2014). These typically consist of a 
layer of soil or growing medium of around 2.5 to 12.5cm in thickness that is 
planted by low, tough, drought resistant plants that typically cover the whole 
roof (United States Environmental Protection Agency, 2013). According to 
Dunnet and Kingsbury (2004), these types of roofs are not generally intended 
for human usage and nor to be seen on a regular basis. However, they explain 
that roofs can be utilised in extensive and semi-extensive green roofs, if they 
are designed in a manner to make them more sustainable than traditional roof 
gardens or in some cases, intensive green roofs. Maintenance is not generally 
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performed on a regular basis on these types of roofs (Dunnet & Kingsbury, 
2004).  
Another type of green roof which is more ecologically oriented is known as a 
“brown roof”. This type of roof consists of a layer of substrate or roof material 
that is not planted (Dunnet & Kingsbury, 2004). This allows for “spontaneous 
colonisation” as seeds that are transported by the wind or birds germinate. 
Brown roofs provide a habitat for local wildlife, mainly birds and invertebrates 
as well as possibly local plants (Dunnet & Kingsbury, 2004). 
• Intensive green roofs are heavier than extensive green roofs as they have a 
thicker layer of soil or substrate and can sustain the growth of shrubs and trees 
(Santamouris, 2014). Some designs incorporate water features or rainwater 
harvesting systems (United States Environmental Protection Agency, 2013). 
Such features would also play an important role in temperature modification. 
Like other gardens, intensive green roofs require a design that takes into 
consideration the background climatic factors (Peng & Jim, 2015). They also 
need rigorous maintenance regime (Peng & Jim, 2015). The soil depth in these 
green roofs is of at least 15cm (6 inches) (Dunnet & Kingsbury, 2004), even 
though different authors may suggest varying depths. 
• A third type of green roof which is less often mentioned in literature is the 
“semi-extensive green roof”, which uses similar lightweight substrates and 
design as an extensive green roof, but its substrate layer is slightly deeper, at 
around 10 to 20cm (4-8 inches), which makes it suitable to grow a wider range 
of plants (Dunnet & Kingsbury, 2004). 
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1.1.4.1 Green Roofs as a mitigating strategy 
The expansion of cities in both surface area as well as in terms of population has led 
to the stereotypical “concrete jungles” to cover huge swathes of the planet’s surface, 
bringing with it both economic benefits, as well as various detrimental effects upon 
the environment of the area.  
The strategic planting of vegetation in areas around the city has been found to not 
only enhance the visual appeal of a location, but also to be capable of mitigating some 
of the environmental shortcomings resulting from excessive urbanisation. These 
advantages range from the ability of plants to control air and noise pollution in the 
city, to the ability to mitigate excessive urban heat. Excessive heat is reduced as plants 
provide a solar energy sink by using photons during photosynthesis and also by 
dissipating a considerable proportion as latent heat during transpiration (Wong, Chen, 
Ong, & Sia, 2003).  
Clear street level areas that can be dedicated for urban greening are usually quite 
limited in most major cities and are generally very expensive (Santamouris, 2014; 
Susca, Gaffin, & Dell'Osso, 2011). On the other hand, rooftops constitute more than 
20 percent of the total surfaces within a modern city and are commonly less costly 
due their limited use and accessibility (Santamouris, 2014; Susca et al., 2011). 
1.1.4.2 Green roof studies in Malta 
Even though many gardening enthusiasts utilise part of their roof as a garden, 
vegetation on Maltese rooftops is very sparse and confined to pots and planters. The 
number of green roofs in Malta is very limited. The only green roof present on a 
public building in Malta at the time is the roof of “Ċentru San Franġisk” animal 
hospital in Ta’ Qali. Furthermore, two green roof installations are present, one on the 
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roof of the Institute of Applied Sciences building at the Malta College of Arts, 
Science and Technology, while the other is on the roof of the Faculty for the Built 
Environment at the University of Malta. Both of these roofs are primarily utilised for 
research and educational purposes. However, as explained in the following sections, a 
limited number of investigations considering different aspects of green roofs in a 
Maltese scenario have been conducted. 
Thermal properties 
Said (2013) investigated the thermal performance of green roof, growth media 
composed of local materials as well as a drainage layer. The growth media used was 
based on materials specified by Mallia (2008; as cited by Said, 2013) which consisted 
of local construction waste material and municipally derived compost. The analysis 
was performed under laboratory conditions by analysing the thermal properties of an 
unplanted green roof specimen at varying moisture levels and soil surface 
temperatures. She found that the thermal conductivity increases with both an increase 
in temperature and an increase in the moisture content of the substrate. This means 
that when the substrate is warmer and more humid, it is capable of conducting more 
heat to the roof below. Thus, the thermal performance of the green roof in winter was 
found to be worse than in summer, as it offered less insulation.  
By applying her findings to UHI studies, one may assume that since during winter the 
substrate offers lower insulation, thermal losses from inside buildings may enhance 
any winter UHIs, especially if artificial heating is utilised. On the other hand, since 
warm substrate temperatures were found to reduce the thermal performance, even 
though less so than a humid substrate, an inefficient insulation layer may lead to 
higher temperatures within the building leading to a higher requirement of air 
conditioning, which may indirectly lead to an increase in the UHI.  
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The role of the drainage layer and its water content had an important influence on the 
total thermal insulation of the roof and was found to improve the thermal performance 
of the substrate. 
In a different investigation Cachia (2013), analysed how varying the ratio of the 
substrate composition, which consisted of globigerina spalls, locally known as torba2 
and compost would influence the thermal insulation of the green roof. She found that 
by increasing the composition of torba, in the substrate, the roof’s thermal efficiency 
improved. On the other hand, an increase in the compost content of the substrate made 
the mixture less dense and hence, lighter in weight, a consideration that could be 
important when roofs do not have the structural strength to support a heavier mix. 
Visual study 
Casha (2012), regards green roofs as an ideal integrated system of aesthetic design 
and innovative environmental technology. Casha (2012) investigated the aesthetic 
importance of green roofs and the social aspect by considering the way by which 
developers, architects and clients regard green roofs. 
Casha (2012) believes that green roofs could be a viable option to improve the visual 
impact of the Maltese roofscapes, following what he calls the boom in high rise 
buildings in Malta. He also believes that green roofs have the potential to unify the 
roofscape with the ground level landscape. 
He also noticed that architects, contractors and developers are still wary of using new 
technologies such as green roofs, an issue which may stem from the initial costs and 
                                                 
2 Torba is a material mostly considered as construction waste in Malta. 
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demands associated with green roofs. However, he noticed an interest from a number 
of people who approved of such innovations.  
He also believes that xeriscaping, the use of low-irrigation methods of landscaping, 
has a good potential for sustainable urban embellishment under the Maltese climatic 
regime. 
Sound mitigation 
Using a substrate of torba (globigerina spalls) and compost on a test roof under 
laboratory conditions, Cachia (2013) concluded that the higher the torba to compost 
ratio, the better the sound mitigation properties of a green roof under local conditions. 
This is important in maintaining a quieter internal environment as well as reducing 
echoing outdoors. 
 
1.2 Rationale for the work 
The energy consumption in Malta is relatively high. One of the reasons is the fact that 
a lot of the water consumed on the island is derived from reverse osmosis plants. 
Almost all of the energy used in power plants is currently derived from fossil fuels. 
Thus in a warm, humid Mediterranean climate the amount of energy used to keep 
homes cool in summer is quite considerable. The fact that UHI has a warming effect 
on houses further increases the need of cooling through air-condition units since 
traditional ventilating fans would tend to circulate warm air inside. Urban air 
temperature is also enhanced by the materials utilised in towns and the lack of open 
spaces. The possibility of being able to reduce the temperature in the densely-built 
eastern part of the island even by a few degrees would save a substantial amount of 
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energy, while at the same time achieving other advantages related to green roofs 
through careful management.  
The fact that fossil fuels are being burned to reduce the temperature in the area 
increases in turn the air temperatures on a global level and therefore can never be 
sustainable.  
In view of the recent climate change predictions showing trends of further warming in 
areas such as the Mediterranean, the threat of UHIs grows in importance as the 
enhancement of the already warm urban regions poses further threats to human health. 
Thus it is important that plans for its mitigation are taken into consideration.  
1.3 Research Question 
This study was carried out because of the need to understand the extent of UHI in 
Malta and thus gain insights on its possible mitigation by the use of green roofs. 
Since urbanisation in Malta keeps progressing, the objective of the study is thus to 
help us better understand the presence and impact of UHI in Malta and thus get 
insights on plans for its mitigation. This work takes green roof into consideration as a 
part of such strategy, and through literature strives to understand its role in efficient 
UHI mitigation. 
1.4 Structure of the dissertation 
The first section of this work, i.e. chapters 2 to 4 provide an explanation of the 
concepts within this area of study as well as a detailed review of the literature that has 
been conducted on the subject internationally. Chapter 2 explains the physical concept 
of UHI and how it is generated, quantified and how it impacts different climates 
around the world. The following chapter takes into consideration the physical 
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properties of the Maltese Islands and based on international studies, local factors are 
analysed so as to be able to deduce which of them are likely to enhance or counteract 
the generation of a heat island. In Chapter 4, the importance of mitigating the UHI is 
discussed, followed by an explanation on the UHI mitigating properties of green roofs 
and their success or lack of, achieved under various climatic conditions worldwide. 
Furthermore, the challenges that may be encountered in the use of green roofs are 
discussed as well as the policies that impact the use of these structures. 
The second section of this works describes the work carried out to identify the 
presence and quantification of the heat island in Malta. Chapter 5 describes the 
collection of UHI data from around the island and discusses its impact and how the 
implementation of green roofs can influence its extent.  
The concluding chapter presents an overview of the whole study and the results 
obtained as well as providing an insight on work that needs to be done to further 
understand and thus mitigate the UHI in Malta. 
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2 The Urban Heat Island 
2.1 The Formation of UHIs  
2.1.1 The inadvertent modification of the climate system 
The climate system is the complex scheme that results from the interaction between 
its five major components, namely the atmosphere, the hydrosphere, the cryosphere, 
the lithosphere and the biosphere and their response to external influences or forcings, 
such as heat from the sun (American Meteorological Society, 2015; 
Intergovernmental Panel for Climate Change - IPCC, 2012). Climate systems are not 
permanently stable and over time tend to evolve due to the climate’s own internal 
dynamics and to changes in external forcings, which can include changes in solar 
irradiance, volcanic activity or anthropogenic causes (IPCC, 2012). Consequently, a 
new climatic regime may arise at the surface that may shift the statistical means and 
predictability of surface variables such as temperature, precipitation and wind. 
Heat islands tend to form in response to urbanisation, an anthropogenic activity which 
can influence the climate system by modifying its components:   
• The atmosphere – Urban activities tend to increase particulate matter in the 
atmosphere influencing the amount of energy reaching urban surfaces and 
atmospheric heat storage.  
• The hydrosphere – The need for more space in cities has in some cases led to 
the culverting (covering-up) of urban rivers (Hathway & Sharples, 2012). This 
reduces the humidity of the area and the potential transportation of heat 
absorbed downriver (Hathway & Sharples, 2012). 
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• The Cryosphere – Pollution inside the city reduces the albedo of snow 
(Malevich & Klink, 2011). 
• The lithosphere – Soil surfaces are sealed up, reducing evaporative cooling. 
while surface properties change due to the different materials utilised. 
• The biosphere – Vegetation decreases sharply as urbanisation increases thus 
minimising evaporative cooling achieved by plants. 
In other words, the widespread modification of the surface and its thermal properties, 
results in the modification of four out of the five components of the climate system. 
Under natural circumstances, the fifth component, i.e. the atmosphere, tends to act 
mostly as a heat sink, absorbing excess heat from the surface within its molecules and 
ultimately diffusing it around the globe until it is lost into space. Evaporation plays an 
important role in this process as water requires a lot of energy to evaporate, thus 
cooling down the surface without heating the atmosphere. Hence, as explained in 
section 2.1.3., lower evaporation from the surface is one of the major factors 
influencing the degree of UHIs.  
Furthermore, the release of pollutants and greenhouse gases (GHGs) from urban 
activities also changes the physical properties of the atmosphere, both thermal and 
optical, influencing the amount of heat that it can store, as well as the amount of 
radiation that reaches and leaves the earth’s surface (Oke, 1987).  
Therefore, one can regard the excess of heat that leads to UHIs as a by-product of 
urbanisation; an unintended consequence in response to the modification of the 
climate system. 
19 
 
2.1.2 The source of heat 
As mentioned above, the climate system is dependent not only on the dynamics 
between its components, but also on the external forcings acting upon the system. 
Once the components of the climate system are modified, the interaction with these 
forcings changes as well. Assuming that all  forcings remain stable, any changes in 
the climatic patterns at the surface, including any excess of heat, are the result of these 
modifications. 
In the study of UHIs, the forcings that are of most interest are thermal sources, which 
have the role of introducing heat into the system. Within the Earth-Atmosphere (E-A) 
system the primary source of thermal energy is electromagnetic radiation originating 
from the sun. In accordance with the first law of thermodynamics, all of this energy is 
conserved, and therefore, is either reflected back into space or absorbed by the earth’s 
surface and atmosphere. Oke (1987) describes this flow of energy as a ‘cascade’, 
because like water flowing in a river, it is channelled into various pathways, flows at 
different rates around ‘rocks’, may be stored temporarily in ‘pools’, but ultimately 
emerges again, more or less, as a single outflow.  
Within urban environments, however, apart from solar radiation, the urban climate is 
also exposed to a second source of heat, which on the local scale of a city may be 
quite significant. This source is anthropogenic heat or the heat released due to human 
activities. Its significance stems from the fact that the functioning of the modern city 
requires a lot of energy, which is mostly achieved via the combustion of fossil fuels. 
Even though the energy present within these fuels originated from the sun millions of 
years ago, it was stored ever since in a thermally stable form within the earth’s crust, 
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with no effect upon surface temperatures. However, once combusted the heat 
liberated enhances the heat already present within the city.  
Another source of heat at the earths’s surface is geothermal heat. However, its 
significance is very limited as it may only account for around one percent of the total 
energy present at the earth’s surface globally (Glassley, 2014)3. Countries such as 
Iceland harness this energy for power generation and residential heating. Even though 
geothermal energy has a role in generating an UHI in Reykjavik, it is considered as 
anthropogenic heat source since it replaces the consumption of other fuels to achieve 
these tasks (Steinecke, 1999).   
2.1.3 The Surface Energy Balance (SEB) 
All energy at the surface is present in equilibrium,where:  
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝐼𝐼𝐸𝐸𝐼𝐼𝐼𝐼𝐼𝐼 − 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑂𝑂𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 − 𝑆𝑆𝐼𝐼𝑆𝑆𝐸𝐸𝑆𝑆𝐸𝐸𝐸𝐸 𝐶𝐶ℎ𝑆𝑆𝐸𝐸𝐸𝐸𝐸𝐸 = 0 
(1) 
(Oke, 1987) 
The amount of energy that is stored and lost from the surface depends on the 
properties of the surface and how it behaves when exposed to electromagnetic 
radiation of different wavelengths. Therefore, by understanding the energy fluxes in 
the system and the factors by which they are influenced, one can get an insight on 
why a site can get warmer than an adjacent one, and thus, on the formation of UHIs. 
                                                 
3 Most UHI studies omit this factor, presumably due to the small amount of geothermal 
energy present when compared to solar energy and due to its limited global distribution and 
use. Upward conduction of heat from the earth’s interior due to radioactive decay is negligible 
(Peixoto & Oort, 1992). 
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To understand the mechanisms at work, it is useful to regard the system under study 
as a three-dimensional volume instead of a two-dimensional surface. This is 
especially important beacause a surface, i.e. a massless, energyless interface 
separating the atmosphere from the earth below, cannot store energy and would not 
therefore, be representative of reality (Oke, 1987). The parameters of this ‘box’ may 
vary depending on the size, shape and composition of the various elements within the 
system (Erell, Pearlmutter, & Williamson, 2011). However, various authors, including 
Oke (1987), Arnfield (2003), Christen and Vogt (2004) tend to agree on the following 
parameters:  
• The base is deemed to be within the substrate, below the volume of air to a 
level where there is no significant vertical energy transfer (Oke, 1987).  
• The top of the box is arbitrary since exchanges of energy, water vapour and 
other gases take place in an atmospheric continuum (Erell et al., 2011). 
However, Oke (1988; as cited by Arnfield, 2003) suggests that the upper limit 
is to be taken at the roof level close to the urban canopy layer (UCL).  
• The sides of the volume are set according to the area under investigation but 
are taken to be within the local and mesoscale limits (Erell et al., 2011).  
The extent of the volume as well as the energy balance components acting on it is 
illustrated in figure 3 below. 
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Figure 3: Schematic section showing urban energy balance components (Source: Erell et al., 2011 p.28) 
In the above figure, Q* is the net all-wave radiation flux density, QF is the 
anthropogenic energy release due to combustion, QH is the turbulent flux of sensible 
heat, QE is the turbulent flux of latent heat, ∆𝑄𝑄𝑠𝑠 is the storage heat flux and ∆𝑄𝑄𝐴𝐴 is the 
net heat advection (Arnfield, 2003; Oke, 1987). 
The energy equilibrium present within the system is known as the surface energy 
balance (SEB) and is represented as: 
𝑄𝑄∗ + 𝑄𝑄𝐹𝐹 = 𝑄𝑄𝐻𝐻 + 𝑄𝑄𝐸𝐸 + ∆𝑄𝑄𝑠𝑠 + ∆𝑄𝑄𝐴𝐴 
(2) 
(Arnfield, 2003; Oke, 1987) 
The values on the left-hand side represent the inputs of energy into the system, while 
those on the right represent the losses and storage. The variables follow a convention 
where fluxes leaving the surface are designated as negative (-) while those entering 
the system are positive (+). 
The presence of UHI within cities boils down to the fact that urban and rural 
“surfaces” have a different SEB. The following sections illustrate these differences.   
23 
 
2.1.3.1 Net all-wave radiation Q* 
The terms radiative heat transfer or thermal radiation are used to describe the science 
of energy transfer by means of electromagnetic waves (Modest, 2003). All materials 
at a temperature above zero Kelvin continuously emit and absorb radiation by shifting 
their molecular energy levels up or down (Modest, 2003; Oke, 1987).  
Thermal energy may be regarded as consisting of either electromagnetic waves or of 
energy parcels i.e. photons and it is normal for it to be described as such 
simultaneously since neither theory explains all radiative phenomena (Modest, 2003).  
Electromagnetic waves may be identified either by their frequency, wavelength, 
wavenumber or angular frequency (Modest, 2003). In works related to UHI, 
wavelengths are most commonly used. 
The range of wavelengths (λ) and amount of radiation emitted by a body are 
determined by Planck’s Law and Stefan-Boltzmann Law respectively and depend on 
its temperature and physical properties4 (Oke, 1987). This is important as it allows 
scientists to differentiate between solar electromagnetic radiation and E-A radiation. 
The sun being much hotter than any object on earth emits at wavelengths between 
1.15 µm (ultraviolet) and 3.0 µm (near infrared) with a peak at 0.48 µm (in the middle 
of the visible spectrum) (Oke, 1987). On the other hand, E-A radiation ranges 
between 3.0 and 100 µm (infrared) (Oke, 1987). Since ninety-nine percent of the 
radiation from each planetary body falls within its respective band of electromagnetic 
wavelengths, atmospheric scientists find it convenient to categorise solar radiation as 
                                                 
4 Appendix 2 explains the relationship between Planck’s Law, Stefan-Boltzmann Law and the nature of 
the radiation originating from a body. 
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shortwave radiation (K*) and E-A radiation as longwave radiation (L*) (Oke, 1987; 
Stull, 1988 Reprint 2003). 
Therefore, in the SEB equation: 
𝑄𝑄∗ = 𝐾𝐾∗ + 𝐿𝐿∗ 
(3) 
Electromagnetic radiation hitting a surface must be either reflected, transmitted or 
absorbed and only the latter is responsible for storage: 
𝐼𝐼 + 𝛼𝛼 + 𝑆𝑆 = 1 
(4) 
where ‘t’ is the portion of transmitted radiation, i.e. passes through the material 
unaltered, ‘α’ is the reflected portion dependent on the albedo of the material and ‘a’ 
is the absorbed portion, responsible for warming up the material and storage (Oke, 
1987). 
This means that K* and L* within the E-A system may be further categorised 
according to their relation to the surface or volume: 
𝑄𝑄∗ = 𝐾𝐾 ↓ −𝐾𝐾 ↑ +𝐿𝐿 ↓ −𝐿𝐿 ↑ 
(Oke, 1987). 
In this equation the convention for +/- values depending on whether the radiation is 
entering (+) or leaving (-) the system is used. K↓ represents is the incoming shortwave 
radiation; K↑ is reflected shortwave radiation, L↑ is the longwave radiation emitted by 
the surface and L↓ is incoming longwave radiation.  
25 
 
 
Figure 4: The global annual mean Earth's energy budget for the March 2000 to May 2004 period in Wm-2. Broad 
arrows indicate the schematic flow of energy in proportion to their importance (Source: Trenberth , Fasullo & 
Kiehl, 2009) 
The points below explain the urban-rural differences for each variable that lead to 
UHI. Further explanation on the physical nature of these variables is found in 
appendix 2. 
Incoming solar Radiation (K↓) 
Anthropogenic activity plays a significant role in the abatement of K↓. The increase in 
air pollutants generated in urban areas influences the amount K↓ reaching the city’s 
surface. Jáuregui and Luyando (1999) found that in Mexico City, the solar energy 
received by urban surfaces can in some cases be attenuated by 21.6 percent on clear 
days due to air pollution. In the Metropolitan Zone of Guadalajara, Mexico, poor 
quality in the area has also led to the formation of urban cool islands (Tereshchenko 
& Filonov, 2001). Furthermore, Landsberg (1981) reported that pollution was 
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responsible for a ten to twenty percent decrease in sunshine duration inside industrial 
cities when compared to the surrounding countryside. 
Another difference influencing the amount of K↓ is the degree of shading at the site 
due to buildings and other structures (Tsangrassoulis, 2001).   
Accordingly, the effect of K↓ on the UHI is mainly dependent on the amount of 
pollution present in the atmosphere above the city and on the shade created by 
buildings. As the main attenuation occurs atmospherically, the amount of insolation 
should be similar to that of the rural environment unless the city has a direct impact 
on the cloud formation. As the higher the amount of radiation reaching the city 
increases the potential for the generation of UHI, the effect of pollutant attenuation 
may diminish the direct impact of K↓ on the generation of UHI. 
Reflected Solar Radiation (K↑) 
The amount of K↑ is dependent on the value of K↓ on site, the albedo of the surface 
(Oke, 1987) and the angle of incidence of the incoming rays (Erell et al., 2011). This 
means that the higher the albedo the more K↓ is reflected and the lower the potential 
for warming up the surface. Albedo is primarily dependent on the colour and material 
of the surface. 
Table 1 below shows how surface materials are normally darker in urban 
environments and tend to reduce albedo. This leads to more energy absorption, and 
therefore, warmer surfaces (Erell et al., 2011).  
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Table 1: The solar reflectance of some of the most common materials in cities. (Adapted from ACPA, 2002 and 
http://thebritishgeographer.weebly.com/urban-s.html). 
 
Similarly, K↓ is absorbed best when the incident angle is perpendicular to the surface, 
and thus depends on the latitude of the location, the time of day and the angle of the 
slope that is exposed to the radiation (Erell et al., 2011). This is important when 
taking in cosideration the three-dimensional configuration of the buildings in a city, 
also known as the texture of the urban fabric (Erell et al., 2011). Erell et al. (2011) 
compiled the following aspects of urban form that influence K↑: 
• The building density of the city: The higher the building density, the lower the 
amount of energy that enters the urban canyon. This lowers multiple 
reflections between surfaces, minimising absorption. 
• The height of the buildings: The deeper the urban canyon, the more multiple 
reflections and absorption. 
Surface type Albedo 
Asphalt 0.05 – 0.10 (new) 
0.10 – 0.15 (weathered)   
Grey Portland cement concrete 0.35 – 0.40 (new) 
0.20 – 0.30 (weathered) 
Brick/Stone 0.20 – 0.40 
White paint 0.50 – 0.90 
Trees 0.15 – 0.18 
Grass 0.25 – 0.30 
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• The uniformity of building height: Uniformity leads to a ‘smoother’ surface 
which minimises any absorption of K↑ by taller buildings after being reflected 
off a roof. 
• The road orientation: Street level penetration of sunlight is affected by the 
alignment of the road, however, the influence on reflectivity is negligible 
overall. 
Surface radiation (L↑) 
As materials absorb radiation and warm up, they start to radiate heat in accordance 
with their physical properties (see appendix 2). As already discussed terrestrial 
materials emit heat in the form of longwave radiation. The atmosphere, is a good 
absorber of this type of heat due to high heat capacity of the water, ozone and carbon 
dioxide molecules in its composition (Oke, 1987). A portion of this energy is lost to 
the upper atmosphere and ultimately into space, thus maintaining a relatively stable 
surface temperature globally (Oke, 1987). Cloud cover as well as an increase in 
atmospheric pollutants increase the absorptivity of the atmosphere, enhancing 
warming (Oke, 1987; Santamouris, 2001). However, Oke et al., (1991, as cited by 
Santamouris, 2001) concluded that the role of emissivity is not particularly significant 
in urban warming. They found that nocturnal temperatures only increased slightly 
with higher emissivity in a narrow urban canyon and were neglibgile in areas with 
wider spaces. 
Atmospheric radiation (L↓) 
L↓ is mostly dependent on the amount and quality of particles in the atmosphere, as 
well as by its molecular composition.  
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Particulate matter is present naturally within the atmosphere, however, due to the 
presence of polluting activities within large urban centres, the presence of suspended 
particles tends to be higher in cities (Gartland, 2008). As these pollutants absorb K↓ 
like in a similar manner to  terrestrial surfaces, they also emit L↓, warming-up the 
atmosphere further (Santamouris, 2001a). In fact, Landsberg (1981) found that 
atmospheric radiation can increase by 15% in the presence of air pollutants.  
The difference in air temperature between urban and rural environments is not 
particularly intense during the day because the proportion of incoming solar heat 
nullifies the impact of atmospheric radiation (Gartland, 2008). However, at night in 
the absence of solar heat, the re-emission of stored energy from the urban components 
is one of the main factors in the generation of the nocturnal UHI within the canopy 
layer (Gartland, 2008). 
2.1.3.2 Storage heat flux (∆𝑸𝑸𝒔𝒔) 
The storage heat flux comprises all energy storage that occurs inside an area. Energy 
storage takes place in all components, ranging from building materials to the air 
within the canopy layer and also landscaping features such as soil and trees. The 
amount of energy that is stored in a material and its affinity to lose or gain more, 
depends on the physical properties of each material. These properties are: its thermal 
emittance, heat capacity, thermal conductivity, as well as its thermal admittance and 
diffusivity, both of which are derived from the former three variables (Gartland, 
2008). These variables and their influence on ΔQS are explained in appendix 2.  
The importance of thermal storage in the generation of UHIs tends to be highest at 
night, during which time, it is the primary source of heat being released into the 
environment. The more a material is able to store and retain heat during the day, the 
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more it will be able to radiate once the air temperature drops during the night 
(Gartland, 2008).  
As explained in appendix 2, the heat storing properties of man-made materials, 
primarily used in the construction of urban areas, tend to be more conducive to store 
heat than natural materials (Arnfield, 2003; Gartland, 2008). Therefore, as 
urbanisation progresses, the potential for nocturnal UHIs increases accordingly.  
2.1.3.3 Turbulent flux of sensible heat (QH) 
The turbulent flux of sensible heat is the transport of thermal energy from a surface to 
the atmosphere via convection by quasi-random eddies (Strahler & Strahler, 2005). 
The difference between sensible and latent energy loss is that while the former warms 
up the receiving body or fluid without causing a change in its physical state, the latter 
changes the physical state of the receiving body without increasing its temperature 
(Oke, 1987). The availability of moisture in the environment determines whether 
energy is dissipated primarily as sensible heat or as latent heat (Oke, 1987). 
As discussed in the previous section, heat storage in urban surfaces is comparatively 
larger than that for their rural counterparts. After sunset, as the air rapidly cools due to 
its very low heat capacity (figure 12), a thermal gradient forms between the surface 
and the surrounding air. The surface starts to dissipate the energy stored during the 
day to achieve an equilibrium with the surrounding air. The larger energy storage in 
urban environments, means that materials need to dissipate more heat than their rural 
counterparts to achieve equilibrium.  
The rate by which a surface loses heat via sensible heat is determined by the thermal 
gradient between the surface and the air around it as well as by the resistance to heat 
transfer by the surface and the air (Erell et al., 2011). The airflow, including the speed 
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and degree of turbulence have a large influence on the pattern of heat transfer between 
the surface and the surrounding air (Erell et al., 2011). Therefore, the building 
configuration, determining its exposure to solar radiation and how well wind flows 
over it, has a major role in the determining the build-up of excess heat in an area 
(Erell et al., 2011). The exposure of a surface to wind also increases the rate of heat 
loss, as it increases the thermal gradient between the surface and the air by mixing the 
latter with a larger volume of atmosphere and to the cooler temperatures at higher 
elevations (Erell et al., 2011). This means that more heat is required to raise the 
temperature in the canopy layer.  
This point was made by Ackerman (1985), who noted that a city’s topography is 
important in determining UHI intensity. The canyon configuration found in almost all 
urban areas influences not only the degree of insolation received by specific surfaces 
but also plays an important role in the quality of the city’s microclimate by modifying 
airflow. This leads to the creation of either pockets of stagnant air between buildings 
or stronger draughts due to funnelling of the airflow (Al-Sallal & Al-Rais, 2012; 
Santamouris, Papanikolaou, Koronakis, Livada, & Asimakopoulos, 1999; Shishegar, 
2013). Priyadarsini, Hien and David (2008) noted that this phenomenon could be 
harnessed to mitigate UHI in Singapore by including high-rise buildings at strategic 
locations that would circulate cooler air within the city.  
However, Oke (2004) cautions that a universal city plan, able to successfully mitigate 
UHI at all locations, does not exist. He insists that city planners should take into 
consideration the background climate of the region, including predominant wind 
speeds and direction, so as to harness potential benefits, such as passive cooling.  
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Figure 5: The interaction of airflow in the urban environment (Source: Shishegar, 2013) 
As expected, nocturnal heat islands are much cooler on windy days. Oke (1982) 
explains how statistical work (e.g. by Chandler, 1965) has shown that wind speed is 
the most important natural factor in determining UHI intensity, followed by cloud 
cover. He found that wind speed has a non-linear relationship with UHI and 
concluded that heat island intensity decreases approximately according to the inverse 
square of the wind speed (Oke, 1982). Landsberg (1981) and Park (1986), confirm 
this as they found that UHIs cannot form at all if critical wind speeds are exceeded. 
These wind speed vary according to the size of the city and that it may vary between 5 
ms-1 for cities with a population of fifty thousand to 11 or 12 ms-1 for large 
metropolitan cities (Landsberg1981).  
2.1.3.4 Turbulent flux of Latent heat (ΔQE) 
The turbulent flux of latent heat is the change in energy at the surface due to the 
evaporation of water. It is of particular importance in the SEB equation because as 
water absorbs heat to change from liquid to gas, it cools the surface but does not 
warm up the atmosphere. 
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One of the major differences between rural and urban surfaces is the degree of 
permeability. As urbanisation progresses, permeable surfaces e.g.soil, decrease. This 
limits the amount of precipitation absorbed and stored by the surface as most of the 
water is lost as run-off (Grimmond & Oke, 1991). The amount of moisture and 
humidity in an area has an important influence on the magnitude of latent heat flux 
that in turn influences the degree of air and surface temperatures and thus UHI 
intensity (Erell et al., 2011). 
Another factor influencing UHI intensity is considered to be the difference in the 
degree of vegetation between the two settings. This is important because of the role 
that plants have in the latent heat losses. Vegetation is not only a moisture sink, but 
due to the processes of transpiration plants transport water from the soil to their leaves 
where it evaporates. The processes of evaporation and transpiration in an area are 
usually regarded as a single factor known as evapotranspiration.  
Erell et al., (2011) state that, excluding irrigation, evapotranspiration in an area may 
be reponsible for thirty to seventy percent of the annual external water balance. They 
attribute higher evapotranspiration to areas that are irrigated during the dry season. 
The importance of urban parks and green landscaping within the city is thus as much 
accentuated by their role in the maintenance of a cooler living environment as by their 
role in embellishment (Gartland, 2008). Evapotranspiration is the main factor which 
makes green roofs efficient in mitigating UHI and is further discussed in section 4.2.3. 
With regards to surface energy losses through evapotraspiration, the values are quite 
significant in urban areas. These losses may amount to between twenty and forty 
percent, and are inversely proportional to the the degree of urbanisation (Erell et al., 
2011). The values for evapotranspiration in a city are generally quite independent of 
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the background values. This is because irrigation in urban green areas maintains 
evapotranspiration relatively high even during the dry season in arid countries (Erell 
et al., 2011). 
A number of surface energy balance studies, including one carried out by Oke et al. 
(1999) in New Mexico, found that the lack of moisture maintains higher UHI 
intensities as energy cannot be convected during the day but is only released through 
sensible heat mainly during the night.  
On the other hand, Zhao, Lee, Smith and Oleson (2014) found that North American 
cities lost thermal energy more efficiently through sensible heat than through latent 
heat, especially when the surface roughness is much higher than that of the 
surrounding countryside. They also concluded that this thermal loss is lower in humid 
cities and consequently are prone to suffer from higher UHI intensities.  
2.1.3.5 Anthropogenic energy release (QF) 
Anthropogenic heat is the result of human activities and includes heat generated by 
industrial processes, buildings, transportation and human metabolism. Apart from 
metabolic heat, all anthropogenic energy release is the result of fuel combustion. 
The significance of anthropogenic heat in relation to the other components of the 
surface energy balance equation tends to vary widely. Erell et al. (2011) and Oke 
(1987) agree that per capita energy use and population density are both important 
factors in generating high anthropogenic heat. They compare the moderate 
consumption of energy in the densely populated Manhattan in New York with the 
very high consumption by the sparse population of Fairbanks, Alaska. In both 
situations a high anthropogenic heat exceeds net all-wave radiation due to their own 
unique situation 
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The use of heating equipment in winter in Northern climates used to be the main 
cause of anthropogenic warming (Taha, 1997), however with the rise of air-
conditioning this issue has spread also to semi-arid urban environments. In fact, 
through computer simulations it was found that the nocturnal heat islands in places 
such as Arizona, US, may rise by 1oC due to the use of air-conditioning (Salamanca, 
Georgescu, Mahalov, Moustaoui, & Wang, 2014).  This exacerbates the UHI as it 
feeds into a reinforcing feedback loop: the warmer the city gets, the more air-
conditioning is used, driving the temperatures even higher (Petralli, et al., 2006). 
Anthropogenic heat is generally not released uniformly over the whole city. QF at the 
core of the city tends to be around five to ten times greater than the average for the 
whole city (Erell et al., 2011). Whereas QF in the sparse suburbs of a city in mild 
climates tends to be of around 1-5 Wm-2, in the central business district in the same 
city it may reach 25 Wm-2 (Erell et al., 2011). 
Anthropogenic heat tends to follow temporal cycles. Erell et al., (2011) explain these 
variations as follows: 
• Vehicles 
o Diurnal – A peak in heat and pollution is experienced in most urban 
areas once at 8.00 and again at 16.00, during rush hours. 
o Weekly – Traffic is much lower on the weekend and major holidays 
o Seasonally – Traffic does not vary much seasonally 
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• Buildings 
o Diurnal – Residential buildings experience peaks in the morning and in 
the evening. On the other hand, offices tend to peak in the mornings 
when most of the buildings switch on their space conditioning and 
gradually decline during the day as desired temperatures would have 
been reached and would only need to be maintained. On the other 
hand, hotels tend to have low QF during the day but peak in the 
evening. 
o Weekly – Most office buildings are empty during the weekends and at 
night, greatly reducing consumption. 
o Seasonally – Has the greatest influence since seasonal climatic and 
insolation differences would require a larger consumption due to 
heating or cooling of spaces as well as require additional use of 
artificial lighting. 
• Human metabolic heat – Although representing only as small amount of the 
total QF, it is not negligible when there are huge agglomerations of people, 
such as at sporting events. 
Despite all of this, Montavez et al. (2000) however suggested that anthropogenic 
heat generation is a weak factor in the generation of UHIs and is greatly 
dependent on the season.   
2.1.3.6 Advection (ΔQA) 
Oke (1987) describes advection as the movement of air horizontally, which is 
responsible also for the transportation of sensible and latent heat. Apart from their 
importance in the formation of urban plumes as well as the influx of air into an urban 
region, including sea-breezes, advective flow is also responsible for the distribution of 
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heat and pollutants downwind of a city. Within the city, advective processes are also 
important in mixing the air and maintaining relatively weak thermal differences as 
one moves from warmer to cooler areas. 
Most researchers choose not to include advection in urban energy balance calculations 
for the sake of simplification (Haeger-Eugensson & Holmer, 1999), following Oke’s 
suggestion (1982) who believed that the effect of advection on the formation of UHIs 
was negligible. Haeger-Eugensson & Holmer (1999) confirmed that advection 
induced by thermal circulation systems generated by the city’s nocturnal UHI are 
important in cooling the area. They also found that these breezes play an important 
role in self-regulating UHI in the city of Gӧteborg in Sweden. Moreover, Shou and 
Zhang (2010) found that evening breezes originating from Chesapeake Bay push 
urban heat over a larger area downwind influencing the urban heat plume. Thermal 
influences tend to be short lived and their effects are felt only for a few hours, 
however temperature differences, comparable to those of an UHI may arise within a 
region (Szymanowski, 2005). Szymanowski (2005) advises researchers to be careful 
in the placement of weather stations, as such differences may lead to the erratic 
conclusions, such as recording an UHI when in fact it the higher temperatures would 
be due to advective processes interacting with the topography, e.g. the funneling of 
winds generated by macroscale weather.  
The inclusion of advection in modelling is also important in urban modelling as it 
increases their accuracy which is important for planners looking to create better city 
designs (Erell et al., 2011).  
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2.2 Urban Heat Island Analysis 
2.2.1 UHI Strength 
Many climatologists use UHI strength or intensity (∆𝑇𝑇𝑢𝑢−𝑟𝑟) as a measurement of the 
extent and magnitude of the UHI of an area. Oke (1973) defines UHI intensity as the 
“difference between background rural [Tr] and highest urban temperatures [Tu]” and 
is represented by the following equation: 
∆𝑇𝑇𝑢𝑢−𝑟𝑟 = 𝑇𝑇𝑢𝑢 − 𝑇𝑇𝑟𝑟 
(5) 
Maximum UHI (ΔTu-r (max)) can be calculated by utilising the values obtained at the 
time when the difference in temperature is greatest, usually two to three hours after 
sunset (Landsberg, 1981). This timeframe, however, may vary depending on the city 
and the season (Oke, 1973). Researchers usually prefer to use maximum UHI in their 
studies because it allows for a better understanding of the heat island dynamics 
(Figuerola & Mazzeo, 1998).  
Despite its popularity, Stewart & Oke (2012) argue that ΔTu-r has been poorly 
represented, one of the reasons being that recently climate stations have not always 
been in a strictly rural or urban setting. For this reason they proposed the use of Local 
Climate Zones (LCZs), which are classes within a site classification scheme denoted 
by numbers and letters (section 2.2.2), to compare temperatures between different 
sites (e.g., ΔTLCZ 1 – LCZ D). 
2.2.2 Site Classification 
Apart from the material used in the construction of a city the Earth’s land surface is 
modified in a three-dimensional manner by the various buildings and structures that 
make up the city. Every structure and surface influences the climate to a certain extent 
and so climatologists subdivide and classify areas into zones with similar 
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characteristics and that yield homogeneous and representative results. A number of 
classification methods are available which are used to different extents and depending 
on the types of study (e.g. Urban Climate Zones, UCZ (Oke, 2004) and Urban Zones 
for characterisation of Energy partitioning, UZE (Loridan & Grimmond, 2012). 
However, Stewart and Oke (2012) noted that although often utilised for UHI studies 
such classifications were not specifically developed for this purpose and, therefore, 
did not provide the necessary detail to ensure a good site description. In his systematic 
review of various UHI studies, Stewart (2011) argued that a lack of proper site 
description was one of the leading factors in the decline of the quality and credibility 
of these studies. For this reason, they developed a classification system specifically 
tailored for the study of UHIs that they called the “local climate zone” (LCZ) 
classification (Stewart & Oke, 2012). The system classifies landscapes into 17 
standard LCZs that are summarised in figure 3. 
Although LCZs are a useful tool for UHI scientists it is still a generalised 
classification which cannot cover all the peculiarities that an individual site would 
feature, thus metadata collection from individual sites is important for researchers to 
supplement their reports (Stewart & Oke, 2012).  
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Figure 6: Abridged definitions of LCZ's (Source: Stewart & Oke, 2012 p.1885) 
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2.2.3 Collecting UHI data 
The ideal way to understand the climatological effect that a city has on an area would 
be to monitor and compare the climatic conditions and the temperatures of the area 
with and without the city in place (Gartland, 2008). This would be ideal as it would 
eliminate errors arising from temporal and spatial discrepancies. However, to 
compensate for this limitation, other methods have been devised, by researchers to 
investigate UHI as accurately as possible. The most basic methods used for UHI 
observation include the following: 
• Fixed stations 
• Mobile traverses 
• Remote sensing 
• Vertical sensing 
• Energy balances 
(Gartland, 2008). 
Most of these methods have not changed significantly since they were first used and 
according to Arnfield (2003), still suffer from limitations that were pointed out by 
Lowry in a critique in 1977. Lowry (1977) points out that the major challenge in these 
studies is the difficulty in devising a suitable control. To overcome these 
shortcomings some researchers opt to utilise more than one method of UHI analysis in 
their studies (e.g. Montavez et al., 2000). 
2.2.4 Fixed stations 
The analysis of data from fixed meteorological stations is one of the most popular 
methods utilised in the of study of UHIs. Its popularity is derived from the fact that 
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most major cities have meteorological stations in place that in most cases, could have 
been recording data for extended periods of time. Meteorological stations usually 
record readings at hourly intervals and the data is available to researchers either freely 
or at a low cost (Gartland, 2008).  
Methods involving the use of fixed weather stations may vary depending on the study 
as well as the availability and location of the station. These methods have been 
grouped by Arnfield (2003) and Gartland (2008) as follows: 
• Comparative time trends at a single urban station 
• Comparative trends between one or more urban stations and one or more rural 
stations 
• Comparative analysis of a network of weather stations within and around a 
city. 
(Arnfield, 2003; Gartland, 2008) 
The comparative time trend from a single urban station is utilised to analyse how the 
temperature and other weather variables change as a city grows and undergoes various 
stages of urbanisation. Montavez et al. (2000) utilised this method, in their evaluation 
of the UHI of Granada, Spain. The study involved the analysis of data collected by the 
Observatory at Cartuja for the 89-year period between 1901 and 1990. The 
researchers followed the recommendations of the World Meteorological Organisation 
and evaluated the change in the minimum and maximum temperatures observed by 
using the Mann-Kendall test. However, they pointed out that this method does not 
compensate for changes in global warming (as was done in other studies such as 
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Magee et al., 1999), and therefore they argued that this method is not adequate to be 
utilised on its own neither for regional nor global warming trends. 
The second method involves the comparison of data from fixed stations which may be 
considered as urban-rural pairs. This method involves the comparison of data over a 
period of time, between one or more urban stations to data collected from one or more 
rural stations. For the study to be valid, both the urban and rural stations should 
preferably be located at sites with similar altitudes, terrain and general climatic 
conditions (Gartland, 2008). The position of the rural station should be chosen 
carefully, preferably avoiding locations downwind of the city, which may be 
influenced by the urban plume that would skew the stations’s data. Szymanowski 
(2005) also advises caution in the choice of the station location since advective 
influences upon different areas within the same region, may falsely indicate the 
presence of UHIs, since the temperature variance is generally similar to what is 
expected in urban –rural differences. This method is utilised in the determination of 
the heat island intensity by comparing the mean and/or the maximum temperatures 
between the urban-rural pairs. 
The third method is the analysis of data originating from a network of stations within 
and around the outskirts of a city. This method is utilised to create contour maps that 
illustrate the form of the heat island within a region (Gartland, 2008). Montavez et al. 
(2000) included this technique to complement the study of the heat island in Granada, 
in which they compared the data from three AMA (Agencia del Medio Ambiente) 
stations.  
Mirzaei and Haghigat (2010) criticise this approach because they regard the setting-up 
of weather stations and instrumentation around the city as expensive and time-
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consuming. They argue that this may lead researchers to limit the number of devices 
utilised in such studies, and thus leave gaps in the collected data, which would require 
many approximations to compensate. Another setback is the fact that experiments 
would need to run for extended periods of time to mitigate the influence of errors 
originating from unpredictable sources such as vehicles and pedestrians (Mirzaei & 
Haghighat, 2010). The generalisations required in this approach, however, cannot 
compensate for the number of variables that may impact the form of the UHI. Mirzaei 
and Haghighat (2010) believe that this leads to weak results that compromise data 
analysis. 
2.2.5 Mobile Traverses 
Another common approach for the collection of data in UHI studies is the use of 
mobile traverses, also known as vehicular transects. Some studies, such as those 
carried out by Montavez et al. (2000) and Steinecke (1999), conducted this procedure 
in conjunction with data collection from fixed stations to get better representation of 
their respective UHIs. 
Traverses are usually carried out by setting up a thermistor data logger onto a means 
of transport moving at a steady speed (e.g. at 50 km/hr as in the case of Wong & Yu 
(2005)) and recording data at fixed intervals (e.g. every 2 minutes). Travelling from 
the outskirts of the city, researchers traverse through a pre-set route that takes into 
consideration the various land-use types within the area. The set-up used may vary in 
different studies, but a basic representation may be illustrated as follows: 
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Figure 7: A typical vehicular transect set-up (Source: Wong & Yu, 2005) 
 
Cars are usually the vehicle of choice however some researchers used other means 
depending on the distance being covered (Gartland, 2008) as well as the terrain. In 
1998, Spronken-Smith and Oke used bicycles to gain access and conduct a transect 
through Trafalgar Park in Vancouver, Canada.  On the other hand, the great distances 
required to conduct a transect by car through Metropolitan Tokyo, Japan, would take 
too much time and necessitate difficult time calibrations for the data collected. This 
led Yamashita (1996) to use electric tram-cars, which are part of Tokyo’s 
transportation network, to conduct his transect.  
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Some researchers include additional instrumentation to their set-up depending on their 
study’s focus. Busato, Lazzarin and Noro (2014) included a thermos-hygrometer, a 
GPS receiver, an anemometer, a pyranometer and like Spronken-Smith and Oke 
(1998),a globe-thermometer. 
Busato et al., (2014) modified the procedure by stopping the vehicle at multiple 
locations as they were conducting the transect, so that they could collect data specific 
to particular land use types. All values collected in these procedures require the 
sensors to be at least 1.5 metres away from any surface to prevent influences from 
radiating planes upon the data collected (Busato et al., 2014; Gartland, 2008).  
Like other field studies, vehicular transects suffer from shortcomings arising from the 
length of the procedure as well as their liability to errors from unpredictable 
influences (Mirzaei & Haghigat, 2010). Another major drawback is the fact that it is 
not possible to take a ‘snapshot’ of the parameters at the same moment in time, as 
readings are taken sequentially along the route, during which time the general weather 
conditions may change. Most traverses are conducted over a period of an hour, 
depending on the distance travelled and the method used. This limitation is 
compensated for by calibrating against baseline data collected from one or more 
central fixed stations (Gartland, 2008).   
2.2.6 Remote sensing 
Unlike field methods such as fixed stations and traverses, remote sensing is the study 
of UHI through the analysis of the radiating thermal energy coming from the different 
surfaces on the face of the Earth (Voogt & Oke, 2003).  
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Data in remote sensing is recorded via sensors mounted on aircraft or satellite 
platforms and records predominantly the surface urban heat island of the area (Voogt 
& Oke, 2003).  
Despite the ongoing quest to improve this method (Voogt & Oke, 2003), the use of 
thermal remote sensing for UHI studies also has drawbacks. Remote sensing is an 
expensive method, especially when an aircraft platform is used, a technique that, 
however, gives superior detail when compared to satellite imagery due to better 
resolution (Mirzaei & Haghighat, 2010).  
Although remote sensing is not influenced by atmospheric turbulence as in the case of 
field studies, it is prone to noise originating from cosmic radiation and exacerbated by 
the distance between the surface and the sensor (Mirzaei & Haghigat, 2010). These 
interferences yield data that is considerably different from the values obtained when 
measuring temperatures directly on the ground and therefore require further 
improvement in there conversion procedures (Voogt & Oke, 2003). This can be 
overcome by calibrating irradiance received at sensor against ground truth data (C. 
Galdies, personal communication, April 29, 2016). 
Another disadvantage is the fact that remote sensing gives a ‘bird’s eye view’ of the 
surface and therefore, vertical as well as shaded planes are in most cases not 
accounted for (Gartland, 2008). 
2.2.7 Vertical sensing 
Vertical sensing is the principal method used to study the impact that a city has on the 
atmospheric boundary layer aloft. The surface temperature directly effects the 
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thickness of the boundary layer. This is because the warmer the surface gets, the more 
the boundary layer warms up and the thicker it gets (Gartland, 2008).  
Various methods have been utilised to study the urban boundary layer heat island. 
Some of these methods include: sensor platforms installed on tall towers; radiosonde 
or sensors mounted on balloons; and the use of helicopters or other aircraft to take 
temperature readings at different altitudes (Voogt & Oke, 2003; Gartland, 2008). 
Precautions are required  in vertical sensing to prevent the influence of radiation on 
the readings. This is achieved by shielding the sensors and sensing air that is aspirated 
into the instrument to get a representative reading of the surrounding (Voogt & Oke, 
2003). Temperatures tend to be quite uniform at this atmospheric layer due to constant 
mixing by turbulent eddies (Gartland, 2008). 
2.2.8 Energy balances 
Mathematical models based on the energy balance equation described in section 1.2.1 
are used to study the UHI in different locations. The balance is based on the principle 
that the energy absorbed by a surface is equal to the energy that will eventually be 
emitted, thus obeying the first law of thermodynamics (Gartland, 2008). 
The parameters to calculate the net radiation, Q*, in the equation: 
𝑄𝑄∗ = 𝐾𝐾 ↓ +𝐾𝐾 ↑ +𝐿𝐿 ↓ +𝐿𝐿 ↑ 
are measured by utilising different instrumentation as described in the following list 
compiled by Gartland (2008): 
• Incoming solar radiation (K↓) using a pyranometer or albedometer 
• Reflected solar radiation (K↑) using an inverted pyranometer or albedometer 
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• Atmospheric radiation (L↓) using a radiometer  
• Surface radiation (L↑) using a pyrgeometer. 
Gartland (2008) explains how the rest of the values in the energy balance equation can 
be measured in the field: 
• Sensible heat flow (convection, ΔQH) by using an eddy covariance system 
with a sonic anemometer and fine wire thermocouple, measuring wind and 
temperature. 
• Latent heat flow (evaporation, ΔQL) by using an eddy covariance system with 
a sonic anemometer and hygrometer, measuring wind and humidity 
• Heat storage by using a heat flux meter. 
To minimise costs some researchers choose to derive some of these values e.g. heat 
storage, mathematically (Gartland, 2008). 
Energy balance models have been used to study UHIs of different dimensions, 
ranging from urban canyons (e.g. Nunez & Oke, 1977) to whole cities (e.g. New 
Mexico in Oke, Sponken-Smith, Jáuregui & Grimmond, 1999).  
Mirzaei and Haghigat (2010) explain how this method suffers from a number of 
shortcomings including the fact that it is almost impossible to cover the energy 
balance for all different surfaces inside a city and therefore values are extrapolated. In 
these cases one would have to assume that different surfaces and sites have a similar 
energy balances, and this makes it hard to use in situations where pedestrian thermal 
comfort is being investigated (Mirzaei & Haghighat, 2010). 
In 2010, a report was published by Grimmond et al. in which different urban energy 
models were evaluated and compared. They concluded that, whereas some models 
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perform better than others for individual fluxes, no model performs best or worst for 
all fluxes. They also found that the models were capable of modelling net radiation 
best and latent heat flux worst. The complexity of the model was found not to 
improve the accuracy of the model.   
2.2.9 Other methods: Weekday-Weekend differences 
The weekend-weekday differences method for analysing UHI is mainly based on the 
premise that the temperature differences between the urban and rural environments 
depends mostly on anthropogenic level of activity in an area and less upon the 
configuration and the materials constituting the area. This method requires the 
recording of temperatures from different points around the city throughout one or 
more weeks. The data recorded is then analysed depending on whether it was 
collected on a weekday or on the weekend.  
This method was utilised in different studies with different data collection procedures. 
Hart and Sailor (2009), utilised vehicular traverses together with GIS resources to 
map the data collected from around the city of Portland, Oregon. This was then 
analysed through computer regression models. Instead, Zheng, Jin, Jin and Lee 
(2012), as well as Hu, Yu and Qin (2010) utilised urban stations to analyse these 
differences. 
2.3 The Urban Heat Island Effect around the world  
The generation and effect of UHIs have been studied intensely following its initial 
description by Howard (1818) in London. However, until the eighties, Oke (1982) 
noted that even though UHI had been well studied in temperate climates; in 
equatorial,  tropical, sub-polar and polar regions this phenomenon was not yet fully 
investigated. Although most of the typical knowledge about heat islands is probably 
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universally true, different conditions around the world resulting from diverse climates 
may lead to different UHI intensities and characteristics.  
In 2003, Arnfield reviewed a number of studies that had been carried out since Oke’s 
1982 work and showed that this issue had subsequently been addressed. Arnfield’s 
review includes studies from various climates covering most of the globe (Figure 13), 
which he grouped as follows:  
• Equatorial wet climates 
• Tropical wet-dry and monsoonal climates 
• Tropical highland climates 
• Tropical desert 
• Subtropical climates 
• High latitude locations 
• The Mediterranean region 
In the following sections, studies from different climates listed in Arnfield’s review 
are compared to highlight differences and similarities between different regions. 
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Figure 8: Different climate zones (Source: http://media.web.britannica.com/eb-media/75/7575-004-27272BBA.gif) 
2.2.2 Equatorial wet climates 
These are regions that are typically warm, with high humidity (64-96%) and abundant 
rainfall (2363mm) due to the monsoon (Tso, 1996). Arnfield (2003) lists studies from 
Singapore (Goh & Chang, 1999; Tso, 1996), Kuala Lumpur, Malaysia (Tso, 1996) 
and Ibadan, Nigeria (Adebayo, 1987). 
These studies typically show similarities to what researchers, including Oke (1982), 
described for temperate regions. UHI intensities in these regions varied between 0.5oC 
in Ibadan (Adebayo, 1987) and around 4oC in Kuala Lumpur (Tso, 1996). In Ibadan, 
Adebayo (1987) found that the difference in the UHI intensity varies by 0.5oC 
between the dry and wet season (1.0oC during the dry season and 0.5oC in the wet 
season). 
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Studies performed following Arnfield’s 2003 review (Jusuf, Wong, Hagen, Anggoro, 
& Hong, 2007; Priyadarsini, Hien, & David, 2008; Wong & Yu, 2005), confirm these 
results and validate other international studies that postulate that a cooling effect is 
generated by urban vegetation. 
2.2.3 Tropical / Sub-tropical Climates 
Tropical wet-dry and monsoonal climates 
A study by Tereshchenko and Filonov (2001) carried out in Guadalajara, the second 
largest city in Mexico, confirmed the direct link between the rise in UHI intensity and 
the increase in urbanisation. They also found that during the mid-wet season, 
occurring between June and July in this climatic region, the Metropolitan Zone of the 
city experienced a cool island, which they attributed to the level of air pollution 
within the city, a phenomenon which was not referred to in other studies. 
Tropical highland climates 
Jauregui (1997) describes the climate of Mexico City, Mexico, as a “tropical 
mountain climate”. This climate regime is characterised by a narrow temperature 
range throughout the year, with a cool dry period between November and April and a 
warm humid season between May and October, during which regular rain periods in 
the afternoon are experienced (Jauregui, 1997). 
Jauregui (1997) found that UHI intensity peaks during the dry season, specifically in 
February, where he recorded a UHImax of 7.8oC.He also found average UHIs to be 
5oC during the dry season and between 1 and 3oC during the wet months. Twelve 
percent of days during the year are expected to experience an afternoon/evening heat 
island irrespectively of the season (Jauregui, 1997).  
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Tropical desert 
Typical tropical deserts cities include Phoenix, Arizona, US and Kuwait City, Kuwait 
(Arnfield, 2003).  
The UHI of Arizona has been very well studied throughout the years mainly to 
achieve mitigation strategies which would minimise the impact of the desert climate 
(Chow, Brennan, & Brazel, 2012). In fact, Chow et al. (2012) noted that until mid-
2011 there were at least 55 studies directly related to UHI studies in Phoenix, which is 
much higher than for other major American cities such as New York and Los 
Angeles. They believe that this trait allowed policy makers to make sustainable 
choices. The use of urban landscaping has allowed the formation of cool islands as 
discussed in section 1.1.3 and 1.2.5. At night, however, the classic heat island is still 
experienced in the city (Balling & Brazel, 1987). Brazel et al. (2000), stated that the 
summer night-time UHI for Phoenix was of 6⁰C.  
The heat Island of Kuwait City was studied by Nasrallah, Brazel and Balling (1990), 
who found that the UHI in the 1980s was negligible unlike what had been reported for 
tropical desert cities such as Phoenix, which had similar population sizes and urban 
growth. They attributed this to the following characteristics of Kuwait City, which set 
it apart from other such cities: 
• Its proximity to a large body of water with moderating cooling breezes 
flowing in towards its centre, 
• its lack of green-landscaping and the absence of a green belt around the city 
keep it at a similar temperature to that of the surrounding desert, 
• low building heights 
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• the use of local building materials including adobe, the properties of which are 
similar to those of the surrounding desert materials and thus maintain a similar 
temperature. 
Nassarah (1990), shows this dissimilarity by comparing decadal warming for the two 
cities. In 1980, he shows that even though the population of Phoenix and Kuwait City 
was similar (1.5 million and 1.7 million respectively), Phoenix was experiencing 
0.22⁰C warming per decade while Kuwait City experienced a change of only between 
0.07 and 0.12⁰C.  
 
 
Subtropical climates 
In 2007 Roth noted that considering the population growth in the last 50 years in 
tropical and subtropical cities, the number of climate studies conducted in these 
regions was considerably low (less than 20% of the total climate studies). In his 
review he concluded that tropical and sub-tropical cities suffered lower heat island 
intensities when compared to cities in temperate regions with similar population and 
that their UHI intensities peak during the dry season. He also confirmed that 
vegetation cover as well as water availability minimise the diurnal energy uptake of 
urban surfaces leading to a lower nocturnal UHI. Furthermore, the review highlighted 
a lack of studies relating the influence of population size to UHI and that available 
studies were predominantly focused on calm, clear weather conditions.  
Goldreich (1992) conducted a review of various UHI studies conducted in the sub-
tropical city of Johannesburg, South Africa, before 1991 and found that an average 
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heat island intensity of 5oC had been recorded and that urban humidity was 43% 
lower than that of rural surroundings. 
2.2.4 High latitude locations 
High latitude locations are characterised by cold temperatures as well as low solar 
elevation angle throughout most of the year. UHI studies conducted at these latitudes 
include Reykjavik, Iceland and Fairbanks, Alaska, US (Arnfield, 2003).  
UHI, is present in these climates, however it is not common because unstable weather 
in the region, including storms and strong winds, tend to overpower its generation 
(Steinecke, 1999). On the other hand, a ‘cool island’, typical of arctic and sub-arctic 
regions occurs during summer (Steinecke, 1999), where the long shadows cast by 
buildings inside the city maintain it cooler than its outskirts. Urban temperatures are 
influenced in Reykjavík by anthropogenic heating from geothermal under pavement 
heating systems (Steinecke, 1999).  
2.2.5 The Mediterranean region 
UHI in the Mediterranean has been studied quite intensively in several places within 
the region (Arnfield, 2003). The fact that most cities are close to the sea has in some 
cases given insights on the influence that sea breeze has on the urban environment.  
Santamouris (2007) summarised the studies carried out in the Mediterranean region, 
most of which were conducted in Rome, Lisbon, Aveiro, Madrid, Granada and 
Turkish cities. He explains that most of the studies had been conducted during the 
night, with a heat island intensity ranging between 2oC in Istanbul, Turkey, reaching 
up to 7.5oC in Aveiro, Portugal.  In  some medium sized cities in Turkey, intensities 
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occasionally reach 9.0oC and Santamouris states that the impact of city size on heat 
island intensity appears to be negligible in the region.  
These trends were confirmed by Mihalakakou et al. (2004) through simulation models 
of the Mediterranean climates. 
2.2.6 Similarities and differences of UHI in different climates 
Although the factors effecting UHIs may be considered to be universally true, 
Mihalakakou et al. (2004 p.445) explain that intensities are not constant and show 
“…both periodic and non-periodic fluctuations depending on weather conditions as 
well as on topographic and topoclimatic complexities and synoptic flow patterns”.  
Due to the above conditions the generation of UHI intensities may be considered to be 
highly complex. As these conditions vary from one location to another, most cities 
experience their own particular UHI which although similar, is not identical to that 
experienced in other cities. 
The study of UHI based on climatic conditions, takes into consideration only one 
component of the above list, namely the weather conditions of the region, and 
therefore, can only partially predict the features of the phenomenon. The result is that 
the majority of studies around the world, confirmed the patterns for general UHI 
generation as indicated by researchers such as Oke (1982) for temperate regions, 
however the described UHIs vary in magnitude.   
Nevertheless, some UHI characteristics particular to specific climate regions can be 
pointed out. In highly humid equatorial and sub-tropical climates predisposed to 
torrential rain and the monsoon, the growth of vegetation is stimulated by the 
favourable conditions and experience lower UHI intensities.  
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On the other hand, tropical deserts along with high latitude arctic regions where 
shown to benefit from typical cool-islands in urban areas at different periods 
throughout the day and throughout the year, due to varying mechanisms. 
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3 The Case of Malta  
Factors affecting the generation and characteristics of the UHI in 
Malta 
 
3.1 Introduction 
Rizwan, Dennis, and Liu (2008) conducted a review of various UHI studies from 
around the world and came up with a list of factors that influence the flux of thermal 
energy within the E-A system  leading to the formation of UHIs. These factors have 
been summarised in figure 4. In their review they categorise these factors as being 
either controllable or uncontrollable depending on the ability of humans to manipulate 
the strength of the respective factor.  
 
Figure 4: Controllable and uncontrollable factors affecting the generation of UHI (Source: Rizwan et al., 2008) 
The various factors are discussed in this chapter in relation to their capacity of 
generating an UHI in the Maltese Islands. 
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3.2 Uncontrollable factors 
According to Rizwan et al. (2008), the uncontrollable factors are those physical and 
climatic characteristics of an area upon which humans have limited control. The 
controllable characteristics as listed in figure 4 are the following: 
• Solar radiation 
• Anticyclone conditions 
• Season 
• Diurnal conditions 
• Wind speed 
• Cloud cover 
• Other characteristics - properties that are not listed on the list but are likely to 
influence UHI based on other studies 
 
3.2.1 Solar Radiation 
When considering the surface energy balance of Malta, the major energy input into 
the system is received as solar radiation (K*). This highly energetic shortwave 
component of the net all-wave radiation, Q*, is predominantly responsible for 
warming up exposed surfaces, and has only a minor role in direct atmospheric 
warming (section 2.1.3)5. As discussed in section 2.1.3, incoming solar radiation 
incorporates both the direct (S) and scattered (D) components.  
Yousif, Quecedo and Santos (2013) found that the average direct radiation  received 
by a surface in Marsaxlokk, a port on the south-eastern side of Malta, was on average 
2025 kWh/m2/year, while the amount of indirect radiation was of 547 kWh/m2/year. 
Due to the small size of Malta and since factors abating solar radiation do not 
normally differ dramatically from one point to the other for extended periods of time, 
                                                 
5 It however leads to indirect atmospheric warming. As seen in section 2.1.3 terrestrial warming leads 
to longwave radiation which plays an important role in warming the atmosphere. 
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one would assume that this amount of energy is generally universal throughout the 
country. As solar radiation was found to be positively related to the generation of heat 
islands (Djen, Jingchun, & Lin, 1994) and because Malta has a relatively high solar 
irradiance (figure 9), one may conclude that solar radiation is possibly one of the 
major contributors in the formation of  UHIs in Malta.  
 
Figure 9: Diagram showing the relatively high insolation in Malta with respect to other European countries 
(Source: Geomodel Solar, 2014). Global Horizontal Irradiation (GHI) is the total amount of radiation received by 
a horizontal surface and comprises both Direct Normal Irradiance, i.e. radiation coming directly from the sun and 
Diffuse Horizontal Irradiance, i.e. diffuse solar radiation. These terms are used primarily in the solar energy 
industry (3TIER by Vaisala, 2015). 
 
3.2.2 Seasonal climatic variation and anticyclonic activity 
According to the Great Britain Meteorological Office (GBMO, 1962), the 
Mediterranean climate is considered to be characterised primarily of two seasons, one 
which is relatively cool and another one that is warmer. These seasons are strongly 
dependent on the annual motion, development and interaction of the great pressure 
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systems of the Atlantic, Eurasia and Africa as well as occasional arctic migratory 
cyclones (GBMO, 1962). A description of the formation and impact of these systems 
on the central mediterranean region may be found in appendix 3. 
Various studies have confirmed Rizwan et al.’s (2008) premise that anticyclonic high-
pressure zones, are ideal for the generation and maintenance of UHIs. These studies 
have been carried out in various locations including: 
• Argentina (Bejarán & Camilloni, 2003),  
• Athens, Greece (Mihalakakou, Flocas, Santamouris, & Helmis, 2002) 
• Budapest, Hungary (Pongracz, Bartholy, & Dezso, 2006) as illustrated in 
Figure 25 
• Bucharest, Romania (Tumanov, Stan-Sion, Lupu, Soci, & Oprea, 1999). In 
this study the researchers noted that spring and summer anticyclones in the 
area are stronger than those occurring in winter, which they believe is quite 
unique. 
• Debrecen, Hungary (Szegedi & Kircsi, 2003; Szegedi, Lázár, & Tóth, 2014). 
Szegedi and Kircsi found that even though the strongest UHI intensity was 
observed in Debrecen under anticyclonic conditions, the wind that occurs 
under the same conditions deforms the shape of the resulting heat island. 
• Prague, Czech Republic (Beranová & Huth, 2005). 
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Figure 10: Annual mean UHI intensity for Budapest, Hungary, comparing anticyclonic and cyclonic weather 
conditions (Source: Pongracz et al., 2006) 
However, Kassomenos and Katsoulis (2006) found that in Athens, Greece, spring and 
early summer anticyclones over the city, led to the formation of morning sea breezes 
that either mitigated the UHI in the city or in some cases generated an urban cool 
island.  
From the above description of the frequency of anticyclones in central and southern 
Mediterranean regions, one can arrive at a number of assumptions about the periods 
during which the Maltese islands are most liable to UHIs due to anticyclonic 
conditions.  
From the seasonal description, these conditions for the generation of UHIs are most 
likely to develop during the typical Maltese warm summer between the second half of 
June until September, when the Mediterranean is under the dominating influence of 
the Azores Anticyclone. Summer UHIs may be partially mitigated during occasional 
windy situations and thundery downpours which may occur from mid-August 
onwards. Also, during occasional turbulent summers, the formation of strong UHIs 
may be partially impeded due the periods of unstable weather that may be 
experienced. 
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During winter, occasional anticyclones may give rise to UHIs especially during longer 
periods of fine weather. However, the predominance of winds, as well as cloud cover 
(discussed in the following sections) during winter, may reduce the strength of the 
UHIs drastically.  
The influence of winter depressions and the increase in the frequency of rainfall 
increases the amount of water present in the agricultural land on the outskirts of 
Maltese towns. If the rainy periods are followed by relatively fine weather, the 
difference in the humidity in the substrates would influence the energy balance in 
each location. The rural areas would maintain a fairly high amount of stored water 
when compared to urban locations, where most of the moisture is lost as run-off. This 
would probably result in UHIs, since rural areas would likely be cooler as they lose 
more heat through latent and sensible pathways while urban locations would lose heat 
predominantly through sensible heat. This scenario was observed and described by 
Runnalls and Oke (2000) during winter in Vancouver, B.C., Canada. Anthropogenic 
heating could, however, increase the magnitude of the Canadian heat island when 
compared to Malta. 
Another situation similar to that described by Kassomenos and Katsoulis (2006) for 
Athens, may also occur in Malta, especially in coastal towns and cities, such as 
Bugibba and Sliema. These locations may experience lower UHI intensities especially 
in the morning, due to the possibility of sea breezes as well as a higher degree of 
atmospheric humidity in those areas. However, in his study on Malta’s sea breezes 
carried out between 1953 and 1954, Lamb (1955) wrote that anticyclonic conditions 
and their associated inversions6 are unfavourable to the formation of sea breezes, even 
                                                 
6 A layer within the atmosphere where temperature increases with altitude. 
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on days with very light winds and hot surface temperatures during July. Sea breezes 
are further described in relation to UHI influences in section 3.2.3. 
3.2.3 Diurnal conditions 
Even though both Rizwan et al., (2008) and Busato et al., (2014) included figure 4 in 
their respective studies, neither of them specifies explicitly the parameters which are 
considered under this term. For this reason, in this work it is deemed to be concerning 
the environmental features which vary throughout the course of the day and that are 
directly related to the generation of UHIs due to their influence on the surface energy 
balance, namely: 
• Insolation, 
• Relative humidity and 
• Sea breezes 
Diurnal insolation 
The importance of insolation as the primary source of incoming energy in the surface 
energy balance has been explained in section 2.1.3. The mean yearly amount of 
insolation that is received by the surface of the Maltese Islands has been discussed in 
section 3.2.1. However, the actual amount that is received on a daily and hourly basis 
varies strongly depending on the number of hours of strong sunshine to which a 
surface is exposed. This is dependent on the day-length, from sunrise to sunset, 
according to the month, as well as the presence of cloud cover. The influence of cloud 
cover on the impact of the Maltese UHI is investigated in section 3.2.5.  
Figure 11 shows the number of hours that are expected to be dominated by bright 
sunshine during the day in their respective months. The month with the highest 
average number of hours of bright sunshine is July, with an average of 12.11 hours, 
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while December receives the lowest amount of diurnal sunshine with an average of 
five hours per day (Chetcuti, Buhagiar, Schembri, & Ventura, 1992). 
 
Figure 11: The mean number of daily hours of sunshine for the period 1951-1980, based on data from the Luqa 
Meteorological Office (Source: Chetcuti et al., 1992) 
The highest amount of bright sunshine on any given day throughout the year is 
received by surfaces between 08.00 and 16.00 hours before and after which it falls 
sharply (Chetcuti et al., 1992).   
 
Figure 12: Mean percentage amount of sunshine for the months of the year at different hours of the day for the 
period 1951-1980, based on data obtained from the Luqa Meteorological Office (Source: Chetcuti et al., 1992) 
 
On the other hand, figure 13 classifies the average number of days for every month 
according to their average number of sunlight hours, for the period between 1951 and 
1980. As expected the month with the lowest sunshine hours was December while 
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May is the month with the greatest variation in sunshine hours on a diurnal basis. 
However, using a more recent dataset, ranging between 1995 and 2010 and 
calculating the averages for bright sunshine for the whole month, Galdies (2011) 
found that the month with the greatest variation in bright sunshine duration was 
August. He attributes this to the fact that August like May is a transitional month after 
which the weather tends to get cooler and cloudier. 
 
Figure 13: Frequency distribution of the daily amount of sunshine hours of each month during the period 1951-
1980, at the Luqa Meteorological Office (Source: Chetcuti et al., 1992). 
The influence of day length on the UHI has been studied abroad, albeit in conjunction 
with other variables. Runnalls and Oke (2000) found that the variation in diurnal 
sunshine in Vancouver, Canada, influenced not only the magnitude of the UHI but 
also shifted the cycle of the diurnal UHI. They found that the maximum UHI occurs 
earliest in summer, followed by winter and spring and ultimately, autumn. Although 
this might not apply directly to Malta, it is quite probable that it follows a similar 
pattern.This could be confirmed through modelling since it is based on an 
astronomical phenomenon (C. Galdies, personal communication April 29, 2016). 
Therefore, day length is likely to play a role in enhancing UHIs in Malta during the 
period between July and August. 
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Diurnal variation in atmospheric humidity 
Even though relative humidity is discussed in greater depth in section 3.2.6, in this 
section the diurnal variation of atmospheric humidity is reviewed to infer any possible 
implications for the day-to-day UHI cycle. In Figure 14, Chetcuti et al. (1992) 
presented the pattern for the mean monthly vapour pressure at four different times 
during the day, from data collected at the Luqa Meteorological Office between 1951 
and 1980. The mean vapour pressure was at its lowest at around 12.00 UCT (15.9hPa) 
while the highest was at 18UCT (16.2hPa) (Chetcuti et al., 1992). This is probably 
because the value for vapour pressure is based on the value for relative humidity7, 
which is at its lowest when the temperature is warmest.  
Since, as discussed in section 2.2.6, UHIs are negatively correlated to relative 
humidity (Kassomenos & Katsoulis, 2006), they are probably inhibited from starting 
earlier than sunset especially during summer. This holds true also because relative 
humidity would be highest close to sunset (Chetcuti et al., 1992). 
                                                 
7 𝑉𝑉𝑆𝑆𝐼𝐼𝑆𝑆𝐼𝐼𝐸𝐸 𝑃𝑃𝐸𝐸𝐸𝐸𝑃𝑃𝑃𝑃𝐼𝐼𝐸𝐸𝐸𝐸 = (𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ℎ𝑢𝑢𝑢𝑢𝑟𝑟𝑢𝑢𝑟𝑟𝑟𝑟𝑢𝑢×𝑠𝑠𝑟𝑟𝑟𝑟𝑢𝑢𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑢𝑢 𝑟𝑟𝑟𝑟𝑣𝑣𝑣𝑣𝑢𝑢𝑟𝑟 𝑣𝑣𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠𝑢𝑢𝑟𝑟𝑟𝑟)
100
  (Chetcuti et al., 1992). 
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Figure 14: The mean monthly vapour pressure at different hours of the day for the period 1951-1980, based on 
data collected by the Luqa Meteorological Office8. (Source: Chetcuti et al., 1992). 
Sea breezes 
The marine influence on the weather of the Maltese Islands is also experienced in air 
movements. The difference in temperatures between land and the sea generates 
breezes that may cause anomalies in data collection (Lamb, 1955). These breezes 
interact with gradient winds by either reinforcing, counteracting or modifying them, 
depending on their speed and direction (Farrugia & Sant, 2011).  
Lamb (1955) describes the sea breeze patterns in Malta as being most common 
between May and September, with a speed of around 6 ms-1, predominantly in a 
                                                 
8 Zulu time is a method of time coordination primarily used by the military and in aviation.  The time 
corresponds to Coordinated Universal Time (UTC) and is equal to the Greenwich Mean Time (GMT); 
(Source: http://www.timeanddate.com/time/zones/z) 
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north-eastern direction. They tend to form at around 05.00 and last until 19.00. More 
information on the daily pattern of sea breezes in Malta is found in appendix 3. 
The diurnal wind speed variation in Luqa was also investigated more recently by 
Farrugia and Sant (2011) for the period between 1973 and 1996. They found that the 
diurnal variation follows the same bell-shaped patterns throughout the year (Figure 
30), but the strength varies, being strongest in the winter months. Although these 
results confirm that in summer the breezes tend to last longer, they contradict Lamb’s 
observations that show that breezes are stronger during summer.  
 
-□- February  -▲- August   
Figure 15: Diurnal variation of wind speed for February and August, Luqa. Data collected at 11 metres above 
ground level between 1973 and 1996 (Source: Farrugia & Scerri, 1997).  
Therefore, since the diurnal variation in wind seems to be strongest primarily during 
the day, the effect on the nocturnal UHI is probably limited. The formation of an UHI 
during the day is probably inhibited or partially mitigated especially during summer in 
the towns on the eastern coast of Malta, where these breezes are most likely to be the 
predominant air movements experienced. 
This observation may be justified not only by the fact that air movements impact the 
SEB but also by Kassomenos and Katsoulis (2006) results, who found that the 
formation of the heat island in Athens, Greece was delayed due to the presence of sea 
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breezes especially during spring and summer. Furthermore, Runnalls and Oke (2000) 
observed that sea breezes are likely to amplify the daytime cool island in Vancouver, 
Canada. They also believe, that the winter day and night UHIs (occurring primarily 
due to anthropogenic heating) are boosted slightly by these breezes (due to cooling of 
the surrounding countryside), even though they could not confirm it in their study.  
3.2.4  Wind   
As mentioned in section 2.1.3, wind has a very important role in the formation and 
properties of UHIs. In this section, however, wind is not simply regarded as an air 
movement but is considered important because: 
i. Major regional winds bring with them weather conditions typical of that 
particular wind, while 
ii. Wind direction has the potential to influence UHI differently for different 
localities depending on how sheltered they are, especially from weaker 
winds. 
 The Maltese Islands are considered to be quite windy, with calm periods being 
recorded for only between two percent (Galdies, 2011) and 7.74 percent per year 
(Chetcuti et al., 1992). Gradient winds tend to acquire characteristics from the surface 
over which they are flowing. The same principle applies on a macroscale level as they 
flow over the Mediterranean and the continental surfaces around Malta. Regional 
winds, in fact, tend to acquire their characteristic features as they flow over the 
heterogeneous land and marine surfaces around the Mediterranean and which are 
brought with them towards Malta. A description of the regional winds in Malta is 
provided in appendix 3. 
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All studies reviewed in this work affirm that the stronger the wind, the weaker the 
UHI intensity gets. Oke (1976) found that the intensity of the UHI varies 
approximately with the inverse of the square root of wind speed.  
The influence of regional winds on their potential role in influencing UHI intensity 
can be discussed not only with respect to their direction and speed but also to their 
characteristic features.  
The Mistral and north-westerly winds, being the most frequent winds (appendix 3) 
would probably tend to limit the formation of UHI throughout much of the year 
predominantly at localities that are not adequately sheltered against this type of wind. 
Such localities are limited on both main islands, with wind probably being one of the 
reasons for this. During winter, north-westerly winds are extremely uncomfortable, as 
they are often cold and unyielding. Localities with limited protection from north-
westerly winds are therefore those which are either located towards the north of the 
country, such as Mellieħa and Mġarr, as well as high altitude locations such as Dingli. 
Those places would be exposed to the full strength of the wind as shear stresses 
exerted by the surface would not have enough time to weaken it. The cool nature of 
the wind probably also reduces potential UHIs in these localities due to increased 
sensible heat losses, even when it blows weakly.  
Although much rarer, Bora and Gregale tend to be very strong winds (appendix 3). 
However, as they blow mainly during winter, their impact on UHIs may be limited 
except during periods with fine weather. This would present a rare situation as for 
these winds to blow, a depression would have to be present in the Mediterranean, a 
situation often accompanied by bad weather. Their dry nature would also limit the 
UHI as it increases evaporation that leads to an increase in latent heat losses. The UHI 
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in the densely populated eastern coast of Malta may be the region that is mostly 
affected by this type of wind especially if they are not strong enough to impact the 
whole island. 
On the other hand, the humidity brought onto the island by Scirocco winds would 
probably have a relatively strong impact on UHI generation, as it would limit the 
latent heat losses due to its high humidity. Furthermore, the warmth that is brought 
with the Scirocco increases the temperatures in the country. This however may limit 
the intensity of any heat islands formed as the temperatures in the rural areas increase 
in response to the wind temperatures as well.    
The weaker winds reaching the Islands from the north-northwest to south-southwest 
during the year would probably have a negative impact on UHI formation in areas on 
the western coast of the island. However, they would probably be too weak during 
summer to penetrate the dense urban areas on the eastern side of the island. On the 
contrary, they would probably create stronger UHI intensities as the surrounding rural 
areas would lose more energy due to sensible heat than the urban cores. 
3.2.5 Cloud cover, fog and aerosols 
Cloud cover and aerosols are critical in determining the intensity of UHIs. Apart from 
their ability to modify the amount of incoming solar radiation by reflecting a portion 
back into space, they also scatter radiation, reducing and modifying its intensity. 
Furthermore, they are also important in UHI studies because of their ability to 
partially close the atmospheric window, therefore reducing the amount of longwave 
radiation emanating from surfaces and escaping into space, resulting in warmer 
atmospheric temperatures. 
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Runnals and Oke (2000) stated that Field (1973) was able to confirm the importance 
of cloud type on UHI intensity. He found that due to its higher cloud base 
temperature, low cloud is more efficient in reducing the UHI generation when 
compared to mid- and high-level clouds. 
With respect to the impact of aerosols on abating solar radiation, a study conducted by 
Bilbao, Román, Yousif, Mateos and de Miguel (2014) in Marsaxlokk, found that an 
increase in the diffuse component of solar radiation was associated with the incidence 
of desert dust in Malta. It was also accompanied by an increase in the amount of water 
vapour in the atmosphere as well as an increase in the size of particles, both of which 
are probably related to the hygroscopic nature of the particles. 
 
Figure 16: Satellite image showing a dust storm carrying large amounts of dust from the Sahara Desert over the 
central Mediterranean. This image was recorded by eaWiFS Project, NASA/Goddard Space Flight Center, and 
ORBIMAGE on July 18th 2000 (Source: http://visibleearth.nasa.gov/view.php?id=54773) 
In another study, also conducted a in Marsaxlokk, Bilbao, Román, Yousif, Pérez-
Burgos and de Miguel (2014) found that there is a linear relationship between 
incoming shortwave radiation (both diffuse and direct) and the cosine of the solar 
zenith angle. Thus, they confirmed that the amount of solar irradiance varies in 
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relation to the presence of aerosols, as these increase the amount of shortwave 
radiation in the atmosphere.  
Therefore, from these studies one may deduce a number of assumptions with regards 
to the role of clouds in the UHI of Malta.  
The fact that in the morning, the occurrence of clouds, mist and fog is highest, leads 
to a delay in warming especially in rural areas where the latter two factors are most 
common. The high humidity present and cool temperatures would require more heat 
in latent form to be able to evaporate. The winter early morning peak in cloud cover 
may not have a considerable effect on the UHI unless it persists beyond sunrise. 
Considering these facts in conjunction with the fact that the sun would still be low on 
the horizon (and thus the surface would be reflecting the maximum amount of energy, 
as indicated by the Lambert’s Cosine Law (appendix 2), the probability of the 
formation of a cool island within Maltese towns as recorded in foreign studies is 
diminished. This is especially true during spring and autumn. During summer the lack 
of morning cloud cover would warm up the countryside quickly and might possibly 
lead to cool islands. 
Low stratus cloud during Scirocco episodes as well as the high humidity associated 
with this wind, would strongly inhibit the cooling of areas close to the south-western 
regions of the country such as Dingli and Rabat. It is possible, therefore, that the 
situation would not cause strong UHI intensities, as both the countryside and the 
urban environment would suffer from a lack of cooling. The high elevation of these 
locations, with virtually no wind shelter, would also lead to the mixing of air due to 
advection between the built-up areas and their surroundings, assuming that the wind is 
strong enough.  
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The cloud cover present during January and December inevitably reduces the amount 
of solar radiation reaching the surface, and this is reflected by the fact that the lowest 
temperatures are recorded during these months. On the other hand, July with the 
lowest cloud cover experiences the highest daytime warming. Consequently it has the 
potential for higher UHI intensities, especially in areas on the sheltered and densely 
populated eastern side of the island. The limited cloud cover during summer probably 
leads to quicker cooling, as opposed to autumn and spring when clouds slow down 
heat losses during the night by reflecting heat back towards the surface. This has the 
potential to maintain any spring and autumn UHIs for a longer period during the night 
as the heat is retained longer at surface level. 
During episodes when atmospheric Saharan dust covers Malta, the area is generally 
also under the influence of Scirocco winds. Therefore, although a greater portion of 
solar energy reaches the surface as diffuse sunlight, the high atmospheric humidity 
maintains relatively warmer temperatures due to lack of latent heat losses. This leads 
to discomfort to people throughout most of the Island, while also increasing the 
potential for UHIs in the low-lying eastern urban areas. This is because apart from the 
low latent heat losses due to high atmospheric humidity, sensible heat losses are also 
limited due to weaker winds at these sheltered locations. This is also exacerbated by 
the absorption and re-emission of longwave energy by atmospheric particles. These 
situations would be encountered most frequently during May and September when 
these episodes are most common. Summer haze may also increase the amount of 
diffuse radiation reaching the surface and probably acts in a similar fashion to cloud 
cover. 
During rarer episodes when the Maltese atmosphere has high concentrations of 
volcanic ash, the situation would likely be quite different, as the plume would be 
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brought towards the island by relatively cooler and possibly stronger northern winds. 
Therefore, the situation would probably be similar to an overcast day, depending on 
the density of particles in the atmosphere, as well as the amount of cloud cover. 
Therefore, its overall effect would be to decrease the incoming solar radiation and 
thus the formation of UHIs is limited. 
 
Figure 17: Satellite image showing an ash plume from Mt. Etna reaching Malta. (Source: 
http://www.um.edu.mt/think/etna/) 
 
3.2.6 Other uncontrollable factors – Humidity and Marine influence 
The background maritime influence experienced by Malta as well as a description of 
the Islands’s relatively high humidity may be found in appendix 3.  
Evaporation and humidity have been shown by various studies to be crucial in the 
mitigation of UHI due to latent heat losses (section 2.1.3), however, a high level of 
atmospheric humidity inhibits evaporation due to a low concentration gradient (Erell 
et al., 2011).  
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In Thessaloniki, a coastal Mediterranean city, which like Malta has a high level of 
atmospheric humidity, Giannaros and Melas (2012) found that the pattern of the UHI 
generation is consistent with that observed in other locations, i.e. higher at night and 
decreasing considerably with winds that are higher than four metres per second. They 
also found that Thessaloniki has what they called an ‘urban moisture excess’, i.e. a 
level of humidity inside the city that is higher than that at its outskirts. They argue that 
this phenomenon is not commonly found in other cities where UHI has been studied. 
This situation may result in response to sea-breezes like Alcoforado and Andrade 
(2006) found in Lisbon, Portugal. This urban moisture excess was found to reduce the 
summer UHI even when sea breezes were not so strong. On the other hand, they 
found that the greatest UHI intensities were experienced when a dry air-mass 
stagnated over Lisbon. 
Similar conditions to those experienced in Lisbon and Thessaloniki may be expected 
in the Maltese Islands under similar conditions, even though Maltese cities are much 
smaller. The high content of moisture in the air probably inhibits evaporation and 
consequently latent cooling. However, this effect is probably greatest in summer in 
coastal towns due to incoming sea breezes. In these situations, even if the UHI 
intensity is not so high, it may result in discomfort for people living in these areas as 
sweating is inhibited, leaving people feeling hot and clammy (section 4.1.3). 
The fact that the sea buffers extreme temperatures probably helps in the reduction of 
potential UHIs due to a decrease in the maximum possible temperatures. Associated 
sea-breezes also decrease temperature extremes as they bring cooler air onto the 
Islands. The mitigating effect of the sea is also important in winter since temperatures 
tend to remain higher and anthropogenic heating due to artificial warming is limited.    
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3.3 Controllable factors – Population related 
A crucial feature of the generation of UHIs is the fact that human activities modify 
heavily the Earth’s surface to the extent of impacting the climate system of a region. 
These properties tend to vary with the population density of an area, as urbanisation 
tends to increase to accommodate a larger population. This becomes relevant in UHI 
studies, as impacts that are insignificant on an individual level, are exacerbated 
proportionally as urbanisation increases. The population related impacts, namely 
antrhropogenic heat and air pollutants, and the effect that they might have on urban 
temperatures are discussed in the sections below. 
3.3.1 Anthropogenic heat 
The influence of anthropogenic heat on UHI generation has been discussed in section 
2.1.3. In this section, the factors influencing the anthropogenic heat in the Maltese 
islands are listed and scrutinised on their potential to generate UHIs in Malta.  
 According to Erell et al., (2011) and Oke’s anthropogenic heat equation9, the factors 
that are most likely to influence the anthropogenic heat of an urban area are:   
• Population density 
• Per capita energy use 
• Background climate 
• Urban transport  
• Degree and type of industrial activity 
                                                 
9 𝑄𝑄𝐹𝐹 = 𝑄𝑄𝑉𝑉 + 𝑄𝑄𝐵𝐵 + 𝑄𝑄𝑀𝑀 
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As the value for anthropogenic heat in Malta is not known, one can get an idea of its 
intensity locally by considering each factor in the list as it applies in a Maltese 
context. 
The values below indicate that even though energy consumption is comparable to the 
rest of the European Member States, the eastern coast of Malta, likely suffers from a 
degree of anthropogenic heat due to the fact that the population is densest in the area 
due to its economical, commercial and social importance. The volume of vehicles 
commuting in the area likely boosts the temperatures during peak hours. 
3.3.1.1 Population density 
Even though the population of the Maltese Islands (429,344 persons in January 2015) 
is one of the smallest of the twenty-eight member States of the European Union (EU-
28) (Eurostat, 2015a), it has by far the highest population density (1,339.8 persons per 
square kilometre in 2013, followed by the Netherlands with 498.4) (Eurostat, 2015b).  
The majority of the population resides on the eastern-side of the main island of Malta, 
close to the Grand Harbour region, which has been historically a hub of industrial and 
commercial activities. This densely populated area is shown in figure 18, which 
represents the Urban Morphological Zone (UMZ)10 assigned by European 
Environment Agency (EEA) for Malta. The diagram also shows that the UMZ in 
Gozo is not focused in just one area as it is in Malta, but is fairly well distributed.  
Furthermore, according to Eurostat data (Eurostat, 2015c), 89 percent of the Maltese 
population in 2013 were living in densely populated areas; 10.9 percent were living in 
intermediate urbanised areas, i.e. suburban regions; and only 0.1 percent were living 
                                                 
10 The EEA defines UMZs as “A set of urban areas less than 200m apart” (European Environmental 
Agency, 2011b). 
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in sparsely populated areas. According to the EEA’s Urban Atlas for Europe 
(European Enviroment Agency, 2014), in 2006 the UMZ in Malta covered 6,309 
hectares, i.e. 63.09 square kilometres (24.36 square miles). The population living in 
this area in 2001 was of 208,024 persons. Considering these values, the population 
density in the harbour area would rise to 3297.25 persons per square kilometre, which 
is approximately two and a half times the national population density. 
The overpopulation problem is likely to become worse in the not so distant future, as 
the population is currently growing at a rate of one percent per annum (The World 
Bank, 2015) and is projected to reach 481,567 by the year 2080 (Eurostat, 2015d). 
 
Figure 18: Urban Morphological Zones (UMZ) in the Maltese Islands in 2006. (Diagram based on data from 
http://eea.maps.arcgis.com/home/webmap/viewer.html?useExisting=1) 
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3.3.1.2 Per capita energy use 
The gross inland per capita energy consumption in Malta in 2011 was of 2.71 tonnes 
of oil equivalent (toe), which is equivalent to 31.52 Megawatt hours (MWh)11. The 
value is quite close to the European average (EU-28) of 3.37 toe (Eurostat, 2013).  
According to Oke (1987), the per capita energy use is also dependent on the affluence 
of the population in the country. It is assumed that the greater the affluence of a 
region, the more its population is willing to utilise energy intensive methods for living 
comfortably. With 75.2 percent of the people living in urban areas in Malta with a 
salary above 60 percent of the median equivalised income12 (Eurostat, 2015e), one 
may assume that the degree of affluence is quite high for the majority of the 
population. 
3.3.1.3 Background climate 
A description of the climate in Malta may be found in appendix 3.  
As Malta has a mild winter, it experiences an average of just 560.13 heating degree 
days13 (based on data collected between 1980 and 2004) which is much lower than 
average of 3,253.882 for other European Union countries (Eurostat, 2013). On the 
other hand, since the Maltese summer tends to be quite hot, the highest consumption 
of electricity is recorded for the months of July and August. During these months 
                                                 
11 According to the International Energy Agency, 1 toe = 11.63 MWh 
(http://www.iea.org/statistics/resources/unitconverter/) 
 
12 “Equivalisation is a standard methodology that adjusts household income to account for different 
demands on resources, by considering the household size and composition” (Office for National 
Statistics (UK), 2012) 
13 “A “degree day” is determined by comparing the daily average outdoor temperature with a defined 
baseline temperature for indoor comfort (in this case, 65°F [18.3°C])” (US Environmental Protection 
Agency, 2014). 
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electricity demand accounts for 20 percent of the total annual consumption (National 
Statistics Office, 2014). 
3.3.1.4 Urban transport 
In 2012 the vehicular density in Malta was of 599 cars per one thousand inhabitants 
(Eurostat, 2014). This makes Malta one of the countries in the European Union with 
the highest number of vehicles per inhabitant following Luxembourg and Italy 
(Eurostat, 2014). At the end of June 2015, the total number of licenced motor vehicles 
was of 340,981 of which 79.3 percent were passenger vehicles. The absolute majority 
of Maltese vehicles run on either petrol (60.6 percent) or diesel (39.0 percent) 
(National Statistics Office, 2015). 
The concentration of vehicles on the eastern side of the country, as well as the 
considerable volume of traffic during peak hours has the potential to influence 
considerably the temperature in these areas. 
3.3.1.5 Nature of the economy and industry 
The Maltese economy is primarily dependent on foreign trade, manufacturing and 
tourism (Central Intelligence Agency, 2015).  
The energy intensity of the Maltese economy in 2013 was of 143.6 kilograms of oil 
per one thousand euros which is quite close to the European average of 141.6 
kilograms of oil per one thousand euros (Eurostat, 2015f).   
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3.3.2 Air pollutants and greenhouse gases  
Apart from their role in climate change, greenhouse gases also have a role in UHI 
generation. This occurs mainly under certain atmospheric conditions, such as 
inversions, when these gases are trapped close to the surface inside the city due to the 
closing of the atmospheric window (section 2.1.3). According to Eurostat data 
(2015h), in 2012 Malta’s greenhouse gas emissions were of 7.52 tonnes of CO2 
equivalent, which is slightly lower than that of the EU28 average of 8.98 tonnes of 
CO2 equivalent. However, Malta has experienced the highest increase in emissions 
since 1990, with an increase of 56.9 percent, which is in stark contrast with the 
average for the the EU28 which decreased by 17.87 since 1990 (Eurostat, 2015g). 
Another pollutant that has a role in warming up urban areas is black carbon or soot 
(Erell et al., 2011) which is emitted when fuel is combusted under non-ideal 
conditions. Industrial stacks and traffic are major contributors of this type of 
particulate matter. Its contribution to UHI is mainly because of its ability to act as a 
greenhouse gas and also because of its high absorption of solar radiation (Erell et al., 
2011). This mainly reaches the islands from the European mainland (C. Galdies, 
personal communication, April 29, 2016). The effect may be witnessed in urban areas 
where light coloured buildings turn dark especially in places with a lot of traffic. 
Therefore, urban materials absorb more heat due to a decrease in the albedo of the 
surface material increasing the UHI generation potential. 
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3.4 Controllable factors – Urban design and structure related 
For centuries, humans have been carefully shaping their living environment in a way 
that enhanced their comfort through practices learned mostly through trial and error. 
Structures that were comfortable were kept and and improved upon, while others 
which were not were discarded. Various episodes throughout history encouraged the 
shifting of the Maltese population towards the harbour area and the requirement of 
housing inevitably led to the rapid expansion of villages, towns and cities around 
Valletta and the Grand Harbour, resulting in virtually a continuous metropolitan 
region (figure 18).  
Globalisation led to the implementation of international building principles, which 
although convenient on short-term basis, may have sacrificed the character of the 
Maltese towns and villages together with their particular climatic adaptations. In this 
section, some of those aspects are explored in terms of their role in UHI generation.  
3.4.1 The Urban Canyon 
The geometry of most cities all over the world is based mostly on a basic recurring 
feature, namely the urban canyon, composed of a row of buildings on each side of a 
street. However, in its universality the urban canyon varies widely not only from one 
town to another but also within the same street. These variations interact with the 
background climate in a way that provides either a more comfortable living space or 
in other cases enhancing unwanted features such as the UHI.  
These variations are grouped by Erell et al. (2011) in three groups: 
• The aspect or height to width ratio (H/W) of the canyon. They explain that 
this applies principally to symmetrical canyons, made up of buildings of 
similar height on either side of a street with uniform width throughout. Since 
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this situation is quite rare in real world situations, the average height and 
width of a canyon under investigation are recorded.  
According to Oke (1981 as cited by Goh & Chang, 1999) the highest UHI 
intensity in mid-latitude cities in Australia, Europe and North America are 
related to H/W by the followiing eqution: 
𝐻𝐻𝐸𝐸𝑆𝑆𝐼𝐼 𝐼𝐼𝑃𝑃𝐼𝐼𝑆𝑆𝐸𝐸𝐼𝐼 𝑖𝑖𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸𝑃𝑃𝑖𝑖𝐼𝐼𝐸𝐸𝑢𝑢𝑟𝑟𝑚𝑚 = 7.45 + 3.97 ln(𝐻𝐻/𝑊𝑊) 
• The canyon orientation. Usually described according to its axis alignment to 
the closest cardinal points, e.g. N-S or NW-SE orientation (Erell et al., 2011). 
This feature is of particular importance for UHIs as it influences the degree of 
shading in the particular canyon as well as wind funelling. 
• The sky-view factor (SVF). This is related strongly to the H/W and is 
defined as “…the proportion of the sky dome that is ‘seen’ by a surface, 
either from a particular point on that surface or integrated over its entire 
area.” (Erell et al., 2011 p.20). 
Apart from controlling the amount of shortwave radiation that reaches the various 
surfaces within the canyon, these features also affect the speed at which longwave 
radiation is lost by surfaces due to the amount of reflection between alternate surfaces 
within the canyon, as well as by influencing the wind speeds and humidity levels. 
A brief description of some Maltese towns and cities is given in appendix 4, which 
provides a basic description of the geometry and the differences in Maltese urban 
canyons. 
As towns and villages expanded during the last century, the priority during planning 
was vehicular access and  not pedestrian comfort (Camilleri P. , 1979). This lead to 
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roads being as wide as 16.5 metres but extremely hostile to pedestrains as they tend to 
be dusty, windy and extremely hot during summer (Camilleri P. , 1979) 
As might be seen from the description in appendix 4, one can conclude that even 
though not explicitly planned, traditionally the construction of towns and villages in 
Malta, took careful consideration for the mitigation of local climatic conditions. 
However, population booms in particular localities due to increases in popularity led 
to the requirement of housing within a limited period of time. This often led to the 
abandonment of time-proven town building plans, resulting in settlements which are 
not well adapted to the climate. The need for wider roads due to larger vehicles during 
the last century also exacerbated the problem as the core of villages and towns lost 
their climatic adaptations. 
3.4.2 Green areas 
The problem of overpopulation in Malta carries with it the burden of extensive land 
modification as land is cleared to building housing as well as for use in other 
economic activities. Usually, the creation of this kind of artificial land surface, leads 
to soil sealing, and consequently limits the water availability and the potential for 
latent heat losses.  
According to Eurostat (2013) 32.9% of the Maltese land territory is considered to be 
an artificial surface. Nineteen percent of this area is built up (Eurostat, 2013). Malta 
has by far the highest modified area in the European Union, which only has an 
artificial cover of 4.7 percent (Eurostat, 2013). This expansion occurred in a relatively 
short period since in 1955 only around 6 percent of Malta was built-up (Cassar L. F., 
1997). Figure 45 illustrates the area of impermeable surfaces in Malta as well as the 
percentage of imperviousness around the island. It shows how inside the harbour area 
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the surface is predominantly sealed, whereas, moving outwards towards the northern 
and western parts of the island, it becomes less so.  
Urban green areas are usually incorporated within urban areas to provide shade and a 
cool environment for the comfort of the residents. Figure 20 illustrates the land use in 
the Maltese islands. It also shows that green urban areas are quite limited in the built 
up regions of the Islands.  In fact, according to the European Environmental Agency 
(2011a) only 26 percent of the urban areas within the Maltese UMZ is considered as a 
green urban area. On the other hand, 80.4 percent of Gozo’s UMZ is considered to be 
a green urban area (European Environment Agency, 2011a). 
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Figure 19: Map illustrating the extent of soil sealing in the Maltese Islands in 2012. The legend shows the 
percentage imperviousness in %. (Adapted from data in European Environment Agency, 2011) 
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Figure 20: Map illustrating the land use characteristics in the Maltese Islands (Adapted from data in European 
Environment Agency, 2011). 
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3.4.3 Building Materials  
Most urban surfaces in Malta are constituted of either:  
• concrete: mainly used for roofs and sidewalks 
• asphalt: used mainly as a surface material for roads, and  
• globigerina limestone (stone) or plastered concrete blocks: which make up 
most of the vertical walls.   
o Globigerina limestone was traditionally used extensively in Malta as it 
was one of the most common natural resources. Its properties, being 
relatively soft, allowing it to be artistically dressed, as well as its 
durability have maintained it as a popular building material throughout 
history (Camilleri D. H., 1988). Its light colour, ranging from whitish 
(bajda) to yellowish (safra) (Cassar J. , 2004), also makes it ideal for 
the Maltese climate due to its high albedo. In fact, a typical finishing 
for globigerina limestone walls is known locally as “Fuq il-fil”, which 
is a type of fair-faced finish which exposes the highly reflective, light 
coloured properties of the stone.  
o The popularity of concrete blocks increased in recent years due to its 
convenience as well as due to the decline in the quantity of good 
quality globigerina limestone. Cement blocks are typically plastered 
and painted in a light colour.  
The solar reflectance of these materials is generally quite high. This is in accordance 
with the building practices of other Mediterranean countries, which use light colours 
and cool materials ever since antiquity, for their ability to maintain a cool internal 
atmosphere during the warmer months. Concrete, stone and light paint tend to lose 
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albedo with time due to air pollution, especially due to soot and dust particles which 
settle on the surface. On the other hand, as it ages asphalt tends to lighten in colour 
and achieve a slightly higher albedo. 
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4 Green Roofs and UHI mitigation 
4.1 Why mitigate? Problems arising from UHI 
Humans, like other animals, have a range of temperatures at which their metabolism 
works at its best, and thus feels comfortable. To achieve this, they utilised strategies 
such as migration and environmental modifications. Dwellings have been built with 
this in mind. However, unpredicted circumstances such as UHIs hinder the 
achievement of this optimal temperature. Furthermore, climate change projections 
indicating an increase in the background temperatures of various regions, together 
with an increase in the incidence of heat waves, is transforming UHIs from a simple 
nuisance to a serious health threat to millions of city-dwellers worldwide (Tan, et al., 
2010). 
This section explores some of the major problems associated with UHIs, namely 
human health issues, environmental implications, energy consumption and human 
comfort. This highlights the importance of finding an adequate UHI mitigation 
strategy. Due to the widespread literature advocating the potential of vegetation in the 
mitigation of UHI, only the role of green roofs in such a strategy is reviewed in this 
work based on studies conducted abroad. 
4.1.1 Health 
Numerous studies have concluded that mortality increases with temperatures (e.g. 
Tan, et al., 2010). McMichael, Woodruff and Hales (2006) showed that mortality rate 
followed a U-shaped curve, with the least deaths occurring at an optimum temperature 
of around 27 ⁰C (England, et al., 2010). Death rates increase as the temperatures get 
colder or hotter (McMichael et al., 2010). England et al. (2010) found that for every 
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one-degree Celsius rise in temperature above the threshold of 27 ⁰C, mortality rate in 
Malta increases by 3.03 percent, a value which is comparable to that of other 
Mediterranean cities. This impact in Malta is probably aggravated by the high 
atmospheric humidity, which increases the heat stress on the human body (England, et 
al., 2010). 
The impact of excess heat on human health due to UHIs is commonly derived from 
climate change studies, since, like UHIs, it increases the number, as well as the length 
of heat wave periods (Gartland, 2008). 
Populations living in urban environments are more prone to the effects of heatwaves 
because of the presence of UHIs. Unlike in rural areas, temperatures do not decrease 
to a comfortable level during the night with the result that people, especially those 
without air-conditioning, suffer from a lack of respite. Those cooler periods are very 
important as they allow the metabolism to recover. When this is not achieved heat 
stress increases leading to increased mortality especially in demographic groups that 
are most vulnerable. Such groups within the population include the elderly, babies and 
infants, outdoor workers, as well as people suffering from underlying problems such 
as asthma and cardiovascular diseases (Malta Environment & Planning Authority, 
2010). Their susceptibility to extreme heat events makes them more likely to suffer 
heat strokes and consequentially death if not treated promptly (Malta Environment & 
Planning Authority, 2010) .  
The fact that the Maltese population is considered to be an ageing one, with the 
number of people over the age of 65 rising from 14 percent in 2008 to an estimated 24 
percent by 2050, implies that a larger portion of the population would be susceptible 
to extreme heat in the future (England, et al., 2010). 
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Elevated environmental temperatures as a result of UHIs also lead to problems arising 
from an increase in hospital admissions. In fact, during the 1995 heat wave in 
Chicago, the number of hospital admissions doubled during the period (Rydman, 
Rumoro, Silva, Hogan, & Kampe, 1999). Such situations stretch the hospitals’ 
resources, possibly compromising the successful treatment of the most vulnerable 
patients.  
Atmospheric conditions during heatwaves lead to atmospheric inversions that trap 
pollutants close to the ground within the city. Stedman (2004) found that the increase 
of PM1014 in the air, in conjunction with excess temperatures, increases the heat 
induced shortness of breath, especially in the elderly suffering from pneumonia.  
Air-conditioning is useful in mitigating the problems that arise from excessive 
temperatures as it maintains stable indoor living conditions and consequently reducing 
heat related deaths (Wilson, 2011). In fact, one of the mitigation strategies for the 
mitigation of global warming proposed by the Maltese Climate Change Committee 
for Adaptation (2010) suggests the use of extensive air-conditioning in places such as 
hospitals and elderly residences. However, while air-conditioning improves indoor 
comfort, outside temperatures are boosted. This happens both in the short term and in 
the long term. The direct ‘pumping’ of heat from inside a building towards the outside 
increases the UHI immediately, especially in densely-built neighbourhoods that lack 
ventilation. On the other hand, an increase in energy use leads to the release of more 
greenhouse gases and in turn increase both global climate change as well as city 
warming due to the closing of the atmospheric window. 
                                                 
14 Particulate matter of a size between 2.5 and 10µm, which although less problematic than PM2.5, as it 
does not enter directly the blood stream, can cause respiratory problems such as asthmatic attacks. 
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The warmer summer months are characterised by an increase of food-borne diseases 
such as Salmonellosis. Higher temperatures tend to favour the incubation of micro-
organisms and consequently toxins accumulate more rapidly in poorly stored foods 
(Gatt & Calleja, 2010). Gatt and Calleja (2010) found that during the period between 
1990 and 2008, the incidence of Salmonellosis in Malta increased by one case within 
the whole population for every degree Celsius rise in the minimum diurnal air 
temperature. As the increase in Salmonellosis cases is directly proportional to the 
temperatures one may confidently assume that UHI has a direct relationship with such 
diseases. 
Since studies and climate models indicate that the temperatures in Malta are on the 
rise, the impact of heat on mortality is very important on a local scale (Galdies, 2011) 
and therefore a strategy that effectively mitigates high temperatures is essential.  
4.1.2 Energy consumption and environmental implications 
The energy consumption in Malta has been briefly reviewed in section 3.3.1.2.  
The impact of UHI on energy consumption may either be either positive or negative 
depending on the background climate (United States Envionmental Protection 
Agency, 1992). The impact on the energy expenditure in a country with a hot climate 
such as that of Malta is predominantly negative because in summer the UHI enhances 
the temperature in towns. This increases the energy consumption due to air-
conditioning.  
As discussed in the previous section, nocturnal use of air-conditioning in urban 
settings is generally necessary to provide respite from the diurnal heat. The fact that 
UHIs maintain higher temperatures means that larger electricity consumption is 
required. According to the United States Environmental Protection Agency (1992), 
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US cities with more than 100,000 residents experience an increase in peak utility 
loads of between 1.5 and 2 percent for every one-degree increase in temperature. 
Another study carried out in six major US cities found that electricity consumption 
increases by two to four percent for every one-degree Celsius rise in temperature once 
a threshold of 15 to 20 degrees is exceeded (Akbari, Pomerantz, & Taha, 2001). 
Akbari et al. (2001) also estimate that five to ten percent of the electricity demand 
required for cooling was necessary to compensate for the 0.5 to 3⁰C rise in urban 
temperatures attributable to UHI. They also estimated that a proper UHI mitigation 
strategy would reduce the US’ air-conditioning energy consumption by 20 percent 
which would translate in a financial benefit for the country, as it would save four 
billion dollars per year just from energy savings. 
Although the electricity consumption in the US is higher than that of Malta, the trend 
of percentage consumption is probably similar. This is confirmed by the fact that in 
Malta the highest consumption of electricity occurs in summer, with the highest peak 
consumption of electricity to date being recorded during the afternoon of the 22nd of 
July, 2015, when the air temperature rose to 35⁰C (AccuWeather, 2015) and the 
electricity production reached 438 megawatts (Enemalta, 2015). This conforms with 
global data, where the highest cooling load is usually reached during summer 
afternoons (Erell et al., 2011). 
An increase in energy consumption required for air-conditioning in Malta is 
inevitably coupled with an increase in greenhouse gas (GHGs) emissions, as the 
primary mode of electricity generation is the burning of fossil fuels. This reinforces 
the problem since GHGs are the leading cause of climate change and atmospheric 
warming.  
98 
 
Apart from GHGs, higher temperatures due to UHIs may lead to an increase in other 
air pollutants such as ozone. This is because the precursors for the generation of these 
pollutants, namely nitrogen oxides and volatile organic compounds, increase with 
temperature (Axisa, 2010; United States Envionmental Protection Agency, 1992). 
High ozone concentrations cause respiratory problems that lead to an increase in 
hospital admissions due to respiratory problems (Axisa, 2010). These symptoms are 
probably exacerbated when combined with higher temperatures resulting from UHIs. 
As discussed in section 2.1.3, increased energy production leads also to the release of 
soot and particulate matter which apart from increasing the generation of UHI, also 
lead to health problems. The relation between smog and high temperatures is shown 
by Akbari et al. (2001), who state that in Los Angeles, California, smog is absent at 
temperatures below 21⁰C, but once air temperatures exceed 32⁰C, its levels get 
unacceptable. They estimate that by effectively mitigating UHI, the accompanying 
benefits of smog reduction and the decrease in electricity consumption, would save 
the United States economy a total of ten billion dollars per year (Akbari et al., 2001).  
Figure 21 below illustrates the positive impacts described by Akbari et al. (2001), if 
mitigation strategies including the use of shade trees and cool roofs were to be 
implemented. 
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Figure 21: The impact of UHI mitigation strategies on energy use and air quality (Source: Akbari et al., 2001). 
4.1.3 Human Comfort 
For an organism to function at its best, it requires a successful interaction with its 
habitat (Oke, 1987). Like other homeotherms15, humans need to expend energy to 
maintain a relatively constant internal temperature that is independent of external 
temperatures and that enables the efficient functioning of metabolic processes. A 
homeotherm has a range of temperatures known as the “zone of minimal metabolism” 
(figure 22) along which the energy expenditure to maintain an optimal internal 
temperature is negligible and at which it is most comfortable living (Oke, 1987). 
Animals are able to move towards locations that cause the least stress. This location is 
known as the “preferendum” (Oke, 1987) and may be regarded as the location of 
thermal preference of the animal/human. 
                                                 
15 Warm-blooded animals. 
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Figure 22: The Effect of environmental temperatures upon the rate of metabolic heat production for typical 
homeotherms and poikilotherms (Source: Oke, 1987 p. 193). 
Erell et al., (2011 p. 134) define thermal preference as “…the combination of physical 
factors influencing thermal sensation (air temperature, humidity, air movement, 
radiation, clothing and activity) which a person in a particular physical environment 
would choose when constrained by climate and existing physical, social, cultural and 
economic influences including general social expectations of the urban space.” 
Therefore, under UHI conditions, especially in summer where it enhances the 
background air temperature, the human body is in a situation where the thermal 
gradient between the body and its surrounding environment is quite small and 
therefore, involuntary thermoregulatory processes kick in. The human organism is 
able to counteract this situation by both behavioural (e.g. moving in the shade or 
wearing lighter clothes), as well as physiological processes. These physiological 
processes are the flushing of the skin and sweating (Oke, 1987). Flushing occurs 
when blood vessels close to the skin are dilated, inducing a slight increase in the 
thermal gradient between the body and the surrounding air, a process that increases 
the transfer of heat from the body to the air around it. However, vascular dilation may 
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only be maintained for a small range of temperatures. At higher atmospheric 
temperatures the human body tries to lose heat by increasing the latent heat losses 
through sweating. This method is quite effective as a heat sink, however, it is limited 
by the body’s water balance as it leads to considerable water losses, which if not 
compensated lead to dehydration and eventually death (Oke, 1987). The efficiency of 
sweating for losing heat, depends strongly on the environmental conditions. While 
sweating is able to efficiently pump latent heat away in an environment that is hot, dry 
and windy, it gets much harder to dissipate heat in a hot, humid environment with 
little ventilation (Oke, 1987). This increases the physical discomfort as the rise in 
body temperature cannot be efficiently mitigated, while the body sweats in vain. This 
situation is worsened by thirst, if water is not available. 
Even though atmospheric humidity has an important role in thermal comfort, Galdies 
(2011) noted that during the Maltese summer, the high air temperature is more 
significant than humidity in causing physiological stress. 
Humans are, however, behaviourally predisposed to avoid such uncomfortable 
situations. This is not always possible, especially if the location is a place where 
people are required to remain for a relatively long period of time, such as a work 
place or a school yard. This is especially the case in situations where people perform 
intensive physical work. Physical work requires muscular energy expenditure that 
increases the internal body temperature, leading to an excess in the thermal energy 
balance.  
Thermal comfort is also required in locations designed for leisure such as tourist sites, 
which if not adequately designed to be thermally comfortable may reduce their 
popularity during certain times of the day, possibly causing a larger influx at other 
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times when the temperatures become more agreeable. It may also lead to other 
inconveniences related to excessive heat such as people fainting.  
Locations which are prone to higher temperatures due to UHI may cause problems for 
people with a limited ability to move to a more comfortable location, such as some 
elderly persons or young children. 
Humans are able to modify the background temperature to a certain extent by 
constructing buildings and designing outdoor spaces that provide a comfortable living 
environment (Oke, 1987). These designs may either enhance or reduce heat possibly 
resulting in either cool or heat islands. 
Interest in pedestrian comfort started growing in the 1980s, at which point more 
studies began focusing on its importance (Taleghani, Kleerkoper, Tenpierik, & Van 
den Dobbelsteen, 2015). Researchers developed various methods to estimate comfort 
levels associated with temperature and humidity, specifically designed as a tool for 
urban planners who need them to design spaces with comfortable temperatures.  
These methods include the use of surveys, experimental methods that analyse 
micrometeorological components as well as thermal indices (Johansson, Thorrson, 
Emmanuel, & Krüger, 2014). However, most of these methods lack international 
standardisation even though various guidelines on their use have been written 
(Johansson et al., 2014). One of the most popular methods in recent decades was the 
use of a thermal indexing method known as the physiological equivalent temperature 
(PET) (Johansson et al., 2014). Apart from being a method that gives good results, 
due to the fact that it is based on the energy balance of the human body, PET also uses 
degrees Celsius as its unit. This gives it the advantage that it is easily understood as an 
“indicator of thermal stress” as the scale is quite universal and comfortable values are 
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known universally. It also allows researchers to construct bioclimatic maps based on 
the ‘temperature’ (Matzarakis, Mayer, & Iziomon, 1999). However, Matzarakis et al., 
(1999) argued that PET does not give a good indication of the thermal stress on 
people induced by heatwaves typical of the Mediterranean, as results require a 
number of consecutive days with extreme temperatures and must be derived from 
more than one meteorological station that are close to each other.  
 
Figure 23: Table showing various values for PET as well as the thermal perception by humans and the grade of 
physiological stress. The units for PET are ⁰C (Source: Matzarakis et al., 1999). 
Computer simulation models that analyse the interaction between surfaces, plants and 
air within urban environments have also been developed to predict the thermal 
comfort experienced at a location (Taleghani et al., 2015). One such example is 
ENVI-met, a three-dimensional microclimatic model, which is used to simulate 
outdoor air temperature, mean radiant temperature, wind-speed and relative humidity 
(Taleghani et al., 2015). Taleghani et al. (2015) utilised ENVI-met in a study to 
determine the thermal comfort between five different urban microclimates in the 
Netherlands. However, they criticised the fact that the program lacks the ability to 
provide the PET values, a problem which they overcame by the converting the 
resulting data by using a different program, known as RayMan.  
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These tools have also been utilised by researchers such as Perini and Magliocco 
(2014) to forecast microclimatic changes that would occur within an urban 
environment, if green areas including green roofs are implemented, and therefore any 
changes in extreme temperature mitigation and outdoor comfort. 
A pleasant outdoor environment may however provide more benefits in a city than 
just pedestrian comfort. Thomas (2006) has postulated that there is a negative 
correlation between the level of perceived satisfaction attained from the outdoor 
environment and energy consumption. He explains that a pleasant exterior encourages 
people to spend more time outside and consequently less energy is consumed within 
the residence as there is lower need of internal cooling (Thomas, 2006).  
However, according to Erell et al. (2011), no experimental data has yet been collected 
that proves and confirms that a direct correlation exists between the outside comfort 
of residents living in an area and the energy consumption indoors within the same 
area (Erell et al., 2011). 
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4.2 Green Roofs as a mitigating strategy 
The expansion of cities in both surface area as well as in terms of population has led 
to the stereotypical “concrete jungles” to cover huge swathes of the planet’s surface, 
bringing with it both economic benefits, but also, various detrimental impacts upon 
the environment of the area.  
The strategic planting of vegetation in areas around the city has been found to not 
only enhance the visual appeal of a location, but also to be capable of mitigating some 
of the environmental shortcomings resulting from excessive urbanisation. These 
advantages range from the ability of plants to control air and noise pollution in the 
city, to the ability to mitigate excessive urban heat. Excessive heat is reduced as plants 
provide a solar energy sink by using photons during photosynthesis and also by 
dissipating a considerable proportion as latent heat during transpiration (Wong, Chen, 
Ong, & Sia, 2003).  
Clear street level areas that can be dedicated for urban greening are usually quite 
limited in most major cities and are generally very expensive (Santamouris, 2014; 
Susca, Gaffin, & Dell'Osso, 2011). On the other hand, rooftops constitute more than 
20 percent of the total surfaces within a modern city and are commonly less costly 
due their limited use and accessibility (Santamouris, 2014; Susca et al., 2011). 
4.2.1 A brief description of Maltese roofs 
The situation in the densely populated areas of the Maltese Islands is assumed to be 
somewhat similar to that described in the previous section, mainly because planting 
areas available at street level are quite rare.  
Maltese rooftops are virtually all flat, and generally light in colour. The predominant 
traditional use for roofs is to hang clothes to dry. However, modern developments, 
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consisting mainly of apartment buildings, have only limited access to roofs. This is 
because larger areas of the building’s footprint are dedicated for terracing of 
penthouses, while the topmost roof is utilised for the provision of services for the 
building, such as the installation of rooftop water tanks. 
However, an increasing number of people are increasingly discovering the leisure 
potential of Maltese rooftops, as they turn them into areas where they can entertain 
family and friends with activities such as barbecues. A small number of people have 
also dedicated all or part of the roof to gardening, designing roof gardens with plants 
contained within pots and planters.  
Recently many buildings, including industrial buildings are dedicating an area of their 
roofs for the installation of photovoltaic solar panels, especially following incentives 
provided by the government to limit the use of fossil fuels. 
Maltese roofs are normally finished by covering the concrete structure with a layer of 
globigerina stone spalls that is screeded over. Water proofing is commonly applied on 
top in the form of a tar membrane.  
The layer of globigerina spalls, known in Maltese as “torba”, acts primarily as an 
insulating layer and may be of variable thickness. Screed (known in Malta as 
kontrabejt, (which includes the torba layer)) usually a few centimetres thick is applied 
over the spalls. Waterproofing is usually applied either as a bituminous waterproofing 
membrane or by using other methods of roof coating such as the use of acrylic roof 
compounds.  
The main influence of these roofs on the potential UHI generation is expected to be 
dependent upon the reflectance of the final layer of either screed or waterproofing. 
The degree of reflectance is the result of the colour and properties of the final layer 
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and determines the amount of solar radiation absorbed and transferred deeper inside 
the roof. This energy is eventually released again later when the air cools down and is 
one of the factors leading to nocturnal UHIs.  
If the roof structure is sound, the heat escaping from indoors through the roof and 
warming the outside should be limited and therefore the contribution to the formation 
of UHI from this effect is assumed to be minimal.  
The potential for installing green roofs systems on Maltese roofs is quite high since 
they are flat and usually accessible. On the other hand, the use of roofs for drying 
clothes or for photovoltaic installations may inhibit the use of simple extensive green 
roofs. However, such drawbacks may be overcome by adopting designs that allow 
both activities. Furthermore, it was found that by integrating green roofs with 
photovoltaic systems, each system enhances the performance of the other. While 
green roofs provide cooler air for the panels, and thus improving their efficiency, 
solar panels provide shelter for the plants (Hui & Chan, 2011). 
4.2.2 Why green roofs? 
Depending on the location and background climates, bare roofs may reach very high 
temperatures of around 50 to 60⁰C, which is comparatively much higher than that of 
nearby vegetated surfaces (Costanzo, Evola, & Marletta, 2015). A large number of 
studies have focused on finding strategies that are able to mitigate this discrepancy. 
The best passive strategies for mitigating extreme heat from a rooftop perspective 
have mostly revolved around two approaches, namely, “cool roofs” and green roofs 
(Costanzo et al., 2015). Cool roofs are usually roofs with a highly reflective finish that 
is generally either white or another light colour (Costanzo et al., 2015). Cool roofs are 
designed to combine colour and material to maximise the reflectivity of incoming 
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solar radiation (Santamouris, 2014). On the other hand, green roofs incorporate a 
vegetation cover on top of the roof surface (Costanzo et al., 2015). The ability of 
green roofs to mitigate UHI is reviewed in the next section. 
Various studies have compared these two UHI mitigation methods. Some of their 
conclusions are reviewed below.  
For the climatic conditions of Kobe, Japan16, Takebayashi and Moriyama (2007) 
found that highly reflective white roofs maintained lower temperature with respect to 
those of green roofs. They attribute this result to the high reflectivity of the roof which 
reflects a large amount of solar energy before it is able to warm up the surface. They 
found that the energy balance for both the white roof and the green roof showed low 
sensible heat losses, because in the case of the former, it does not absorb much heat 
and therefore less heat is available for re-emission. In contrast, green roofs lose much 
of their heat as latent heat due to evaporation. They also found that both white cool 
roofs and green roofs maintain lower temperatures when compared to highly 
reflective grey-coloured cool roofs and traditional cement concrete surfaces, with both 
of the latter having similar energy balance values.  
These results may give an indication of the energy balance of Maltese roofs, as unless 
covered by waterproofing membranes, most roofs tend to be grey coloured concrete 
surfaces. 
Costanzo et al. (2015) generalised these results further and concluded that external 
roof surface temperatures in any climate are lowest when cool paint is used. This is 
the case when paint with a high reflectance of at least 0.8 is used. They found that 
green roofs tend to perform similarly to a surface with an albedo of 0.65. For this 
                                                 
16 Humid-subtropical 
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reason, Costanzo et al. (2015) concluded that cool roofs with a reflectance higher than 
0.65 are a better at mitigating UHI than green roofs. On the other hand, they found 
that due to the efficient thermal insulation of the substrate, green roofs performed 
better than cool roofs at mitigating energy gains or losses through the roof, reducing 
the influence on the internal temperature of the building. However, this is an 
important factor with both green and cool roofs and, therefore, they have a major role 
in reducing the cooling load of the building. This limits the amount of heat that air-
conditioners release into the external environment via their condenser (Costanzo et 
al., 2015). This is an added benefit with regards to UHI mitigation as it was found that 
this heat is able to enhance the UHI of cities (Zhao et al., 2014). 
In reviewing various studies which compare the efficiency of green roofs and cool 
roofs, Santamouris (2014) noted that: 
• When the albedo of a reflective roof is higher than 0.7, cool roofs have a much 
higher UHI mitigation potential (reflecting more than 400W/m2) than green 
roofs during peak periods. However, he noted that the studies took into 
consideration extensive green roofs with a low Leaf Area Index (LAI). These 
roofs loose a much lower amount of energy - between 100 and 250 W/m2 as 
latent heat, when compared to irrigated intensive green roofs. The rest of the 
variables in the surface energy balance of both the highly reflective cool roofs 
and extensive green roofs was found to be similar (Santamouris, 2014). 
• When considering, a well irrigated green roof with LAI of around 4 or 5 in a 
relatively dry environment, one may expect a latent heat loss of around 
400W/m2, which is similar to the reflected heat of cool roofs (Santamouris, 
2014). 
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• Roofs with a high reflectivity have been found to provide a better UHI 
mitigation in hot climates, whereas green roofs have been found to be more 
advantageous in moderate and cold climates.  
• He also found that the weathering expected in the area is an important factor to 
be taken into consideration when choosing a UHI mitigation strategy, as it was 
found that the “…dust load, ultra violet radiation, microbial growth, acid rain, 
moisture penetration and condensation, wind and biomass accumulation” all 
decrease the reflectance of a cool roof (Santamouris, 2014 p. 698). He cites 
Bretz and Akbar (1997), who found that in the first year the albedo of a cool 
roof decreases by 0.15. This may be restored to around 90% of its initial value 
if it is washed. He therefore states that the mitigation potential of a well 
irrigated extensive green roof is comparable to that of a cool roof of an initial 
albedo of around 0.7 (Santamouris, 2014). 
• For cool roofs with reflectivity values of between 0.5 and 0.6, the limited 
number of studies available indicate that they perform slightly better than 
green roofs. Santamouris (2014) suggests that this is plausible when 
comparing a well irrigated green roof with a cool roof which has a limited 
thermal capacity, in a climate that is not very humid. 
• Santamouris (2014) did not find any studies which investigated cool roofs 
with an albedo lower than 0.5 and higher than 0.3. However, studies 
comparing conventional roofs, with an albedo of 0.3, against the mitigation 
potential of green roofs are common. In these situations, green roofs where 
found to be universally more efficient than conventional roofs. 
Santamouris (2014) found that green roofs are efficient in mitigating high air 
temperatures, when taking into consideration a citywide coverage of green roofs. 
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Modelling results found that a decrease in ambient temperature of between 0.3 and 3K 
may be expected from green roofs as opposed to cool roofs which decrease air 
temperatures by between 0.1K and 0.33K (average of 0.2K) per 0.1 increase in roof 
albedo. He also found that when only albedo is considered, an average of 0.3K per 0.1 
increase in albedo may be expected. 
Nonetheless, the ability of both cool roofs and green roofs to mitigate street level UHI 
becomes negligible when they are installed on high rise buildings (Santamouris, 
2014). Perini and Magliocco (2014) also noted that the ability of green roofs to 
mitigate high summer temperatures at street level, is less than the ability of green 
areas at street level. However, they added that since the availability of spaces at street 
level to be dedicated to vegetation is limited, roofs are a feasible alternative. 
Even though, studies show that UHI mitigation is probably more efficient when cool 
roofs are used, the use of green roofs remains a viable option when considering the 
other benefits which are associated with it. Some of these benefits are listed in 
appendix 6. 
Recently Pisello, Piselli and Cotana (2015) published an article in which they describe 
the performance of an innovative technology which they called the “cool-green roof” 
which integrates both cool roof and green roof technologies. This involves the 
planting of a green roof with a low maintenance, light-coloured herb species which is 
adapted to the climate, therefore requiring much less irrigation. In the case of Pisello 
et al. (2015), they opted to use a perennial, herbaceous, evergreen aromatic herb 
known as Helichrysum italicum, commonly known as “Curry plant”. 
112 
 
Costanzo et al. (2015) concluded that in mild Mediterranean environments, an 
extensive and moderately insulated green roof is the most effective technology to 
strongly reduce the energy needs of the buildings while helping in the UHI mitigation. 
4.2.3 How do green roofs mitigate UHI? 
As discussed in section 2.1.3, areas which are covered in vegetation and that do not 
have extensive soil sealing, tend to suffer much less from intense heat, as opposed to 
the built-up areas in the vicinity. Furthermore, built-up areas that are covered in 
vegetation are consistently found in many studies to be able to effectively moderate 
intensive heat (Bounoua, et al., 2015).  
The UHI mitigation effect of plants is achieved mainly via three main features: 
shading, photosynthetic processes and transpiration. 
Shading depends primarily on the total area of leaves which is able to cover the 
ground and not allowing solar radiation to directly pass through the canopy. This is 
commonly quantified by a value known as the leaf area index (LAI) that is 
represented by the total one-sided area of leaf tissue per unit area of ground surface 
(Bréda, 2003). This value is dependent on the plant species and ranges from 0 (bare 
ground) to 10 (dense forest) (Pfeifer, Disney, Quaife, & Marchant, 2012). 
A portion of the light incident on leaves, is utilised by the plant for the process of 
photosynthesis, whereby energy from the sun is utilised to convert inorganic carbon 
dioxide from the air into organic compounds such as glucose.  
On the other hand, evaporation is important for plants as it is required for 
transpiration, the process that drives the water movement from the roots to every point 
within the plant. Water that is absorbed by the roots eventually leaves the plant as 
vapour, increasing the humidity of the air (Lee et al. 2014). Most researchers agree 
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that the potential for the green roofs to reduce UHI is dependent on the amount of 
latent heat that it loses (Karachaliou, Santamouris, & Pangalou, 2015).  
As green roofs maintain a lower roof surface temperature when compared to 
traditional bare roofs, the role of the surface in emitting sensible heat is decreased 
considerably, resulting in lower nocturnal UHIs (Karachaliou et al., 2015). 
Niachou et al. (2001) found that the surface temperature of a green roof was 10⁰C 
lower than that of a non-insulated roof. This reduces the longwave emission as the 
higher the surface temperature, the more radiation it emits. In fact Roth, Oke and 
Emery (1989, as cited by Lee et al. 2014) found that air temperature is related to roof 
temperatures. 
However, Banting et al. (2005) state that for green roofs to be able to mitigate UHI 
effectively on a citywide level, most of the rooftops within the city would require a 
vegetative cover. This was confirmed by Li, Bou-Zeid and Oppenheimer (2014), who 
found that for the Baltimore-Washington metropolitan area, a 1⁰C decrease in the 
surface UHI requires a green roof cover of 30 percent of the total rooftops in the 
region. On the other hand, to decrease the air temperature close to the surface by 
0.5⁰C would require a 90 to 95 percent green roof cover. 
4.2.4 UHI mitigation effectiveness on a citywide level 
Santamouris (2014) notes that the number of studies that evaluate UHI mitigation 
through the use of green roofs on a citywide scale is very limited. He explains how 
most studies considering UHI mitigation are based on mesoscale models and are 
based on extensive green roof types. Simulations of the effect of a citywide green roof 
cover have been carried out for the cities of New York and Chicago in the US and for 
Hong Kong and Tokyo in Japan (Santamouris, 2014). Santamouris (2014) also states 
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that whereas these studies are based on simulated models an important study which is 
based on experimental data for Singapore is available (Wong et al., 2003). Those 
investigations are reviewed in the case studies below: 
New York City, New York, US 
(Based on the report by Rosenzweig et al. (2006))  
The nocturnal heat island of New York is of around four degrees Celsius during 
summer with the hottest being in Midtown Manhattan. During the day, the 
neighbourhoods of north-western Brooklyn, eastern Queens (Long Island City) and 
the South Bronx are the hottest. These patterns are observed throughout most of the 
year, but are more pronounced during heatwaves, during which along with high 
temperatures the city usually suffers also by a lack of ocean breezes and low wind 
speeds. 
The simulation considered a full conversion scenario, which would involve a hundred 
percent conversion city’s surfaces to either vegetation or a high albedo surface. They 
found that vegetation resulted in a surface UHI which was lower than that of surfaces 
with a higher albedo. Yet, because of the limited availability of space for vegetation 
within the city, a conversion of the city surfaces to lighter colours would give lower 
overall temperatures. Per unit area, green roofs were found to be less efficient in 
lowering surface temperatures than curb-side vegetation, but better than light-
coloured surfaces. Therefore, they suggest that green roofs could be a solution for 
neighbourhoods where space for street level vegetation is limited. Nevertheless, they 
believe that the effect would probably be lower since the shading on the vertical 
surfaces of the buildings would be less than that provided by trees within the canopy 
layer. 
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The study concluded that during the heat wave of the 14th August, 2001, at a height of 
two metres above street level, the temperature would have been between 0.37 and 
0.86⁰C lower at around noon, while the average temperature during the day would 
have been between 0.3 and 0.55⁰C lower (as cited by Santamouris, 2014). 
Chicago, Illinois, US 
Based on the study by Smith & Roebber (2011). 
Thanks to a number of incentives provided by the government of the City of Chicago 
who endorsed the use of green roofs in its UHI mitigation policy, Chicago has 
become one of the leading cities in green roof technology (Santamouris, 2014). In 
2008, more than 50,000m2 of green roofs were installed (Santamouris, 2014). 
Smith and Roebber (2011) considered the day of the 15th of July, 2006, for their 
investigation, as the temperature on the day reached 32 to 35⁰C which is 4 to 7⁰C 
higher than the average temperature for July. This day was chosen because they 
postulated that the temperature would be representative of future summer 
temperatures expected in the area, both resulting from global climate change and from 
UHI influences due to the increase of urban sprawl. 
On site temperatures from the green roof on top of the Chicago City Hall, which 
covers 53 percent (an area of around 1886m2 (20,300ft2)) of the roof surface area, 
maintains an average rooftop temperature that is 4⁰C lower than bare surfaces. The 
surface temperature during peak hours reached only around 22⁰C. 
The simulation exercise, on the other hand, has shown that green roofs may decrease 
urban temperatures by up to 3⁰C. Interestingly, they noted that the decrease in 
temperature was not primarily due to an increase in humidity. They note that the 
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importance of green roofs in the mitigation of UHI is less important than simple light 
coloured roofs. However, they commend the use of green roofs for their importance in 
providing other ecosystem services such as reduced urban flooding. For UHI 
mitigation purposes they suggest that a good mitigation strategy would include a mix 
of green roofs and light-coloured roofs that would combine the superior reflection of 
both roof surfaces while avoiding an increase in the city’s humidity.  
The study also provides an insight on possible scenarios that may arise with a 
decrease in urban temperatures in the area. They remark that lowering the temperature 
of the city may lead to a reduction in lake breezes, which are responsible for cooling 
the city during the day, especially along the shore. They also believe that cooler 
temperatures might lead to a shallower planetary boundary layer (see appendix 1) that 
would decrease the volume of air available for diffusion of pollutants, which would 
lead to poorer air quality. 
Tokyo, Japan  
Based on the study by Chen, Ooka, Huang and Tsuchiya (2009). 
Like other major cities throughout the world, Tokyo suffered from an increase in the 
UHI as urbanisation increased. In the hundred-year period between 1880 and 1980, 
the air temperature within the city at a height of 1.5m above the ground, increased by 
two degrees Celsius. Chen et al. (2009) explain that this is much higher than that 
experienced on a global scale. 
The study models the climate of the city upon two unrelated microclimates found 
within two urban regions with different heights, namely Ōtemachi, a high-rise 
business district, and Kyobashi, a characteristic mid-rise business district. 
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Both districts experience an increase in the air temperature at a height of 1.5m 
primarily due to traffic. This is most pronounced areas sheltered from air movements. 
Furthermore, in Ōtemachi, narrow streets with low wind speeds, experienced higher 
temperatures on a microclimatic level due to air-conditioning units. Chen et al. (2009) 
found that the effectiveness of mitigation measures in Ōtemachi depended on the 
configuration of the urban block. 
The study considered the use of various UHI mitigation methods including the use of 
extensive green roofs and cool roofs. However, they concluded that the use of both of 
these roof technologies, installed on high and mid-rise buildings, did not provide any 
significant improvement in air temperature within the canopy layer. 
Hong Kong  
Based on the study by Ng, Chen, Wang and Yuan (2012) 
Hong Kong is described as a subtropical Asian metropolis, characterised with a hot 
and humid summer. These conditions give rise to thermal discomfort for residents. 
Furthermore, the city provides a dense urban environment with high-rise buildings 
that form deep urban canyons. The dense city environment provides the residents with 
an effective mode of urban living by minimising the use of transportation and 
conserving energy. However, it leads to intense UHIs due to poor air circulation and 
lack of urban green spaces.  
The study concluded that due to the high-rise, high-density situation in Hong Kong, 
no amount of vegetation, including trees and grass at rooftop level would be effective 
in mitigating the UHI at street level. On the other hand, they found that a decrease of 
1K in street level temperatures, could be achieved by covering one third of the city’s 
area of urban canyons with trees.  
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They concluded that in cases where the height to width ratio of the urban canyon is 
larger than unity, the effectiveness of green roofs in mitigating street level UHI is 
limited. In these scenarios a better strategy would be to plant trees at pedestrian level. 
However, they suggest that by greening the roofs of Hong Kong, it is possible that 
further temperature increases could be hindered.  
Singapore 
Based on the study by Wong et al. (2003) 
Unlike the other studies in this section, the study by Wong et al. (2003) is not based 
on a simulated scenario, but on actual field data. The results obtained are however 
from a single intensive green roof. 
Greenery in Singapore has long been considered a priority. In 1967, the government 
introduced policies which led it to be known as the “Garden city” (National Library 
Board Singapore, 2015). However, until 2003, Wong et al. (2003) noted that green 
roof technology was still an innovation, even though green roofs were already present 
over public buildings, such as multi-storey carparks, and some commercial buildings. 
The study was conducted on an intensive green roof installed on a low-rise 
commercial building. The green roof was composed of a wide variety of vegetation 
which included grasses, shrubs and trees with varying leaf area indices (LAIs). A bare 
pavement providing access to visitors was also present. This was important because 
the study required data, from various points on the roof, both in the vegetated and 
bare areas. 
With regards to the effectiveness for UHI mitigation, the researchers arrived at the 
following conclusions: 
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• Areas that were shaded by any type of vegetation maintained surface 
temperatures that were up to 30⁰C lower than unshaded areas. The temperature 
was proportional to the foliage density, with higher LAIs maintaining lower 
temperatures. 
• The ambient air temperature difference between planted and unplanted areas 
varied by up to 4.2⁰C. The effect was dependent on the distance from the 
vegetation. 
• The humidity did not vary significantly between planted and unplanted areas, 
an observation that confirmed that ventilation may mitigate the increase in 
atmospheric humidity resulting from an increase in vegetation.  
• Plant roofs were confirmed to emit less longwave radiation after sunset, 
indicating the potential effectiveness in nocturnal UHI mitigation.  
• Green plants reflect less solar energy than hard surfaces 
The above case studies do not necessarily provide a direct indication of what would 
be expected from green roofs in the Maltese Islands. The ability of green roofs to 
mitigate UHI may vary from one area to another, even though according to Li et al. 
(2014), qualitative features are supposedly more universally applicable than 
quantitative features (Li et al., 2014). 
For this reason, observations from studies carried out within the Mediterranean 
region, might give a clearer indication of what may be expected in Malta. 
Perini and Maglioccio (2014), conducted simulations for different cities within Italy. 
Even though all of these cities are considered to be under a Mediterranean climatic 
regime, the different latitudes, offer a different gradations of the same climate. They 
concluded that the effectiveness of vegetation in mitigating UHI is more effective in 
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locations with high environmental temperatures and low relative humidity values. 
They also noted that temperatures in streets close to urban green areas experienced an 
improved thermal comfort level in summer. Thus they concluded that a widespread 
vegetation cover around a whole city would be able to mitigate UHI effectively. 
These observations are in conformity with what was described for other locations 
within this section. 
Karachaliou et al. (2015) observed the surface temperature variations on top of a 
green roof within the Mediterranean climate of Athens, Greece. They found that the 
part of the roof covered by vegetation, remained 15⁰C lower than that of the bare part 
of the same roof. Since the vegetation was composed of aromatic plants adapted to the 
Mediterranean climate, they concluded that the use of low-irrigation, indigenous 
plants in green roof systems is a plausible solution for mitigating UHIs within dry 
climates.  
However, they remarked that the UHI mitigation potential is dependent on the species 
of plant utilised, i.e. plants with higher foliar density and higher albedo maintain 
lower surface temperatures, as opposed to darker plants with less foliage. They also 
noted that the surface temperature of plants increased with increasing background 
temperatures. Therefore, darker plants would limit the full potential of UHI mitigation 
as they would get warmer than lighter plants with higher albedo.   
Karachaliou et al. (2015) strongly recommend that to ensure the optimal performance 
of a green roof, the construction and design utilised, need to follow set regulations and 
technical specifications, such as those provided by Walker (2009) and Pisello et al. 
(2015). 
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4.3 Challenges in the construction and use of Green Roofs 
4.3.1 Costs 
Even though incentives for the installation of green roofs exist in many regions and 
countries around the world, installation costs discourage investment in the technology 
(Clark, Adriaens, & Talbot, 2008).  
Carter and Keeler (2005) found that the net present value17 (NPV) of an extensive 
green roof in Athens was at the time 10 to 14 percent more expensive than a 
conventional roof. Therefore, they argued that a 20 percent decrease in the 
construction cost of green roofs would result in a social net present value that would 
be lower than that of a traditional roof. Therefore, they suggested that governments 
should consider providing financial incentives to encourage the implementation of 
green roofs on a wider scale, so that more people would benefit from the advantages 
associated with green roofs (Carter & Keeler, 2005).  
However, Clark et al. (2008) found that in Ann Arbor, Michigan, US, the NPV of a 
green roof over its life time of 40 years was between 20.3 and 25.2 percent lower than 
that of a conventional roof. Furthermore, if other environmental issues are taken into 
consideration and the health benefits monetised, the NPV for the green roof would be 
of up to 40.2 percent cheaper than that of a conventional roof (Clark et al., 2008). 
Niu, Clark, Zhou and Adriaens (2010) also estimated that the NPV for green roofs is 
lower when compared to that of a conventional roof. They concluded that a 
widespread green roof cover over Washington DC, would result in a NPV of 60 to 70 
                                                 
17 The net present value is a method of calculating the return on investments for a project or 
expenditure, by taking into consideration the intended profit and considering it with respect to the 
monetary value of that profit at the present day. This enables decision makers to decide whether a 
project is worthwhile. When the net present value is negative the project is generally discarded because 
it is not a good one and would drain the financial resource (Gallo, 2014). 
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percent lower than that of a conventional roof when taking into consideration the 
forty-year lifespan of the roof. This value however does not take into consideration 
the maintenance required on the roof (Niu et al., 2010).  
The discrepancy between the above conclusions is probably dependent on the location 
where the study is conducted, and the variation in installation costs. The results may 
also be influenced by any variation in regional policies that provide grants to 
incentivise installations. 
For Hong Kong, Peng and Jim (2015) concluded that an extensive green roof system 
is more attractive economically with regards to both the benefit to cost ratio, as well 
as its payback period. This was especially the case since their study was primarily 
concerned with the climatic benefits of green roofs. They found that the benefit to 
cost ratio for an extensive green roof system was of 3.84, with a payback period of 6.8 
years, while the lifetime of the roof was of forty years. On the other hand, intensive 
green roofs had a payback period of 19.5 years and a benefit to cost ratio of 1.63. 
Banting et al. (2005) assumed, based on previously conducted studies carried out in 
Toronto, Canada, that a widespread coverage of green roofs would reduce the city 
temperature by between 0.5⁰C and 2⁰C, which would therefore have an influence on 
the energy balance of the walls and roofs and thus would lead to energy savings for 
the urban dweller. They calculate that this would result in a direct energy saving of 
2.37kWh/m2/year and result in a total of 12 million US dollars in financial savings 
annually. Furthermore, the reduction in carbon dioxide generation due to the 
reduction in fossil fuel combustion was expected to further mitigate the rising urban 
temperatures. 
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Wark and Wark (2003) explain that with time as the cost of producing the green roof 
components goes down, and the more they are recommended for use, the more the 
cost of green roofs would go down, especially when considering that wider use would 
lead to quantity discounts. This they conclude would result in an increase in the 
overall savings for the client.  
4.3.2 Irrigation 
Karachaliou et al. (2015) explains that since the irrigation potential of green roofs 
installed in dry climates is quite low, the use of indigenous species such as aromatic, 
succulent and sedum plants are essential. This is because these plants are adapted to 
the climate of the area and therefore they can withstand the hot summer period of the 
region and would require minimal irrigation (Karachaliou et al., 2015).  
Countries which are prone to arid summer climates usually utilise methods of 
landscaping known as xeriscaping, a method which minimises considerably the use of 
water (Casha, 2012). Apart from utilising drought-tolerant plants xeriscaping also the 
uses appropriate substrate and mulch (Casha, 2012). 
Apart from aromatic plants, the genus Sedum is also commonly used for planting 
green roofs. This is because Sedum plants are very hardy and can endure harsh 
rooftop environments, which depending on the background conditions may include 
extreme temperatures, high winds, low fertility and a limited water supply 
(VanWoert, Rowe, Andersen, Rugh, & Xiao, 2005). 
Sedum spp. are succulents that are categorised as crassulacean acid metabolism 
(CAM) plants. Common photosynthetic plants, living in moderate climates utilise 
what is known as the C3 carbon fixation pathway during which their stomata open 
during the day to allow the diffusion of carbon dioxide into the leaf. On the other 
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hand, CAM plants adapted to arid climates, and follow a different method of carbon 
fixation which enables them to open their stomata at night and store carbon dioxide 
for use during the day. This enables them to minimise evaporative losses during the 
day, when the temperatures are at their highest (VanWoert et al., 2005).  
VanWoert et al. (2005) found that the amount of irrigation required for healthy 
growth of Sedum spp. planted on a green roof drainage system, depends on the depth 
of the substrate. They found that the deeper the substrate the larger the plants grow 
provided that it is watered sufficiently. However, they noted that the larger biomass 
led to an increase in evapotranspiration and thus additional irrigation was required. 
They also noted that green roofs with shallower substrates required more frequent 
irrigation. They found that a green roof with a substrate depth of 2cm required an 
irrigation once every 14 days to support a healthy growth. On the other hand, green 
roofs which had a substrate depth of around 6cm could require watering every 28 to 
remain healthy. They also found that vegetation was still viable after an 88 day (the 
whole experimental period) drought period. Therefore, they concluded that the ability 
of Sedum spp. to withstand drought makes them ideal for green roof systems 
(VanWoert et al., 2005). 
Even though the Sedum plants are able to survive arid conditions, VanWoert et al. 
(2005), advice against totally eliminating irrigation. This applies especially during the 
growth stage of the plants, during which the goal should be to provide the maximum 
coverage of the substrate in the shortest time possible. A complete substrate cover 
would prevent the growth of weeds, reduces the potential erosion due to wind or 
water while at the same time obtaining the aesthetic qualities desired. Once this is 
achieved, irrigation becomes non-critical (VanWoert et al., 2005). 
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Li et al. (2014) observed that the UHI mitigation efficiency of green roofs is primarily 
dependent on the soil moisture. They found that if the green roof becomes very dry 
and reaches the wilting point of the plants, the UHI mitigation effect would be 
completely eliminated. These results were obtained based on simulation models for 
the Washington-Baltimore area in the US and therefore different climates may react 
differently. However, based on their results, Li et al. (2014) suggest that in dry 
climates irrigation is important for maintaining the cooling effect. Furthermore, they 
found that excessive soil moisture above a threshold has only a minimal mitigating 
effect on the surface UHI (Li et al., 2014). 
Even though, irrigation in arid environments may be regarded as unsustainable, 
especially when done irresponsibly, the reuse of greywater for irrigation may be 
regarded as a part of sustainable water use strategy in a building (Carter & Keeler, 
2008). This was the principle behind the recent installation of one of the green roofs 
present in Malta. In 2015 a green roof was installed on the rooftop at the Institute of 
Applied Sciences building at the Malta College of Arts, Science and Technology 
(Gabarretta, 2015). This installation utilises greywater from the building’s wash-hand 
basins, and thus gives an indication on the potential of the system for the recycling of 
greywater (MCAST, 2015). 
Therefore, this may indicate that the use of greywater for irrigation of green roofs in 
Malta and other arid climates may be sustainable if designed properly18. 
Traditional irrigation systems that are usually utilised for irrigating gardens may be 
used for the irrigation of green roofs (Wark & Wark, 2003). However, passive 
systems of irrigation that are well suited for green roofs have been developed. These 
                                                 
18 The use of greywater may lead to an accumulation of salts. This could be mitigated by an annual 
flush using clean water to avoid the accumulation of damaging salts. 
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systems are able to store a portion of the rain water, which eventually wicks back into 
the substrate and becoming available to plants (Wark & Wark, 2003). Wark and Wark 
(2003) note that when Sedum plants are utilised, additional irrigation is rarely needed, 
apart from these passive irrigation methods.  
Substrates should always be chosen to be appropriate for the type of plant and its 
water-holding capacity as over saturation can also lead to problems such as root rot.  
4.3.3 Roof strength and retrofitting 
As discussed in the previous sections, the use of green roofs is of benefit both on an 
individual level as well as for the overall community. Since UHI problems are 
experienced primarily at locations where the urban environment is already 
established, the option of green roof retrofitting is important if they are chosen as a 
mitigation method.  
Green roof retrofitting has the potential to alter the properties of the area by reducing 
the soil sealing the area would have experienced. The installation of a green roof on a 
building has the potential to transform it into a more sustainable structure that would 
reduce the carbon footprint of the building and potentially the surrounding area.  
One of the benefits achieved by the urban dweller when considering to retrofit a 
previously uninsulated roof with a green roof is the potential energy saving. Lee et al. 
(2014) state that an energy saving ranging between four and seven percent may be 
expected when a moderately insulated conventional roof is upgraded to a green roof. 
This value may go up to 37 to 48 percent if a previously uninsulated roof is renovated 
to become a green roof. 
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Even though the retrofitting potential for green roofs over flat Maltese roofs is quite 
high (Said, 2013), the increase in the load of the roof is an important consideration 
that needs to be addressed prior to installation.  
The weight of a green roof depends primarily on the materials used, including 
vegetation, and the thickness of the substrate. Said (2013), found that when using a 
substrate mixture made of local materials which were utilised in her study (see 
section1.1.4.2), the additional weight of a green roof with a substrate height of 10 cm 
the would be of around 63kg/m2. This load would increase to 113 Kg/m2 when it 
becomes saturated19. Dunnet and Kingsbury (2004) state that on average a lightweight 
extensive green roof with a depth of five to fifteen centimetres would impose a load 
of between 70 and 170kg/m2. This is much lighter than intensive green roofs which 
can reach weight of between 290 and 970 kg/m2 (Dunnet & Kingsbury, 2004).  
Malta, like many other countries (International Green Roof Association, 2015a) lacks 
official regulations for the construction of green roofs (Casha, 2012), however, 
owners would still need approval from a certified architect for safety reasons. An 
architect would state whether the existing structure has a load-bearing capacity that is 
appropriate to support the weight of the green roof. If the roof is accessible to people, 
the load-bearing capacity should also be able to support the weight of the total number 
of persons expected to be present on the roof at one time. If the architect deems that 
the present structure is not able to withstand the expected weight, the installation of a 
framework would be required to strengthen the pre-existing roof (Said, 2013). 
Another option could be the installation of a rigid framing system which would 
contain the green roof and that would avoid any extra load on the roof (Miller, 2015). 
                                                 
19 The weight of the green roof was based on the specimen green roof utilised in her study under 
laboratory conditions. 
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This is done as the structure is designed to be attached to the walls of the building. 
This transfers the load downward and the weight of the vegetative roof matrix 
becomes a compressive load on the walls of the building (Miller, 2015). 
Another important consideration is the capacity of the roof to withstand the wind 
uplift. This would be especially important in the case of retrofitting if the root barrier 
is not fixed to the walls (International Green Roof Association, 2015). Even though in 
Malta winds may reach relatively high speeds, especially in unsheltered areas, this 
problem would be in situations where the parapet is not high enough to provide the 
required shelter. 
Another issue which could influence the installation of a green roof could be the 
location where it is intended to be installed. Certain historically sensitive areas may in 
some cases, forbid any invasive interventions that could influence the historical image 
and structure of the building and the area. Unless designed to specifically for such 
situations green roofs may in some cases create such a conflict.  
In such situations Pisello et al., (2015) suggest the use of the cool-green roofs (section 
3.2.4). This system is a non-invasive intervention which is also acceptable for 
historical locations. In fact, their design was accepted for use in the historical part of 
Perugia in Italy, which is controlled by historical preservation regulations. Therefore, 
they stated that the system may be a solution for mitigating UHI in dense historic city 
centres where other interventions are prohibited. 
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4.4 Policy 
The importance of green roofs as an integral part in any UHI mitigation strategy is 
accepted by many policy makers internationally. The cities of Chicago in the US and 
Singapore have explicitly introduced policies to increase green areas, including green 
roofs, to help them mitigate UHI.  
The Chicago City Hall in Chicago, was installed in 2000 primarily as a demonstration 
project and was part of the City’s Urban Heat Island Initiative (City of Chicago, 
2015). On the other hand, the “Skyrise Greenery Incentive Scheme 2.0” in Singapore 
funds up to 50 percent of the cost of green roof or wall installation projects, with one 
of the objectives for this being the mitigation of UHIs (National Parks Board, 
Singapore, 2015). 
Other countries implemented successful policies that incentivise the installation of 
green roofs, not only for the mitigation of UHIs but also because of the range of 
positive benefits that are associated. For the last 30 years, Germany has successfully 
applied instruments such as direct financial subsidies and the reduction of storm water 
fees to encourage the installation of green roofs (Ansel & Appl, n.d.). This was 
coupled by the fact that the governments of various regions in Germany installed 
green roofs on municipal roofs to showcase the technology (Ansel & Appl, n.d.).  
The International Green Roof Association (IGRA) suggests the following policy tools 
to incentivise the implementation of green roofs. Most of these policies have already 
been implemented successfully by various countries and municipalities around the 
world (Ansel & Appl, n.d.). 
• Direct financial subsidies – These grants are usually not dependent on whether 
a green roof was installed over a new building or retrofitted. Such schemes are 
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used in places such as Munich in Germany, Basel in Switzerland and Toronto, 
Canada. 
E.g. Toronto grants $75 per square meter up to a maximum of $100,000 to 
promote the installation of green roofs (Environment & Energy Division, 
Toronto, 2015) 
• Reduced storm water fees – Some locations that charge fees for the disposal of 
sewage and storm water, reward the installation of green roofs by a reduction 
in those fees. For example, the city of Portland, Oregon, in the US, struggles 
with its capacity to dispose of storm water runoff and therefore promotes and 
supports green roofs through grants, because of their role in storm water 
management (Ansel & Appl, n.d.). 
• Regulations in land-use plans – the implementation of green roofs as a 
condition required for issuing of a building permit e.g. Copenhagen in 
Denmark, Basel in Switzerland, and Toronto, Canada. 
Toronto enforces a bylaw that requires the construction of a green roof on new 
developments with an area greater than two thousand square metres. The 
developments include residential buildings, that are six storeys high or more, 
commercial, industrial and institutional buildings. The area of roof covered by 
the green roof depends on the size of the building (City Planning Division, 
Toronto, 2015). 
• Ecological compensation according to nature protection laws – As green roofs 
may be regarded as compensating for environmental issues created by 
excessive urbanisation, they receive adequate compensation as such. 
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• Density Bonus – Some countries issue permits to investors for the construction 
of extra units or the possibility to exceed the surface area footprint of the 
development, thus increasing the real estate value e.g. Singapore 
• Public relations – The local government or municipality have a central role not 
just in promoting such policies but also “become a role-model” for residents to 
follow. It also has a role in developing new green roof technologies though 
investments in research in the area.  
Recently in March, 2015, France implemented a new law that requires all new 
commercial buildings to install either vegetation or photovoltaic panels (Koch, 2015). 
Information about the benefits acquired through the widespread installation of green 
roofs is likely to improve their popularity, especially in modern societies which are 
accepting the importance of sustainable development. The development of green roof 
techniques and experience from different countries provides a template of policies 
that can be tailored for the location’s requirements (Ansel & Appl, n.d.). 
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5 Analysing the UHI of Malta – 
Transects and green roof mitigation potential 
5.1 Method 
Vehicular transects are usually conducted by utilising a data logger installed to a car 
collecting data at specific time intervals that correspond to a distance covered by the 
vehicle (e.g Wong & Yu, 2005). However, in this work the method utilised by Busato 
et al. (2014) was utilised, in which the vehicle was stopped at specific locations and 
data was collected at those points. These procedures have been described in section 
2.2.5. 
5.1.1 Choice of method 
As noted by Stewart and Oke (2012), many sites around the world cannot be 
classified strictly as urban or rural, because most sites fall in between these two vague 
categories. This situation is especially so in Malta, where the towns and villages 
around the Island are usually very small in relation to the locations where major UHI 
studies have been conducted abroad. The size of Maltese urban areas, usually leads to 
situations where the centre of a town or village is only a few hundred metres from its 
rural outskirts. The only major agglomeration of buildings which may be comparable 
to cities abroad is the harbour area, where the formerly smaller towns have fused 
together to form a continuous urban environment. Despite this fact, one may still find 
areas within this region that have not yet been developed or that have been preserved 
in a “greener” form compared to their surroundings.  
For this reason, site descriptions and classifications in this work are based on the 
Local Climate Zones (LCZs), recommended by Stewart and Oke (2012). Also, 
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because of the clearer site descriptions, LCZs also facilitate comparison with other 
studies conducted abroad.  
The classification system follows a three step process:  
i. Site metadata collection 
ii. Thermal source area definition20 
iii. LCZ selection 
These steps have been followed in the classification of the Maltese sites that have 
been considered in this work. 
5.1.2 Choice of points and data collection procedure 
The points taken into consideration in this work were chosen mostly arbitrarily by 
using a map Malta and marking points approximately between one and two kilometres 
apart, indicating where readings were to be taken. This method was mostly utilised for 
towns towards the inner and outer harbour area at the centre and eastern side of Malta, 
where urbanisation is mostly predominant. Readings were also taken in small to 
medium sized villages close to the southern and western coast of Malta. In such 
locations a readings were taken on the outskirts and close to the centre of the village.  
Where possible, the points where the data were collected were also chosen to 
represent different surface cover and land-use types. For this reason, some points may 
be closer or further apart from each other to accommodate this criterion. These sites 
include residential areas, green-spaces within towns, heavy-traffic thoroughfares and 
areas close to the coast and cliffs. Site 16 was added on the fourth day of the study, to 
better illustrate how different sites, even though close to each other, influence the 
                                                 
20 The thermal source area for a temperature reading is the total surface area that influences the 
measurement recorded by the sensor (Stewart & Oke, 2012). 
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microclimate, site 16 was included on the fourth day of data collection. This 
represents an area at the heart of Paola where an urban garden with trees is present, 
thus influencing temperatures due to shading. The point is relatively close, at about 
150 metres from point 15 and thus has a similar climatic influence.  
The last point taken into consideration (point 30) is at the same location as the first 
one (point 1). This enabled the monitoring of the temperature at the same location 
between the start and end of the daily data collection. 
On the eighth day of data collection (day 7 in table 2), data from point 8 was not 
collected as the road was closed due to the village festa, and thus no access was 
available. 
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Figure 24: Map showing the point locations 
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5.1.3 Instrumentation 
The data was collected by using the Kestrel 4600 heat tracker, an instrument that 
monitors environmental conditions including temperature and humidity as well as 
heat stress index and wet bulb globe temperature readings. The apparatus was used for 
the first time during this work. Calibration was carried out at the factory before it left 
the facility and just a few days before being utilised for this data collection. The 
specifications for the apparatus may be found in the appendix 8.  
The apparatus was mounted on a tripod which kept it at a distance of 1.5 metres from 
the ground to avoid any temperature variations due to the warmer surfaces. The same 
distance was maintained from any vertical surfaces for the same reason. Whenever 
possible data was recorded at the centre of the urban canyon where the data was 
collected. 
 The set-up also included a wind vane for recording any variation in wind direction. 
The data collected was transferred to a computer for analysis via a dedicated interface. 
 
Figure 25: The Kestrel 4600 (Source:http://kestrelmeters.com/products/kestrel-4600-heat-stress-meter) and field 
set-up (Source:http://www.tek3000.com/images/products/4400_fbfield_3.jpg) 
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5.1.4 Procedure 
Data was collected during the night as shown in the following table: 
Day 0   11 August 2014 at 21.45 to 
12 August 2014 at 01.45   
Day 1 12 August 2014 at 22.00 to 
13 August 2014 at 00.51 
Day 2 13 August 2014 at 22.01 to 
14 August 2014 at 00.35 
Day 3 14 August 2014 at 21.58 to 
15 August 2014 at 00.57 
Day 4 15 August 2014 at 21.58 to 
16 August 2014 at 00.57 
Day 5 16 August 2014 at 22.04 to 
17 August 2014 at 01.04 
Day 6 18 August 2014 at 21.46 to 
19 August 2014 at 00.38 
Day 7 22 August 2014 at 21.57 to 
23 August 2014 at 00.43 
Day 8 26 August 2014 at 21.58 to 
27 August 2014 at 01.16 
Table 2: Data collection dates and times. Local times were used. 
Data collection started at around 22.00 hrs at point 1 on every day of data collection. 
The apparatus was set up as shown in figure 25 and 26. This was done by setting up 
the apparatus on a tripod stand at a distance of 1.5 metres above ground level. The 
instructions for acclimatisation of the apparatus were followed, i.e. allowing the 
apparatus to stand for ten minutes in the area prior to the first reading. In addition to 
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this, at every location before the data was recorded, the apparatus was allowed enough 
time to record a stable temperature. This took around one minute at every stop.  
 
Figure 26: Collecting data at point 4 on day 6 
Once the data was recorded by taking a “snapshot” of the conditions in the area at the 
time, the apparatus was transported to the next location by car. This was done within 
the least possible amount of time, to minimise the possibility of any changes in 
environmental conditions. This was done to minimise as much as possible the time 
required for the whole procedure, since as explained in section 2.2.3, ideally all data is 
collected at the same time so that all locations would have had the same time to cool.  
This procedure was carried out for all the locations. As shown in the table above, the 
full process took around three hours. However, the total time required depended on 
the daily factors, for example, the first days when the procedure was still being 
improved took much longer than the last few days when the data was collected much 
faster, as the routes and procedure were learned. 
A trip to the various sites to collect metadata for the sites presented in their LCZ 
tables. 
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5.1.5 Analyses procedure 
The data were classified according to the Local Climate Zone (LCZ) system and then 
tabulated as suggested by Stewart and Oke (2012).The table design is based on the 
tables used by Siu (2011). This method departs from the traditional method of rural-
urban classification, which is a very artificial way of classification because in a region 
disturbed by human activity it is quite difficult to classify an area into just two classes, 
i.e. either rural or urban. On the other hand, LCZs regard various surface covers. 
Ideally the area would be homogenous for several hundred metres or kilometres. Even 
when taking these classes into consideration, however, Stewart and Oke (2012) note 
that the “real world situations” rarely fit exactly in a given class. In these situations, 
subclasses are created based on the major predominant terrain class while including a 
sub-class that probably influences the microclimate accordingly. These are 
represented in the LCZ classification by adding a subscript representative of the minor 
class together with the main LCZ class.  
Thus site descriptions are provided in the tables in appendix 7. Each table provides 
the following metadata for the site: 
Data Source 
Street name, town/village, coordinates, altitude, 
aerial photographs 
Google Earth 
Width of canyon, Google Earth distance tools 
CORINE land cover, human activity, impervious 
surface fraction 
European Enviroment Agency, 2014 
Local climate zone, sky view factor, terrain 
roughness class, correspondence 
Applied to area based on descriptions by Stewart 
& Oke, 2012 
Mean building height Estimated by counting the number of storeys and 
assuming each to be around 3 metres in height 
Aspect ratio (H/W) Estimated by dividing the assumed height by the 
width of the canyon 
Location, building morphology, surface 
materials, traffic, site description, site 
photographs  
Described via observation and photographs 
taken of the site 
Table 3: Description of data in LCZ tables 
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Table 3 gives a summary on the following page gives a summary of some of the 
features discussed in this section. 
Once the data collected were transferred to the computer, they were tabulated and 
graphs were drawn up as shown on section 5.2. 
  
141 
 
Point Latitude 
  
Longitude Street, Town/Village Location 
 
Activity Altitude  
(m) 
LCZ Impervious 
surface fraction 
(%) 
1 & 30 35.86077 14.37964 Dingli Periphery(LD) Residential 227 Open low-rise 
(LCZ 6) 
50-80 
2 35.87006 14.3909 Dingli – Rabat  Outskirts Agriculture 210 Sparsely built 
(LCZ 9) 
<20 
3 35.8806 14.39939 Rabat Core Residential 205 Open low-rise 
(LCZ 6) 
>80 
4 35.88847 14.4076 Rabat Outskirts Agriculture 127 Bare soil (LCZ F) <10 
5 35.90171 14.41535 Mosta Outskirts Agriculture 95 Low plants (LCZ 
D) 
20-40 
6 35.90747 14.42522 Mosta Core Residential 76 Open low-rise 
(LCZ 6) 
>80 
7 35.90487 14.44812 Mosta – Lija   Periphery (LD) Industrial / Agriculture. 60 Sparsely built 
(LCZ 9) 
50-80 
8 35.90264 14.46725 Birkirkara Periphery (HD) Residential 58 Compact low-rise 
(LCZ 3) 
50-80 
9 35.89529 14.46538 Birkirkara Core Residential 39 Compact Low-rise 
with dense trees 
(LCZ 3A) 
 
Low to >80 
10 35.89202 14.47313 Birkirkara Core Residential 49 Open low-rise 
(LCZ 6) 
50-80 
11 35.89169 14.48476 Msida Core Residential 
/Commercial 
35 Open low-rise 
(LCZ 6) 
50-80 
12 35.87866 14.47499 Qormi Core Residential 29 Compact low-rise 
(LCZ 3) 
>80 
13 35.87752 14.4834 Qormi Periphery Commercial / Sports 9 Large low-rise 
with low plants 
(LCZ8D) 
20-40 
14 35.8734 14.4969 Qormi – Marsa – Paola Periphery Industrial / 
Transportation 
8 Large low-rise 
(LCZ8) 
 
>80 
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15 35.87201 14.50835 Paola Core Residential 45 Open low-rise 
(LCZ 6) 
>80 
16 35.87157 14.50991 Paola Core Residential / Urban 
green area 
48 Compact Low-rise 
with scattered 
trees (LCZ 3B) 
 
60 
17 35.86897 14.51114 Tarxien Core Residential / Historical 
complex 
56 Compact Low-rise 
with bare rock 
(LCZ 3E) 
>80 
18 35.85354 14.52405 Tarxien – Zejtun  Outskirts Agricultural / 
commercial  
48 Sparsely built 
with bare soil 
(LCZ 9F) 
20-40 
19 35.8568 14.53234 Zejtun Core Residential / School 49 Compact Low-rise 
(LCZ 3) 
50-80 
20 35.84671 14.52856 Marsaxlokk Countryside Agriculture / transport 55 Bare soil (LCZ F) <20 
21 35.83613 14.47536 Zurrieq Periphery Agricultural / transport 87 Sparsely built 
(LCZ 9) 
<20 
22 35.83065 14.4746 Zurrieq Core Residential 109 Open midrise 
(LCZ 6) 
50-80 
23 35.82847 14.47078 Zurrieq Core Residential 120 Compact Low-rise 
(LCZ 3) 
50-80 
24 35.82256 14.45751 Zurrieq Countryside Agriculture 80 Sparsely built, 
with water (LCZ 
9G) 
<20 
25 35.83696 14.43348 Qrendi - Siggiewi Countryside Agriculture  133 Bare soil (LCZ F) <20 
26 35.85211 14.43753 Siggiewi Core Residential 109 Compact Low-rise 
(LCZ 3) 
>80 
27 35.85668 14.4204 Siggiewi Countryside Agriculture 114 Bare soil (LCZ F) <20 
28 35.84921 14.38963 Triq Panoramika, Dingli Countryside Agriculture / Garrigue 239 Bush, scrub (LCZ 
C) 
 
<20 
29 35.85571 14.37721 Dingli Countryside Agriculture / Garrigue 242 Bush, scrub (LCZ 
C) 
20 
Table 4: Summary of some of the aspects of metadata from LCZ tables, that are most relevant in this section.  
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5.2 Results and analysis 
The raw data and workings for this section may be found in appendix 9. 
 
Figure 27: UHI intensity plot from data collected during the transect. 
When taking into consideration the UHI intensity (UHII) along the route taken, one 
can notice that until reaching the urban sprawl of the harbour area at point 6 in Mosta, 
the UHII does not rise above 0, except slightly at point 3 in Rabat. UHII remains 
above 0 until point 20 in Marsaxlokk, outside the harbour sprawl. Between points 6 
and 19, there are relatively low points at points 7, 13 and 18, which are all areas on 
the outskirts, influenced by rural areas. The values rise again above 0 at points 22 and 
23 at the core of Zurrieq.  
On average, the change in value between points 1 and 30, i.e., the same point at the 
start and at the end of the route, is from 25.3⁰C to 25.256⁰C. Therefore, one could 
assume that there was almost no change between the start and the end of the exercise. 
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If data is split by location, the pattern of higher UHII as one enters an urban region is 
consistent. However, it appears to depend on the size of the town or village.    
    
   
   
 
Figure 28: Plots showing the UHII in each location where the transects took place. The Y-values are in ⁰C 
When factors such as wind and humidity are taken into consideration by using the 
wet-bulb globe temperature (WBGT), a similar trend is obtained. However, peaks and 
troughs differ less intensely than in regular UHII. This shows that when taking into 
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consideration the other factors of WBGT, the difference in human sensation would 
differ only negligibly from one point to the next but significantly between urban and 
rural locations.   
 
Figure 29: Graph of UHII using WBGT 
Using the average values of UHII the highest value was recorded at point 8, a narrow 
street on the outskirts of Birkirkara. The value was of 1.56⁰C and is similar to those 
obtained in studies abroad. At this location wind speed was generally at its lowest 
point and this explains the low heat losses. Inside the core of the harbour region the 
highest UHIIs are at around 1⁰C. On the other hand, when using WBGT values the 
highest recorded value was at point 11, while point 8 was similar to other core UHIIs. 
The high value at point 11, however, appears to be due to an anomalous value for 
WBGT on day 0, since on other occasions its values are similar to those obtained at 
other sites. 
A relation exists between the UHIIs and altitude. However, this can be explained by 
the fact that higher localities are exposed to higher air circulation and thus cool faster. 
As expected the relation of UHIs with humidity is inversely proportional and the 
highest variations from the average are found in valleys in the countryside such as 
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points 4 and 27. The highest value however was recorded at point 24 close to Wied iz-
Zurrieq, where the marine influence together with a lack of air movements results in 
high humidity. Troughs in the graph are indicated in the densest parts of towns and 
villages.  
 
Figure 30: Humidity variation from averages 
This indicates that a higher vegetation inside Maltese urban areas would minimise the 
value for UHII by increasing humidity. This can be confirmed by the difference in 
humidity between sites 15 and 16, which although only separated by a short distance, 
the humidity within the urban green area is relatively higher. Humidity gets higher at 
point 17, where, due to historical findings, the area has a larger area that is not 
developed and influenced by trees.  
A lower UHII was however recorded at point 16, even when considering WBGT data. 
Despite the fact that the urban locations that were investigated lack to a certain extent, 
area where green infrastructure could be installed, the implementation of green roofs 
would raise the levels of humidity and resulting in a lower temperature.  
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6 Conclusion 
The importance of UHI mitigation has been reviewed in the study, by explaining the 
principles by which it is generated and how most of the surface properties found in 
urban regions are conducive to UHI generation. The factors in Malta are similar even 
though, unlike continental regions were UHI studies are most common, Malta is 
strongly influenced by its marine surroundings.  
The importance of vegetation in mitigating UHI cannot be underestimated in a holistic 
plan to mitigate UHI. Other methods such as cool roofing, should also be an integral 
part of the plan especially in places where the implementation of green roofs is 
impractical.  
From the data collection exercise carried out in this work, the UHI in Malta follows 
similar trends as in other countries. The largest heat island intensity was of 1.56⁰C 
and was recorded in Birkirkara, within the core of the harbour region. Smaller towns 
and villages show an increase in temperature within their core depending on their size 
and their “windiness”.  
Recommendations for further studies 
The pattern of UHI in Malta has the potential for further investigation, especially 
when taking into consideration coastal towns such as Sliema, which have not been 
considered in this study. Other methods of UHI investigations such as remote sensing, 
would also give a better picture of the extent and temperature variation within specific 
areas in urban regions. 
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The role of green roofs in UHI mitigation can also be further investigated especially 
via the use of simulation programs that would be able to quantify the potential 
decrease in temperature that would be achieved according to the extent of coverage. 
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Appendix 1 
Scales of Climatic Study 
Oke (2004) suggests the use of the following scales in the study of urban climatology: 
Horizontal scales: 
• The microscale – Typically ranges from a few millimetres to around a 
kilometre. The microscale focuses on the climate modifications associated 
with single features or structures e.g. the funnelling of wind through a street or 
its perturbation as it goes over a building, the reduction in temperature in the 
shade under a single tree, the modified reflection of sunlight by textured wall 
cladding, etc… (Oke, 2004; Erell et al., 2011). 
• The local scale – Typically ranges from one to several kilometres. The local 
scale is the average climate in a neighbourhood that consists of a relatively 
homogenous pattern with respect to building size, spacing and activity (Oke, 
2004). The local scale excludes the influence of single microclimates but may 
be regarded as a “mix of microclimatic effects arising from the source are in 
the vicinity of the site” (Oke, 2004).   
• The Mesoscale – This scale can range up to tens of kilometres in scale and 
covers whole cities (Oke, 2004). The effect that a city has on the overall 
climate of the area can be discerned here (Erell et al., 2011).   
• The macroscale – This is the climate over hundreds of kilometres and is used 
in climatology to describe the movement of air masses and pressure systems. 
At this scale, large cities may have an influence on the climate, but the 
150 
 
resolution is not appropriate to study detailed features the impact of a city 
(Erell et al., 2011).  
Vertical scales: 
• The Urban canopy layer (UCL) – The UCL is the plane at which heat, 
moisture and momentum are exchanged within the urban environment (Oke, 
2004). This layer is characteristically heterogeneous and is highly influenced 
by the various microclimates in the area (Erell et al., 2011. The height of the 
UCL depends on the heights of the roughness elements (ZH), which include 
buildings and trees (Oke, 2004).    
• The Roughness Sublayer (RSL) – This is the layer, which ranges from the 
ground up to the blending height (Zr). It is also the layer at which different 
temperatures originating from different microclimates mix, i.e. below Zr 
microclimates are still discernable while above Zr they are blended to form a 
uniform layer (Oke, 2004). Zr varies in height between 1.5 ZH in densely built 
areas to 4 ZH in sparsely built regions (Oke, 2004).  
• The Internal Boundary Layer (IBL)– Modified by local scale surfaces, the 
internal boundary layer, takes on the flow structure and thermodynamic 
properties that are particular to the surface type where it originated. It forms 
within the existing atmospheric boundary layer and hence its name (Stull, 
1988/2003). The internal boundary layer formed by an urban surface is known 
as the Urban Boundary Layer (UBL) (AMS, 2015). This layer ranges from the 
ground to the planetary boundary layer (AMS, 2015).  
The height of the internal boundary layer depends on the roughness and 
stability of the surface(Oke, 2004). The height is also calculated as a power of 
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the fetch (Stull, 1988/2003). Over rural surfaces, the internal boundary layer 
may vary between a height:fetch ratio of 1:10 over unstable surfaces, to 1:500 
over stable surfaces (Oke, 2004). On the other hand, in urban areas, which 
may be considered to be of neutral stability due to thermal and mechanical 
turbulence, the height:fetch ratio is around 1:100 (Oke, 2004). 
As the influence of the UBL moves downwind, it sits on top of the new rural 
boundary layer formed. At this point, the UBL is known as the urban plume 
(AMS, 2015). As generally most places are a patchwork of different surfaces 
types e.g.towns, fields, forests, etc., this leads to the creation of IBLs within 
IBLs. (Stull, 1988/2003). 
• Mixed Layer – Is a layer which is strongly characterised by the surface 
beneath it, however, influence of the rural surfaces upwind is still discernible 
within this layer Erell et al., 2011). It is situated above the surface layer. 
• Inertial Sublayer (Oke, 2004) also known as the surface layer or Constant Flux 
Layer (Erell et al., 2011) – This layer is found above the blending height (Erell 
et al., 2011). It is influenced strongly by the surface beneath it but mostly not 
by the material but the texture of the city below it (Erell et al., 2011).  
• The Atmospheric Boundary Layer (ABL), also known as the Planetary 
Boundary Layer (PBL) – Is the lowermost layer of the troposphere, that is “ 
directly influenced by the presence of the Earth’s surface, and responds to 
surface forcings [which may include frictional drag, evaaporation and 
transpiration, heat transfer, pollutant emission and terrain induced flow 
modfication] with a timescale of about an hour or less” (Stull, 1988/2003). Its 
depth may range between a 100 to 3000m (Stull, 1988/2003)  which may 
depend on the strength of the surface generated mixing and the time of day 
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(Oke T. R., 1978). The PBL is a fairly well mixed layer through turbulence 
generated by “fritional drag and ‘bubbling-up’ of air parcels from the heated 
surface (Oke T. R., 1978). The rest of the troposphere is known as the free 
atmosphere (Stull, 1988/2003). 
 
 
Figure 31: The various vertical layers and horizontal scales that climatologists use to describe urban 
areas. PBL is the planetary boundary. Source: Oke, 2004 
 
Figure 322: A representation of the different vertical layers. (Adapted from Oke, 2004) 
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Appendix 2 
The Physics of UHIs 
Planck’s Law, Stefan-Boltzmann Law and the nature of the radiation 
originating from a body 
The nature of the energy emitted i.e. the wavelength (λ) and amount of radiation are 
determined by Planck’s Law and Stefan-Boltzmann Law respectively and depend on 
the temperature and properties of the material (Oke, 1987).  
Planck’s Law:  
𝑅𝑅𝜆𝜆
0(𝑇𝑇) = 𝐶𝐶1
𝜆𝜆5[𝐸𝐸�𝐶𝐶2 𝜆𝜆𝜆𝜆� � − 1] 
gives the wavelength distribution of radiation emitted by a full radiator (Erell et al., 
2011).  The emittance of a full radiator at temperature T in Kelvin, 𝑅𝑅𝜆𝜆0(𝑇𝑇), and is a 
function of the wavelength, λ, constant C1 which is equal to 3.741 × 10−16 m2 W and 
constant C2 which is equal to 0.014388 m K (Erell et al., 2011). The equation is 
represented in graphical form as follows:  
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Figure 33: Planck's Law as represented in graphical form. It shows the characteristic curve for the 
electromagnetic emissions by a full radiator at different temperatures and a peak which shifts towards longer 
wavelengths with lower temperatures (Source: Nave, 201 
 
The graph represents the wavelengths that are emitted by a full radiator at various 
temperature. The  sun is generally regarded as a full radiator emitting at a temperature 
of 6000K, which is represented above by the solid line. The composition of the 
radiation emitted varies depending on the temperature (different temperatures are 
shown by dotted and dashed lines in the above representation). This is important 
because as explained later in this section, it  explains the difference between solar 
emissions and terrestrial radiation. 
A full radiator or ‘blackbody’ is a material that has maximum emissivity (ε), i.e. unity 
(1) (Oke, 1987). The graph features a peak wavelength (λmax) and a tailing-off at 
increasingly long wavelengths (Oke, 1987). The peak wavelength varies with 
temperature in accordance with Wien’s Law: 
𝜆𝜆𝑢𝑢𝑟𝑟𝑚𝑚𝑇𝑇0 = 2.88 × 10−3 
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where T0 is the temperature expressed in Kelvin and λmax is expressed in metres (Oke, 
1987). Wien’s Law states that a rise in temperature increases the energy output and 
shifts λmax towards the shorter wavelengths (Oke, 1987). 
On the other hand, Stefan-Boltzmann Law is represented as: 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝐸𝐸𝑒𝑒𝑖𝑖𝐼𝐼𝐼𝐼𝐸𝐸𝐼𝐼 = 𝜀𝜀𝜀𝜀𝑇𝑇04 
 
The equation shows how the flux of energy is proportional to the emissivity of the 
material, the Stefan-Boltzmann proportionality constant, σ, (5.67x10-8 Wm-2K-4) and 
the surface of the temperature of the body (T0) (Oke, 1987). Since the value of ε for a 
full radiator is unity, it is omitted from the equation when such properties are studied. 
As seen in section 2.1.3.1, Q* can be subdivided as follows: 
𝑄𝑄∗ = 𝐾𝐾 ↓ −𝐾𝐾 ↑ +𝐿𝐿 ↓ −𝐿𝐿 ↑ 
Incoming Solar Radiation (K↓) 
As the name implies, incoming solar radiation is the portion of shortwave radiation 
present in the E-A system that is coming directly from the sun. The value for the total 
amount of energy reaching the top of the atmosphere, known as Total Solar Irradiance 
(TSI), is normally quite stable but may at times vary by 0.1 % due to solar sunspot 
activity during an eleven-year activity cycle (NASA, 2015). The most accurate TSI 
values reported by NASA during the 2008 low was of 1360.8 +/-0.5 Wm-2 (NASA, 
2015). K↓ reaching the surface may be further subdivided into direct-beam (S) and 
diffuse-beam radiation (D) (Oke, 1987). Once it enters the atmosphere, the solar beam 
experiences attenuation due to its interaction with atmospheric components and may 
diminish to at least 1200Wm-2 (Gartland, 2008). This value is the amount of direct 
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solar radiation reaching a horizontal surface at the equator on a sunny summer day 
without clouds. This is known as insolation (AMS, 2015) and varies at different 
locations depending mainly on the cloud cover, the hour of the day and atmospheric 
pollution levels (Gartland, 2008).  
The photons constituting the diffuse beam of solar radiation interact with the 
atmosphere in three different ways, i.e. they are either scattered, absorbed or reflected 
by atmospheric constituents (Stull, 1988 Reprint 2003). These constituents include air 
molecules, aerosols e.g. salt or dust particles in suspension and clouds (Oke, 1987). 
Scattering occurs when the incident radiation is diffused in different directions upon 
interaction with a particle but remains unchanged. Scattering of the constituent 
wavelengths is, however, selective and depends on the size of the particles. If the 
particle is smaller than one-tenth the wavelength, the scattering occurs equally 
forward and backwards and less to the sides of the incident ray (Rayner, 2001). On 
the other hand if the particle is larger e.g. one-fourth of the wavelength, scattering 
occurs forward (Rayner, 2001). Being selective, scattering is also responsible for a 
reduction in visibility and for changes in the colour of the sky (Santamouris, 2001a) 
Different molecules have different absorption spectra. This means that gas molecules 
constituting the atmosphere absorb different wavelengths of the total incoming 
radiation beam (figure 7), this leads to a reduction in the radiation that reaches the 
Earth’s surface. The atmosphere is thus said to be semi-transparent to incoming solar 
radiation and, therefore, is not considerably warmed-up by the beam. 
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Figure 34: Absorption at various wavelengths by constituents of the atmosphere. (Source Oke, 1987 p.16) 
The distance that radiation has to travel through the atmosphere before reaching 
Earth’s surface also plays a significant role in determining the amount of energy 
reaching the surface. The fact that K↓ at high latitudes is much lower than it is in the 
tropics (Figure 9) confirms this statement (Stull, 1988 Reprint 2003). This also applies 
when considering insolation at different times of the day, where the value is much 
higher at noon than in the morning and evening (Rayner, 2001; Stull, 1988 Reprint 
2003). 
 
Figure 35: Latitudinal variations in the annual incoming solar radiation (insolation) density and distance to the 
surface (Source: Laing & Evans, 2011) 
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Apart from absorbing and scattering radiation, clouds have a considerable influence 
on K↓ due to their high albedo, which enables them to reflect a significant portion 
(around 19 percent (Oke, 1987)) of the incoming solar beam back into space. 
Reflected Solar Radiation (K↑) 
A fraction of the solar radiation that reaches the planetary surface is reflected back 
into the atmosphere. However, since Earth’s surface is highly heterogeneous the 
reflectivity of an area is particular to the individual location. Oke (1987) explains that 
the amount of K↑ is dependent both upon the value of K↓ incident at the location, as 
well as the albedo (α) of the surface: 
𝐾𝐾 ↑= 𝐾𝐾 ↓ (𝛼𝛼) 
Erell et al. (2011) define albedo as the “wavelength-weighted and spatially averaged 
reflectivity of solar radiation” (p. 29). In other words it is the ratio of reflected to 
incident solar radiation (Asimakopoulos, 2001). The reflectance of a surface is 
generally measured by the use of a solar reflectometer which gives reflectance values 
between zero and unity (Gartland, 2008). Values for surfaces that have poor 
reflectance are close to zero while surfaces with high reflectivity have a value closer 
to unity. Therefore according to Oke (1978): 
𝐾𝐾 ↑= 𝐾𝐾 ↓ (1 − 𝛼𝛼) 
Apart from albedo, the amount of K↑is also influenced by the incident angle of K↓ 
(Erell et al., 2011). This angle may vary either due to the latitude of the location, the 
time of the day or the angle of the slope that is exposed to the radiation. The cosine 
law of illumination, also known as ‘Lambert’s cosine law’ (Rayner, 2001), determines 
the flux of K↓ that is received by surface AB (figure 36), given by Sslope in the 
equation (Oke, 1987). The equation relates the value to the incident flux Si and its 
angle Θ with an imaginary perpendicular line to the surface:  
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𝑆𝑆𝑠𝑠𝑟𝑟𝑣𝑣𝑣𝑣𝑟𝑟 = 𝑆𝑆𝑟𝑟 cosΘ 
 (Oke, 1987) 
 
Figure 36: Diagram illustrating the angle Θ in the cosine law of illumination (Source: Oke, 1987) 
Since, K↓ incident at a surface is either absorbed or reflected one may assume that the 
difference between the total incoming radiation and the absorbed radiation would give 
the portion that is reflected. The equation indicates that the larger Θ, the lower the 
absorption and, therefore, the higher the reflection. The cosine law of illumination, 
however, is only accurate when the surface under investigation is a black body 
(Rayner, 2001). 
Surface radiation (L↑) 
As a material absorbs energy and warms up, and as long as its energy is above zero 
Kelvin, any material will emit radiation. Since most materials are considered to be 
grey bodies, as opposed to black bodies, they emit according to a modified version of 
the Stefan-Boltzmann equation: 
𝐿𝐿 ↑= 𝜀𝜀0𝜀𝜀𝑇𝑇04 + (1 − 𝜀𝜀0)𝐿𝐿 ↓ 
 (Oke, 1987). 
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The equation also takes into consideration the portion of L↓ which is reflected back 
into the atmosphere. The emissivity, ε0, of most materials is between 0.9 and 0.99 
(Stull, 1988 Reprint 2003).  
The emitting and absorbing properties of a body are related together by Kirchoff’s 
Law: 
𝛼𝛼𝜆𝜆(𝑇𝑇,𝜑𝜑,𝜃𝜃) = 𝜀𝜀𝜆𝜆(𝑇𝑇,𝜑𝜑,𝜃𝜃) 
which states that “… for every direction of propagation, the directional spectral 
emissivity is equal to the directional spectral absorptivity” (Erell et al., 2011 p.34). 
The energy emitted by the surface eventually finds its way into the atmosphere and 
heats it up. As shown in figure 8, the atmosphere is a good absorber of longwave 
radiation mainly due to the absorptivity of water, ozone and carbon dioxide (Oke, 
1987). Nevertheless, a small gap in the range of wavelengths absorbed, between eight 
and eleven micrometres, known as the ‘atmospheric window’, is responsible for most 
of the longwave radiation loss from the E-A system into space (Oke, 1987). This 
energetic loss is responsible for the maintenance of a relatively stable atmospheric 
temperature, as it counteracts the incoming shortwave radiation (Oke, 1987). It also 
has an important role in the surface energy balance equation as it is the predominant 
reason for the value of L* being normally negative (Oke, 1987). Cloud cover as well 
as an increase in atmospheric pollutants may partially close the atmospheric window 
due to their absorptivity (Oke, 1987; Santamouris, 2001). 
Atmospheric radiation (L↓) 
Net radiation tends to be greatly influenced by the amount and quality of particles 
present in the atmosphere. Particulate matter is present naturally in the atmosphere. 
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However, due to the presence of, and proximity to pollution-generating activities in 
large urban areas, such as electricity generation plants, polluting modes of transport, 
industrial processes, etc.; the presence of suspended particles tends to be higher in 
cities than in rural areas (Gartland, 2008). Like cloud cover, atmospheric pollutants 
diffuse incoming solar radiation and reduce the direct radiation received by urban 
surfaces (Djen et al., 1994).  
Apart from particulate matter, the molecular constituents of the atmosphere, including 
water vapour, carbon dioxide and ozone, also interact with incoming energy and 
modify its nature. Like terrestrial surfaces, these molecules absorb a portion of the 
incoming solar radiation. This excites these asymmetric molecules and due to their 
vibrational and rotational transitions, emit longwave thermal radiation (Santamouris, 
2001a). The emissivity of air is close to a full radiator with a spectral distribution 
corresponding to the dry-bulb temperature of air close to the ground and only deviates 
due to the emissivity properties of the sky, εs (Santamouris, 2001a).  
Pollutants increase the emission of L↓ and the warming-up of the atmosphere as they 
emit  and absorb longwave energy in a range ‘close’ to the atmospheric window 
(Santamouris, 2001a). Landsberg (1981) found that atmospheric radiation can 
increase by 15% in the presence of air pollutants.  
Although L↓ may be measured by using a radiometer (section 1.4.5), it is not 
normally recorded at meteorological stations (Erell et al., 2011) and is “awkward” to 
measure (Oke, 1987 p. 372). For these reasons, empirical methods for calculation of 
L↓ have been developed (Oke, 1987). Applying Stefan-Boltzmann’s Law to calculate 
L↓: 
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𝐿𝐿 ↓(0)= 𝜀𝜀𝑟𝑟(0)𝜀𝜀𝑇𝑇𝑟𝑟4       
(Oke, 1987) 
 
Where εa is atmospheric emissivity and Ta is the dry-bulb temperature21 close to the 
ground (Erell et al., 2011; Oke, 1987). The subscript (0) implies cloudless skies. εa is 
derived from statistical regression models relating and a number of empirical 
equations for its calculation have been suggested (Oke, 1987). 
Clouds also regulate the balance of longwave radiation in the E-A system due to their 
ability to act as almost full radiators (Oke, 1987) due to the high absorptivity and 
emissivity of water molecules (Erell et al., 2011). The impact of clouds on L↓ and L* 
is commonly calculated by including a non-linear cloud term a or b into the equation:  
𝐿𝐿 ↓= 𝐿𝐿 ↓(0) (1 + 𝑆𝑆𝐸𝐸2) 
And  for L*: 
𝐿𝐿∗ = 𝐿𝐿∗(0)(1 + 𝑏𝑏𝐸𝐸2) 
(Oke, 1987). 
The terms a and b depend on the cloud type and the decrease that they have on L↓ 
(Figure 11), while n is the fraction of sky cloud-cover, expressed in tenths on a scale 
from zero to unity (Oke, 1987). 
 If cloud characteristics are not available, then the following simplified equation may 
be applied: 
                                                 
21 The dry-bulb temperature is the temperature recorded by the dry-bulb thermometer of a 
psychrometer and is equal to the air temperature (AMS, 2015). 
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𝐿𝐿 ↓= (1 + 0.0224𝐸𝐸 − 0.0035𝐸𝐸2 + 0.00028𝐸𝐸3)𝐿𝐿 ↓𝑐𝑐𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 
 
Figure 37: Values of the coefficients used to allow for decreasing cloud temperature with height (Source Oke, 
1987 p.374) 
Storage heat flux (∆𝑸𝑸𝒔𝒔) 
The storage heat flux represents all energy storage mechanisms in an area’s 
components, including buildings, air and landscaping features such as trees and soil. 
The value for ΔQS is considered to be positive when there is a net increase in the 
energy content of the ground, surfaces and to a limited extent the air in the canopy 
layer (Erell et al., 2011). 
The change in thermal storage is limited on a diurnal basis but is considerable on a 
seasonal basis (Erell et al., 2011). In summer, surfaces tend to accumulate heat that is 
dissipated during winter with an annual net value of zero, unless anthropogenic 
influence is substantial (Erell et al, 2011).    
The amount of energy stored in a material is influenced by a number of factors, 
namely, its thermal emittance, its heat capacity, thermal conductivity, and 
consequently, its thermal admittance and diffusivity.  
The thermal emittance, ε0, is a measure of the ability of a material to readily lose the 
absorbed heat (Gartland, 2008). The thermal emittance released from surface 
materials is  the L↑, while the emittance of air components and directed towards 
Earth’s surface is L↓. 
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Thermal emittance is expressed as a percentage, with the highest value of 100 percent 
being the emittance of a full radiator or a black body (Oke, 1987). Most materials 
have high emittance, close to 80 percent and, therefore, tend to minimise the energy 
trapped at the molecular level. On the other hand, metals have low emittance and tend 
to re-emit the absorbed energy more slowly (Gartland, 2008). When a surface is 
composed of multiple layers, only the thermal emittance of the uppermost layer is 
important, a property that together with high albedo is exploited in designing cool 
roofing (Gartland, 2008).  
Surface emittance is important in the study of UHI as the heat emission from surfaces, 
retained during the day, tends to be released at night when the air temperature cools 
down and a higher thermal gradient forms between the urban surfaces and the 
surrounding air (Gartland, 2008). 
On the other hand, heat capacity (C) is the property that determines the amount of 
heat that can be stored in a volume of the material (Gartland, 2008).  
Heat capacity is dependent on the density of the material (ρ) and its specific heat 
capacity (cp): 
𝐶𝐶 = 𝜌𝜌𝑐𝑐𝑣𝑣 
 (Erell et al., 2011) 
Thermal conductivity (k) has an important role in determining the energy storage flux 
of a material. This is because the higher the conductivity, the more energy may be 
transferred deeper into the material and hence more volume is available for thermal 
storage (Gartland, 2008). This allows the surface temperature to maintain a cooler 
temperature and consequently a greater thermal gradient with the surrounding air. The 
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net heat flux therefore remains in the direction of the material as an equilibrium with 
the surrounding air takes longer to be achieved.  
The values for thermal conductivity and heat capacity are utilised to calculate the 
thermal diffusivity (Gartland, 2008) and thermal admittance (Erell et al., 2011) to 
analyse the adequacy of certain materials for urban purposes.  
Thermal diffusivity is a simple ratio between the heat capacity and the thermal 
conductivity of a material (Erell et al., 2011) and gives an indication of the extent of 
penetration of heat in the material (Gartland, 2008). Thermal diffusivity tends to be 
much higher in man-made materials when compared to natural substances (Gartland, 
2008).  
The value for thermal diffusivity is calculated by dividing the thermal conductivity of 
a material by its thermal capacity: 
𝑇𝑇ℎ𝐸𝐸𝐸𝐸𝑒𝑒𝑆𝑆𝐼𝐼 𝐼𝐼𝑖𝑖𝑑𝑑𝑑𝑑𝐼𝐼𝑃𝑃𝑖𝑖𝑑𝑑𝑖𝑖𝐼𝐼𝐸𝐸 = 𝑇𝑇ℎ𝐸𝐸𝐸𝐸𝑒𝑒𝑆𝑆𝐼𝐼 𝑐𝑐𝑆𝑆𝐸𝐸𝐼𝐼𝐼𝐼𝑐𝑐𝐼𝐼𝑖𝑖𝑑𝑑𝑖𝑖𝐼𝐼𝐸𝐸
𝐻𝐻𝐸𝐸𝑆𝑆𝐼𝐼 𝑐𝑐𝑆𝑆𝐼𝐼𝑆𝑆𝑐𝑐𝑖𝑖𝐼𝐼𝐸𝐸  
 (Gartland, 2008). 
Thermal admittance (µ) gives an indication of the ease with which a surface transmits 
heat to the substrate, and in turn the predisposition to lose it once there is a drop in 
ambient temperature (Erell et al., 2011). Thermal admittance is given by: 
 
𝜇𝜇 = 𝑘𝑘𝐶𝐶−1/2 
 (Erell et al., 2011) 
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Thermal storage may be calculated at the micro-scale level by using heat flux plates 
(Erell et al., 2011; Gartland, 2008). However, this method cannot be used to calculate 
the energy storage at an urban-scale and therefore, is normally calculated as the 
residual using the energy balance analysis (Erell et al., 2011), which also limits the 
costs of the experiment (Gartland, 2008). 
 
 
Figure 38: Thermal conductivity and heat capacity of various materials (Source: Gartland, 2008). 
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Figure 39: Thermal diffusivity of various materials (Source: Gartland, 2008). 
1.2.2 Turbulent flux of Sensible heat (QH) 
According to the American Meteorological Society (2015) a “turbulent flux is the 
transport of a quantity [of a fluid] by quasi-random eddies or swirls”. The sensible 
heat flux occurs at the surface when heat is transferred from the surface material back 
to the atmosphere via convection (Strahler & Strahler, 2005). Convection occurs 
when parcels of a fluid move vertically in response to thermal energy, carrying with 
them energy. In the atmosphere these air parcels are known as eddies (Oke, 1987). 
These air parcels are formed as streamlines of air are subjected to shear stress as they 
flow at different speeds over a surface (figure 14). As these eddies absorb or lose 
energy from or to surfaces or ambient air, their density changes. Depending on the 
density of the surrouning air, these parcels may either rise or fall. The relative 
tendency of air parcels to move vertically is known as atmospheric stability (Oke, 
1987).  
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Convection is regarded as either free, forced or mixed. Free convection is the motion 
of eddies resulting from a difference in densities (Oke, 1987). As eddies are warm up 
at the surface, they tend to expand, and thus experience a loss in density. This 
decrease in density leads to ‘bubbling-up’ of air parcels which rise in a similar fashion 
to that of water in a kettle (Oke, 1987). Forced or mechanical convection occurs when 
eddies rise or fall due to characteristics of the surface beneath them, e.g. being forced 
to flow over an obstructing object (Oke, 1987). Both types of convection normally 
coexist in nature and this state is known as mixed convection (Oke, 1987). 
If the addition of energy to a body is registered or sensed by a thermometer as a 
change in temperature, then it is called sensible heat (Oke, 1987). If, however, the 
energy absorbed or lost by a substance is accompanied by a change in its physical 
state, without a change in temperature being sensed, then it is referred to as latent heat 
(Oke, 1987). Convection is responsible for the transport of both sensible and latent 
heat forms (Oke, 1987). The availability of moisture in the environment determines 
whether the majority of heat is lost due to sensible or latent heat (Oke, 1987). 
The rate of convective heat exchange (QH), expressed in Wm-2, is dependent on the 
thermal gradient between the surface temperature (Ts ) and the air around it (Ta) (in 
Kelvin) as well as the resistance to heat transfer presented by the surface and ambient 
air (Erell et al., 2011). This is expressed as follows: 
𝑄𝑄𝐻𝐻 = ℎ𝑐𝑐(𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑟𝑟) 
In this equation, hc is the convective heat transfer coefficient, expressed in Wm-2K-1. 
This variable is dependent on the properties of airflow, including its speed and degree 
of turbulence as well as the effect of the surface characteristics on the pattern of the 
flow and the temperature difference between surface and the surrounding air (Erell et 
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al., 2011). The value for hc is however difficult to pin down because of the lack of 
homogeneity of urban surfaces and because the value for the coefficient is not 
spatially uniform. This is because in vertical components of buildings, e.g. walls, the 
value tends to be higher near the edges, especially the top edge, and lower towards the 
centre (Erell et al., 2011). This is predominantly due to the wind characteristics 
experienced at the different locations as well as unequal exposure to solar radiation 
(Erell et al., 2011). The temperature difference with the surrounding air also varies 
spatially especially in urban canyons, where air temperatures are generally higher the 
closer they are to surfaces, especially on days with no turbulent flow of air (Erell et 
al., 2011).  
This issue has been partially resolved through the use of thermal remote sensing 
which shows the temperature for different surfaces. However, temperatures recorded 
by this procedure often do not correlate to the actual temperatures at the surface and 
thus limit the validity of the results (Erell et al., 2011). 
Oke (1978) explains how the resistance component in any flux system, including 
convective and latent heat exchange, may be described by using an equation 
analogous to Ohm’s Law. He suggests that by substituting the potential electrical 
difference in Ohm’s Law with the concentration gradient of a flux being investigated: 
𝐹𝐹𝐼𝐼𝐼𝐼𝐹𝐹 𝐸𝐸𝑆𝑆𝐼𝐼𝐸𝐸 = 𝐶𝐶𝑆𝑆𝐸𝐸𝑐𝑐𝐸𝐸𝐸𝐸𝐼𝐼𝐸𝐸𝑆𝑆𝐼𝐼𝑖𝑖𝑆𝑆𝐸𝐸 𝐼𝐼𝑖𝑖𝑑𝑑𝑑𝑑𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑐𝑐𝐸𝐸
𝑅𝑅𝐸𝐸𝑃𝑃𝑖𝑖𝑃𝑃𝐼𝐼𝑆𝑆𝐸𝐸𝑐𝑐𝐸𝐸 𝐼𝐼𝑆𝑆 𝑑𝑑𝐼𝐼𝑆𝑆𝑓𝑓  
and thus by substituting the appropriate values for sensible heat: 
𝑄𝑄𝐻𝐻 = 𝐶𝐶𝑟𝑟∆𝑇𝑇�𝐸𝐸  
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Note that in this equation Oke used the heat capacity coefficient of air (Ca) instead of 
the heat transfer coefficient (hc) as in equation 20. Citing Munn (1970), he explains 
that the value of r depends on the thickness of the layer under investigation and its 
ability to transport heat convectively and that it acts as the inverse of the eddy 
diffusivity in standard flux gradient equation22. Furthermore, like electricity, multiple 
resistances can be added together either in series or in parallel. By adding resistances 
in series, i.e. 𝐸𝐸 = 𝐸𝐸1 + 𝐸𝐸2, one can calculate the total resistance encountered as a flux 
moves through different layers e.g. heat transport from a heated space through 
different layers of an insulated roof (Oke, 1987). On the other hand, the addition of 
resistances in parallel, i.e. 𝐸𝐸 = 1
𝑟𝑟1
+ 1
𝑟𝑟2
, sums up thermal losses from a space through 
different pathways e.g. heat losses in a room through windows and through the walls 
(Oke, 1987). 
Apart from increasing the value of the heat transfer coefficient, the flow of air also 
provides cooling of surfaces through another mechanism. As wind flows over a 
surface, it absorbs a portion of the air warmed by the surface and through mechanical 
convection lifts it and mixes it with the cooler air through turbulence. Turbulence is 
defined as “the tendency of wind flow to exhibit random deviations in its 
characteristic properties, such as its speed and direction” (Erell et al., 2011 pp. 41-42).  
As wind flows over a surface it experiences drag and a change in the level of 
turbulence depending on the surface roughness (Oke, 1987). The urban surface 
                                                 
22 The standard flux gradient equation is described by Oke (1978) as follows: 
 𝑄𝑄𝐻𝐻 = −𝐶𝐶𝑟𝑟𝐾𝐾𝐻𝐻 �𝜕𝜕𝜆𝜆�𝜕𝜕𝜕𝜕 + 𝛤𝛤� = −𝐶𝐶𝑟𝑟𝐾𝐾𝐻𝐻(𝜕𝜕𝜃𝜃�𝜕𝜕𝜕𝜕), where KH is the eddy diffusivity, θ is the potential temperature 
and z is the height of the layer.  Γ is included to compensate for differences in the observed temperature 
gradient with vertical atmospheric pressure changes (Oke, 1987). The value for eddy diffusivity 
provides an indication of their role in turbulent thermal diffusion and is mainly dependent on the size of 
the eddies and their height above the Earth’s surface. 
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generally presents a rougher surface than its rural surroundings. This leads to a greater 
drag which decreases the wind speed, especially at the surface (Erell et al., 2011; Oke, 
1987). On the other hand, turbulence increases with an increase in surface roughness 
(Erell et al., 2011; Oke, 1987).  
The turbulent flux of sensible heat (QH), which takes into consideration the effect of 
wind is generally calculated for urban surfaces by using the eddy covariance method: 
𝑄𝑄𝐻𝐻 = 𝜌𝜌𝑐𝑐𝑣𝑣𝑓𝑓′𝑇𝑇′������ 
 (Erell et al., 2011). 
The equation combines instantaneous wind flow (w’) and temperature (T’) as well as 
the density (ρ) and specific heat capacity of air to calculate the turbulent flux of 
sensible heat. 
Turbulent flux of Latent heat (QE) 
A considerable amount of energy is required to be absorbed by water for its molecules 
to overcome the strong intermolecular bonding in the liquid stage and be able to 
evaporate. This process is known as the latent heat of evaporation and is responsible 
for the release of heat from terrestrial surfaces and resulting in cooling (Strahler & 
Strahler, 2005). Latent heat is important in the energy balance equation because as it 
absorbs heat from a surface, the temperature at the surface decreases. However, the 
change in the physical state of water from a liquid to a gas is not accompanied by a 
rise in air temperature. This is useful in maintaining a cool environment.  
Vegetation also has an important role in latent heat flux. Apart from being a moisture 
sink, plants are crucial in determining the humidity of the ambient air due to a process 
known as transpiration. Transpiration is the mechanism by which plants absorb 
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moisture from the soil and transport it throughout the organism until they eventually 
lose it by evaporation to the surrounding atmosphere. Since evaporation is required to 
drive this process, latent energy is expended. Humidity in an area arising from surface 
evaporation and from transpiration is not easily distinguishable. For this reason they 
are often combined into a single process known as evapotranspiration, E, which 
quantifies the total amount of water transferred from vegetated surfaces to the 
atmosphere (Erell et al., 2011).  
The water budget for a volume covering the urban canopy layer and a depth of 
substrate below where no net water exchange occurs is represented by the following 
equation: 
𝐼𝐼 + 𝐼𝐼 + 𝐹𝐹 = 𝐸𝐸 + 𝐸𝐸 + ∆𝐴𝐴 + ∆𝑆𝑆 
 
where p is the amount of precipitation23, I is the piped water supply of the city, F is 
the amount of water lost due to anthropogenic activity, e.g. combustion, E is 
evapotranspiration, r is the surface run-off, ΔA is net advection and ΔS is the change 
in water storage for a given period (Erell et al., 2011). This equation is useful in the 
construction of climatic models if one assumes that the volume of advected water as 
well as anthropogenic water release are negligible (Erell et al., 2011). Furthermore, 
the urban area under study would require classification according to its water content: 
                                                 
23 This may include dew which according to Erell et al., (2011) is not negligible and may amount to a 
considerable amount on a yearly basis depending on the temperature of the surface at night. Cooler 
surfaces such as metals may form more dew than surfaces which remain warm e.g. pavements. Dewfall 
may be regarded as the opposite process of evaporation (Erell et al., (2011). 
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• Impervious surfaces, e.g. buildings and roads that do not allow any 
percolation and are considered to be wet or saturated only during and 
immediately after rain showers, or otherwise dry at any other time 
• Pervious, un-irrigated surfaces, e.g. some urban parks for which the 
moisture range shifts between completely wet (saturated) to completely 
dry 
• Pervious, irrigated surfaces, e.g. gardens which are considered to be 
always moist. 
(Erell et al., 2011). 
According to Erell et al., (2011), the value E for evapotranspiration may be calculated 
by using equations 23 and 24 depending on the water content of the surface under 
consideration. 
For a saturated surface they suggest the use of the formula given by Priestley and 
Taylor (1972) for evaporation at the potential rate: 
 
𝐸𝐸 = � 𝛼𝛼
𝐿𝐿𝑟𝑟
� �
𝑃𝑃
𝑃𝑃 + 𝛾𝛾� (𝑄𝑄∗ − ∆𝑄𝑄𝑠𝑠) 
Where E is evapotranspiration, Lv is the latent heat of vaporisation, s is the slope of 
the saturation of the vapour pressure plotted against temperature relationship, γ is the 
psychrometric constant24, Q* is the net all wave radiation flux and ΔQs is the net 
storage heat flux. On the other hand, α is a coefficient with an empirical value of 1.2 
                                                 
24 The psychrometric constant is the value that relates the partial pressure of humidity water vapour in 
the atmosphere to air temperature. 
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to 1.3 for suburban conditions, and it represents the ratio of evaporation for a wet 
surface with negligible advection.  
On the other hand, for a moist or dry surface, where evapotranspiration is limited by 
the amount of humidity present in the surface, Erell et al., (2011), suggest the use of a 
modified version of an equation proposed by Brutsaert and Stricker (1979): 
𝐸𝐸 = � 1
𝐿𝐿𝑟𝑟
� ��(2𝛼𝛼 − 1) � 𝑃𝑃
𝑃𝑃 + 𝛾𝛾� (𝑄𝑄∗ − ∆𝑄𝑄𝑠𝑠)�𝐴𝐴𝑟𝑟𝛼𝛼′𝑟𝑟𝑛𝑛
𝑟𝑟=2
� − �𝐴𝐴𝐴𝐴( 𝛾𝛾(𝑃𝑃 + 𝛾𝛾))𝐸𝐸𝑟𝑟�� 
Where Ai is the proportion of the catchment covered by the ith surface type, α’i is an 
empirical coefficient of the ith surface type and AA is the status of soil moisture 
related to the area (Erell et al., 2011). On the other hand Ea is the drying power of air 
calculated by: 
𝐸𝐸𝑟𝑟 = �𝐶𝐶𝛾𝛾� (?̅?𝐸∗ − ?̅?𝐸𝑟𝑟) �( 𝐼𝐼�𝑘𝑘2)/[�ln(𝑧𝑧𝑟𝑟 − 𝐼𝐼 + 𝑧𝑧0𝑟𝑟𝑧𝑧0𝑟𝑟)� . ln(𝑧𝑧𝑢𝑢 − 𝐼𝐼 + 𝑧𝑧0𝑢𝑢)/𝑧𝑧0𝑢𝑢)]� 
in which C is the heat capacity of dry air, ?̅?𝐸∗ and ?̅?𝐸𝑟𝑟 are the mean saturation and 
ambient vapour at height zv respectively, k is the von Karman constant with a value of 
0.40, d is the zero-plane displacement length while z0v  and z0m are the water and 
momentum roughness lengths respectively (Erell et al., 2011). 
The relative importance of sensible heat in relation to latent heat in an area is given by 
Bowen’s ratio (β): 
𝛽𝛽 = 𝑄𝑄𝐻𝐻
𝑄𝑄𝐸𝐸
 
 (Erell et al., 2011; Oke, 1987). 
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Bowen’s ratio can give important indications on the climate expected in the area 
depending on its value. If β is greater than unity, than the sensible heat loss from the 
surface is greater than the latent heat transfer, which indicates an arid situation with 
limited moisture. Atmospheric conditions near the surface in these situations are 
expected to be warm and dry (Oke, 1987). On the other hand, if the value for β is 
lower than unity, the importance of latent heat transfer is greater than that for sensible 
heat and heat is lost to the atmosphere without a considerable increase in air 
temperature, but with a possible increase in atmospheric humidity. Atmospheric 
conditions are in this case expected to be relatively cooler and more humid (Oke, 
1987). If β is negative, then one of the values in the equation is negative, indicating 
that the surface is receiving more thermal energy of that form than it is losing. This 
situation is typically found at night when the surface gains more sensible heat than it 
loses, resulting in a negative value, while latent heat remains positive as it remains 
predominantly flowing away from the surface (Oke, 1987). The total turbulent flux 
i.e. the sum of latent and sensible heat fluxes, are likely to vary seasonally (Erell et al, 
2011). The total turbulent flux may remain very small in cases where the heat storage 
predominates in the energy balance equation, e.g. in areas with high humidity, low 
incoming solar radiation and high soil moisture (Erell et al, 2011). On the other hand, 
in locations where atmospheric humidity is high, evaporation is limited, maintaining 
low sensible and latent heat losses (Erell et al, 2011). 
Erell et al., (2011) propose the use of the following equations based on the Priestley-
Taylor equation to estimate the values for sensible and latent heat fluxes close to the 
surface: 
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𝑄𝑄𝐻𝐻 = (1 − 𝛼𝛼) + �𝛾𝛾𝑃𝑃�1 + �𝛾𝛾𝑃𝑃� (𝑄𝑄∗ − ∆𝑄𝑄𝑠𝑠) − 𝛽𝛽 
𝑄𝑄𝐸𝐸 = 𝛼𝛼1 + �𝛾𝛾𝑃𝑃� (𝑄𝑄∗ − ∆𝑄𝑄𝑠𝑠) + 𝛽𝛽 
In these equations, s is the gradient of the saturation vapour pressure against 
temperature curve, γ is the psychrometric constant, while α is a dimensionless 
empirical constant relating the strength of the correlation between QH and QE with Q* 
and ΔQS (Erell et al., 2011). β on the other hand is an empirical value, with units of 
Wm-2, and compensates for the fact that the Priestley-Taylor equation was proposed 
for areas with unlimited moisture (Erell et al., 2011). The following figure represents 
a number of values for α and β that are used for different surfaces: 
 
Figure 40: Values of the α and β parameters in different landscapes (Source: Erell et al., 2011) 
Anthropogenic energy release (QF) 
Combustion is the driving force behind most urban activities and atmospheric 
warming occurs either as waste heat from other activities, e.g. cooking, driving, or 
intentionally for space conditioning, e.g. heaters, fire places (Oke, 1987). Sailor and 
Lu (2004) group the major factors of anthropogenic heat as follows: 
𝑄𝑄𝐹𝐹 = 𝑄𝑄𝑉𝑉 + 𝑄𝑄𝐵𝐵 + 𝑄𝑄𝑀𝑀 
(6). 
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In this equation QV is the atmospheric warming from vehicular use, QB is heat coming 
from buildings and QM is human metabolic heat. Sailor and Lu (2004) also suggest 
the possibility of splitting the heat from buildings into heat released due to electricity 
consumption (QBE) and heat released due to direct combustion of fuel (‘point-of-use’) 
such as natural gas and fuel oil (QBH). 
Several method for estimating anthropogenic heat flux exist and have been utilised 
with mixed results. 
The most common method is to sum up the total amount of energy generated through 
anthropogenic sources and dividing the result by the area of the city, which also 
allows for the comparison between different regions (Erell et al., 2011; Gartland, 
2008). However, there are quite number of weaknesses in the use of this method. 
Since, QF varies widely throughout the city, Erell et al., (2011) argue that results are 
unrepresentative since energy release vary depending on the area of the city as well as 
with location of the heat source. Since large air-conditioning are found on roofs in 
industrial and commercial buildings, heat is released above the canopy layer and thus 
does not contribute to the heat island close to the ground. They also explain how this 
method omits amongst other things, energy which is dissipated as latent heat as well 
as disregard the fact that many buildings, including hotels, utilise a lot of energy to 
warm water. This heat is lost into the sewage system and has only a limited effect on 
atmospheric temperatures. 
Other methods which have been utilised include detailed construction of model to 
simulate energy losses from buildings as well as by calculating QF mathematically as 
a residual from the surface energy balance energy equation (Erell et al., 2011). The 
former however suffers due to the amount of generalisations that are required to 
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achieve the model while the latter may fail due to the adding up of errors from the 
calculation of other fluxes (Erell et al., 2011). 
However, in some cases, energy consumption for a region is not available. In such 
situations, Erell et al. (2011) propose the use of the following equation based on the 
vegetation ratio (Rg) in the area i.e. the ratio of vegetated area to the total area of the 
site: 
𝑄𝑄𝐹𝐹 = (1 − 𝑅𝑅𝑔𝑔)𝑄𝑄𝐹𝐹(0) 
where QF(0) is the amount of anthropogenic heat released when Rg is zero. 
Advection (ΔQA)  
Advection is the description of movement and transportation of air horizontally, 
which removes with it both sensible and latent heat (Oke, 1987). The importance of 
advection arises from the heterogeneous nature of Earth’s surface and the fact that as 
air circulates over different regions, it gains properties characteristic to the particular 
planes e.g. dry air tends to get much more humid as it passes over a water body, such 
as a lake. These properties are maintained for some distance even as it reaches and 
travels over surfaces which have different properties. Advection is thus responsible 
for atmospheric effects created by such differences. Oke (1978) lists three main 
advective effects, namely, the ‘clothesline effect’, the ‘leading edge’ or ‘fetch effect’ 
and the ‘oasis effect’.  
The ‘clothesline effect is’ not of particular interest in an urban setting as it explains 
primarily the stunted growth of plants at the edge of a field as dry air desiccates their 
leaves as it passes through their canopy.  
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On the other hand, the ‘leading edge effect’ explains the formation of internal 
boundary layers over different surfaces and thus plumes, depending on the wind speed 
and atmospheric characteristics. As air passes the leading-edge, the point where a 
surface changes from one type to another, the depth of the internal boundary layer, the 
layer influenced by the new surface, starts to increase with distance downwind, i.e. 
fetch (Oke, 1987). The fetch distance as well as wind speeds determine the shape of 
the plume formed.  
The ‘oasis effect’ is witnessed in irrigated areas such as urban parks, where the 
evaporation is much higher than the surrounding environment, similarly to the 
situation encountered in desert oasis (Oke, 1987). The evaporation has been found to 
exceed similar sized areas situated in a more extensive region covered in the same 
surface type (Oke, 1987).  
This large degree of evaporation requires a considerable amount of energy to occur 
and therefore these areas tend to be cooler than their surroundings.  
An urban environment that is warmer than the surrounding countryside can generate 
weak ‘country breezes’ flowing from outskirts towards the warmest part of the city 
(Oke, 1987). As the air in the city warms up, it becomes less dense and rises, leaving 
behind negative air pressure near the surface. This tends to suck cooler air from the 
surrounding countryside toward the centre of the city, in an analogous manner to land 
and sea breezes (Oke, 1987). Such breezes are important in regulating UHI. 
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Appendix 3 
Weather patterns in and around Malta 
Seasonal climatic variation and anticyclonic activity 
The formation of Anticyclones 
A typical characteristic of the lower atmosphere is the susceptibility to shifts in 
atmospheric pressure due to climate systems (see section 2.1.1). As a result, centres of 
high pressure and others of low pressure are generated. These are known as 
anticyclones and cyclones respectively. Anticyclones may, therefore, be described as 
vast whirls of air spiralling downward and outward, in a direction determined by the 
terrestrial rotation governing the Coriolis Effect, i.e. clockwise in the northern 
hemisphere and anti-clockwise in the southern hemisphere (McIlveen, 2010). As 
explained below these anticyclones are important in the creation of fine weather, and 
thus their presence increases the likelihood of UHIs. 
Subtropical anticyclones, i.e. anticyclones occurring at the 30⁰ latitude, are the result 
of air descending in the corresponding part of the Hadley circulation system, after 
being ‘sucked up’ into the upper atmosphere at the Inter-tropical Convergence Zone 
(ITCZ), a low-pressure belt close to the equator (McIlveen, 2010). High surface 
pressure forms in the subtropics in the presence of the anticyclone, initially due to the 
fact that air converging at the top of the cell exceeds the air diverging at the bottom, a 
property that is maintained throughout the existence of the anticyclone (McIlveen, 
2010). McIlveen (2010) explains that as air sinks, or subsides, it warms up due to an 
increase in the pressure in the body of air. This warming up allows water to evaporate 
easily, resulting in a lack of clouds and warm, dry weather with occasional light 
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breezes. Over land, this climatic regime leads to the formation of deserts at 
subtropical locations, such as the Sahara Desert in North Africa. On the other hand, a 
permanent anticyclone over the North of the Atlantic Ocean results in beautiful, calm, 
warm weather over islands such as the Azores and Bermuda, which give the 
anticyclone its name; in Europe it is known as the Azores High (or Anticyclone) and 
in North America as the Bermuda High (McIlveen, 2010).  
 
 
Figure 41The location of semi-permanent anticyclones and the role of Hadley Cells (orange arrows) in their 
formation (Source: http://maxworldgeography.weebly.com/climasphere.html) 
The seasonal location of the Earth in relation to the sun results in the shifting of the 
Azores anticyclone in correspondence with the movement of the ITCZ.  
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Annual anticyclonic patterns affecting Malta 
A brief general description is given below of the annual occurrence of anticyclones 
affecting the central Mediterranean and Malta. This also explains the seasonal weather 
patterns that are experienced in the area. 
The Mediterranean summer tends to originate as a ridge of high pressure, i.e. an 
extension of the anticyclonic system, gets established in the direction of the 
Mediterranean usually between the 10th and the 20th of June (GBMO, 1962). This 
gives rise to the stable, calm, warm Mediterranean weather that is usually maintained 
until September (GBMO, 1962). Winds during summer tend to be light and to flow 
close to the surface from between northwest and northeast (GBMO, 1962). The 
formation of this ridge starts forming in April and continues forming intermittently 
until May, making this month a transitional period between winter and summer 
(GBMO, 1962).  
The GBMO (1962) explains how this ridge of high pressure tends to extend in one of 
three predominant directions, each giving rise to different conditions in the 
Mediterranean region during summer.  
If an extension forms eastwards of the Azores over the Mediterranean, the weather  
tends to be over the southern region of the Mediterranean, while perturbed conditions 
are experienced in the northern parts towards the Alpine parts of Italy due to 
depressions25. On the other hand, when the ridge extends in an east-northeast 
direction, straddling over the Alps and Southern Europe, the whole Mediterranean 
region experiences fine, sunny summer weather. Both of these situations present fine 
hot summers for the Maltese Islands. Alternatively, a third less common situation may 
                                                 
25 Regions dominated by low pressure also known as a trough. 
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occur, in which the ridge extends in a north-eastern direction towards the British Isles 
and Scandinavia bringing nice weather over those areas. However, the Mediterranean 
experiences a summer with relatively disturbed weather due to low pressure systems, 
which are able to enter through the Balkans, as Arctic air originating in Russia and the 
Alps is not blocked by the Azores anticyclone as in other years (GBMO, 1962). 
These conditions normally last throughout the period between August and mid-
October as the anticyclonic ridge or parts of its main body break off and travel east 
towards Europe bringing fine weather (GBMO, 1962). The weather in the 
Mediterranean remains predominantly fine except for brief rainy and thundery periods 
due to periodic intrusions of cold air from the north which manages to enter the region 
from between travelling anticyclones (GBMO, 1962).  
October is considered to be the transitional month during which the region enters the 
cooler ‘winter’ period (GBMO, 1962). During this period several changes in the great 
pressure systems occur. 
At this point, the Azores Anticyclone shifts its centre towards its southernmost 
position within the Atlantic Ocean. Ridges occasionally extend from its main body 
towards Spain and along the southern Mediterranean coast sometimes reaching Egypt 
(GBMO, 1962). These bring fine weather during the Mediterranean winter. 
Other features that may influence the Mediterranean winter include: 
• occasional extensions of the great Eurasian anticyclone towards the Balkans; 
• a low-pressure system that forms over the Sahara Desert and tropical region of 
the Atlantic Ocean, further south of the Atlantic high-pressure system (Azores 
anticyclone);  
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• the intrusion of depressions from the Atlantic towards Northern Europe 
through a north of the Atlantic high-pressure system (GBMO, 1962).  
As these depressions move towards eastern Europe they encounter cold air coming 
from the northwest and are pushed towards the Mediterranean, where the interaction 
with the warm, moist air in the region results in vigorous depressions leading to 
rainfall and frequent gales (GBMO, 1962).  
Once the mean pressure in the Mediterranean drops, winter weather kicks in due to 
the vigorous cyclonic activity that becomes the norm. At this point, the conditions 
become colder and tend to be irreversible, even though the predominance of low-
pressure systems tends to alternate briefly with periods of high pressure following the 
initial perturbation (GBMO, 1962). The GBMO (1962), thus, summarises the 
atmospheric pressure during the Mediterranean winter as consisting of cyclonic 
periods of one to three weeks that alternate with one week periods of high-pressure, 
and, therefore, fine weather. These high-pressure systems tend to travel either 
southeast from Europe or east from the Atlantic (GBMO, 1962). 
This weather pattern tends to carry on until March even though cyclonic alternations 
tend to keep on occurring even beyond April until once again the ridge from the 
Azores Anticyclone starts to stabilise (GBMO, 1962). At this point the Eurasian 
Winter Anticyclone collapses and with it the potential for cold air intrusion especially 
into the eastern part of the Mediterranean (GBMO, 1962). However, the whole 
Mediterranean region remains prone to disturbances and rough weather until May 
(GBMO, 1962).   
Apart from the seasonal movement of the anticyclones, their day to day shifting also 
have a strong influence on short-term weather; as do transitory anticyclones, 
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especially when they straddle over an area for a relatively long period, blocking low-
pressure systems from entering (GBMO, 1962).   
The seasonal description of anticyclonic movements above is based on the description 
by the GBMO in 1962 and has been chosen due to the detail of its portrayal. The fact 
that it is a non-recent source, however, should not make it less credible since seasonal 
patterns remain mostly unchanged. This is shown by the fact that the annual pattern of 
air pressure in Malta, as presented by the GBMO for the period between 1919 and 
1938, and by Galdies (2011) for a more recent period between 1961 and 1990, 
remained similar (Figure 42).  
However, Galdies (2011) found that there has been an increasing trend in air pressure 
in Malta of around 0.6hPa since 1951, which may be related to global climate change. 
He suggests that such a trend may result in higher temperatures, calmer weather and a 
possible decrease in atmospheric humidity.  
 
 
Figure 42: Monthly means and variability of the sea level pressure - based on the climate period: (a) 1919-1938 
as presented by GBMO, 1962; (b) 1961-1990 as presented by Galdies, 2011. (Note: 1 millibar = 1 hectopascal).  
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Characteristics of regional winds over Malta 
The Mistral or Majjistral in Maltese, enters the Mediterranean from Europe’s 
mountainous regions at the north of the Mediterranean.  It tends to flow either when 
an area of high pressure forms over the British Isles and the north-eastern Atlantic, 
while the Mediterranean is dominated by low pressure, or when there is low pressure 
over central Europe and the Mediterranean is dominated by westerly winds (GBMO, 
1962). The flow of arctic air enters mainly through the funnel-shaped topography of 
the Garonne – Carcassonne gap and the Rhône Valley in France, and to a smaller 
extent through the Ebro valley in Spain and Genoa in northern Italy (GBMO, 1962).  
This funnelling, as well as its passage over France, make this cold wind relatively 
strong and dry. As it enters the Mediterranean, especially in spring and autumn, the 
Mistral warms up from below and collects moisture, inducing the formation of 
cumulonimbus clouds and rain showers (GBMO, 1962). Strong Mistral spells tend to 
blow for periods ranging from just a few hours to up to 12 days, although the average 
is of around three and a half days (GBMO, 1962).  
The Majjistral is the predominant wind on the Islands because low northerly winds 
tend to be blocked by the Island of Sicily (Galdies, 2011). Therefore, northerly winds 
as well as the Mistral and other winds coming from the north-western regions, tend to 
be directed towards Malta in a north-westerly fashion after they are funnelled through 
the Strait of Bonifacio (between Corsica and Sardinia) and through the Strait of Sicily 
(GBMO, 1962). In fact, north-westerly winds in Malta blow for around 20 percent of 
days throughout the year (Chetcuti et al., 1992; Galdies, 2011). This funnelling also 
increases the wind strength considerably leading to dangerous gale force winds, 
especially in winter (GBMO, 1962). Additionally, the blocking effect of Sicily makes 
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winds flowing from the north, the least common in Malta, and are only felt on three 
percent of days annually (Galdies, 2011).  
Another regional wind that occasionally influences Maltese weather is the Bora, 
which flows from high-pressure regions in central Europe towards low-pressure 
systems dominating the Mediterranean during winter (GBMO, 1962). Bora winds 
tend to blow during the cooler season from an east-north-easterly direction lasting for 
a period of around two days, and when it reaches as far as Malta, it tends to bring 
cold, dry air to the islands (GBMO, 1962).  
Similar pressure systems may also give rise to the Gregale (in Maltese Grigal), a 
regional wind that influences the weather in Malta especially in the cool season due to 
its strength (GBMO, 1962). This north-easterly wind tends to bring weather similar to 
the Bora, but which is less cold and less dry as it flows over a longer tract of the sea 
than the Bora does (GBMO, 1962). On occasions, it may also bring low clouds 
resulting in poor visibility as well as heavy rains (GBMO, 1962). These bouts of 
strong winds and bad weather known in Malta as Grigalata may last for up to three 
days (GBMO, 1962). 
The Scirocco, on the other hand, originates as an arid, warm regional wind over the 
Sahara Desert. However, as it flows over the Mediterranean Sea towards the Maltese 
Islands, it collects humidity and cools down, depending on how much time it spends 
over the sea. Scirocco tends to be classified as either dry or moist Scirocco. The most 
humid Scirocco in Malta occurs when a light south-easterly wind blows towards the 
island, bringing with it intense humidity leading to heavy dews and low stratus and 
sea fog, especially in the period between late spring and early summer (GBMO, 
1962). The driest Scirocco is, however, much rarer and flows for only three days in 
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ten years (GBMO, 1962). This occurs when the wind blows strongly from Tunisia in a 
south-westerly direction, bringing arid and dusty air, which harms vegetation 
(GBMO, 1962).   
Other regional winds exist in the Mediterranean, however, their influence on Maltese 
weather is limited.  
The frequency of wind directions between 1997 and 2006 is illustrated by the wind 
rose in Figure 31 below: 
 
Figure 43: Windrose illustrating wind data for the period between 1997 and 2006 (Source: Galdies, 2011). 
Galdies (2011) investigated the wind speeds in Malta for the years between 1961 and 
1990. He presented the data collected for mean wind speeds and variability in Figure 
32. He concluded that during this period, January was the month with the strongest 
189 
 
extreme monthly wind speeds (14.1knots or 26.1 km/hr), as well as being the month 
with the highest wind speed variability. He also found that April was the month with 
the highest mean speed (10.3knots or 19.1km/hr). 
 
Figure 44: Monthly means and variability of the wind speed, based on the 30 year climate period 1961-1990 
(Source: Galdies, 2011). 
 
Sea breeze patterns in Malta 
Lamb (1955) described the anomalies attributed to sea breezes between March 1953 
and April 1954 and found some important aspects of the diurnal variation of wind 
patterns in Malta. He found that: 
• Sea breezes tend to be noticeable for at least 60 days annually.  
• Their strength tends to be of around force three to four on the Beaufort scale 
(6 ms-1). 
• When the gradient wind is weak, a cyclonic circulation system is formed, 
appearing initially at the downwind end of the island until at around noon. At 
this point, the centre of the circulation moves against the gradient wind 
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towards the heart of the island. Between 15.00 and 18.00 the system weakens 
and is carried offshore where it dies off.  
• When gradient winds are stronger a trough forms towards the centre of the 
island forming a boundary between the two winds and the sea breezes.  
• Near the centre of the cell, the wind may experience four distinct and abrupt 
changes in direction on a daily basis: during the formation of the sea breeze, 
later as it passes back towards the centre of the island and then is it moves 
offshore again. The predominant direction of the sea breezes recorded in Luqa 
was towards the northeast veering sometimes towards the southwest. 
• At the point of convergence between the gradient wind (usually coming from 
northwest) and the sea breeze, cumulus clouds form of sufficient humidity 
both onshore and offshore, and in extreme cases may lead to drizzles of 
measurable rainfall. 
• Around two to three times a year, the sea breeze of Malta is swamped by the 
stronger wind system generated by the larger land mass of Sicily. Similarly, 
most of the times the sea breeze generated by the main island of Malta 
swamps the weaker breezes generated by Gozo. 
• Sea breezes are more common in the warm period of the year between May 
(six occurrences) and September (nine occurrences) with a maximum recorded 
in July (18 times), followed by August. 
• These breezes form earliest during the warmest period of the year. During this 
period they also tend to last the longest. In August, they form at 05.00 and 
continue until 19.00 
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Cloud cover, fog and aerosols over Malta 
Cloud cover is quantified in oktas, a measurement that is equivalent to one-eighth of 
the sky covered by clouds. On a diurnal basis, in winter, cloud cover over most of the 
Mediterranean is characterised by two peaks: one in the early morning, composed of 
low stratus, which generally dissolves after sunrise between 07.00 and 08.00, and 
another in the afternoon occurring due to the formation of cumulus clouds (GBMO, 
1962). This peak is also experienced in summer, and therefore, the clearest periods 
tend to be in the evenings and occasionally early mornings, following the clearing of 
any mist or fog (GBMO, 1962). Low stratus clouds i.e. occurring below 300 metres 
(1000 feet), occur due to similar reasons and in the same locations as fog (see below). 
Late night and early morning low stratus clouds also occurs due to a lack of 
circulation of polar air present in the Mediterranean (GBMO, 1962). Low stratus is 
common in the Mediterranean under the influence of light to moderate Scirocco 
winds, flowing over relatively cool waters and approaching cliffs, as well as when 
Scirocco meets polar air (GBMO, 1962). Very low stratus (below 150 metres; 500 
feet) occurs in Malta on about 20 days annually (GBMO, 1962).   
The monthly trend for cloud cover is represented in Figure 33, and shows how a 
decrease occurs from a maximum in January to a minimum in July, after which it 
starts increasing again until December (Chetcuti et al., 1992; Galdies, 2011). Chetcuti 
et al. (1992) note that this pattern follows the same yearly trend as that of rainfall 
while being the inverse of the pattern for sunshine hours.  
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Figure 45: Monthly means and variability of cloud cover, for the period 1961-1990 (Source: Galdies, 2011) 
 Additionally, the frequency distribution of cloud cover as compiled by Chetcuti et al. 
(1992) (Figure 34) for the period between 1951 and 1980 shows that the lowest 
amount of cloud cover occurs during the months between June and September, while 
the highest occurs in the months between November and April (Chetcuti et al., 1992). 
 
Figure 46: Frequency distribution of the amount of cloud cover in oktas for each month based on data collected by 
the Luqa Meteorological Office between 1951 and 1980. The intervals correspond to the values: 1=0.0-0.9 oktas; 
2=1.0-1.9 oktas; 3=2.0-2.9 oktas; 4=3.0-3.9 oktas; 5= 4.0-4.9 oktas and 6=5.0-5.9 oktas (Source: Chetcuti et al., 
1992).  
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Galdies (2011) found that the trend for cloud cover over Luqa appeared to be 
decreasing during the period between 1961 and 1990, even though the Mann-Kendall 
test revealed that there was no significant change in the results.  
Mist and fog occur most frequently during the night and early morning in spring and 
the beginning of summer especially under the influence of Scirocco blowing from the 
Gulf of Sirte and reaching Malta from an easterly direction (GBMO, 1962). 
Occasionally, fog may persist for hours after sunrise, sometimes lifting between 09.00 
and 16.0 (GBMO, 1962). This may also be accompanied by low stratus clouds that 
get lower in the evening, between 16.00 and 17.00, at the level of the south-western 
cliffs (GBMO, 1962). The direction of the wind in Malta is important in determining 
the formation of fog, as hills and cliffs on the western side of the island inhibit the 
formation of this type of advection fog (GBMO, 1962). Suitable Scirocco conditions 
with light winds may lead to the formation of fog and eventual enveloping of the 
western cliffs of Malta and Gozo for most of the twenty-four hours. (GBMO, 1962).  
Radiation fog, i.e. fog which forms after sunset, especially early in the morning once 
the surface cools down due to thermal radiation, is not very common in Malta, except 
for valley bottoms under calm conditions and clear skies, and may occur in any 
season with a depth depending on the air turbulence (GBMO, 1962).   
During the period between 1962 and 1992, the Maltese Islands experienced fog 
during an average of 9.2 percent of days annually, with a maximum occurring during 
March, followed by February and a minimum in July (Galdies, 2011). These 
frequencies are shown in Figure 35. 
194 
 
 
Figure 47: Average monthly days of fog for the period between 1961 and 1990 (Source: Galdies, 2011). 
The main natural aerosols reported in Europe between 2008 and 2009 were desert 
dust, wildfire smoke particles and sea salt (Viana, et al., 2014). Another less common 
source of aerosols that may impact the Maltese islands is volcanic ash from Mount 
Etna in Sicily. However, the chance of Malta being affected by such an ash plume is 
of just around 15 percent per annum, owing to the fact that these events depend 
strongly on factors such as a favourable south-westerly wind which would carry the 
particles over the circa 200 kilometre stretch of land and sea (Azzopardi, Ellul, 
Prestifilippo, Scollo, & Coltelli, 2013). 
In contrast, a relatively more common phenomenon is the atmospheric presence of 
dust originating from the Saharan desert. This is mostly associated with Scirocco 
events during spring and autumn when dust is carried northwards following dust 
storms in North Africa (GBMO, 1962). The strength and the fetch of the wind as it 
blows over the desert influences the amount of dust that it carries. In Malta, visibility 
may be reduced to just around 3.2 kilometres (2 miles), when force six to eight 
Scirocco winds blow from between south-west and south-east (GBMO, 1962). These 
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phenomena are most common in May and might on occasions last for about three 
days (GBMO, 1962). Moving northwards these winds collect moisture from the sea 
and are often accompanied by the formation of low stratus clouds, drizzle and rain, if 
they encounter either a depression, or are forced upwards (orographically) as they 
flow over the cliffs (GBMO, 1962). Another phenomenon associated with desert dust 
is upper haze, which indicates the presence of fine desert particles, which remain 
suspended in the atmosphere for extended periods of time due to convection, even 
after the larger particles are deposited (GBMO, 1962). 
Maritime influence and atmospheric humidity in Malta 
Due to their small size and their position in a relatively large body of water (compared 
to their size), the climate of the Maltese Islands has a strong maritime influence. The 
fact that water has a high heat capacity, makes it able to buffer any extreme shifts in 
temperatures (Galdies, 2011). However, the same physical property of water, makes 
Malta more prone to turbulent weather events at the end of summer (Galdies, 2011). 
This kind of weather is generated as a result of cool air entering the region over 
waters that are still warm (since the sea cools much more slowly than land does). 
Galdies (2011) states that the general weather of the Islands is often cooler and more 
humid than that of areas under continental climates. This is in conformity with what 
was written by the GBMO (1962), who stated that Malta experiences lower 
temperature extremes in April and March and warms up more slowly than continental 
regions at the same latitude.  
Being under the influence of humid maritime air masses, Malta tends to experience a 
relatively high humidity. Relative humidity on the Islands varies both diurnally as 
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well as seasonally. The values for relative humidity range from a minimum in July at 
61 percent to a maximum of 87 percent in January (Galdies, 2011).  
The value for relative humidity represents the percentage of the maximum amount of 
water vapour that can be held by air at a particular temperature. Therefore, cooler 
months have higher relative humidity because, at lower temperatures air can hold less 
water. A better indication of the quantity of water vapour in the air is given by vapour 
pressure (calculated using the formula on pg. 68). Since more evaporation occurs 
during summer, the vapour pressure is higher as may be seen in Figure 38. In fact, the 
average vapour pressure for summer is a little more than double that for winter 
(Chetcuti et al., 1992; GBMO, 1962). 
 
Figure 48: The mean monthly vapour pressure at different hours of the day for the period between 1951 and 1980, 
based on data from the Luqa Meteorological Office (Source: Chetcuti et al., 1992). 
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Appendix 4 
A description of Maltese settlements –    
Streets and Urban Canyons in Malta 
Streets and urban canyons in Malta differ considerably from one location to another. 
Tonna (1985), divides the Maltese settlements into three main groups, namely 
traditional villages, fortified settlements and suburban settlements. 
Traditional villages 
These are generally villages that are found further away from the harbour area. Most 
of these villages originated as rural settlements, growing radially and organically 
along pre-existing country paths which were originally used by the farmers and which 
kept the same winding characteristics and narrowness. Distinguishing features of such 
villages include alleys and blind alleys, which historically had a dual role: as a 
defence mechanism against plundering pirates; as well as to provide a cool, shaded 
environment which also maintained moderate wind speeds for pedestrian comfort 
(Camilleri P. , 1979). These narrow streets were usually lined with two-storey 
buildings that produced deep, narrow canyons (Camilleri P. , 1979; Tonna, 1985). 
Most of these villages grew radially around their parish church and a facing square 
(Camilleri P. , 1979). The highest concentration of buildings in a village was also 
found close to the church (Tonna, 1985). Building practices adopted in these villages 
were probably adopted during the Muslim occupation of occupation of the Islands as 
their practices were quite well adapted to local conditions (Cassar L. F., 1997).  
Planning was limited in these villages prior to modern times as the Knights of St. John 
did not have much influence on the growth of these villages (Camilleri P. , 1979). 
However, during the last century urban growth was encouraged in these villages by 
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the government and housing estates started to be built (Camilleri P. , 1979) Most of 
these extensions were built in a gridiron fashion, allowing for more regularly shaped 
plots (Camilleri P. , 1979).  
Small coastal villages on the north-westerns side of Malta, including Mgarr and 
Mellieha, also expanded during the late 19th century due to their importance in the 
agricultural industry, but the convoluted street system of traditional villages (e.g. 
Siggiewi) was abandoned in favour of a more rectilinear shape (Blouet, 1967 as cited 
by Cassar L. F., 1997). These modern canyons however were wider than the 
traditional ones at the village cores. They are usually around nine to twelve metres in 
width, so as to allow the flow of two-way traffic as well as parking on both sides 
(Camilleri P. , 1979).  
Qrendi, Gharghur, Imqabba and Zurrieq experienced modification of their traditional 
urban canyon during the last century, as road widening operations where conducted at 
their core to allow access to traffic and buses to the village centre (Camilleri P. , 
1979). However, Camilleri (1979) states that these wider roads are not pedestrian 
friendly, as they are windy in winter and scorching in summer. 
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Figure 49:The village of Qrendi showing the traditional narrow streets at the core close to the parish church and 
the regular pattern of modern extensions. The difference in canyon widths is also apparent. The image also shows 
the modifications at the core going 
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Fortified settlements  
These settlements grew either organically or linearly. 
Organic growth 
e.g. Mdina and Birgu (also known as Vittoriosa).  
Both of these cities predated the arrival of the Knights of St. John in Malta in 1530. 
However, while Birgu experienced an increase in population with the arrival of the 
Knights, as it became an activity hub because of the protection it provided due its 
defences which were maintained by the Knights; Mdina remained relatively 
untouched until the earthquake of 1693, when Grandmaster De Vilhena regularised 
the building pattern on the eastern side of the city, while maintaining the complex 
original design on the west (Camilleri P. , 1979).  
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Figure 50: Aerial view of Mdina showing the Knight's modification on the eastern side versus the original design 
on the west ((Source: Google Earth V 7.1.5.1557. (April 15, 2013) 35⁰53’09.18”N, 14⁰24’11.89” E,  Eye Alt 
943m. http://www.earth.google.com [August13, 2015]).) 
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Linear growth 
e.g. Valletta and Senglea 
Valletta was constructed following the Great Siege of 1565 according to plans by 
Francesco Laparelli, who chose to part from the norm of Renaissance city designs and 
adapt his plans to better suit the Maltese climate (Camilleri P. , 1979).  
According to Camilleri (1979) some of these considerations and adaptations were: 
• The construction of narrow streets (apart from a central avenue), so as to 
benefit from shade during the hot summer. 
• A compromise was however needed, in street width as they streets needed to 
be wide enough for the sun and wind to remove humidity from within the 
canyon. 
• Original plans consisted of narrow serpentine streets and a single large 
avenue to provide more shelter from the sun and wind. This plan however 
was scrapped in favour of the grid plan (Camilleri P. , 1979). 
• Neglected areas saw the creation of slums with very narrow street of just 
around 1.3m (Camilleri P. , 1979).  
• Senglea (Isla) was built when Grandmaster De La Sengle started handing out 
plots in response to overpopulation in Birgu (Camilleri P. , 1979). It was built 
in a gridiron fashion, having also stepped streets due to its hilly topography 
(Camilleri P. , 1979) 
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Figure 51: Aerial image of Valletta and Floriana, showing the Knight's rectilinear pattern (Source: Google Earth 
V 7.1.5.1557. (April 15, 2013) 35⁰53’43.99”N, 14⁰30’38.16” E,Eye Alt 2.30km. http://www.earth.google.com 
[August13, 2015]). 
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Figure 52: Satellite image of the three cities, showing the regular pattern of Isla, the traditional pattern of Birgu 
and the less organised pattern in Bormla (Source: Google Earth V 7.1.5.1557. (April 15, 2013) 35⁰53’10.30”N, 
14⁰31’13.38” E. Eye Alt 1.56km. http://www.earth.google.com [August13, 2015]. 
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Suburban Settlements 
 The distance of these locations from the industrial hub around the inner harbour area 
became less discouraging for people as public transportation increased in popularity 
(Cassar L. F., 1997). A boom in population of these locations also occurred during 
World War II when people left the heavily bombed inner harbour area to relatively 
safer locations, eventually setting up permanent residence in these relatively more 
attractive locations (Cassar L. F., 1997). There expansion however started most of the 
times before the introduction of mechanical transportation. These locations include: 
• Hamrun - built in a linear fashion with no central dominating focus (Camilleri P. , 
1979) 
• Bormla (Cospicua) – built as a suburb of Birgu. It grew mainly haphazardly as 
the growth of Birgu slowed down, due to limited space inside its walls (Camilleri 
P. , 1979) 
• Paola – Built by Grandmaster De Paule in response to overpopulation in Valletta. 
The Grandmaster built the church, laid out streets in a rectangular pattern and 
started selling plots (Camilleri P. , 1979) 
• Floriana – A suburb of Valletta, built in a rectilinear street pattern (Camilleri P. , 
1979) 
• Qormi – Originally a village that grew rapidly and in a haphazard manner as the 
harbour area increased in population. The Knights took matters in their hand and 
an extension was built on a rectangular grid (Camilleri P. , 1979)  
• Sliema – A coastal suburb of Valletta which was virtually uninhabited until 1833 
when it was still a location for summer vacations (Cassar L. F., 1997). The trade 
and employment created by British army personnel, whose living-quarters and 
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military buildings were located at nearby locations such as Pembroke and Tigné, 
encouraged an exponential growth in the population of the area reaching 10,000 
around the year 1900 (Cassar L. F., 1997). 
Other locations – Coastal settlements 
The tourism industry, deemed to be a potentially successful enterprise for the Maltese 
Islands in 1957, led to the rapid and “unscrupulous” expansion of coastal locations 
such as Qawra, St. Paul’s Bay and Bugibba (Cassar L. F., 1997). This hasty 
development however ignored traditional long-term climatic considerations during 
construction. However, this shortcoming is possibly partially mitigated by sea 
breezes. 
  
207 
 
 
Figure 53: Satellite image of Qormi showing the irregular pattern in the oldest part and an increase in regularity 
towards the outskirts (Source: Google Earth V 7.1.5.1557. (April 15, 2013) 35⁰52’44.98”N, 14⁰28’16.55” E,    
Eye Alt 1.85km. http://www.earth.google.com [August13, 2015]). 
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Appendix 5 
Human Thermal Comfort 
Like any other physical body, the human body’s temperature is dependent upon its 
energy balance. This means that for the temperature to remain stable at the preferred 
temperature, the heat gains and losses need to balance each other. Oke (1987) defines 
the energy balance of an animal by the following equation: 
𝑄𝑄∗ + 𝑄𝑄𝑀𝑀 = 𝑄𝑄𝐻𝐻 + 𝑄𝑄𝐸𝐸 + 𝑄𝑄𝐺𝐺 + ∆𝑄𝑄𝑆𝑆 
where, QM is the rate of metabolic processes and ΔQS is the net change of body heat 
storage, Q* is the net radiation from the body, QH is the sensible heat loss, QG is the 
heat exchange with other surfaces such as the ground, while QE is the latent heat loss. 
Of the above, while QM is always a heat source, Q*, QE, QG, QH, may all be either a 
heat source or a heat sink depending on their temperature relative to the body (Oke, 
1987). ΔQS, on the other hand, needs to remain close to zero as most animals tolerate 
only a small range of internal body temperatures (Oke, 1987). 
According to Taleghani, Kleerkoper, Tenpierik and Van den Dobbelsteen (2015), 
most models calculating human comfort utilise the following equation, which is 
similar to the above, but separates the thermoregulatory processes from under the 
umbrella term of ‘metabolic processes’: 
𝑆𝑆 = 𝑀𝑀 ± 𝑊𝑊 ± 𝑅𝑅 ± 𝐶𝐶 ± 𝐾𝐾 − 𝐸𝐸 − 𝑅𝑅𝐸𝐸𝑆𝑆  
where S is heat storage, M is metabolism, W is external work, R is heat exchange by 
radiation, C is the heat exchange by convection, K is the heat exchange by 
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conduction, E is the heat loss by evaporations and RES is heat exchange by 
respiration, both in the form of latent and sensible heat. 
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Appendix 6 
The benefits of green roofs 
The various advantages of green roofs have been listed in various studies. In one of 
those, Lee et al., (2014) listed the following: 
• The moderation of the internal temperature of the roof’s concrete structure, 
especially during hot summers. This has the potential to extend the life of the 
roof by reducing weathering. It also protects the roof by reducing the 
degradation due to exposure to ultraviolet radiation and ozone. If the roof has 
a waterproofing layer, this is also protected from direct physical stresses due 
to hail, rain and wind as well as from wear and tear caused by people walking 
on the roof. 
• Provides a degree of soundproofing, potentially maintaining a quieter internal 
environment as well as mitigating outside noise as by reducing noise reflection 
or echoes. 
• Shields against electromagnetic transmissions which may cause interference in 
electronic equipment. 
• Reduces the energy demand of the building as it insulates the building, 
maintaining an internal temperature which is more comfortable and that 
requires less air conditioning. 
• Attenuates storm water runoff by retaining all or part of the rainfall, depending 
on the volume of the precipitation. In case of intense precipitation, they reduce 
the maximum runoff rate, reducing the pressure on water drainage systems and 
potential flooding. Said (2013) calculated that for a typical 150m2 Maltese 
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roof, a green roof composition (based on her experimental design) would be 
able to hold up to 7500 litres26. If this amount is retained by a considerable 
number of roofs, it could form a valuable part of a sound storm-water 
management strategy. 
• Reduction in ambient temperature due to water storage in the substrate layer 
• Evaporative cooling of the urban environment  
• Enhance bio-diversity value by providing habitats for birds and small animals. 
• Increase the attractiveness of the building, enhancing social and economic 
value of the building and the area 
• Reduces air pollution. 
• Sequestration of atmospheric carbon dioxide. 
Most of these advantages were also mentioned in Santamouris’ review (2014). 
 
  
                                                 
26 However, this would probably require structural reinforcement of the roof to withstand the weight. 
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Point 1 and 30 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
It-Tarag, Dingli 
35.86077 N, 14.37964 E 
227m 
Periphery 
Grid 
Open Low-rise (LCZ 6) 
Discontinuous Urban Fabric 
Stone, concrete, asphalt, soil (in vicinity) 
Residential (Single or multi-unit housing) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.6-0.9 
≈3.5m 
3 storeys (≈ 10m) 
≈2.86 
5-6 
50-80% 
UCZ5 (Oke, 2004); Do3 (Ellefsen 1990/91) 
Site Description  
The site forms part of the relatively recent extension of Dingli, thus the more open form as opposed to the more compact older core of the village. The 
point where the readings were taken is a vacant plot of land that provides access from one street to the next. 
The site’s microclimate is influenced by the orientation of the urban canyon as well as the rural area to the north and the rest of the village to the south. 
The rural area is mainly used for agriculture, where low crops are grown but are not irrigated intensively. 
Illustration 
Aerial photograph 
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Point 2 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq ir-Rabat, Dingli 
35.87006 N, 14.3909E 
210m 
Countryside  
N/A 
Sparsely built (LCZ 9) 
Agricultural / semi natural area 
Soil (predominantly), asphalt, stone 
Agricultural (farms), Transport  
Low-medium flow  
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
1-2 storeys (≈ 3-8m) 
N/A 
5-6 
<20% 
UCZ7 (Oke, 2004) 
Site Description  
The measurements were taken in an agricultural area along the main road which leads from the village of Dingli to the nearby town of Rabat. 
Whereas to the north of the road, the surface is predominantly agricultural, with sparse trees and usually cultivated during the milder months and left 
fallow for the rest of the year, towards the south of the road, in the immediate vicinity the area is dominated by livestock farms.  
Illustration 
Aerial photograph 
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Point 3  
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq San Publiju, Rabat 
35.8806N, 14.3994E 
205m 
Core 
Grid 
Compact Low-rise (LCZ 6) 
Continuous Urban Fabric 
Stone, concrete, asphalt.  
Residential (Single or multi-unit housing) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.6-0.9 
≈7m 
2-3 storeys (≈ 6-10m) 
≈0.85-1.43 
6 
>80% 
UCZ3 (Oke, 2004); Dc3 (Ellefsen 1990/91) 
Site Description  
The readings were taken in an urban canyon oriented approximately in a WNW-ESE direction. The site is situated just outside the old part of Rabat, hence 
the grid pattern as opposed to the serpentine pattern close by. Vegetation in the streets is virtually inexistent and trees are only situated in the enclosed 
gardens within the residences. 
Illustration 
Aerial photograph 
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Point 4 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq tal-Infetti, Rabat 
35.88847N, 14.4076E 
127m 
Country 
N/A 
Bare soil or sand (LCZ F) 
Agricultural / semi-natural areas 
Soil, limited vegetation, asphalt road 
Agriculture (ploughed or fallow fields) 
Low to moderate flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
1-2 
Low 
N/A 
 
Site Description  
Readings were taken on the road at the outskirts of Rabat, which although illustrated below having quite a lot of vegetation, was during the time mostly 
ploughed or fallow. The elevation is quite low compared to Rabat as it is situated in a natural depression relative to the Rabat plateau. The traffic flow is 
mostly low but may increase on occasions, depending on the time of the day or the year. 
Illustration 
Aerial photograph 
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Point 5 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover  
 
Surface materials 
Human activity 
Traffic 
Triq Durumblat, Mosta  
35.90171N, 14.41535E 
95m 
Countryside 
N/A 
Low plants (LCZ D) 
Other roads and associated land; Agricultural+ semi 
natural areas 
Soil, vegetation, asphalt (road) 
Agriculture (arable farmland) 
Low to moderate flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
3-4 
Low on soil; high on asphalt 
UCZ7 (Oke, 2004) 
Site Description  
The site is an agricultural area on the outskirts of Mosta. It is primarily utilised for farming even though there are some low-intensity industrial plants in the 
vicinity. The readings were collected on a traffic island at a crossroad. The relatively large surface area covered in asphalt may thus have an influence on the 
readings.  
Illustration 
Aerial photograph 
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Point 6 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover  
 
Surface materials 
Human activity 
Traffic 
Triq Grognet, Mosta  
35.90747N, 14.42522E 
76m 
Core 
Grid 
Open Low-rise (LCZ 6) 
Discontinuous Dense Urban Fabric, Green urban 
area in vicinity 
Stone, concrete, asphalt, soil (in vicinity) 
Residential (Single or multi-unit housing) 
Low to moderate flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.6-0.9 
≈6.5m 
2-3 storeys (≈ 6-10m) 
≈0.92-1.54 
5-6 
50-80% 
UCZ3 (Oke, 2004); Dc3 (Ellefsen 1990/91) 
Site Description  
The area is situated close to the centre of the town of Mosta. Readings were taken in a NW-SE oriented urban canyon. Even though at street level 
vegetation is absent, a relatively large urban green area is situated behind the buildings in the area. Traffic is generally low except during the morning and 
early afternoon during which times may increase due to school transport, since the site is situated adjacent to a school. 
Illustration 
Aerial photograph 
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Point 7 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
 
Surface materials 
Human activity 
Traffic 
Triq il-Mosta, Lija  
35.90487N, 14.44812E 
60m 
Periphery (low density suburbs) 
N/A 
Sparsely built (LCZ 9) 
Industrial / Other roads and associated land/ 
agricultural 
Stone, concrete, asphalt, soil  
Agriculture, commercial, transport 
High to medium flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
 5-6 
50-80% 
UCZ7 (Oke, 2004) 
Site Description  
The area is situated at the periphery of the Lija-Birkirkara urban area, that may also be considered to be the periphery of the densely populated south-
eastern/ harbour area of the island. The point where the readings were taken is situated close to a construction materials plant, a cemetery and agricultural 
land. The dominating feature however is probably the road since it is one of the principal arteries in Malta and traffic may be encountered often 
throughout the day especially during the morning and afternoon. Readings were collected while standing on the traffic island towards the centre of the 
road. 
Illustration 
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Point 8 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Ghar il-Gobon, Birkirkara 
35.90264N, 14.46725E 
58m 
Periphery (high density sprawl)  
Compact/ serpentine 
Compact low-rise (LCZ 3) 
Discontinuous Dense Urban Fabric 
Stone, concrete, asphalt, soil (in vicinity) 
Residential (Single or multi-unit housing) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.2-0.6 
≈2.5m 
2 storeys (≈ 8m) 
≈3.2 
6 
50-80% 
UCZ3 (Oke, 2004); Dc3 (Ellefsen 1990/91) 
Site Description  
Even though the area is close to the periphery of Birkirkara, it still shows the characteristic narrow canyons encountered in the old town cores. The readings 
were collected in an alley which is characteristic of the older parts of a Maltese town. The canyon is oriented roughly in a NW-SE fashion, however due to 
its narrowness it is likely to be quite sheltered from the winds and intense sunlight. Even though at the site traffic is very limited, towards the north of the 
site the road is very busy. The site is also under the influence of a low intensity industrial area towards the north. Trees and vegetation are limited to back-
gardens. 
Illustration 
Aerial photograph 
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Point 9 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq Fleur-de-Lys, Birkirkara 
35.89529N, 14.46538E 
39m 
Core 
Grid 
Compact Low-rise with dense trees (LCZ 3A) 
Roads/Continuous Urban Fabric/green urban area 
Stone, concrete, asphalt, trees (in vicinity) 
Residential, transport 
Medium to high flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
 
Correspondence 
1 
N/A 
2-3 storeys (≈ 6-10m) 
N/A 
6 
Low in green area but above 80% 
everywhere else 
UCZ5 (Oke, 2004); Do3 (Ellefsen 1990/91) 
Site Description  
The measurements were taken close to the Birkirkara bus station, which is situated close to the dense urban area at the centre of the town of Birkirkara 
and in the vicinity of a small urban green area that is mainly composed by large trees. The readings were taken on a traffic island where the asphalt of the 
road as well as the relatively intense traffic are likely to influence the values obtained. 
Illustration 
Aerial photograph 
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Point 10 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Trejqa tal-Fleur-de-Lys, Birkirkara 
35.89202N, 14.47313E 
49m 
Core 
Grid 
Open Low-rise (LCZ 6) 
Discontinuous Urban Fabric 
Stone, concrete, asphalt, soil (in vicinity) 
Residential (Single or multi-unit housing) 
Low to medium flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.6-0.9 
≈8m 
2-3 storeys (≈ 6-10m) 
≈0.75-1.25 
6 
50-80% 
UCZ3(Oke, 2004); Dc3 (Ellefsen 1990/91) 
Site Description  
The readings were taken in an urban canyon that is oriented NNE-SSW. The buildings are mostly residential and are in the vicinity of a school, which may 
influence the flow of traffic during some parts of the day. Vegetation is limited within the canyon but gardens are present at the back of some houses as 
well as a green urban area in the vicinity. 
Illustration 
Aerial photograph 
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Point 11 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq Misrah il-Barrieri, Msida 
35.89169N, 14.48476E 
35m 
Core 
Grid 
Open Low-rise (LCZ 6) 
Continuous Urban Fabric 
Stone, concrete, asphalt, trees (limited) 
Residential / commercial  
Medium flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.6-0.9 
≈10.5m 
3 storeys (≈ 10m) 
≈0.95 
5-6 
>80% 
UCZ5 (Oke, 2004); Do3 (Ellefsen 1990/91) 
Site Description  
The area is characterised by residential buildings on one side of the canyon and a supermarket on the other. It is also adjacent to a particularly busy road. 
Therefore, the site is probably influenced anthropogenic heat sources originating from the air-conditioning units on the supermarket as well as the traffic 
flow in the nearby road. Trees and vegetation are also present in an urban green area close by. The canyon is roughly oriented in N-S fashion. 
Illustration 
Aerial photograph 
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Point 12 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq San Bartolomew, Qormi 
35.87866 N, 14.47499 E 
29m 
Core 
Grid 
Compact Low-rise (LCZ 3) 
Continuous Urban Fabric 
Stone, concrete, asphalt. 
Residential (Single or multi-unit housing) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
 
≈6m 
2 storeys (≈ 8m) 
≈1.33 
6 
>80% 
UCZ3 (Oke, 2004); Dc3 (Ellefsen 1990/91) 
Site Description  
The area is situated at the core of the city of Qormi. The data was recorded within a NW-SE oriented canyon that is deprived of any vegetation. Trees and 
limited vegetation are present in some backyard gardens close by. Qormi is situated at a characteristically low altitude which make it quite sheltered from 
winds, also because of the building density in certain areas. 
Illustration 
Aerial photograph 
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Point 13 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
 
Traffic 
Triq L-Iljun, Qormi 
35.87752N, 14.4834E 
9m 
Periphery 
N/A 
Large low-rise with low plants (LCZ8D) 
Commercial; Sports and leisure facilities 
Soil, asphalt, soil, concrete 
Commercial(Supermarkets)/Sports (golf course, 
horse-race track) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
 
Correspondence 
1 
N/A 
N/A 
N/A 
 5-6 
High in golf course, moderate in race track, 
low in commercial area 
UCZ4 (Oke, 2004); Do1, Do4 (Ellefsen 
1990/91); UCZ7 (Oke, 2004) 
Site Description  
The site is situated at the outskirts of Qormi. The readings were taken in an area dominated by the Marsa golf course, agricultural land, and the parking 
areas of the supermarkets nearby, influencing the area by the properties of asphalt. A horse-race track in the vicinity may have an influence due to the high 
albedo of the sand. Similarly, a factory in the vicinity may be the source of anthropogenic heat as well as having a role on reflecting solar energy due to the 
light coloured roof. The two supermarkets in the vicinity ma also increase the anthropogenic heat in the area. Another influence could be the concrete 
water way within the golf course. 
Illustration 
Aerial photograph 
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Point 14 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
 
Human activity 
Traffic 
Triq il-Labour, Marsa 
35.8734N, 14.4969E 
8m 
Periphery 
Grid 
Large Low-rise (LCZ 8) 
Industrial, commercial, public and private units 
Stone, concrete, asphalt, soil (in vicinity), trees 
(limited) 
Industrial, transportation 
Moderate to heavy flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
≈30m 
2-3 storeys (≈6- 10m) 
>3 
5-6 
>80% 
UCZ4 (Oke, 2004); Do1, Do4 (Ellefsen 
1990/91) 
Site Description  
The site is situated within the inner harbour area and is characterised by industrial installations including factories and warehouses. The point where the 
readings were taken is very wide urban canyon that is influenced by the moderate to heavy flow of vehicles throughout the day. Trees are present in the 
area at the side of the roads. Vegetation is also present in vacant plots and in the nearby golf course and sporting grounds. The area is also close to the 
Grand Harbour, and thus may be influenced by this body of water. For safety reasons measurements were not taken at the centre of the canyon but closer 
to the buildings towards the north of the street. The canyon is roughly oriented in a WNW-ESE fashion. 
Illustration 
Aerial photograph 
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Point 15 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq Il-Qalb Ta' Gesu', Paola 
35.87201N, 14.50835E 
45m 
Core 
Grid 
Open Low-rise (LCZ 6) 
Continuous Urban Fabric 
Stone, concrete, asphalt, trees (in vicinity) 
Residential (Single or multi-unit housing) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.6 – 0.9 
≈8m 
2 storeys (≈ 7m) 
≈0.875 
6 
>80% 
UCZ3 (Oke, 2004); Dc3 (Ellefsen 1990/91) 
Site Description  
The area is situated close to the centre of Paola, adjacent to the church. The readings were taken within an urban canyon with an approximately NNE-SSW 
orientation. Vegetation is enclosed mostly in back gardens. Trees are present in the commercial square in the vicinity and an urban green area nearby 
(point 16). 
Illustration 
Aerial photograph 
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Point 16 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Gnien Pawlu Boffa, Paola 
35.87157N, 14.50991E 
48m 
Core 
Grid 
Compact Low-rise with scattered trees (LCZ 3B) 
Green Urban Areas 
Stone, concrete, asphalt, soil (in vicinity) 
Residential (Single or multi-unit housing), Garden 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.5 
N/A 
N/A 
N/A 
6 
60 
UCZ3 (Oke, 2004); Dc3 (Ellefsen 1990/91)   
Site Description  
The area is close to the centre of Paola close to the church and to the site of point 15. The readings were taken at an urban garden/green area, which is 
characterised by high trees. The values recorded were taken from a row beneath two rows of trees within the garden 
Illustration 
Aerial photograph 
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Point 17 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq it-Tempji Neolitici, Tarxien 
35.86897N, 14.51114 E 
56m 
Core 
Grid 
Compact Low-rise with bare rock (LCZ 3E) 
Continuous Urban Fabric 
Stone, concrete, asphalt, rock, trees (in vicinity) 
Residential (Single or multi-unit housing) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
 6 
>80% in the urban area 
UCZ5 (Oke, 2004); Do3 (Ellefsen 1990/91) 
Site Description  
Although in the core of the village in an urban region, the site is influenced by an excavated historical complex, of which part has soil and the rest is mostly 
composed of bare rock. Trees and vegetation are also present but limited to the sides of the road and a traffic island over which the readings were taken. 
Illustration 
Aerial photograph 
  
230 
 
Point 18 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Vjal il 25 ta' Novembru, Zejtun 
35.85354N, 14.52405 E 
48m 
Countryside – town outskirts 
N/A 
Sparsely built with bare soil (LCZ 9F) 
Agricultural, semi-natural / industrial, commercial 
Concrete, asphalt, soil, trees 
Agriculture, transportation, commercial 
Moderate flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
1-6 
Low in agricultural area 
UCZ7 (Oke, 2004) 
Site Description  
The area under consideration is primarily agricultural, which at the time of the data collection was mostly ploughed. The data was collected on the road 
that leads to the city of Zejtun and which is lined on both sides with tall trees. The area is also influenced by the nearby supermarket and commercial area 
nearby and a disturbed area opposite the data collection point where a fuel station is situated. For safety reasons, measurements were not taken at the 
centre of the road but on the side closer to the agricultural area.  
Illustration 
Aerial photograph 
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Point 19 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq Antonio Micallef, Zejtun 
35.8568N, 14.53234E 
49m 
Core 
Complex 
Compact Low-rise (LCZ 3) 
Discontinuous Urban Fabric 
Stone, concrete, asphalt, trees (in vicinity) 
Residential / School  
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.2 - 0.6  
≈6m 
2-3 storeys (≈ 6-10m) 
≈1-1.66 
5-6 
50-80% 
UCZ5 (Oke, 2004); Do3 (Ellefsen 1990/91) 
Site Description  
The area considered is at the core of Zejtun. It is situated to a school and therefore the canyon is deeper due to the height of the storeys. The street 
considered separates the built up area between the older serpentine street region and the grid street fashion. Trees and vegetation are enclosed within the 
back gardens. A block away from the point considered a green area is present where a number of trees are present. The canyon is approximately oriented 
NNE-SSW. 
Illustration 
Aerial photograph 
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Point 20 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq Marsaxlokk, Zejtun 
35.84671N, 14.52856E 
55m 
Countryside 
N/A 
Bare soil (LCZ F) 
Agricultural / Semi-natural area 
Soil, asphalt 
Agriculture, transport 
Moderate flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
5-6 
Low 
N/A 
 
Site Description  
The area is predominantly agricultural, with a road passing through, and being the main road to the village of Marsaxlokk, tends to be moderately busy at 
times. The land was at the time of the data collection mostly ploughed. The readings were taken just off the road in the passageway field, adjacent to the 
road. Trees are spares in the area, whilst the area is dominated by a relatively large vineyard. 
Illustration 
Aerial photograph 
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Point 21 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq il-Belt Valletta, Zurrieq 
35.83613N, 14.47536E 
87m 
Periphery 
N/A 
Sparsely built (LCZ 9) 
Agricultural, Semi-natural 
Soil, asphalt, stone, concrete  
Agricultural 
Moderate flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
 5-6 
Low 
UCZ7 (Oke, 2004) 
Site Description  
The area is situated at the periphery of Zurrieq. It is primarily used for agriculture and was mostly ploughed at the time of data collection. Trees are sparse 
and mostly situated on either side of the road which leads to Zurrieq. The data was collected on the side of the road closest to the agricultural land for 
safety reasons. 
Illustration 
Aerial photograph 
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Point 22 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq Dun Guzepp Zammit, Zurrieq 
35.83065N, 14.4746E 
109m 
Core 
Complex  
Open midrise (LCZ 6) 
Discontinuous Dense Urban Fabric 
Stone, concrete, asphalt, trees(limited) 
Residential (Single or multi-unit housing) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.9 
≈20m 
2-3 storeys (≈6-10m) 
≈0.3-0.5 
5-6 
50-80% 
UCZ3 (Oke, 2004); Dc3 (Ellefsen 1990/91) 
Site Description  
Even though the data was collected in a very wide urban canyon, the area forms part of the oldest, densest area of Zurrieq. The street was widened and is 
not similar to the surrounding streets. This was done to allow access to heavy vehicles such as buses. Vegetation and tree are confined to back-gardens and 
an urban green area in the vicinity. The canyon is oriented in a WNW-ESE fashion 
Illustration 
Aerial photograph 
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Point 23 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq Warda, Zurrieq 
35.82847N, 14.47078E 
120m 
Core 
Complex 
Compact low-rise (LCZ 3) 
Discontinuous Dense Urban Fabric 
Stone, concrete, asphalt, soil and trees (in vicinity) 
Residential (Single or multi-unit housing) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
0.2-0.6 
≈2.5m 
3 storeys (≈ 10m) 
≈4 
6 
50-80% 
UCZ3 (Oke, 2004); Dc3 (Ellefsen 1990/91) 
Site Description  
The area forms part of the dense core of Zurrieq. Even so, it is close to the periphery and thus green areas are more common and agricultural land is 
around 200m away from the site. However, the data was collected in a relatively narrow urban canyon with no vegetation. Trees and vegetation are 
enclosed within back gardens. The canyon is oriented roughly in a NE-SW direction. 
Illustration 
Aerial photograph 
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Point 24 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
 
Human activity 
Traffic 
Triq Wied iz-Zurrieq, Zurrieq 
35.82256N, 14.45751E 
80m 
Countryside 
N/A 
Sparsely built, with water (LCZ 9G) 
Agricultural + Semi-natural areas + Wetlands 
Rock, water, stone, concrete, asphalt, soil, trees, 
vegetation. 
Agriculture 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
 5-6 for sparsely built area; 1 for water 
Variable 
UCZ5 (Oke, 2007) for the sparsely built 
area. 
Site Description  
Data was collected in on the road within an agricultural area that is dominated by rocky cliffs and the sea. A building is situated around which a limited 
number of trees are present. Trees are also present at the edge of some fields in the area. 
Illustration 
Aerial photograph 
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Point 25 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
San Niklaw, Qrendi 
35.83696N, 14.43348E 
133m 
Countryside 
N/A 
Bare soil (LCZ F) 
Agricultural + Semi-natural areas  
Soil, limited vegetation and trees, asphalt road 
Agricultural 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
1-2 
<20% 
N/A 
Site Description  
The area is predominantly agricultural. Since the data was collected in summer, most of the fields were ploughed and vegetation and crops were sparse. 
Livestock farms are present in the vicinity. Readings were taken on an asphalt road. 
Illustration 
Aerial photograph 
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Point 26 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq il-Knisja, Siggiewi 
35.85211N, 14.43753E 
109m 
Core 
Complex 
Compact Low-rise (LCZ 3) 
Continuous Urban Fabric 
Stone, concrete, asphalt, trees and soil (limited) 
Residential (Single or multi-unit housing) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
 
≈6m 
2 storeys (≈ 8m) 
≈1.33 
5-6 
>80% 
UCZ3 (Oke, 2004); Dc3 (Ellefsen 1990/91) 
Site Description  
The area under consideration forms part of the core of the village of Siggiewi. The area is close to the Parish church of the village and hence the urban 
density. Trees and vegetation area mostly confined in the back gardens, even though one of them is relatively large. The canyon were the data was 
collected is oriented in a roughly NE-SW fashion and is of variable widths.   
Illustration 
Aerial photograph 
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Point 27 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
 
Traffic 
Girgenti, Siggiewi 
35.85668N, 14.4204E 
114m 
Countryside 
N/A 
Bare soil (LCZ F) 
Agricultural + Semi-natural areas  
Soil, vegetation and trees, asphalt, stone, concrete 
Mainly agriculture, transport (due to quarries in 
region) 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
 1-2 
<20% 
UCZ5 (Oke, 2004); Do3 (Ellefsen 1990/91) 
Site Description  
The area is primarily agricultural. Water flows through a water course in the area and the point at which the data was collected has vegetation, mainly in 
the form of great reeds throughout the whole year. However, vegetation is also quite dense in a small area across the road. However, since the data was 
collected in summer most fields were ploughed and bare soil was dominant. The region is also associated with quarries and thus a low flow of construction 
trucks passes through the area. 
Illustration 
Aerial photograph 
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Point 28 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq Panoramika, Dingli 
35.84921N, 14.38963E 
239m 
Countryside 
N/A 
Bush, scrub (LCZ C) 
Agricultural, semi-natural land 
Stone/rock, asphalt, soil, vegetation. 
Mediterranean scrubland, i.e. Garrigue, agriculture 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
4-5 
Variable 
N/A 
Site Description  
The area upon Dingli cliffs is close to the highest point of the islands. The data was collected in an area dominated by garrigue and agricultural land. 
Vegetation is in the form of low drought and heat resistant plants and shrubs. A hard-rock quarry is situated in the vicinity as well as the Maltese wooded 
area of Buskett. Being present on the cliffs, the area is likely to be influenced by the sea. The area may also be subject to a low flow of construction vehicles 
due to the presence of the quarries. 
Illustration 
Aerial photograph 
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Point 29 
Characteristics of the area  Properties of the area  
Street, Town/Village 
Coordinates 
Altitude 
Location 
Building morphology 
Local Climate Zone 
CORINE land cover 
Surface materials 
Human activity 
Traffic 
Triq Panoramika, Dingli 
35.85571N, 14.37721E 
242m 
Countryside 
N/A 
Bush, scrub (LCZ C) 
Agricultural, semi-natural land 
Stone/rock, asphalt, soil, vegetation. 
Mediterranean scrubland, i.e. Garrigue, agriculture 
Low flow 
Sky View Factor 
Width of canyon 
Mean building height 
Aspect ratio (H/W) 
Terrain roughness class 
Impervious surface fraction 
Correspondence 
1 
N/A 
N/A 
N/A 
4-5 
Low 
N/A 
 
Site Description  
Similarly to point 28, this area is one of the highest in Malta. The area is influence by garrigue and its vegetation as well as agricultural land, which at the 
time of data collection were ploughed. Buildings are also present in the area since it is closer to the village of Dingli.  
Illustration 
Aerial photograph 
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Appendix 8 
Kestrel Specs : 4400-4600 (Source: http://www.nkhome.com/kestrel-products/kestrel-4600-pro-heat-stress-tracker) 
         
1 SENSORS 
2 
SENSOR 4400 4600 
ACCURACY 
(+/-)* RESOLUTION 
SPECIFICATION 
RANGE 
OPERATIONAL 
RANGE NOTES 
3 
Wind Speed | Air Flow l l 
Larger of 3% 
of reading, 
least 
significant 
digit or 20 
ft/min 
0.1 m/s 
1 ft/min 
0.1 km/h 
0.1 mph 
0.1 knots 
1 B 
0.6 to 40.0 m/s  
118 to 7,874 
ft/min 
2.2 to 144.0 km/h 
1.3 to 89.5 mph 
1.2 to 77.8 knots 
0 to 12 B 
0.6 to 60.0 m/s  
118 to 11,811 
ft/min 
2.2 to 216.0 
km/h 
1.3 to 134.2 
mph 
1.2 to 116.6 
knots 
0 to 12 B 
1 inch|25 mm diameter impeller with 
precision axle and low-friction Zytel® 
bearings. Startup speed stated as lower 
limit, readings may be taken down to 0.4 
m/s | 79 ft/min | 1.5 km/h | .9 mph | .8 kt 
after impeller startup. Off-axis accuracy -1% 
@ 5º off-axis; -2% @ 10º; -3% @ 15º. 
Calibration drift < 1% after 100 hours use at 
16 MPH | 7 m/s. Replacement impeller (NK 
PN-0801) field installs without tools (US 
Patent 5,783,753). Wind speed calibration 
and testing should be done with triangle on 
impeller located at the top front face of the 
Kestrel. 
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4 
Ambient Temperature l l 
0.9 °F 
0.5 °C 
0.1 °F 
0.1 °C 
-20.0 to 158.0 °F 
-29.0 to 70.0 °C 
14.0.0 to 131.0 
°F 
-10.0 to 55.0 °C 
Hermetically-sealed, precision thermistor 
mounted externally and thermally isolated 
(US Patent 5,939,645) for rapid response. 
Airflow of 2.2 mph|1 m/s or greater 
provides fastest response and reduction of 
insolation effect. Calibration drift negligible. 
Thermistor may also be used to measure 
temperature of water or snow by 
submerging thermistor portion into material 
-- remove impeller prior to taking 
submerged measurements and ensure 
humidity sensor membrane is free of liquid 
water prior to taking humidity based 
measurements after submersion. 
5 
Globe Temperature - Tg l l 
2.5 °F 
1.4 °C 
0.1 °F 
0.1 °C 
-20.0 to 140.0 °F 
-29.0 to 60.0 °C 
14.0 to 131.0 °F 
-10.0 to 55.0 °C 
Temperature inside 1in|25 mm black 
powder coated copper globe converted to 
Tg equivalent for standard 6 in|150 mm 
globe. Closest equivalence obtained with 
airflow greater than 2.2 mph|1 m/s. 
6 
Relative Humidity l l 3.0 %RH 0.1 %RH 
5 to 95%  
non-condensing 0 to 100% 
Polymer capacitive humidity sensor 
mounted in thin-walled chamber external to 
case for rapid, accurate response (US Patent 
6,257,074). To achieve stated accuracy, unit 
must be permitted to equilibrate to external 
temperature when exposed to large, rapid 
temperature changes and be kept out of 
direct sunlight. Calibration drift +/- 2% over 
24 months. Humidity sensor may be 
recalibrated at factory or in field using 
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Kestrel Humidity Calibration Kit (NK PN-
0802). 
7 
Pressure l l 
0.03 inHg 
1.0 hPa|mbar 
0.01 PSI 
null 
0.01 inHg 
0.1 
hPa|mbar 
0.01 PSI 
8.86 to 32.49 
inHg 
300.0 to 1100.0 
hPa|mbar 
4.35 to 15.95 PSI 
and 
32.0 to 185.0 °F 
0.0 to 85.0 °C 
0.30 to 48.87 
inHg 
10.0 to 1654.7 
hPa|mbar 
0.14 to 24.00 
PSI 
and 
14.0 to 131.0 °F 
-10.0 to 55.0 °C 
Monolithic silicon piezoresistive pressure 
sensor with second-order temperature 
correction. Pressure sensor may be 
recalibrated at factory or in field. Adjustable 
reference altitude allows display of station 
pressure or barometric pressure corrected 
to MSL. Kestrel 4200 displays station 
pressure on a dedicated screen. Kestrel 2500 
and 3500 display continuously updating 
three-hour barometric pressure trend 
indicator: rising rapidly, rising, steady, 
falling, falling rapidly. Kestrel 4000 series 
displays pressure trend through graphing 
function. PSI display on Kestrel 4000 series 
only.  
8 
Compass  l 5° 
1° 
1/16th 
Cardinal 
Scale 0 to 360° 0 to 360° 
2-axis solid-state magnetoresistive sensor 
mounted perpendicular to unit plane. 
Accuracy of sensor dependent upon unit's 
vertical position. Self-calibration routine 
eliminates magnetic error from batteries or 
unit and must be run after every full power-
down (battery removal or change). Readout 
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indicates direction to which the back of the 
unit is pointed when held in a vertical 
orientation. Declination/variation adjustable 
for True North readout.  
9 CALCULATED MEASUREMENTS 
10 
MEASUREMENT 4400 4600 
ACCURACY 
(+/-)* RESOLUTION 
SPECIFICATION 
RANGE 
SENSORS 
EMPLOYED NOTES 
11 
Altitude  l l 
typical: 23.6 
ft 
7.2 m 
max: 48.2 ft 
14.7 m 
1 ft 
1 m 
typical: 750 to 
1100 mBar 
 
max: 300 to 750 
mBar 
Pressure 
User Input 
(Reference 
Pressure) 
Height above Mean Sea Level ("MSL"). 
Temperature compensated pressure 
(barometric) altimeter requires accurate 
reference barometric pressure to produce 
maximum absolute accuracy. Both accuracy 
specs corresponds to a reference pressure 
anywhere from 850 to 1100 mBar. 
12 
Barometric Pressure l l 
0.07 inHg 
2.4 hPa|mbar 
0.03 PSInull 
0.01 inHg 
0.1 
hPa|mbar 
0.01 PSI 
Refer to Ranges 
for Sensors 
Employed 
Pressure 
User Input 
(Reference 
Altitude) 
Air pressure that would be present in 
identical conditions at MSL. Station pressure 
compensated for local elevation provided by 
reference altitude. Requires accurate 
reference altitude to produce maximum 
absolute accuracy. 
13 
Crosswind & 
Headwind/Tailwind  l 7.1% 
1 mph 
1 ft/min 
0.1 km/h 
0.1 m/s 
0.1 knots 
Refer to Ranges 
for Sensors 
Employed 
Wind Speed 
Compass 
Effective wind relative to a target or travel 
direction. Auto-switching headwind/tailwind 
indication.  
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14 
Density Altitude  l l 
226 ft 
69 m 
1 ft 
1 m 
Refer to Ranges 
for Sensors 
Employed 
Temperature 
Relative 
Humidity 
Pressure 
Local air density converted to equivalent 
elevation above sea level in a uniform layer 
consisting of the International Standard 
Atmosphere.  
15 
Dew Point  l l 
3.4 °F 
1.9 °C 
0.1 °F 
0.1 °C 
15 to 95 % RH 
Refer to Range 
for Temperature 
Sensor 
Temperature 
Relative 
Humidity 
Temperature that a volume of air must be 
cooled to at constant pressure for the water 
vapor present to condense into dew and 
form on a solid surface. Can also be 
considered to be the water-to-air saturation 
temperature. 
16 
Heat Index  l l 
7.1 °F 
4.0 °C 
0.1 °F 
0.1 °C 
Refer to Ranges 
for Sensors 
Employed 
Temperature 
Relative 
Humidity 
Perceived temperature resulting from the 
combined effect of temperature and relative 
humidity. Calculated based on NWS Heat 
Index (HI) tables. Measurement range 
limited by extent of published tables. 
17 
Thermal Work Limit 
(TWL) l l 10.9 W/m2 0.1 W/m2 
Refer to Ranges 
for Sensors 
Employed 
Wind Speed 
Temperature 
Globe 
Temperature 
Relative 
Humidity 
Pressure 
Estimated safe maximum continuously 
sustainable human metabolic rate (W/m2) 
for the conditions and clothing factors. 
Based off of estimated metabolic output of 
typical human. On-screen zone warnings. 
18 
Outdoor Wet Bulb 
Globe Temperature 
(WBGT) l l 
1.3 °F 
0.7 °C 
0.1 °F 
0.1 °C 
Refer to Ranges 
for Sensors 
Employed 
Wind Speed 
Temperature 
Globe 
Temperature 
Relative 
Humidity 
Pressure 
Measure of human heat stress defined as 
the combination of effects due to radiation, 
convection, and conduction. Outdoor WBGT 
is calculated from a weighted sum of natural 
wet bulb (Tnwb), globe temperature (Tg), 
and dry bulb temperature (Td). User settable 
on-screen warning zones. 
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19 
Wet Bulb Temperature - 
Naturally Aspirated 
(Tnwb) l l 
1.4 °F 
0.8 °C 
0.1 °F 
0.1 °C 
Refer to Ranges 
for Sensors 
Employed 
Wind Speed 
Temperature 
Globe 
Temperature 
Relative 
Humidity 
Pressure 
Similar to psychrometric wet-bulb 
temperature (see below). However, Tnwb 
only undergoes forced convection from the 
ambient air velocity. Tnwb is a measure of 
the evaporative cooling that the air will 
allow. This is accounted for by combining the 
effects of, mainly, relative humidity and 
wind speed. 
20 
Wet Bulb Temperature - 
Psychrometric l l 
3.2 °F 
1.8 °C 
0.1 °F 
0.1 °C 
Refer to Ranges 
for Sensors 
Employed 
Temperature 
Relative 
Humidity 
Pressure 
Temperature indicated by a sling 
psychrometer. Due to nature of the 
psychrometric ratio for a water-air system, 
this approximates the thermodynamic wet-
bulb temperature. The thermodynamic wet-
bulb temperature is the temperature a 
parcel of air would have if cooled 
adiabatically to saturation temperature via 
water evaporating into it. 
21 
Wind Chill  l l 
1.6 °F 
0.9 °C 
0.1 °F 
0.1 °C 
Refer to Ranges 
for Sensors 
Employed 
Wind Speed 
Temperature 
Perceived temperature resulting from 
combined effect of wind speed and 
temperature. Calculated based on the NWS 
Wind Chill Temperature (WCT) Index, 
revised 2001, with wind speed adjusted by a 
factor of 1.5 to yield equivalent results to 
wind speed measured at 10 m above 
ground. Measurement range limited by 
extent of published tables. 
22 ADDITIONAL SPECIFICATIONS 
23 
Display & Backlight l l 
Multifunction, multi-digit monochrome dot-matrix display. Choice of aviation green or visible red (NV models 
only) electroluminescent backlight. Automatic or manual activation. 
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24 Response Time  
& Display Update l l 
All measurements except those based on relative humidity respond accurately within 1 second. Relative 
humidity and all measurements which include RH in their calculation may require as long as 1 minute to fully 
equilibrate to a large change in the measurement environment. Display updates every 1 second. 
25 
Max/Avg Wind l l 
Max and average wind calculation may be started and stopped independently of data logging of other values, 
along with all other wind-related functions: air velocity, crosswind, headwind/tailwind, wind chill, WBGT, TWL, 
evaporation rate. 
26 Data Storage & 
Graphical Display, 
Min/Max/Avg History 
l 
2300 
points 
l 
1889 
points 
Minimum, maximum, average and logged history stored and displayed for every measured value. Large 
capacity data logger with graphical display. Manual and auto data storage. Min/Max/Avg history may be reset 
independently. Auto-store interval settable from 2 seconds to 12 hours, overwrite on or off. Logs even when 
display off except for 2 and 5 second intervals (code version 4.18 and later). Data capacity shown. 
27 
Data Upload & 
Bluetooth® Data 
Connect  m m 
Requires optional PC interface (USB or RS-232) or Bluetooth data transfer and provided software.  
Bluetooth Data Transfer: Adjustable power consumption and radio range from up to 30 ft | 9 meters. 
Individual unit ID and 4-digit PIN code preprogrammed for easy identification and data security when pairing 
and transmitting. Employs Bluetooth Serial Port Protocol for data transmission. 
28 Clock / Calendar l l Real-time hours:minutes:seconds clock, calendar, automatic leap-year adjustment. 
29 Auto Shutdown l l User-selectable ̶ 15 or 60 minutes with no key presses or disabled.  
30 Languages l l English, French, German, Italian, Spanish. 
31 
Certifications l l 
CE certified, RoHS and WEEE compliant. Individually tested to NIST-traceable standards (written certificate of 
tests available at additional charge).  
32 
Origin l l 
Designed and manufactured in the USA from US and imported components. Complies with Regional Value 
Content and Tariff Code Transformation requirements for NAFTA Preference Criterion B. 
33 
Battery Life l l 
Standard Models: AAA Lithium, two, included. Average life, 400 hours of use, reduced by backlight or 
Bluetooth radio transmission use.  
Tactical Models: AAA Lithium, two, included. Average life, 400 hours of use, reduced by backlight or Bluetooth 
radio transmission use.  
34 Shock Resistance l l MIL-STD-810g, Transit Shock, Method 516.5 Procedure IV; unit only; impact may damage replaceable impeller. 
35 Sealing l l Waterproof (IP67 and NEMA-6).  
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36 Operational 
Temperature Limits l l 
14° F to 131° F | -10 °C to 55 °C Measurements may be taken beyond the limits of the operational temperature 
range of the display and batteries by maintaining the unit within the operational range and exposing it to the 
more extreme environment for the minimum time necessary to take reading. 
37 Storage Temperature l l -22.0 °F to 140.0 °F | -30.0 °C to 60.0 °C. 
38 Size & Weight l l 6.5 x 2.3 x 1.1 in / 16.5 x 5.9 x 2.8 cm, 4.4 oz / 125 g. 
39 
* NOTE: Accuracy calculated as uncertainty of the measurement derived from statistical analysis considering the comined effects from primary sensor 
specifications, circuit conversions, and all other sources of error using a coverage factor of k=2, or two standard deviations (2Σ). o= Optional feature  
40 Please note, these specifications are valid for all Kestrel 4400 and 4600 products with a serial number higher than 659340. 
41 
© 2013 Nielsen-
Kellerman | 21 Creek 
Circle Boothwyn PA 
19061 USA | 
www.NKhome.com        
Published by Google Sheets–Report Abuse–Updated automatically every 5 minutes 
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Appendix 9 
Raw data and workings 
Day 0 – data not collected automatically using the Kestrel4600 datalogger. Data was however collected following the same procedure as in the other days. 
Heat index 
(⁰C) WBGT (⁰C) 
W Speed 
(m/s) W Direction 
Humidity 
(⁰C) 
Dew pt. 
(⁰C) Bar. Press. Altitiude (m) Point 
26.8 23.7 0.8 76ene 81.9 21.7 989 
9.45pm on 
11/08/14 202 1 
25.8 23.5 0.9 306nw 85.7 21.5 990.9  185 2 
27.9 24 1.5 245wsw 78.4 22.2 992.2  175 3 
25.4 24.1 0 na 83.9 20.7 1000.4  105 4 
27.9 23.8 0 na 78.2 21.5 1003.9  75 5 
29.4 24.4 0 na 73.2 21.9 1006.4  54 6 
27.6 24.1 0 na 76.9 21.3 1008.2  40 7 
30.4 24.9 0 na 71.2 21.8 1010.4  21 8 
29.4 24.6 1.6 245wsw 69.2 21 1009.4  29 9 
30.6 24.7 0 na 64.7 20.7 1009.8  27 10 
29.4 29.4 2.1 143 66.6 20.4 1011.2  15 11 
29.9 24.8 2 324nnw 69.7 21.2 1012.7  2 12 
25.2 24.1 1.4 195ssw 74.9 19.9 1014.1  -8 13 
28.3 23.8 2.3 282 69.6 20.4 1014.4  -10 14 
30 24.4 0 na 66.6 20.7 1010.1  24 15 
NA NA NA NA NA NA NA NA NA 16 
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29.7 24.5 0 na 66.1 20.6 1008.8  35 17 
28.7 23.8 0 na 63.2 19.5 1009.4  29 18 
31 25.1 0 na 64.6 21 1009.8  27 19 
26.6 23.3 1.6 324 nw 70.7 19.6 1008.7  37 20 
26.2 22.8 0 na 66.7 18.7 1005.3  64 21 
26.5 22.9 2.1 316nw 71.8 19.9 1002.5  87 22 
28.5 24.1 1.4 111ese 70.1 20.4 1001.7  93 23 
25.6 24.4 1.8 .44ne 78.6 20.3 1004  69 24 
25.9 22.5 1.2 224 sw 72.3 19.4 999.7  112 25 
26.9 23.2 0 na 66.2 19.1 1002.7  85 26 
22.7 22.6 0 na 81.6 18.7 1001.6  94 27 
24.9 21.9 2.3 260 64.7 17.4 987.6  214 28 
25.1 22.5 0 na 73.5 19.2 87.2  217 29 
27.4 23.4 0 na 66.7 19.1 98.7 
1.45 am on 
12/08/14 204 30 
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Day 1 onward, data was collected automatically: 
Day 1 DT 
Wind 
direction 
Magnetic 
North 
(MG) 
Wind 
direction 
True- 
North 
(TR) 
Wind 
Speed 
(WS) 
Cross 
wind 
(CW) 
Head 
wind 
(HW) 
Temp. 
(TP) 
Wind 
Chill 
(WC) 
Relative 
humidity 
(RH) 
Heat 
stress 
index 
(HI) 
Dew 
pt. 
temp. 
(DP) 
Wet 
bulb 
temp. 
(WB) 
Barometric 
Pressure 
(BP) 
Density 
Altitude 
(DA) 
Globe 
temp.  
(GT) 
Naturally 
aspirated 
wet bulb 
temp. 
(NWB) 
Wet 
bulb 
globe 
temp. 
(WBGT) 
Altitude 
(AL) Point 
 s Mag TRUE m/s m/s m/s Â°C Â°C % Â°C Â°C Â°C hPa m Â°C Â°C Â°C m Number 
12/08/2014 22:02 4.61E+08 101 101 1 1 -0.2 26.7 26.7 63.2 28 19.1 21.4 988.1 759 28 21.9 23.6 210 1 
12/08/2014 22:07 4.61E+08 343 343 0 0 0 27.2 27.2 64.1 28.9 19.8 22 990.1 757 27.6 22.5 24 192 2 
12/08/2014 22:12 4.61E+08 247 247 0 0 0 28 28 62.5 30 20.1 22.4 991.5 771 26.6 22.9 24.2 180 3 
12/08/2014 22:19 4.61E+08 287 287 0 0 0 25 25 78.5 26.4 21 22.2 999.4 594 26.3 22.1 23.1 114 4 
12/08/2014 22:24 4.61E+08 275 275 0.5 0.5 0 25.4 25.4 79.2 27.4 21.5 22.6 1002.8 573 24.8 22.8 23.4 84 5 
12/08/2014 22:30 4.61E+08 271 271 0.6 0.6 0 27.2 27.2 68.4 29.4 20.9 22.7 1005.4 607 26.4 23.1 24.2 63 6 
12/08/2014 22:36 4.61E+08 133 133 0.9 0.6 -0.6 26.4 26.4 66.5 27.9 19.7 21.7 1007.1 555 27.1 22.1 23.5 49 7 
12/08/2014 22:43 4.61E+08 42 42 0.5 0.4 0.4 28.3 28.3 56.4 29.7 18.8 21.7 1008.3 599 27.9 22.4 24.1 39 8 
12/08/2014 22:51 4.61E+08 33 33 0 0 0 28 28 57.4 29.2 18.8 21.6 1009.3 582 28.3 22.3 24.1 31 9 
12/08/2014 22:55 4.61E+08 161 161 0.9 0.3 -0.8 27.8 27.8 54.2 28.6 17.8 21 1008.6 578 28.2 21.7 23.6 37 10 
12/08/2014 23:00 4.61E+08 143 143 0.9 0.5 -0.7 28.5 28.5 51 29.4 17.4 20.9 1010 582 28.2 21.6 23.6 24 11 
12/08/2014 23:08 4.61E+08 139 139 0 0 0 28.2 28.2 54.9 29.3 18.3 21.3 1011.6 563 28.2 22 23.9 12 12 
12/08/2014 23:13 4.61E+08 171 171 0.6 0.1 -0.6 25.8 25.8 76 27.7 21.2 22.5 1012.9 482 27.5 22.7 24 2 13 
12/08/2014 23:19 4.61E+08 265 265 1.5 1.5 -0.1 26.8 26.8 67.1 28.6 20.2 22.2 1012.9 512 26.9 22.6 23.8 2 14 
12/08/2014 23:24 4.61E+08 239 239 0 0 0 28 28 70.1 31.1 22 23.7 1008.7 604 27.8 24.1 25.2 35 15 
NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 16 
12/08/2014 23:28 4.61E+08 132 132 0 0 0 27.9 27.9 68 30.6 21.4 23.2 1007.5 610 27.9 23.7 25 45 17 
12/08/2014 23:35 4.61E+08 41 41 0 0 0 27.3 27.3 71.1 30 21.6 23.2 1008.3 584 27.2 23.6 24.7 39 18 
12/08/2014 23:40 4.61E+08 167 167 0 0 0 27.4 27.4 71.8 30.2 21.9 23.4 1008.6 586 27.4 23.9 24.9 37 19 
12/08/2014 23:47 4.61E+08 112 112 0 0 0 26.1 26.1 72.9 28 20.8 22.4 1007.4 548 27.3 22.7 23.9 47 20 
13/08/2014 00:00 4.61E+08 5 5 0 0 0 25.2 25.2 83.4 27.3 22.2 23 1004.1 558 27.6 23.2 24.2 74 21 
13/08/2014 00:04 4.61E+08 318 318 1 0.7 0.8 26.4 26.4 75.2 28.8 21.6 23 1001.3 625 26.4 23.2 24.2 98 22 
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13/08/2014 00:10 4.61E+08 180 180 0.7 0 -0.7 26.5 26.5 77.1 29.2 22.2 23.4 1000.7 639 28.1 23.7 24.8 103 23 
13/08/2014 00:15 4.61E+08 116 116 0 0 0 26.1 26.1 81.4 28.9 22.6 23.6 1003.6 595 25.6 23.8 24.3 78 24 
13/08/2014 00:21 4.61E+08 6 6 0.5 0.1 0.5 25.3 25.3 62.7 25.7 17.6 20 998.6 593 25.7 20.6 22.1 120 25 
13/08/2014 00:28 4.61E+08 288 288 0 0 0 26.6 26.6 51.9 26.7 15.9 19.5 1001.8 596 26 20.2 22 93 26 
13/08/2014 00:34 4.61E+08 344 344 0 0 0 23.9 23.9 58.9 23.8 15.4 18.3 1000.7 513 25.5 18.9 20.7 102 27 
13/08/2014 00:41 4.61E+08 257 257 1.1 1.1 -0.2 25.9 25.9 48.2 25.4 14.1 18.2 986.6 722 26 18.9 21 223 28 
13/08/2014 00:46 4.61E+08 277 277 0 0 0 26.2 26.2 47.6 25.8 14.2 18.3 986.4 737 26.2 19.2 21.3 224 29 
13/08/2014 00:51 4.61E+08 231 231 0 0 0 26.8 26.8 48.9 26.6 15.2 19.1 988.1 745 27 19.9 22 210 30 
 
Day 2 DT MG TR WS CW HW TP WC RH HI DP WB BP DA GT MRT NWB WBGT AL Point 
 s Mag TRUE m/s m/s m/s Â°C Â°C % Â°C Â°C Â°C hPa m Â°C Â°C Â°C Â°C m Number 
13/08/2014 22:01 461282469 184 184 2.3 0.2 -2.3 26.4 26.4 64.9 27.7 19.2 21.4 988.2 747 27.3 *** 21.7 23.3 208 1 
13/08/2014 22:05 461282718 93 93 1.6 1.6 -0.1 27.6 27.6 53.6 28.2 17.3 20.6 989.5 764 27.1 *** 21.2 23 198 2 
NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 3 
13/08/2014 22:09 461282989 190 190 1.1 0.2 -1.1 27.6 27.6 49.9 27.8 16.2 19.9 997.5 677 27.9 *** 20.6 22.7 130 4 
13/08/2014 22:14 461283261 152 152 0.9 0.4 -0.8 26.9 26.9 59.2 27.9 18.3 21 1000.7 629 27.6 *** 21.4 23.2 102 5 
13/08/2014 22:21 461283669 163 163 0.6 0.2 -0.5 27.8 27.8 66.6 30.2 21 23 1003.2 649 28.1 *** 23.5 24.8 81 6 
13/08/2014 22:28 461284090 114 114 0 0 0 27.4 27.4 77 31 23 24.2 1005.1 630 28.4 *** 24.5 25.5 66 7 
13/08/2014 22:34 461284462 148 148 0.9 0.5 -0.7 28.2 28.2 72.4 32 22.7 24.2 1006.2 642 28.9 *** 24.6 25.8 56 8 
13/08/2014 22:40 461284849 230 230 0.7 0.6 -0.5 27.4 27.4 75.7 30.8 22.8 24.1 1007.2 606 29.2 *** 24.4 25.7 48 9 
13/08/2014 22:45 461285111 212 212 1.4 0.7 -1.2 27.7 27.7 76 31.4 23.1 24.3 1006.5 627 29 *** 24.6 25.8 54 10 
13/08/2014 22:50 461285403 160 160 1.4 0.5 -1.4 27.7 27.7 75.9 31.4 23 24.3 1007.7 612 29.1 *** 24.4 25.7 44 11 
13/08/2014 22:57 461285842 187 187 0.9 0.1 -0.9 27.8 27.8 76.6 31.7 23.3 24.5 1009.2 603 29.1 *** 24.8 25.9 32 12 
13/08/2014 23:01 461286084 184 184 1 0.1 -1 26.4 26.4 82.3 29.7 23.2 24 1010.5 541 29.4 *** 24.2 25.5 21 13 
13/08/2014 23:06 461286417 236 236 0.9 0.7 -0.5 27.1 27.1 81.9 31.1 23.7 24.6 1010.5 568 28.4 *** 24.8 25.8 20 14 
13/08/2014 23:11 461286674 358 358 0.7 0 0.7 27.2 27.2 82.6 31.4 24 24.8 1006.5 616 28.2 *** 25 25.9 54 15 
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NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 16 
13/08/2014 23:15 461286903 219 219 1 0.6 -0.7 27.2 27.2 83.3 31.5 24.1 24.9 1005.4 627 28.1 *** 25 25.8 63 17 
15/08/2014 23:23 461287405 140 140 1.5 1 -1.2 26.2 26.2 87.8 29.9 24 24.6 1005.8 588 28.5 *** 24.6 25.6 60 18 
13/08/2014 23:28 461287685 203 203 0.6 0.2 -0.6 26.9 26.9 85.3 31.2 24.3 25 1006.2 610 27.8 *** 25 25.7 57 19 
13/08/2014 23:33 461288027 168 168 2.9 0.6 -2.8 26.1 26.1 89.5 29.9 24.2 24.7 1005 595 28.2 *** 24.7 25.5 67 20 
13/08/2014 23:45 461288707 225 225 0 0 0 26.9 26.9 84.3 31 24.1 24.8 1001.8 654 28 *** 25 25.8 93 21 
13/08/2014 23:49 461288958 343 343 0 0 0 26.7 26.7 85.4 30.7 24 24.7 999.2 672 27.4 *** 24.9 25.6 115 22 
13/08/2014 23:53 461289189 209 209 1.1 0.5 -0.9 26.5 26.5 85.1 30.2 23.7 24.4 998.6 670 27.7 *** 24.6 25.4 120 23 
13/08/2014 23:58 461289522 178 178 1.2 0 -1.2 26.1 26.1 91.4 30.1 24.5 24.9 1001.6 630 27.4 *** 25 25.6 95 24 
14/08/2014 00:05 461289905 170 170 1.1 0.2 -1.1 25.3 25.3 90.7 28.2 23.7 24.1 996.7 651 27.8 *** 24.2 25 137 25 
14/08/2014 00:11 461290293 272 272 0 0 0 26.4 26.4 85.3 30.1 23.7 24.4 999.8 654 27.3 *** 24.5 25.2 110 26 
14/08/2014 00:16 461290614 158 158 0.4 0.2 -0.4 26.2 26.2 75.9 28.5 21.6 22.9 998.7 646 26.7 *** 23.2 24.2 119 27 
14/08/2014 00:24 461291077 131 131 3.4 2.6 -2.3 26 26 67.6 27.3 19.6 21.5 984.6 775 27 *** 21.7 23.2 240 28 
14/08/2014 00:29 461291362 132 132 2.5 1.9 -1.7 26.6 26.6 56.4 27.1 17.3 20.2 984.3 786 26.6 *** 20.5 22.3 242 29 
14/08/2014 00:35 461291722 120 120 2.9 2.5 -1.4 27.1 27.1 52.1 27.4 16.4 19.9 986 780 27.1 *** 20.4 22.4 228 30 
 
Day 3 DT MG TR WS CW HW TP WC RH HI DP WB BP DA GT MRT NWB WBGT AL Point 
 s Mag TRUE m/s m/s m/s Â°C Â°C % Â°C Â°C Â°C hPa m Â°C Â°C Â°C Â°C m Number 
14/08/2014 21:58 4.61E+08 327 327 2 1.1 1.7 24.5 24.5 91.5 26.6 23 23.4 987.4 712 30.8 *** 24.9 26 215 1 
14/08/2014 22:04 4.61E+08 284 284 0.8 0.8 0.2 24.7 24.7 92.4 26.9 23.4 23.7 989.4 703 25.9 *** 23.8 24.3 199 2 
14/08/2014 22:10 4.61E+08 263 263 1.5 1.5 -0.2 25.1 25.1 89.3 27.6 23.2 23.7 990.7 702 25.8 *** 23.8 24.4 187 3 
14/08/2014 22:18 4.61E+08 263 263 5.2 5.2 -0.7 24.7 24.7 92.4 26.9 23.4 23.7 998.8 603 26.7 *** 23.8 24.4 118 4 
14/08/2014 22:23 4.61E+08 282 282 0.6 0.6 0.1 25.1 25.1 89.4 27.6 23.3 23.8 1002.2 582 25.7 *** 23.8 24.3 90 5 
14/08/2014 22:30 4.61E+08 286 286 1.3 1.2 0.3 26.5 26.5 86.7 30.4 24.1 24.7 1004.8 610 26.5 *** 24.7 25.2 69 6 
14/08/2014 22:39 4.61E+08 253 253 0.4 0.4 -0.1 26.1 26.1 88.2 29.7 24 24.6 1006.5 576 26.5 *** 24.7 25.2 53 7 
14/08/2014 22:45 4.61E+08 54 54 0 0 0 27.3 27.3 81.9 31.5 23.9 24.8 1007.7 603 26.9 *** 25 25.6 44 8 
255 
 
14/08/2014 22:52 4.61E+08 24 24 0.4 0.2 0.3 26.5 26.5 86.9 30.4 24.2 24.8 1008.7 569 27.2 *** 24.9 25.5 35 9 
14/08/2014 22:57 4.61E+08 119 119 0.6 0.6 -0.3 26.6 26.6 85.8 30.6 24 24.7 1008.2 576 27 *** 24.8 25.4 40 10 
14/08/2014 23:02 4.61E+08 38 38 1.1 0.7 0.8 26.5 26.5 84.1 30.1 23.6 24.3 1009.3 559 27.6 *** 24.5 25.3 30 11 
14/08/2014 23:10 4.61E+08 58 58 0 0 0 27.7 27.7 80.9 32.1 24.1 25 1011 586 27.6 *** 25.3 26 17 12 
14/08/2014 23:14 4.61E+08 267 267 0.4 0.4 0 26.5 26.5 85.6 30.3 23.9 24.6 1012.2 532 27.9 *** 24.8 25.6 6 13 
14/08/2014 23:22 4.61E+08 265 265 1.9 1.9 -0.2 26.5 26.5 86 30.4 24 24.7 1012.6 529 28.2 *** 24.8 25.7 4 14 
14/08/2014 23:27 4.61E+08 81 81 0 0 0 27.2 27.2 81.5 31.2 23.8 24.7 1008.3 596 27.3 *** 25 25.7 39 15 
14/08/2014 23:31 4.61E+08 55 55 0 0 0 27.2 27.2 82.5 31.4 24 24.8 1008 600 27.5 *** 25.1 25.8 42 16 
14/08/2014 23:37 4.61E+08 112 112 0 0 0 27.1 27.1 83.9 31.4 24.1 24.9 1007 607 27.4 *** 25 25.7 50 17 
14/08/2014 23:44 4.61E+08 176 176 0 0 0 27.1 27.1 81.1 31 23.6 24.5 1007.8 595 27.2 *** 24.8 25.5 44 18 
14/08/2014 23:49 4.61E+08 251 251 0 0 0 27.5 27.5 81.5 31.8 24 24.9 1008.1 607 27 *** 25.1 25.7 40 19 
14/08/2014 23:55 4.61E+08 355 355 0.5 0 0.5 25.5 25.5 86.7 28.2 23.1 23.8 1006.8 546 27.1 *** 23.9 24.7 51 20 
15/08/2014 00:08 4.61E+08 275 275 0.5 0.5 0 25.1 25.1 80.5 26.9 21.5 22.5 1003.8 553 28 *** 22.8 24 77 21 
15/08/2014 00:11 4.61E+08 273 273 0.7 0.7 0 26.4 26.4 79.5 29.4 22.6 23.6 1001.1 632 26.6 *** 23.9 24.7 99 22 
15/08/2014 00:15 4.61E+08 56 56 0.7 0.6 0.4 26.4 26.4 80.9 29.5 22.8 23.8 1000.3 643 27.1 *** 24 24.8 106 23 
15/08/2014 00:21 4.61E+08 242 242 0.8 0.7 -0.4 25.1 25.1 91.9 27.8 23.7 24.1 1003.2 575 26.7 *** 24.1 24.7 82 24 
15/08/2014 00:27 4.61E+08 286 286 0 0 0 24.8 24.8 90.9 27 23.2 23.6 998.2 614 26.5 *** 23.7 24.4 124 25 
15/08/2014 00:34 4.61E+08 86 86 0 0 0 26.5 26.5 79.2 29.6 22.6 23.7 1001.2 634 26.4 *** 23.9 24.7 98 26 
15/08/2014 00:40 4.61E+08 64 64 0 0 0 25.5 25.5 84.7 28.1 22.7 23.5 1000.3 613 26 *** 23.6 24.3 106 27 
15/08/2014 00:47 4.61E+08 358 358 3 0.1 3 24.7 24.7 86.9 26.5 22.4 23 986 732 26.2 *** 23.2 24 227 28 
15/08/2014 00:51 4.61E+08 355 355 2.2 0.2 2.2 24.3 24.3 92.1 26.3 23 23.3 985.8 725 25.9 *** 23.4 24 229 29 
15/08/2014 00:57 4.61E+08 334 334 1 0.5 0.9 24.7 24.7 90.1 26.8 23 23.4 987.5 721 26.4 *** 23.4 24.1 215 30 
 
Day 4 DT MG TR WS CW HW TP WC RH HI DP WB BP DA GT MRT NWB WBGT AL Point 
 s Mag TRUE m/s m/s m/s Â°C Â°C % Â°C Â°C Â°C hPa m Â°C Â°C Â°C Â°C m Number 
15/08/2014 21:44 4.61E+08 338 338 4.4 1.6 4.1 24.9 24.9 73.9 25.9 19.9 21.4 989.6 685 28.1 *** 21.6 23.2 197 1 
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15/08/2014 21:50 4.61E+08 309 309 1.7 1.3 1.1 25 25 75.1 26.2 20.3 21.7 991.3 672 26.8 *** 21.9 23.2 182 2 
15/08/2014 21:55 4.61E+08 302 302 1.7 1.5 0.9 25.8 25.8 70.3 27.2 20 21.7 992.5 686 26.8 *** 22 23.4 172 3 
15/08/2014 22:02 4.61E+08 274 274 2.1 2.1 0.1 24.9 24.9 76.5 26.1 20.5 21.8 1000.8 573 27.4 *** 22 23.4 102 4 
15/08/2014 22:07 4.61E+08 279 279 2.3 2.2 0.4 25.8 25.8 74.9 27.6 21 22.4 1004.2 571 26.7 *** 22.6 23.7 73 5 
15/08/2014 22:14 4.61E+08 284 284 1.4 1.4 0.3 26.4 26.4 71.9 28.4 20.9 22.5 1006.8 564 27.1 *** 22.9 24.1 52 6 
15/08/2014 22:20 4.61E+08 273 273 2.3 2.3 0.1 26.7 26.7 71.6 29 21.1 22.7 1008.5 559 27.2 *** 23 24.2 38 7 
15/08/2014 22:27 4.61E+08 87 87 0.5 0.5 0 27.1 27.1 67.9 29.2 20.7 22.6 1009.7 558 27.4 *** 23 24.3 28 8 
15/08/2014 22:34 4.61E+08 263 263 0.8 0.8 -0.1 26.9 26.9 69.2 29 20.7 22.5 1010.9 536 27.8 *** 22.8 24.2 17 9 
15/08/2014 22:37 4.61E+08 126 126 1 0.8 -0.6 27.3 27.3 66.6 29.4 20.5 22.5 1010.2 558 27.6 *** 22.9 24.2 23 10 
15/08/2014 22:42 4.61E+08 108 108 1.6 1.5 -0.5 27.3 27.3 66 29.3 20.4 22.4 1011.5 545 27.8 *** 22.8 24.2 13 11 
15/08/2014 22:49 4.61E+08 110 110 0 0 0 28 28 64.7 30.3 20.7 22.8 1013.2 553 28 *** 23.3 24.7 0 12 
15/08/2014 22:54 4.61E+08 298 298 0.9 0.8 0.4 27.5 27.5 66.3 29.7 20.6 22.6 1014.5 519 28.1 *** 23 24.4 -11 13 
15/08/2014 23:00 4.61E+08 265 265 0.8 0.8 -0.1 27.2 27.2 66.2 29.2 20.4 22.4 1014.8 507 28.5 *** 22.8 24.4 -14 14 
15/08/2014 23:04 4.61E+08 62 62 0 0 0 28 28 63.4 30.1 20.4 22.6 1010.6 576 28 *** 23 24.5 20 15 
15/08/2014 23:07 4.61E+08 10 10 0.6 0.1 0.6 27.1 27.1 65.8 28.9 20.2 22.2 1010.2 550 28.1 *** 22.7 24.2 24 16 
15/08/2014 23:11 4.61E+08 249 249 0.5 0.4 -0.2 27.2 27.2 66.3 29.2 20.3 22.3 1009.3 561 27.9 *** 22.7 24.2 31 17 
15/08/2014 23:19 4.61E+08 297 297 3 2.7 1.3 26.3 26.3 67.3 27.8 19.8 21.7 1009.8 524 28.6 *** 22.1 23.8 27 18 
15/08/2014 23:24 4.61E+08 255 255 0 0 0 27.7 27.7 63.5 29.6 20.2 22.4 1010.1 572 27.4 *** 23 24.3 24 19 
15/08/2014 23:31 4.61E+08 284 284 2.8 2.8 0.7 26.6 26.6 67 28.3 20 22 1008.9 545 28.2 *** 22.2 23.8 35 20 
15/08/2014 23:44 4.61E+08 354 354 0.6 0.1 0.6 26.6 26.6 64 27.9 19.2 21.5 1005.7 571 27.4 *** 21.8 23.4 60 21 
15/08/2014 23:49 4.61E+08 206 206 0.5 0.2 -0.4 27.2 27.2 60 28.4 18.8 21.4 1003.1 618 27.1 *** 21.7 23.3 83 22 
15/08/2014 23:53 4.61E+08 90 90 0.6 0.6 0 26.7 26.7 61.5 27.8 18.7 21.2 1002.3 609 27.7 *** 21.7 23.4 88 23 
15/08/2014 23:58 4.61E+08 46 46 4.4 3.1 3.1 26.4 26.4 62.2 27.4 18.6 21 1005.1 568 27.5 *** 21.3 23.1 65 24 
16/08/2014 00:04 4.61E+08 316 316 3.3 2.3 2.3 25.5 25.5 66.9 26.4 18.9 20.9 1000.4 588 27.3 *** 21.1 22.8 105 25 
16/08/2014 00:10 4.61E+08 56 56 0.8 0.7 0.5 26.6 26.6 67.3 28.3 20 22 1003.4 600 26.8 *** 22.4 23.7 80 26 
16/08/2014 00:16 4.61E+08 282 282 3.4 3.3 0.7 25.3 25.3 72.5 26.5 20 21.6 1002.4 565 27.4 *** 21.8 23.3 88 27 
16/08/2014 00:23 4.61E+08 3 3 2.3 0.1 2.3 24.5 24.5 76.2 25.4 20.1 21.4 988.4 686 26.4 *** 21.5 22.8 207 28 
257 
 
16/08/2014 00:27 4.61E+08 29 29 2.9 1.4 2.6 24.4 24.4 74.2 25.2 19.5 21 988.1 683 26.6 *** 21.2 22.6 210 29 
16/08/2014 00:33 4.61E+08 312 312 4.3 3.2 2.9 24.5 24.5 77.6 25.5 20.3 21.5 989.8 672 27.1 *** 21.7 23.1 195 30 
 
Day 5 DT MG TR WS CW HW TP WC RH HI DP WB BP DA GT MRT NWB WBGT AL Point 
 s Mag TRUE m/s m/s m/s Â°C Â°C % Â°C Â°C Â°C hPa m Â°C Â°C Â°C Â°C m Number 
16/08/2014 22:04 4.62E+08 346 346 1.1 0.3 1.1 24.9 24.9 78.7 26.3 21 22.1 990.2 685 29.6 *** 23.5 24.8 191 1 
16/08/2014 22:11 4.62E+08 277 277 0.6 0.6 0.1 24.1 24.1 80.4 25.2 20.5 21.5 992.2 632 27 *** 21.7 23 174 2 
16/08/2014 22:17 4.62E+08 288 288 0 0 0 25.3 25.3 78.4 27 21.3 22.4 993.6 667 26.2 *** 22.7 23.6 163 3 
16/08/2014 22:22 4.62E+08 276 276 0.7 0.7 0.1 23.7 23.7 84.9 25.1 21 21.8 1001.7 525 26.6 *** 21.9 23 93 4 
16/08/2014 22:28 4.62E+08 201 201 0.6 0.2 -0.6 25.1 25.1 77.3 26.5 20.8 22.1 1005.2 535 25.6 *** 22.4 23.3 65 5 
16/08/2014 22:33 4.62E+08 42 42 0.5 0.3 0.4 26.1 26.1 75.6 28.3 21.5 22.8 1007.4 553 26.2 *** 23.1 24 47 6 
16/08/2014 22:39 4.62E+08 114 114 0.6 0.6 -0.3 26 26 77 28.3 21.6 22.9 1009.2 529 27.4 *** 23 24.2 32 7 
16/08/2014 22:46 4.62E+08 202 202 0.7 0.3 -0.7 27 27 73.2 29.7 21.8 23.3 1010.2 555 27.4 *** 23.5 24.6 23 8 
16/08/2014 22:54 4.62E+08 276 276 0 0 0 26 26 77.9 28.4 21.8 23 1011.5 507 27.5 *** 23.4 24.5 12 9 
16/08/2014 22:58 4.62E+08 149 149 0.9 0.4 -0.7 26.3 26.3 75.8 28.7 21.7 23 1010.8 525 27.6 *** 23.3 24.4 19 10 
16/08/2014 23:04 4.62E+08 88 88 1.6 1.6 0 26.6 26.6 74.7 29.1 21.7 23.1 1012 521 27.8 *** 23.3 24.6 8 11 
16/08/2014 23:12 4.62E+08 283 283 0.6 0.5 0.1 26.5 26.5 75.8 29.1 21.9 23.2 1014.7 490 28.1 *** 23.4 24.7 -14 12 
16/08/2014 23:16 4.62E+08 352 352 0 0 0 27.7 27.7 71.6 30.8 22.1 23.7 1013.4 549 27.6 *** 24.1 25.1 -2 13 
16/08/2014 23:23 4.62E+08 263 263 1.2 1.2 -0.2 26.4 26.4 74.4 28.7 21.5 22.9 1014.7 483 28.6 *** 23.2 24.6 -14 14 
16/08/2014 23:28 4.62E+08 211 211 0.4 0.2 -0.4 26.9 26.9 73.7 29.6 21.8 23.2 1010.6 550 27.7 *** 23.6 24.7 20 15 
16/08/2014 23:31 4.62E+08 65 65 0.7 0.6 0.3 26.6 26.6 76.1 29.3 22.1 23.4 1010.3 543 27.4 *** 23.8 24.8 23 16 
16/08/2014 23:35 4.62E+08 261 261 0 0 0 26.9 26.9 74.8 29.7 22 23.3 1009.2 563 27.7 *** 23.6 24.7 31 17 
16/08/2014 23:45 4.62E+08 210 210 0 0 0 26.4 26.4 74.7 28.7 21.5 22.9 1010 535 27.7 *** 23.3 24.5 24 18 
16/08/2014 23:50 4.62E+08 201 201 0.5 0.2 -0.4 26.8 26.8 72.3 29.3 21.4 22.9 1010.4 544 27.2 *** 23.5 24.5 21 19 
16/08/2014 23:56 4.62E+08 235 235 1.4 1.2 -0.8 25.7 25.7 78.6 27.9 21.7 22.9 1009.3 519 27.8 *** 23 24.2 30 20 
17/08/2014 00:11 4.62E+08 231 231 0.8 0.6 -0.5 25.4 25.4 81.1 27.5 21.9 22.9 1005.9 545 27.2 *** 23.1 24.1 59 21 
258 
 
17/08/2014 00:15 4.62E+08 0 0 0.4 0 0.4 25.9 25.9 80 28.4 22.2 23.2 1003.1 594 26.6 *** 23.4 24.2 83 22 
17/08/2014 00:19 4.62E+08 48 48 0.6 0.5 0.4 26.2 26.2 79.3 29 22.3 23.4 1002.3 611 26.8 *** 23.6 24.4 88 23 
17/08/2014 00:24 4.62E+08 240 240 1.4 1.2 -0.7 25.3 25.3 82.6 27.4 22.1 23 1005 553 27.6 *** 23.3 24.3 66 24 
17/08/2014 00:31 4.62E+08 252 252 1.5 1.4 -0.5 24.7 24.7 86.4 26.5 22.2 22.9 1000 583 26.6 *** 23 23.9 109 25 
17/08/2014 00:38 4.62E+08 144 144 1.2 0.7 -1 25.5 25.5 82.4 27.8 22.3 23.2 1003.2 577 27.1 *** 23.3 24.2 81 26 
17/08/2014 00:44 4.62E+08 200 200 0.5 0.2 -0.5 25.2 25.2 86.8 27.6 22.8 23.5 1001.9 584 26.5 *** 23.6 24.3 92 27 
17/08/2014 00:52 4.62E+08 209 209 1.4 0.7 -1.3 24 24 90.7 25.8 22.4 22.8 988 689 26.7 *** 22.8 23.7 211 28 
17/08/2014 00:57 4.62E+08 271 271 0.7 0.7 0 24 24 93 26 22.8 23.1 987.6 692 25.9 *** 23.2 23.8 213 29 
17/08/2014 01:04 4.62E+08 41 41 0.5 0.3 0.4 25.1 25.1 87.7 27.5 23 23.6 989.3 716 26.6 *** 23.7 24.4 200 30 
 
Day 6 DT MG TR WS CW HW TP WC RH HI DP WB BP DA GT MRT NWB WBGT AL Point 
 s Mag TRUE m/s m/s m/s Â°C Â°C % Â°C Â°C Â°C hPa m Â°C Â°C Â°C Â°C m Number 
18/08/2014 21:46 4.62E+08 130 130 0.6 0.5 -0.4 24.2 24.2 72 24.9 18.8 20.5 989.9 650 23.7 *** 20.9 21.8 194 1 
18/08/2014 21:52 4.62E+08 179 179 0.7 0 -0.7 23.9 23.9 75.2 24.8 19.2 20.7 991.7 625 24.3 *** 21 21.9 179 2 
18/08/2014 21:56 4.62E+08 98 98 1.1 1.1 -0.2 24.3 24.3 73.9 25.1 19.4 20.9 992.8 628 24.1 *** 21.2 22.1 169 3 
18/08/2014 22:02 4.62E+08 156 156 0.9 0.3 -0.8 22.8 22.8 80.2 23.7 19.2 20.3 1001.1 488 24 *** 20.5 21.4 98 4 
18/08/2014 22:08 4.62E+08 87 87 0.7 0.7 0 24 24 76.5 24.9 19.6 20.9 1004.7 495 23.8 *** 21.2 22 69 5 
18/08/2014 22:13 4.62E+08 138 138 1.2 0.8 -0.9 25.8 25.8 69.3 27.1 19.8 21.6 1007.1 534 25.3 *** 21.9 23 49 6 
18/08/2014 22:19 4.62E+08 118 118 0.5 0.4 -0.2 25.3 25.3 71.2 26.4 19.7 21.4 1008.9 497 25.9 *** 21.7 22.9 35 7 
18/08/2014 22:26 4.62E+08 146 146 0.4 0.2 -0.3 26.2 26.2 68.7 27.7 20 21.9 1010.3 516 26.1 *** 22.3 23.4 23 8 
18/08/2014 22:34 4.62E+08 213 213 0.3 0.2 -0.3 25.6 25.6 71.8 27 20.1 21.7 1011.2 485 26.3 *** 22 23.2 15 9 
18/08/2014 22:38 4.62E+08 205 205 0.6 0.2 -0.5 26 26 70.5 27.6 20.2 21.9 1010.4 508 26 *** 22.4 23.5 22 10 
18/08/2014 22:43 4.62E+08 167 167 1.1 0.2 -1 25.9 25.9 71.3 27.5 20.3 22 1011.7 492 26.4 *** 22.3 23.4 11 11 
18/08/2014 22:51 4.62E+08 147 147 1.4 0.7 -1.1 25.9 25.9 70.9 27.5 20.2 21.9 1013.2 478 27 *** 22.2 23.5 0 12 
18/08/2014 22:56 4.62E+08 279 279 0 0 0 25 25 74.5 26.1 20.2 21.6 1014.6 434 26 *** 21.9 23.1 -12 13 
18/08/2014 23:04 4.62E+08 263 263 0.5 0.5 -0.1 25.9 25.9 71.1 27.5 20.3 22 1014.9 461 26.1 *** 22.3 23.4 -15 14 
259 
 
18/08/2014 23:09 4.62E+08 332 332 0.8 0.4 0.7 25.9 25.9 70.3 27.4 20.1 21.8 1010.6 502 26.3 *** 22.1 23.3 19 15 
18/08/2014 23:13 4.62E+08 121 121 1.2 1 -0.6 25.2 25.2 72.7 26.4 20 21.6 1010.3 484 26.3 *** 21.9 23.1 23 16 
18/08/2014 23:17 4.62E+08 216 216 0 0 0 25.6 25.6 72.7 27.1 20.3 21.9 1009.3 507 26 *** 22.3 23.3 30 17 
18/08/2014 23:25 4.62E+08 136 136 0.7 0.5 -0.5 24.8 24.8 75 25.8 20.1 21.5 1010 470 26.1 *** 21.8 22.9 24 18 
18/08/2014 23:30 4.62E+08 206 206 1.3 0.5 -1.1 25.6 25.6 72.6 27.1 20.3 21.9 1010.4 497 26.2 *** 22.2 23.3 22 19 
18/08/2014 23:37 4.62E+08 121 121 1.4 1.2 -0.7 24.4 24.4 77.6 25.4 20.2 21.5 1009.2 465 25 *** 21.6 22.5 31 20 
18/08/2014 23:49 4.62E+08 26 26 0 0 0 24.4 24.4 75.8 25.3 19.8 21.2 1006.1 496 24.8 *** 21.5 22.4 57 21 
18/08/2014 23:53 4.62E+08 99 99 0.5 0.4 -0.1 25.4 25.4 71.4 26.6 19.9 21.5 1003.2 561 25.4 *** 21.9 22.9 81 22 
18/08/2014 23:57 4.62E+08 209 209 0.6 0.3 -0.5 25.2 25.2 73.3 26.4 20.1 21.6 1002.5 563 26.1 *** 21.9 23 88 23 
19/08/2014 00:03 4.62E+08 127 127 4 3.2 -2.4 25.2 25.2 71.9 26.3 19.8 21.4 1005.4 533 25.4 *** 21.6 22.7 63 24 
19/08/2014 00:10 4.62E+08 135 135 1.9 1.3 -1.3 23.8 23.8 76.7 24.7 19.5 20.8 1000.8 530 24.9 *** 20.9 21.9 102 25 
19/08/2014 00:16 4.62E+08 183 183 0.7 0 -0.7 24.5 24.5 72.4 25.2 19.2 20.9 1003.8 520 26 *** 21.2 22.5 77 26 
19/08/2014 00:22 4.62E+08 294 294 0 0 0 22 22 79.7 22.7 18.3 19.5 1002.7 440 25.1 *** 19.7 21 85 27 
19/08/2014 00:29 4.62E+08 287 287 1.4 1.4 0.4 23.5 23.5 79 24.5 19.7 20.9 988.5 648 24.9 *** 21 22 206 28 
19/08/2014 00:33 4.62E+08 26 26 1.5 0.6 1.4 23.4 23.4 78 24.3 19.4 20.6 988.2 646 24.7 *** 20.8 21.8 208 29 
19/08/2014 00:38 4.62E+08 110 110 1.4 1.3 -0.5 23.7 23.7 75 24.5 19 20.5 989.8 638 24.9 *** 20.8 21.9 195 30 
 
Day 6 DT MG TR WS CW HW TP WC RH HI DP WB BP DA GT MRT NWB WBGT AL Point 
 s Mag TRUE m/s m/s m/s Â°C Â°C % Â°C Â°C Â°C hPa m Â°C Â°C Â°C Â°C m Number 
22/08/2014 21:57 4.62E+08 74 74 0 0 0 27.6 27.6 75.1 31.1 22.8 24.1 989.6 795 28.1 *** 24.4 25.5 197 1 
22/08/2014 22:04 4.62E+08 27 27 0 0 0 26.5 26.5 81.2 29.8 23 23.9 991.6 738 26.8 *** 24.1 24.9 180 2 
22/08/2014 22:08 4.62E+08 283 283 0 0 0 27.3 27.3 79.8 31.2 23.5 24.5 992.9 757 27.2 *** 24.8 25.5 169 3 
22/08/2014 22:13 4.62E+08 345 345 0 0 0 24.6 24.6 92.4 26.7 23.2 23.6 1001 576 27.6 *** 23.6 24.5 101 4 
22/08/2014 22:18 4.62E+08 81 81 0 0 0 26.4 26.4 88.8 30.5 24.4 24.9 1004.3 613 26.2 *** 25.1 25.4 72 5 
22/08/2014 22:23 4.62E+08 193 193 0 0 0 27.5 27.5 84.6 32.4 24.7 25.4 1006.7 628 26.8 *** 25.5 25.9 52 6 
22/08/2014 22:31 4.62E+08 127 127 2.4 1.9 -1.4 26.9 26.9 86.1 31.3 24.4 25 1008.5 586 27.5 *** 25.1 25.8 38 7 
260 
 
NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA NA 8 
22/08/2014 22:48 4.62E+08 53 53 0.3 0.2 0.2 27.8 27.8 84.8 33 25 25.7 1010.8 597 28.5 *** 25.8 26.5 18 9 
22/08/2014 22:52 4.62E+08 184 184 0 0 0 28 28 84.7 33.6 25.2 25.9 1009.9 617 28 *** 26.1 26.7 26 10 
22/08/2014 22:56 4.62E+08 27 27 0.5 0.2 0.5 27.4 27.4 85.2 32.3 24.7 25.4 1011.4 574 28.6 *** 25.5 26.3 13 11 
22/08/2014 23:03 4.62E+08 254 254 0.4 0.4 -0.1 26.6 26.6 90.5 31.1 24.9 25.3 1014 522 28.9 *** 25.4 26.2 -7 12 
22/08/2014 23:07 4.62E+08 335 335 0 0 0 28.4 28.4 82.1 34.2 25 25.9 1012.7 597 27.8 *** 26.1 26.6 2 13 
22/08/2014 23:14 4.62E+08 268 268 2 2 -0.1 27.8 27.8 84.8 33 25 25.7 1014.2 563 28.8 *** 25.9 26.6 -10 14 
22/08/2014 23:18 4.62E+08 194 194 0 0 0 27.5 27.5 87.1 32.8 25.2 25.8 1010.2 596 28.6 *** 25.9 26.6 24 15 
22/08/2014 23:21 4.62E+08 124 124 0 0 0 27.5 27.5 87.3 32.8 25.2 25.8 1009.7 597 27.9 *** 25.9 26.4 27 16 
22/08/2014 23:24 4.62E+08 142 142 0 0 0 27.1 27.1 89.7 32.2 25.2 25.7 1008.8 596 27.5 *** 25.8 26.2 35 17 
22/08/2014 23:32 4.62E+08 124 124 0 0 0 26.4 26.4 91.7 30.9 25 25.3 1009.6 563 28.2 *** 25.4 26 28 18 
22/08/2014 23:36 4.62E+08 160 160 0.5 0.2 -0.4 27.2 27.2 88.8 32.4 25.2 25.7 1009.8 591 27.4 *** 25.9 26.3 27 19 
22/08/2014 23:42 4.62E+08 41 41 0.5 0.4 0.4 26.3 26.3 90.2 30.5 24.6 25 1008.6 567 28 *** 25.2 25.8 36 20 
22/08/2014 23:54 4.62E+08 7 7 0 0 0 27.3 27.3 77.8 30.9 23 24.2 1005.5 622 27.7 *** 24.5 25.4 62 21 
22/08/2014 23:57 4.62E+08 228 228 0.4 0.3 -0.3 27.2 27.2 81 31.2 23.7 24.6 1002.7 653 26.7 *** 24.9 25.4 86 22 
23/08/2014 00:01 4.62E+08 147 147 0 0 0 27.8 27.8 80.7 32.3 24.2 25.1 1002.1 683 27.5 *** 25.4 26 91 23 
23/08/2014 00:06 4.62E+08 43 43 0.9 0.6 0.6 25.6 25.6 86.8 28.4 23.3 23.9 1004.9 572 27 *** 24 24.7 67 24 
23/08/2014 00:13 4.62E+08 334 334 0 0 0 25.2 25.2 88.5 27.7 23.1 23.7 1000 607 26.5 *** 23.8 24.5 108 25 
23/08/2014 00:19 4.62E+08 236 236 0.5 0.4 -0.3 25.9 25.9 83.5 28.8 22.8 23.7 1003.2 595 26.3 *** 23.8 24.5 82 26 
23/08/2014 00:24 4.62E+08 241 241 1 0.9 -0.5 23.6 23.6 91.3 25.3 22.1 22.5 1001.9 525 27 *** 22.6 23.6 92 27 
23/08/2014 00:32 4.62E+08 88 88 1.7 1.7 0.1 24.4 24.4 94.2 26.6 23.4 23.7 987.9 709 25.2 *** 23.6 23.9 211 28 
23/08/2014 00:37 4.62E+08 21 21 0 0 0 25 25 89.2 27.3 23.1 23.6 987.6 727 25.2 *** 23.8 24.2 213 29 
23/08/2014 00:43 4.62E+08 186 186 0 0 0 25.7 25.7 88 28.8 23.6 24.1 989.2 741 26.1 *** 24.2 24.7 200 30 
 
Day 8 DT MG TR WS CW HW TP WC RH HI DP WB BP DA GT MRT NWB WBGT AL Point 
 s Mag TRUE m/s m/s m/s Â°C Â°C % Â°C Â°C Â°C hPa m Â°C Â°C Â°C Â°C m Number 
261 
 
26/08/2014 21:58 4.62E+08 139 139 1.1 0.7 -0.8 23.8 23.8 75.3 24.6 19.2 20.6 989.4 645 26.8 *** 20.9 22.3 198 1 
26/08/2014 22:03 4.62E+08 321 321 0 0 0 23.4 23.4 74.8 24.1 18.7 20.2 991.4 608 25.8 *** 20.5 21.8 182 2 
26/08/2014 22:08 4.62E+08 255 255 0.5 0.4 -0.1 24.7 24.7 72.3 25.5 19.3 20.9 992.7 640 25 *** 21.4 22.4 170 3 
26/08/2014 22:13 4.62E+08 251 251 0.9 0.8 -0.3 20 20 87.9 20.5 18 18.6 1000.8 388 26.2 *** 20.3 21.4 101 4 
26/08/2014 22:19 4.62E+08 215 215 0.8 0.5 -0.7 22.3 22.3 78 23 18.3 19.6 1004.2 435 23.7 *** 19.7 20.8 74 5 
26/08/2014 22:24 4.62E+08 138 138 0.5 0.3 -0.4 24.2 24.2 70.7 24.8 18.5 20.3 1006.7 477 23.5 *** 20.7 21.6 53 6 
26/08/2014 22:46 4.62E+08 131 131 0.4 0.3 -0.2 23 23 81.6 24 19.7 20.7 1008.5 421 24.7 *** 20.9 21.9 38 7 
26/08/2014 22:53 4.62E+08 44 44 0.5 0.4 0.4 26.3 26.3 69.2 28 20.2 22 1009.7 525 25.9 *** 22.4 23.5 28 8 
26/08/2014 23:00 4.62E+08 253 253 0 0 0 24.5 24.5 75.9 25.4 19.9 21.3 1010.9 450 26.5 *** 21.6 22.9 18 9 
26/08/2014 23:05 4.62E+08 179 179 0.7 0 -0.7 25.5 25.5 73.9 27 20.5 22 1010.1 495 25.7 *** 22.3 23.3 24 10 
26/08/2014 23:10 4.62E+08 128 128 0.6 0.5 -0.4 25.6 25.6 74.5 27.2 20.8 22.2 1011.4 489 26.2 *** 22.5 23.5 14 11 
26/08/2014 23:17 4.62E+08 184 184 0.9 0.1 -0.9 22.2 22.2 81.1 23 18.8 19.9 1014.3 330 27.3 *** 21.3 22.6 -10 12 
26/08/2014 23:21 4.62E+08 334 334 1 0.5 0.9 25.2 25.2 69.4 26.1 19.2 21.1 1012.9 450 24.6 *** 21.4 22.4 2 13 
26/08/2014 23:27 4.62E+08 278 278 1.1 1 0.1 23.8 23.8 76 24.6 19.3 20.7 1014.5 387 26 *** 20.9 22.2 -12 14 
26/08/2014 23:32 4.62E+08 50 50 0 0 0 25.7 25.7 74 27.4 20.8 22.2 1010.2 504 25.2 *** 22.5 23.4 23 15 
26/08/2014 23:34 4.62E+08 102 102 0.4 0.4 -0.1 25.3 25.3 76.6 26.9 20.9 22.2 1009.9 495 25.7 *** 22.5 23.4 26 16 
26/08/2014 23:38 4.62E+08 106 106 0 0 0 25.3 25.3 76.8 26.9 21 22.3 1008.9 506 25.6 *** 22.6 23.5 34 17 
26/08/2014 23:47 4.62E+08 134 134 0 0 0 23.5 23.5 83.1 24.7 20.5 21.4 1009.7 433 24.1 *** 21.5 22.2 28 18 
26/08/2014 23:52 4.62E+08 147 147 0 0 0 24.9 24.9 78.2 26.2 20.8 22 1009.8 479 24.8 *** 22.3 23 26 19 
26/08/2014 23:59 4.62E+08 298 298 0 0 0 23.3 23.3 81.1 24.3 19.9 20.9 1008.7 431 24.5 *** 21.2 22.1 35 20 
27/08/2014 00:10 4.62E+08 251 251 0.7 0.6 -0.2 21.6 21.6 84.7 22.4 18.9 19.7 1005.5 398 25.3 *** 19.9 21.1 62 21 
27/08/2014 00:18 4.62E+08 248 248 0.4 0.4 -0.1 24.7 24.7 78.8 25.9 20.8 22 1002.8 546 24.6 *** 22.2 22.9 84 22 
27/08/2014 00:26 4.62E+08 17 17 0 0 0 25.3 25.3 77.1 26.9 21 22.3 1002 575 25.2 *** 22.5 23.3 91 23 
27/08/2014 00:37 4.62E+08 231 231 0 0 0 23.7 23.7 85.7 25.1 21.1 21.9 1005 491 23 *** 22 22.3 67 24 
27/08/2014 00:45 4.62E+08 52 52 0 0 0 21.7 21.7 87.6 22.6 19.5 20.2 1000.1 463 23.8 *** 20.3 21.1 108 25 
27/08/2014 00:51 4.62E+08 75 75 0.5 0.5 0.1 23.5 23.5 80 24.5 19.9 21 1003.1 498 23.5 *** 21.1 21.8 83 26 
27/08/2014 00:58 4.62E+08 231 231 1.3 1 -0.8 19 19 94.4 19.7 18.1 18.4 1001.9 342 25.4 *** 19.9 20.9 93 27 
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27/08/2014 01:05 4.62E+08 139 139 0.8 0.5 -0.6 22.4 22.4 86.7 23.5 20.1 20.8 987.7 621 23.8 *** 20.9 21.6 212 28 
27/08/2014 01:09 4.62E+08 131 131 1 0.8 -0.7 22.1 22.1 89.3 23.2 20.2 20.8 987.2 613 23.8 *** 20.9 21.6 217 29 
27/08/2014 01:16 4.62E+08 99 99 0.5 0.5 -0.1 23.4 23.4 83.9 24.6 20.5 21.4 988.9 645 24.5 *** 21.5 22.3 203 30 
 
Temperatures 
Point Day0 Day1 Day2 Day3 Day4 Day5 Day6 Day7 Day8 Average 
1 25.1 26.7 26.4 24.5 24.5 24.9 24.2 27.6 23.8 25.3 
2 24.3 27.2 27.6 24.7 24.7 24.1 23.9 26.5 23.4 25.15556 
3 26.2 28  25.1 25.1 25.3 24.3 27.3 24.7 25.75 
4 24.5 25 27.6 24.7 24.7 23.7 22.8 24.6 20 24.17778 
5 26 25.4 26.9 25.1 25.1 25.1 24 26.4 22.3 25.14444 
6 27 27.2 27.8 26.5 26.5 26.1 25.8 27.5 24.2 26.51111 
7 25.8 26.4 27.4 26.1 26.1 26 25.3 26.9 23 25.88889 
8 27.6 28.3 28.2 27.3 27.3 27 26.2  26.3 27.275 
9 27.2 28 27.4 26.5 26.5 26 25.6 27.8 24.5 26.61111 
10 28 27.8 27.7 26.6 26.6 26.3 26 28 25.5 26.94444 
11 27.3 28.5 27.7 26.5 26.5 26.6 25.9 27.4 25.6 26.88889 
12 27.3 28.2 27.8 27.7 27.7 26.5 25.9 26.6 22.2 26.65556 
13 24.7 25.8 26.4 26.5 26.5 27.7 25 28.4 25.2 26.24444 
14 26.5 26.8 27.1 26.5 26.5 26.4 25.9 27.8 23.8 26.36667 
15 27.4 28 27.2 27.2 27.2 26.9 25.9 27.5 25.7 27 
16    27.2 27.2 26.6 25.2 27.5 25.3 26.5 
17 27.5 27.9 27.2 27.1 27.1 26.9 25.6 27.1 25.3 26.85556 
18 27 27.3 26.2 27.1 27.1 26.4 24.8 26.4 23.5 26.2 
19 28.3 27.4 26.9 27.5 27.5 26.8 25.6 27.2 24.9 26.9 
20 25.2 26.1 26.1 25.5 25.5 25.7 24.4 26.3 23.3 25.34444 
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21 25.6 25.2 26.9 25.1 25.1 25.4 24.4 27.3 21.6 25.17778 
22 25.5 26.4 26.7 26.4 26.4 25.9 25.4 27.2 24.7 26.06667 
23 26.6 26.5 26.5 26.4 26.4 26.2 25.2 27.8 25.3 26.32222 
24 24.5 26.1 26.1 25.1 25.1 25.3 25.2 25.6 23.7 25.18889 
25 24.4 25.3 25.3 24.8 24.8 24.7 23.8 25.2 21.7 24.44444 
26 26 26.6 26.4 26.5 26.5 25.5 24.5 25.9 23.5 25.71111 
27 22.1 23.9 26.2 25.5 25.5 25.2 22 23.6 19 23.66667 
28 24.6 25.9 26 24.7 24.7 24 23.5 24.4 22.4 24.46667 
29 24.4 26.2 26.6 24.3 24.3 24 23.4 25 22.1 24.47778 
30 26.1 26.8 27.1 24.7 24.7 25.1 23.7 25.7 23.4 25.25556 
Average 25.95517 26.72069 26.90714 25.98 25.98 25.74333 24.78 26.63793 23.66333 25.81862 
 
UHI intensity from data collected during transect. This was generated automatically by using Microsoft Excel. This was done by generating the average 
temperature for each day and subtracting the value that was recorded for each point. A similar procedure was conducted for obtaining the WBGT 
“intensity”.  
Point Day0 Day1 Day2 Day3 Day4 Day5 Day6 Day7 Day8  
1 -0.85517 
-
0.02069 -0.50714 -1.48 -1.48 -0.84333 -0.58 0.962069 0.136667 -0.51862 
2 -1.65517 0.47931 0.692857 -1.28 -1.28 -1.64333 -0.88 -0.13793 -0.26333 -0.66307 
3 0.244828 1.27931  -0.88 -0.88 -0.44333 -0.48 0.662069 1.036667 0.067443 
4 -1.45517 
-
1.72069 0.692857 -1.28 -1.28 -2.04333 -1.98 -2.03793 -3.66333 -1.64084 
5 0.044828 
-
1.32069 -0.00714 -0.88 -0.88 -0.64333 -0.78 -0.23793 -1.36333 -0.67418 
6 1.044828 0.47931 0.892857 0.52 0.52 0.356667 1.02 0.862069 0.536667 0.692489 
7 -0.15517 
-
0.32069 0.492857 0.12 0.12 0.256667 0.52 0.262069 -0.66333 0.070266 
8 1.644828 1.57931 1.292857 1.32 1.32 1.256667 1.42  2.636667 1.558791 
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9 1.244828 1.27931 0.492857 0.52 0.52 0.256667 0.82 1.162069 0.836667 0.792489 
10 2.044828 1.07931 0.792857 0.62 0.62 0.556667 1.22 1.362069 1.836667 1.125822 
11 1.344828 1.77931 0.792857 0.52 0.52 0.856667 1.12 0.762069 1.936667 1.070266 
12 1.344828 1.47931 0.892857 1.72 1.72 0.756667 1.12 -0.03793 -1.46333 0.836933 
13 -1.25517 
-
0.92069 -0.50714 0.52 0.52 1.956667 0.22 1.762069 1.536667 0.425822 
14 0.544828 0.07931 0.192857 0.52 0.52 0.656667 1.12 1.162069 0.136667 0.548044 
15 1.444828 1.27931 0.292857 1.22 1.22 1.156667 1.12 0.862069 2.036667 1.181377 
16    1.22 1.22 0.856667 0.42 0.862069 1.636667 1.0359 
17 1.544828 1.17931 0.292857 1.12 1.12 1.156667 0.82 0.462069 1.636667 1.036933 
18 1.044828 0.57931 -0.70714 1.12 1.12 0.656667 0.02 -0.23793 -0.16333 0.381377 
19 2.344828 0.67931 -0.00714 1.52 1.52 1.056667 0.82 0.562069 1.236667 1.081377 
20 -0.75517 
-
0.62069 -0.80714 -0.48 -0.48 -0.04333 -0.38 -0.33793 -0.36333 -0.47418 
21 -0.35517 
-
1.52069 -0.00714 -0.88 -0.88 -0.34333 -0.38 0.662069 -2.06333 -0.64084 
22 -0.45517 
-
0.32069 -0.20714 0.42 0.42 0.156667 0.62 0.562069 1.036667 0.248044 
23 0.644828 
-
0.22069 -0.40714 0.42 0.42 0.456667 0.42 1.162069 1.636667 0.5036 
24 -1.45517 
-
0.62069 -0.80714 -0.88 -0.88 -0.44333 0.42 -1.03793 0.036667 -0.62973 
25 -1.55517 
-
1.42069 -1.60714 -1.18 -1.18 -1.04333 -0.98 -1.43793 -1.96333 -1.37418 
26 0.044828 
-
0.12069 -0.50714 0.52 0.52 -0.24333 -0.28 -0.73793 -0.16333 -0.10751 
27 -3.85517 
-
2.82069 -0.70714 -0.48 -0.48 -0.54333 -2.78 -3.03793 -4.66333 -2.15196 
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28 -1.35517 
-
0.82069 -0.90714 -1.28 -1.28 -1.74333 -1.28 -2.23793 -1.26333 -1.35196 
29 -1.55517 
-
0.52069 -0.30714 -1.68 -1.68 -1.74333 -1.38 -1.63793 -1.56333 -1.34084 
30 0.144828 0.07931 0.192857 -1.28 -1.28 -0.64333 -1.08 -0.93793 -0.26333 -0.56307 
 
 
266 
 
References 
3TIER by Vaisala. (2015). What is Global Horizontal Irradiance? Retrieved June 23, 
2015, from 3TIER Support: http://www.3tier.com/en/support/solar-
prospecting-tools/what-global-horizontal-irradiance-solar-prospecting/ 
AccuWeather. (2015). AccuWeather.com for Valletta, Malta. Retrieved August 17, 
2015, from AccuWeather: 
http://www.accuweather.com/en/mt/valletta/233779/july-weather/233779 
Adebayo, Y. R. (1987). A note on the effect of urbanization on temperature in Ibadan. 
International Journal of Climatology, 7(2), 185-192. 
doi:10.1002/joc.3370070209 
Akbari, H., Pomerantz, M., & Taha, H. (2001). Cool surfaces and shade trees to 
reduce energy use and improve air quality in urban areas. Solar Energy, 70(3), 
295-310. doi:10.1016/S0038-092X(00)00089-X 
Alcoforado, M.-J., & Andrade, H. (2006). Nocturnal urban heat island in Lisbon 
(Portugal): main features and modelling attempts. Theoretical and Applied 
Climatology, 84(1-3), 151-159. doi:10.1007/s00704-005-0152-1 
Al-Sallal, K. A., & Al-Rais, L. (2012). Outdoor airflow analysis and potential for 
passive cooling in the modern urban context of Dubai. Renewable Energy, 
38(1), 40-49. doi:10.1016/j.renene.2011.06.046 
American Meteorological Society. (2015, May 11). Climate System. Retrieved from 
Glossary of Meteorology: http://glossary.ametsoc.org/wiki/Climate_system 
Ansel, W., & Appl, R. (n.d.). Green Roof Policies - an international review of current 
practices and future trends. Nürtingen, Germany. Retrieved September 10, 
267 
 
2015, from http://igra-
world.com/links_and_downloads/images_dynamic/Green-Roof-Policies-
IGRA.pdf 
Arnfield, A. J. (2003). Two decades of urban climate research: A review of 
turbulence, exchanges of energy and water. and the urban heat island. 
International Journal of Climatology, 23, 1-26. doi:10.1002/joc.859 
Axisa, N. (2010). AIr pollution and climate change. Health effects of climate change 
in the Maltese Islands, 45-55. (K. Vincenti, & B. Menne, Eds.) Valletta: 
Environmental Health Directorate Malta and WHO Regional Office for 
Europe. 
Balling, J. R., & Brazel, S. W. (1987). Time and space characteristics of the Phoenix 
urban heat island. Journal of the Arizona-Nevada Academy of Science, 21(2), 
75-81. Retrieved August 27, 2014, from http://www.jstor.org/stable/40024889 
Banting, D., Doshi, H., Li, J., Missios, P., Au, A., Currie, B. A., & Verratti, M. 
(2005). Report on the environmnetal benefits and costs of green roof 
technology for the city of Toronto. Toronto: Ryerson University. 
Bejarán, R., & Camilloni, I. A. (2003). Objective method for classifying air masses: 
an application to the analysis of Buenos Aires’ (Argentina) urban heat island 
intensity. Theoretical and Applied Climatology, 74(1-2), 93-103. 
doi:10.1007/s00704-002-0714-4 
Beranová, R., & Huth, R. (2005, August). Long-term changes in the heat island of 
Prague under different synoptic conditions. Theoretical and Applied 
Climatology, 82(1-2), 113-118. doi:10.1007/s00704-004-0115-y 
268 
 
Bilbao, J., Román, R., Yousif, C., & de Miguel, A. (2014). Global, Diffuse, Direct, 
and Ultraviolet Solar Irradiance Recorded in Malta and Atmospheric 
Component Influences. Energy Procedia, 57, 1206-1210. 
doi:10.1016/j.egypro.2014.10.108 
Blouet, B. (1967). The Story of Malta. Valletta: Progress Press. 
Bounoua, L., Zhang, P., Mostovoy, G., Thome, K., Masek, J., Imhoff, M., . . . Toure, 
A. M. (2015). Impact of urbanization on US surface climate. Environmental 
Research Letters, 10(8). doi:10.1088/1748-9326/10/8/084010 
Bréda, N. J. (2003). Ground‐based measurements of leaf area index: a review of 
methods, instruments and current controversies. Journal of Experimental 
Botany, 54(392), 2403-2417. doi:10.1093/jxb/erg263 
Bretz, S. E., & Akbari, H. (1997). Long-term performance of high-albedo roof 
coatings. Energy and Buildings, 25(2), 159-167. doi:10.1016/S0378-
7788(96)01005-5 
Busato, F., Lazzarin, R. M., & Noro, M. (2014, February). Three years of study of the 
Urban Heat Island in Padua: Experimental results. Sustainable Cities and 
Society, 10, 251-258. doi:10.1016/j.scs.2013.05.001 
Cachia, R. (2013). Green roofs: Thermal performance and noise reduction in a 
Mediterranean climate (B. E. & A. (Hons.) Dissertation/Thesis). University of 
Malta. 
Camilleri, D. H. (1988, March). Globigerina limestone (tal-franka) as a structural 
material. The Architect(9), 17-29. Retrieved August 10, 2015, from 
http://www.dhiperiti.com/wp-content/uploads/2013/10/1.-Pages-from-The-
269 
 
Architect-Issue-9-March-1988-Globigerina-Limestone-as-a-structural-
material.pdf 
Camilleri, P. (1979). Roads and streets in Malta : their development and construction 
(B.E. & A. dissertation). Msida: University of Malta. 
Casha, M. J. (2012). Green roofs: A visual study (B. E. & A. (Hons.) 
dissertation/thesis). University of Malta. 
Cassar, J. (2004). Comparing visual and geochemical classification of limestone types 
: the Maltese globigerina limestone. Proceedings of the 10th International 
Congress on Deterioration and Conservation of Stone, (pp. 569-577). 
Stockholm. 
Cassar, L. F. (1997, February). Settlement patterns in the Maltese Islands: from early 
colonization to pre-Independence. GeoJournal, 41(2), 137-144. 
doi:10.1023/A:1006832807361 
Central Intelligence Agency. (2015, July 30). Malta. Retrieved August 3, 2015, from 
The World Factbook: https://www.cia.gov/library/publications/the-world-
factbook/geos/mt.html 
Chandler, T. J. (1965). The Climate of London. London: Hutchinson . Retrieved from 
http://urban-climate.org/documents/TonyChandler_TheClimateOfLondon.pdf 
Chen, H., Ooka, R., Huang, H., & Tsuchiya. (2009). Study on mitigation measures for 
outdoor thermal environment on present urban blocks in Tokyo using coupled 
simulation. Building and Environment, 44(11), 2290-2299. 
doi:10.1016/j.buildenv.2009.03.012 
270 
 
Chetcuti, D., Buhagiar, A., Schembri, P. J., & Ventura, F. (1992). The Climate of the 
Maltese Islands: A review. Msida: Malta University Press. 
Chow, W. T., Brennan, D., & Brazel, A. J. (2012, April). Urban Heat Island Research 
in Phoenix, Arizona: Theoretical Contributions and Policy Applications. 
Bulletin of the American Meteorological Society, 93(4), 517-530. 
doi:http://dx.doi.org/10.1175/BAMS-D-11-00011.1 
Christen, A., & Vogt, R. (2004). Energy and radiation balance of a central European 
city. International Journal of Climatology, 24(11), 1395-1421. 
doi:10.1002/joc.1074 
City of Chicago. (2015). City Hall's Rooftop Garden. Retrieved September 11, 2015, 
from City of Chicago - The City of Chicago's official website: 
http://www.cityofchicago.org/city/en/depts/dgs/supp_info/city_hall_green_roo
f.html 
City Planning Division, Toronto. (2015). Green Roofs. Retrieved September 10, 2015, 
from City of Toronto: 
http://www1.toronto.ca/wps/portal/contentonly?vgnextoid=3a7a03631806141
0VgnVCM10000071d60f89RCRD#thresholds 
Clark, C., Adriaens, P., & Talbot, F. B. (2008). Green roof valuation: A probabilistic 
economic analysis of environmental benefits. Environmental Science and 
Technology, 42(6), 2155-2161. doi:10.1021/es0706652 
Climate Change Committee for Adaptation, Malta. (2010). National Climate Change 
Adaptation Strategy. Valletta: Govenment of Malta. 
271 
 
Costanzo, V., Evola, G., & Marletta, L. (2015). Energy savings in buildings or UHI 
mitigation? Comparison between green roofs and cool roofs. Energy and 
Buildings. doi:10.1016/j.enbuild.2015.04.053 
CRG. (n.d.). Climate Research Group. Retrieved June 23, 2015, from University of 
Malta: http://www.um.edu.mt/science/physics/climate 
Djen, C. S., Jingchun, Z., & Lin, W. (1994, July). Solar radiation and surface 
temperature in Shanghai City and their relation to urban heat island intensity. 
Atmospheric Environment, 28(12), 2119-2127. doi:10.1016/1352-
2310(94)90478-2 
Dunnet, N., & Kingsbury, N. (2004). Planting Green Roofs and Living Walls. 
Cambridge: Timber Press. 
Enemalta. (2015, July 23). New all-time peak load reached. Retrieved August 17, 
2015, from Press Releases - Latest Press Releases: 
http://www.enemalta.com.mt/newsDetails.aspx?id=18157 
England, K., Camilleri, L., Calleja, N., Debono, R., Porter, S., & Plapp, S. (2010). 
The relationship of ambient temperature and humidity with mortality on the 
Maltese Islands 1992-2005. Health Effects of Climate Change in the Maltese 
Islands, 37-44. Valletta, Malta: Environmental Health Directorate Malta and 
WHO Regional Office for Europe. 
Environment & Energy Division, Toronto. (2015). Eco-Roof Incentive Program. 
Retrieved September 10, 2015, from City of Toronto: 
http://www1.toronto.ca/wps/portal/contentonly?vgnextoid=3a0b506ec20f7410
VgnVCM10000071d60f89RCRD 
272 
 
Erell, E., Pearlmutter, D., & Williamson, T. (2011). Urban Microclimate - Designing 
the Spaces between Buidings. London, U.K.: Earthscan. 
European Enviroment Agency. (2014, June 30). Urban Atlas for Europe. Retrieved 
August 2015, 4, from http://www.eea.europa.eu/data-and-maps/explore-
interactive-maps/urban-atlas-for-europe 
European Environment Agency. (2011a). Retrieved August 10, 2015, from European 
Climate Adaptation Platform: http://climate-adapt.eea.europa.eu/tools/urban-
adaptation/my-adaptation 
European Environmental Agency. (2011b, March 15). Urban morphological zones 
2006. Retrieved August 3, 2015, from http://www.eea.europa.eu/data-and-
maps/data/urban-morphological-zones-2006 
Eurostat. (2013). Energy, transport and environment indicators. Eurostat 
Pocketbooks, 2013. Luxemburg: Publcations Office of the European Union. 
Eurostat. (2013, June 26). Heating degree-days by NUTS 2 regions - annual data. 
Retrieved August 6, 2015, from 
http://appsso.eurostat.ec.europa.eu/nui/submitViewTableAction.do 
Eurostat. (2013, October 25). Land covered by artificial. Retrieved August 8, 2015, 
from http://appsso.eurostat.ec.europa.eu/nui/submitViewTableAction.do 
Eurostat. (2014). Passenger cars in the EU. Retrieved August 6, 2015, from 
http://ec.europa.eu/eurostat/statistics-
explained/index.php/Passenger_cars_in_the_EU 
273 
 
Eurostat. (2015a, March 2). Population on 1 January. Retrieved August 3, 2015, from 
http://ec.europa.eu/eurostat/tgm/table.do?tab=table&init=1&language=en&pc
ode=tps00001&plugin=1 
Eurostat. (2015b, March 2). Population density. Retrieved August 2015, from 
http://ec.europa.eu/eurostat/tgm/table.do?tab=table&plugin=1&language=en&
pcode=tps00003 
Eurostat. (2015c, July 7). Distribution of degree of urbanisation, dwelling type and 
income group. Retrieved August 3, 2015, from 
http://appsso.eurostat.ec.europa.eu/nui/show.do?dataset=ilc_lvho01&lang=en 
Eurostat. (2015d, March 2). Population projections. Retrieved August 4, 2015, from 
http://ec.europa.eu/eurostat/tgm/table.do?tab=table&init=1&language=en&pc
ode=tps00002&plugin=1 
Eurostat. (2015e, July 7). Distribution of populaton by degree of urbanisation, 
dwelling type and income group. Retrieved August 6, 2015, from 
http://appsso.eurostat.ec.europa.eu/nui/submitViewTableAction.do 
Eurostat. (2015f, March 2). Energy intensity of the economy. Retrieved August 6, 
2015, from 
http://ec.europa.eu/eurostat/tgm/table.do?tab=table&init=1&plugin=1&pcode
=tsdec360&language=en 
Eurostat. (2015g, March 2). Greenhouse gas emissions. Retrieved August 6, 2015, 
from 
http://ec.europa.eu/eurostat/tgm/table.do?tab=table&plugin=1&language=en&
pcode=tsdcc100 
274 
 
Eurostat. (2015h, March 2). Greenhouse gas emissions per capita. Retrieved August 
18, 2015, from 
http://ec.europa.eu/eurostat/tgm/table.do?tab=table&init=1&language=en&pc
ode=t2020_rd300&plugin=1 
Farrugia, R. N., & Sant, T. (2011). Wied Rini II–A Five Year Wind Survey at Malta. 
Wind Engineering, 35(4), 419-432. doi:10.1260/0309-524X.35.4.419 
Field, W. J. (1973). The effect of overcast cloud on the Vancouver Heat island. 
Canada: Department of Geography, University of British Columbia. 
Figuerola, P. I., & Mazzeo, N. A. (1998). Urban-rural temperature differences in 
Buenos Aires. International Journal of Climatology, 18, 1709-1723. 
Gabarretta. (2015). The Green Roof. Retrieved September 7, 2015, from Malta 
College of Arts, Science and Technology: 
http://www.mcast.edu.mt/TopMenu/Institutes/InstituteOfAppliedScience/LEA
RNINGACTIVITIES/CurrentProjectsrelatedtotheIAS/GreenRoof.aspx 
Galdies, C. (2011). The climate of Malta: statistics, trends and analysis 1951-2010. 
Valletta: National Statistics Office. 
Galdies, C. (2012, August 1). Temperature trends in Malta (central Mediterranean) 
from 1951 to 2010. Meteorology and Atmospheric Physics, 117(3-4), 135-143. 
doi:10.1007/s00703-012-0187-7 
Gallo, A. (2014, November 19). A Refresher on Net Present Value. Retrieved 
September 1, 2015, from Harvard Business Review: https://hbr.org/2014/11/a-
refresher-on-net-present-value 
275 
 
Gartland, L. (2008). Heat Islands: Understanding and Mitigating Heat in Urban 
Areas. London, UK: Earthscan Publications. 
Gatt, A., & Calleja, N. (2010). Climate change and food-borne diseases. Health 
effects of climate change in the Maltese Islands, 73-75. (K. Vincenti, & B. 
Menne, Eds.) Valletta, Malta: Environmental Health Directorate Malta and 
WHO Regional Office for Europe. 
Giannaros, T. M., & Melas, D. (2012, November). Study of the urban heat island in a 
coastal Mediterranean City: The case study of Thessaloniki, Greece. 
Atmospheric Research, 118, 103-120. doi:10.1016/j.atmosres.2012.06.006 
Glassley, W. E. (2014). Geothermal Energy: Renewable Energy and the Environment 
(2nd ed.). Boca Raton: Taylor & Francis Group. 
Goh, K. C., & Chang, C. H. (1999). The relationship between height to width ratios 
and the heat island intensity at22:00 H for Singapore. International Journal of 
Climatology, 19(9), 1011-1023. 
Goldreich, Y. (1992). Urban Climate studies in Johannesburg, a sub-tropical city 
located on a ridge - A review. Atmospheric Environmnet, 26(3), 407-420. 
doi:10.1016/0957-1272(92)90016-L 
Government of Malta. (2013). The Maltese Islands. Retrieved June 22, 2015, from 
gov.mt: 
https://www.gov.mt/en/About%20Malta/Maltese%20Islands/Pages/The-
Maltese-Islands.aspx 
Great Britain Meteorological Office. (1962). Weather in the Mediterranean, Volume 1 
(2nd ed., Vol. 391). London: Her Majesty's Stationary Office. 
276 
 
GRHC. (2014). About Green Roofs. Retrieved September 4, 2015, from Green Roofs 
for Healthy Cities: 
http://www.greenroofs.org/index.php/about/aboutgreenroofs 
Grimmond, C. S., & Oke, T. R. (1991, July). An evapotranspiration-interception 
model for urban areas. Water Reaources Research, 27(7), 1739-1755. 
doi:http://uw8rw3ad9q.search.serialssolutions.com/?sid=Refworks&charset=u
tf-
8&__char_set=utf8&genre=article&aulast=Grimmond&auinit=C.S.B.&title=
Water%20Resources%20Research&stitle=Water%20Resour.Res.&date=1991
&volume=27&pages=1739-1755&issue=7&issn=1944-7973& 
Haeger-Eugensson, M., & Holmer, B. (1999). Advection caused by the urban heat 
island circulation as a regulating factor on the nocturnal urban heat island. 
International Journal of Climatology, 19(9), 975-988. 
doi:10.1002/(SICI)1097-0088(199907)19:93.3.CO;2-A 
Hart, M. A., & Sailor, D. J. (2009). Quantifying the influence of land-use and surface 
characteristics on spatial variability in the urban heat island. Theoretical and 
Applied Climatology, 95(3-4), 397-406. doi:10.1007/s00704-008-0017-5 
Hathway, E. A., & Sharples, S. (2012, December). The interaction of rivers and urban 
form in mitigating the urban heat island effect: A UK case study. Building and 
Environment, 58, 14-22. 
Howard, L. (1818). The Climate of London: deduced from Meteorological 
observations, made at different places in the neighbourhood of the metropolis 
(Vol. 1). London: W. Phillips, sold also by J. and A. Arch. 
277 
 
Hu, Z.-b., Yu, B.-f., & Qin, L.-x. (2010). Multi-time-scale characteristics of urban 
heat island in Xi'an's summer and winter. Journal of Civil, Architectural & 
Environmental Engineering, 32(1), 111-115. Retrieved from Abstract retieved 
from http://en.cnki.com.cn/Article_en/CJFDTOTAL-JIAN201001021.htm 
Hui, S. C., & Chan, S. C. (2011). Integration of green roof and solar photovoltaic 
systems. Hong Kong. Retrieved from 
http://www.mech.hku.hk/bse/greenroof/JS-2011-samhui_fullpaper01.pdf 
Intergovernmental Panel for Climate Change - IPCC. (2012). Glossary of terms. In: 
Managing the Risks of Extreme Events and Disasters to Advance Climate 
Change Adaptation. Cambridge: Cambridge University Press. 
International Green Roof Association. (2015). Construction engineering. Retrieved 
September 15, 2015, from International Green Roof Association: http://igra-
world.com/engineering/construction_engineering.php#edge 
International Green Roof Association. (2015a). International Green Roof Association. 
Retrieved September 15, 2015, from Regulations and guidlines for green 
roofs: http://igra-world.com/guidelines_and_standards/index.php 
Jauregui, E. (1997). Heat island development in Mexico City. Atmospheric 
Environment, 31(22), 3821-3831. doi:http://dx.doi.org/10.1016/S1352-
2310(97)00136-2 
Jáuregui, E., & Luyando, E. (1999). Global radiation attenuation by air pollution and 
its effects on the thermal climate in Mexico City. International ournal of 
Climatology, 683-694. 
278 
 
Johansson, E. (2006, October). Influence of the urban geometry on outdoor thermal 
comfort in a hot dry climate: A study in Fez, Morocco. Building and 
Environment, 41(10), 1326-1338. 
Johansson, E., Thorrson, S., Emmanuel, R., & Krüger, E. (2014). Instruments and 
methods in outdoor thermal comfort studies - The need for standardisation. 
Urban Climate, 10(2), 346-366. doi:10.1016/j.uclim.2013.12.002 
Jusuf, S. K., Wong, N. H., Hagen, E., Anggoro, R., & Hong, Y. (2007). The influence 
of land use on the urban heat island in Singapore. Habitat International, 232-
242. doi:10.1016/j.habitatint.2007.02.006 
Karachaliou, P., Santamouris, M., & Pangalou, H. (2015). Experimental and 
numerical analysis of the energy performance of a large scale intensive green 
roof system installed on an office building in Athens. Energy and Buildings. 
doi:10.1016/j.enbuild.2015.04.055 
Kassomenos, P., & Katsoulis, B. D. (2006, November). Mesoscale and macroscale 
aspects of the morning Urban Heat Island around Athens, Greece. 
Meteorology and Atmospheric Physics, 94(1-4), 209-218. doi:10.1007/s00703-
006-0191-x 
Koch, W. (2015, March 28). Pictures: Green Roofs Get Lift As France Makes Them 
de Rigueur. Retrieved September 10, 2015, from National Geographic: 
http://news.nationalgeographic.com/energy/2015/03/150328-green-roofs-
france-buildings-energy/ 
Lamb, H. H. (1955, August). Malta's sea breezes. Weather, 10(8), 256-264. 
doi:10.1002/j.1477-8696.1955.tb00204.x 
279 
 
Landsberg, H. E. (1981). The Urban Climate (Vol. 28). New York: Academic Press, 
Inc. 
Lee, J. S., Kim, J. T., & Lee, M. G. (2014). Mitigation of urban heat island effect and 
greenroofs. Indoor and Built Environment, 23(1), 62-69. 
doi:10.1177/1420326X12474483 
Li, D., Bou-Zeid, E., & Oppenheimer, M. (2014). The effectiveness of cool and green 
roofs as urban heat island mitigation strategies. Environmental Research 
Letters, 9(5). doi:10.1088/1748-9326/9/5/055002 
Magee, N., Curtis, J., & Wendler, G. (1999, October). The urban heat island effect at 
Fairbanks, Alaska. Theoretical and Applied Climatology, 64(1-2), 39-47. 
doi:10.1007/s007040050109 
Malevich, S. B., & Klink, K. (2011). Relationships between Snow and the Wintertime 
Minneapolis Urban Heat Island. Journal of Applied Meteorology and 
Climatology, 50, 1884-1894. 
Malta Environment & Planning Authority. (2010). The Environment Report 2008 - 
Sub-Report 9. Floriana. 
Malta Environment and Planning Authority. (n.d.). Soil- Definition. Retrieved from 
http://www.mepa.org.mt/soil-definition 
Matzarakis, A., Mayer, H., & Iziomon, M. (1999, October). Applications of a 
universal thermal index: physiological equivalent temperature. International 
Journal of Biometeorology, 43(2), 76-84. Retrieved from 
http://www.ncbi.nlm.nih.gov/pubmed/10552311 
280 
 
MCAST. (2015, April 2). News - Inauguration of Combined Greywater Recycling 
System & Pilot Green Roof Application at the MCAST by the Alter Aqua 
Programme. Retrieved September 7, 2015, from Malta College of Arts, 
Science and Technology: 
http://www.mcast.edu.mt/mainmenu/newsandevents/news/news/tabid/156/id/1
189/inauguration-of-combined-greywater-recycling-system--pilot-green-roof-
application--at-the-mcast-by-the-alter-aqua-programme.aspx 
McGeehin, M. A., & Mirabelli, M. (2001, May). The Potential Impacts of Climate 
Variability and Change on Temperature-Related Morbidity and Mortality in 
the United States. Environmental Health Perspectives, 109(2), 185-189. 
Retrieved from 
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1240665/pdf/ehp109s-
000185.pdf 
McMichael, A. J., Woodruff, R. E., & Hales, S. (2006). Climate change and human 
health: present and future risks. The Lancet, 367(9513), 859-869. 
doi:10.1016/S0140-6736(06)68079-3 
Mihalakakou, G., Flocas, H. A., Santamouris, M., & Helmis, C. G. (2002). 
Application of Neural Networks to the Simulation of the Heat Island over 
Athens, Greece, Using Synoptic Types as a Predictor. Journal of Applied 
Meteorology, 41(5), 519-527. doi:http://dx.doi.org/10.1175/1520-
0450(2002)041<0519:AONNTT>2.0.CO;2 
Mihalakakou, G., Santamouris, M., Papanikolaou, N., Cartalis, C., & Tsangrassoulis, 
A. (2004, February). Simulation of the urban heat island phenomenon in 
281 
 
Mediterranean climates. Pure and Applied Geophysics, 161(2), 429-451. 
doi:10.1007/s00024-003-2447-4 
Miller, C. (2015, June 5). Extensive vegetative roofs. Retrieved September 15, 2015, 
from Whole building design guide: 
https://www.wbdg.org/resources/greenroofs.php 
Mirzaei, P. A., & Haghighat, F. (2010, October). Approaches tos study urban heat 
island - Abilities and limitations. Building and Environment, 45(10), 2192-
2201. doi:10.1016/j.buildenv.2010.04.001 
Modest, M. F. (2003). Radiative heat transfer (2nd ed.). United States of America: 
Academic Press. 
Montavez, J. P., Rodriguez, A., & Jimenez, J. I. (2000). A study of the urban heat 
island of Granada. International Journal of Climatology(20), 899-911. 
National Library Board Singapore. (2015). "Garden City" vision is introduced - 11th 
May 1967. Retrieved September 10, 2015, from HistorySG: 
http://eresources.nlb.gov.sg/history/events/a7fac49f-9c96-4030-8709-
ce160c58d15c 
National Parks Board, Singapore. (2015, August 25). Skyrise Greenery Incentive 
Scheme 2.0. Retrieved from Skyrise Greenery: 
https://www.skyrisegreenery.com/index.php/home/incentive_scheme/about/ 
National Statistics Office. (2014, October 9). Energy Consumption in Malta: 2004-
2013. Retrieved August 6, 2015, from News Release: 
https://nso.gov.mt/en/News_Releases/View_by_Unit/Unit_B3/Agricultural_an
d_Environment_Statistics/Documents/2014/News2014_189.pdf 
282 
 
National Statistics Office. (2015, August 3). Motor Vehicles: Q2/2015. Retrieved 
August 6, 2015, from News Release: 
https://nso.gov.mt/en/News_Releases/View_by_Unit/Unit_A4/International_T
rade_and_Transport_Statistics/Documents/2015/News2015_144.pdf 
Ng, E., Chen, L., Wang, Y., & Yuan, C. (2012). A study on the cooling effects of 
greening in a high-density city: An experience from Hong Kong. Building and 
Environment, 47, 256-271. doi:10.1016/j.buildenv.2011.07.014 
Niachou, A., Papakonstantinou, K., Santamouris, M., Tsangrassoulis, A., & 
Mihalakakou, g. (2001). Analysis of the green roof thermal properties and 
investigation of its energy performance. Energy and Buildings, 33(7), 719-
729. doi:10.1016/S0378-7788(01)00062-7 
Niu, H., Clark, C., Zhou, J., & Adriaens, P. (2010). Scale of economic benefitsfrom 
greenroof implementation in Washington, DC. Environmental Science and 
Technology, 44(11), 4302-4308. doi:10.1021/es902456x 
Office for National Statistics (UK). (2012, December 4). Chapter 3: Equivalised 
Income. Retrieved August 6, 2015, from 
http://www.ons.gov.uk/ons/rel/family-spending/family-spending/family-
spending-2012-edition/art-chapter-3--equivalised-income.html 
Oke, T. R. (1973). City size and the urban heat island. Atmospheric Enviroment, 7, 
769-779. 
Oke, T. R. (1976). The distinction between canopy and boundary‐layer urban heat 
islands. Atmosphere, 14(4), 268-277. doi:10.1080/00046973.1976.9648422 
283 
 
Oke, T. R. (1982). The energetic basis of the urban heat island. Quarterly Journal of 
the Royal Meteorological Society, 108(455), 1-24. 
Oke, T. R. (1987). Boundary layer climates (2nd ed.). New York, US: Routledge. 
Oke, T. R. (1988). The urban energy balance. Progress in Physical Geography(12), 
471–508. 
Oke, T. R. (2004). Initial guidance to obtain representative meteorological 
observations at urban sites. Geneva: World Meteorological Organization. 
Oke, T. R., Sponken-Smith, R. A., Jáuregui, E., & Grimmond, C. S. (1999, October). 
The energy balance of central Mexico City during the dry season. Atmospheric 
Environment, 33(24-25), 3919-3930. doi:10.1016/S1352-2310(99)00134-X 
Park, H.-S. (1986). Features of the heat island in Seoul and its surrounding cities. 
Atmospheric Environment, 20(10), 1859-1866. doi:10.1016/0004-
6981(86)90326-4 
Peixoto, J. P., & Oort, A. H. (1992). Physics of CLimate. Ann Arbor, Michigan, 
United States of America: Springer-Verlag. 
Peng, L. L., & Jim, C. Y. (2015). Economic evaluation of green-roof environmental 
benefits in the context of climate change: The case of Hong Kong. Urban 
Forestry & Urban Greening, 14(3), 554-561. doi:10.1016/j.ufug.2015.05.006 
Perini, K., & Magliocco, A. (2014). Effects of vegetation, urban density, building 
height, and atmospheric conditions on local temperatures and thermal comfort. 
Urban Forestry & Urban Greening, 13(3), 495-506. 
doi:10.1016/j.ufug.2014.03.003 
284 
 
Petralli, M., Prokopp, A., Morabito, M., Bartolini, G., Torrigiani, T., & Orlandini, S. 
(2006). Ruolo delle aree verdi nella mitigazione dell' isola di calore urbana: 
Un studio nella citta' di Firenze [Role of green areas in urban heat island 
mitigation: A case study in Florence (Italy)]. Rivista Italiana di 
Agrometeorologia, 1, 51-58. Retrieved from 
http://www.agrometeorologia.it/documenti/RiamPdfCompleti/Ria1_2006.pdf#
page=51 
Pfeifer, M., Disney, M., Quaife, T., & Marchant, R. (2012). Terrestrial ecosystems 
from space: a review of earth observation products for macroecology 
applications. Global Ecology and Biogeography, 21(6), 603-624. 
doi:10.1111/j.1466-8238.2011.00712.x 
Pickering, M. (n.d.). 6 Green-Roof Myths, Busted. Retrieved 12 5, 2013, from 
Houzz.com: http://www.houzz.com/ideabooks/18654022/list/6-Green-Roof-
Myths--Busted 
Pisello, A. L., Piselli, C., & Cotana, F. (2015). Thermal-physics and energy 
performance of an innovative green roof system: The Cool-Green Roof. Solar 
Energy, 116, 337-356. doi:10.1016/j.solener.2015.03.049 
Pongracz, R., Bartholy, J., & Dezso, Z. (2006). Remotely sensed thermal information 
applied to urban climate analysis. Advances in Space Research, 37(12), 2191-
2196. doi:10.1016/j.asr.2005.06.069 
Priyadarsini, R., Hien, W. N., & David, C. K. (2008). Microclimatic modeing of the 
urban thermal environment of Singapore to mitigate urban heat island. Solar 
Energy, 82(8), 727-745. doi:http://dx.doi.org/10.1016/j.solener.2008.02.008 
285 
 
Rizwan, A. M., Dennis, Y. C., & Liu, C. (2008). A review of the generation, 
determination and mitigation of urban heat island. Journal of Environmental 
Sciences, 20, 120-128. 
Rosenzweig, C., Solecki, W., Parshall, L., Gaffin, S. L., Goldberg, R., Cox, J., & 
Hodges, S. (2006). Mitigating New York City's heat island with urban forestry, 
living roofs, and light surfaces. Albany, NY: New York State Energy 
Research and Development Authority. Retrieved from 
http://www.giss.nasa.gov/research/news/20060130/103341.pdf 
Roth, M. (2007, November 30). Review of urban climate research in (sub)tropical 
regions. International Journal of Climatology, 27(14), 1859-1873. 
doi:10.1002/joc.1591 
Roth, M., Oke, T. R., & Emery, W. J. (1989). Satellite-derived urban heat islands 
from three coastal cities and the utilization of such data in urban climatology. 
International Journal of Remote Sensing, 10(11), 1699-1720. 
doi:10.1080/01431168908904002 
Runnalls, K. E., & Oke, T. (2000). Dynamics and controls of the near-surfaceheat 
island of Vancouver, British Columbia. Physical Geography, 21(4), 283-304. 
doi:10.1080/02723646.2000.10642711 
Rydman, R. J., Rumoro, D. P., Silva, J. C., Hogan, T. M., & Kampe, L. M. (1999). 
The rate and risk of heat-related illness in hospital emergency departments 
during the 1995 Chicago heat disaster. Journal of Medical Systems, 23(1), 41-
56. doi:10.1023/A:1020871528086 
Said, C. (2013). The Thermal Performance of Green Roof Systems (M.Sc. Sus. Energy 
dissertation/thesis). University of Malta. 
286 
 
Salamanca, F., Georgescu, M., Mahalov, A., Moustaoui, M., & Wang, M. (2014, May 
27). Anthropogenic heating of the urban environment due to air conditioning. 
Journal of Geophysical Research: Atmospheres, 119(10), 5949-5965. 
doi:10.1002/2013JD021225 
Santamouris, M. (2001a). Thermal balance in the built environment. In M. 
Santamouris, & M. Santamouris (Ed.), Energy and climate in the urban built 
environment (pp. 39-47). London: James & James. 
Santamouris, M. (2007). Heat island research in Europe: The state of the art. 
Advances in Building Energy Research, 1(1), 123-150. 
doi:10.1080/17512549.2007.9687272 
Santamouris, M. (2014). Cooling the cities – A review of reflective and green roof 
mitigation technologies to fight heat island and improve comfort in urban 
environments. Solar Energy, 103, 682-703. doi:10.1016/j.solener.2012.07.003 
Santamouris, M., Papanikolaou, N., Koronakis, I., Livada, I., & Asimakopoulos. 
(1999, Novemner). Thermal and air flow characteristics in a deep pedestrian 
canyon under hot weather conditions. Atmospheric Environment, 33(27), 
4503-4521. doi:10.1016/S1352-2310(99)00187-9 
Shishegar, N. (2013, January). Street design and urban microclimate: Analyzing the 
effects of street geometry and orientation on airflow and solar access in urban 
canyons. Journal of Clean Energy Technologies, 1(1), 52-56. 
doi:10.7763/JOCET.2013.V1.13  
Shou, Y.-X., & Zhang, D.-L. (2010). Impact of environmental flows on the daytime 
urban boundary layer structures over the Baltimore metropolitan region. 
Atmospheric Science Letters, 11(1), 1-6. doi:10.1002/asl.252 
287 
 
Siu, L.-w. (2011). Quantifying the urban heat island (UHI) intensity in Hong Kong 
(M. Phil. dissertation). Pokfulam, Hong Kong: The University of Hong Kong . 
Smith, K. R., & Roebber, P. J. (2011). Green Roof Mitigation Potential for a Proxy 
Future Climate Scenario in Chicago, Illinois. Journal of Applied Meteorology 
and Climatology, 50(3), 507-522. 
doi:http://dx.doi.org/10.1175/2010JAMC2337.1 
Spronken-Smith, R. A., & Oke, T. R. (1998). The thermal regime of urban parks in 
two cities with different summer climates. International Journal of Remote 
Sensing, 19(11), 2085-2104. doi:10.1080/014311698214884 
Stedman, J. R. (2004, March). The predicted number of air pollution related deaths in 
the UK during the August 2003 heatwave. Atmospheric Environment, 38(8), 
1087-1090. doi:10.1016/j.atmosenv.2003.11.011 
Steeneveld, G. J., Koopmans, S., Heusinkveld, B. G., van Hove, L. W., & Holtslag, 
A. A. (2011). Quantifying urban heat island effects and human comfort for 
cities of variable size and urban morphology in the Netherlands. Journal of 
Geophysical Research, 116(D20). doi:10.1029/2011JD015988 
Steinecke, K. (1999). Urban climatological studies in Reykyavik subarctic 
environment, Iceland. Atmospheric Environment, 33, 4157-4162. 
Stewart, I. D., & Oke, T. R. (2012). Local Climate Zones for Urban Temperature 
Studies. Bulletin of the American Meteorological Society, 93(12), 1879-1900. 
Retrieved from http://dx.doi.org/10.1175/BAMS-D-11-00019.1 
Strahler, A. H., & Strahler, A. N. (2005). Physical Geography: Science and Systems 
of the Human Environment. Wiley. 
288 
 
Stull, R. B. (1988 Reprint 2003). An introduction to boundary layer meteorology. 
Dodrecht, The Netherlands: Kluwer Academic Publishers. 
Susca, T., Gaffin, S. R., & Dell'Osso, G. R. (2011). Positive effects of vegetation: 
Urban heat island and green roofs. Environmental Pollution, 159(8-9), 2119-
2126. doi:10.1016/j.envpol.2011.03.007 
Szegedi, S., & Kircsi, A. (2003). The development of the urban heat island under 
various weather conditions in Debrecen, Hungary. Proceedings of the Fifth 
International Conference on Urban Climate. Retrieved from 
http://nargeo.geo.uni.lodz.pl/~icuc5/text/O_3_2.pdf 
Szegedi, S., Lázár, I., & Tóth, T. (2014). Relationships between macrosynoptic 
weather types and development of the thermal excess in suburban areas in 
Debrecen, Hungary. International Review of Applied Sciences and 
Engineering, 5(2), 167-172. doi:http://dx.doi.org/10.1556/IRASE.5.2014.2.9 
Szymanowski, M. (2005). Interactions between thermal advection in frontal zones and 
the urban heat island of Wroclaw, Poland. Theoretical and Applied 
Climatology, 82(3-4), 207-224. doi:10.1007/s00704-005-0135-2 
Taha, H. (1997). Urban climates and heat islands: albedo, evapotranspiration, and 
anthropogenic heat. Energy and Buildings, 25(2), 99-103. doi:10.1016/S0378-
7788(96)00999-1 
Takebayashi, H. (2007). Surface heat budget on green roof and high reflection roof 
for mitigation of urban heat island. Building and Environment, 42(8). 
289 
 
Takebayashi, H., & Moriyama, M. (2007). Surface heat budget on green roof and high 
reflection roof for mitigation of urban heat island. Building and Environmnet, 
42(8), 2971-2979. doi:10.1016/j.buildenv.2006.06.017 
Taleghani, M., Kleerkoper, L., Tenpierik, M., & Van den Dobbelsteen, A. (2015). 
Outdoor thermal comfort within five different urban forms in the Netherlands. 
Building and Environment, 83(Special Issue: Climate adaptation in cities), 65-
78. doi:10.1016/j.buildenv.2014.03.014 
Tan, J., Zheng, Y., Tang, X., Guo, C., Li, L., Song, G., . . . Chen, H. (2010, January). 
The urban heat island impact on heat waves and human health in Shanghai. 
International Journal of Biometeorology, 54(1), 75-84. doi:10.1007/s00484-
009-0256-x 
Tereshchenko, I. E., & Filonov, A. E. (2001, March 30). Air temperature fluctuations 
in Guadalajara, Mexico, from 1926 to 1994 in relation to urban growth. 
International Journal of Climatology, 21(4), 483-494. doi:10.1002/joc.602 
The World Bank. (2015). World Development Indicators. Retrieved August 4, 2015, 
from World Data Bank: 
http://databank.worldbank.org/data//reports.aspx?source=2&country=MLT&s
eries=&period=# 
Thomas, M. J. (2006). Inside Outside: A relationship that moves me! In V. Soebarto, 
& T. Williamson (Ed.), Procedings of the 40th Annual ANZAScA Conference 
(pp. 334-341). Adelaide: The Unversity of Adelaide. 
doi:http://anzasca.net/wp-content/uploads/2014/08/ANZAScA2006_Mark-JT-
Thomas.pdf 
290 
 
Tonna, S. (1985). Origins of planning on island and its evolution : a study of human 
settlements (B.E. & A. Dissertation). Msida: University of Malta. 
Trenberth, K. E., Fasullo, J. T., & Kiehl, J. (2009, March). Earth's global energy 
budget. Bullettin of the American Meteorological Society, 90(3). 
doi:http://dx.doi.org/10.1175/2008BAMS2634.1 
Tsangrassoulis, A. (2001). Short-wave radiation. In M. (. Santamouris, Energy and 
climate in the urban built environment (pp. 110-136). London, UK: James and 
James. 
Tso, C. P. (1996). A survey of urban heat island studies in two tropical cities. 
Atmospheric Environment, 30(3), 507-519. doi:10.1016/1352-2310(95)00083-
6 
Tumanov, S., Stan-Sion, A., Lupu, A., Soci, C., & Oprea, C. (1999, October). 
Influences of the city of Bucharest on weather and climate parameters. 
Atmospheric Environment, 33(24-25), 4173-4183. doi:10.1016/S1352-
2310(99)00160-0 
United States Envionmental Protection Agency. (1992). Cooling our communities: A 
guidebook on tree plantingand light-colored surfacing. (H. Akbari, S. Davis, 
S. Dorsano, J. Huang, & S. Winnet, Eds.) Washington: US Government 
Printing Office. Retrieved August 17, 2015, from 
http://escholarship.org/uc/item/98z8p10x.pdf 
United States Environmental Protection Agency. (2013, Novemeber 22). Green 
Roofs. Retrieved September 4, 2015, from Heat Island Effect: 
http://www.epa.gov/heatisld/mitigation/greenroofs.htm 
291 
 
Urban Heat Island Effect. (n.d.). Retrieved March 6, 2014, from Livingroofs.org: 
http://livingroofs.org/uhie 
US Environmental Protection Agency. (2014, May). Heating and Cooling Degree 
Days. Retrieved August 6, 2015, from 
http://www.epa.gov/climatechange/pdfs/print_heating-cooling-2014.pdf 
VanWoert, N. D., Rowe, B. D., Andersen, J. A., Rugh, C. L., & Xiao, L. (2005). 
Watering regime and green roof substrate design affect Sedum plant growth. 
HortScience, 40(3), 659-664. Retrieved from 
http://hortsci.ashspublications.org/content/40/3/659.full.pdf+html 
Voogt, J. A. (2004, November). Urban Heat Islands: Hotter Cities. Retrieved August 
18, 2014, from Action Bioscience: 
http://www.actionbioscience.org/environment/voogt.html 
Voogt, J. A., & Oke, T. R. (2003, August). Thermal remote sensing of urban climates. 
Remote Sensing of Environment, 86(3), 370-384. doi:10.1016/S0034-
4257(03)00079-8 
Walker, R. (2009). Technical solutions for intensive greenery-life on roofs. 
International Green Roof Congress, (pp. 33-40). Nurtingen. 
Wark, C. G., & Wark, W. W. (2003). Green Roof Specifications and Standards - 
Establishing an emerging technology. The Construction Specifier, 1-12. 
Retrieved from http://www.greenroofs.com/pdfs/newslinks-
803_construction_specifier.pdf 
Wikipedia. (n.d.). Green roof. Retrieved 3 6, 2014, from 
http://en.wikipedia.org/wiki/Green_roof 
292 
 
Wilson, W. G. (2011). Constructed Climates - A Primer on Urban Environments. 
Chicago: The University of Chicago Press. 
Wong, N. H., & Yu, C. (2005). Study of green areas and urban heat island in a 
tropical city. Habitat International, 29(3), 547-558. 
doi:http://dx.doi.org/10.1016/j.habitatint.2004.04.008 
Wong, N. H., Chen, Y., Ong, C. L., & Sia, A. (2003). Investigation of thermal 
benefits of rooftop garden in the tropical environment. Building and 
Environment, 38(2), 261-270. doi:10.1016/S0360-1323(02)00066-5 
Yamashita, S. (1996, February). Detailed structure of heat island phenomena from 
moving observations from electric tram-cars in Metropolitan Tokyo. 
Atmospheric Environment, 30(3), 429-435. doi:10.1016/1352-2310(95)00010-
0 
Yousif, C., Quecedo, G. O., & Santos, J. B. (2013). Comparison of solar radiation in 
Marsaxlokk, Malta and Valladolid, Spain. Renewable Energy, 49, 203-206. 
doi:10.1016/j.renene.2012.01.031 
Zhao, L., Lee, X., Smith, R. B., & Oleson, K. (2014, July). Strong contributions of 
local background climate to urban heat islands. Nature, 511(7508), 216-219. 
doi:10.1038/nature13462 
Zheng, H.-Y., Jin, R., Jin, W.-C., & Lee, K.-S. (2012). A Study on Weekly Variation 
of Urban Air Temperature Difference. Journal of the Korea Society of 
Environmental Restoration Technology, 15(4), 13-21. 
doi:10.13087/kosert.2012.15.4.013 
 
