We show how quantum tamper-proof devices (QTPD) can be used to attack and to develop security protocols. On one hand, we prove that it is possible to transfer proofs of zero-knowledge protocols using QTPD's. This attack can be extended to other security schemes where privacy is important. On the other hand, we present a fair contract signing protocol using QTPD's where there is no communication with Judge during the exchange phase (which is impossible classically). In the later case we make use of decoherence in the quantum state of the QTPD to implement a global clock over the asynchronous network. QTPD's seem to be possible to implement with existing quantum hardware, due to the fact that it is hard to isolate quantum memory from interference. These theoretical results contribute to justify the implementation of QTPD.
Introduction
Recently, research on quantum hardware and software has been attracting a lot of attention, specially concerning applications in security and cryptography. On one hand, Shor showed that when a full fledged quantum computer is available all cryptosystems based on factorization and discrete logarithm will fail. On the other hand, quantum systems are more secure than classical ones due to the fact that it is not possible to determine a completely unknown quantum state, or in other words, to clone an unknown quantum state. Indeed, it is possible to establish a perfectly secure secret key over an (authenticated) quantum channel which can not be mimicked with classical channels.
In this paper we focus on the applications of quantum tamper-proof devices (QTPD). Indeed, quantum technology seems a very good candidate to develop tamper-proof devices due to its fragility and therefore, easiness to detect tampering. Moreover, quantum systems have inbuilt a pure random generator that is very useful in security. Herein, we show how QTPD's can be used, on one hand, to attack existing secure systems, and on the other hand, to implement protocols that are not possible classically. In detail, we show how to attack with a QTPD the impossibility of transferring the proof for some class of zeroknowledge proof systems. Moreover, we present a fair contract signing protocol (which is impossible classically) using QTPD's.
Roughly speaking, a zero-knowledge proof system [1] is a two party protocol, between a verifier and a prover, in which the prover wants to show to the verifier that he knows some secret without conveying any information about this secret to the verifier (zero-knowledge property). Zero-knowledge proof systems are used in several protocols, like identification protocols [2] , e-voting protocols [3] , and emoney protocols [4] . While the zero-knowledge property is the most important security aspect these systems must fulfill, in the folklore another security property is assumed to hold in zero-knowledge systems. This property is known as impossibility of transferring the proof and it states that at the end of the protocol, the verifier cannot prove to a third party that he had interacted with the prover. So, the impossibility of transferring the proof is crucial in satisfying several anonymity properties for more complex protocols like undeniable signatures, identification protocols and electronic elections. In identification protocols the impossibility of transferring the proof allows the anonymity of the prover in the sense that the verifier can not show to a third party that a certain prover has identified to the verifier.
To prove the impossibility of transferring the proof in a particular zeroknowledge proof system it is usually assumed that the verifier has complete control over his memory space and that he can rollback to a previous state whenever he needs. In practice this constitutes a very generous assumption. In a more general context, the verifier may have restrictions accessing his memory, for instance, he might be able to read/write his memory only via a quantum tamper-proof device. In this case, we are able to set up an attack where the verifier transfers the proof with a QTPD to a third party.
Fortunately, QTPD's can also be used to create new protocols, and not only to attack existing ones. We will show how a QTPD with decoherence allows to set up a fair contract signing protocol.
Contract signing [5] is an important security task with many applications, namely to stock market and others. In a nutshell, a contract signing protocol is a two party protocol between Alice and Bob who share a contract and want to exchange each other's signature of the contract. However, Alice and Bob do not trust each other, and thus, the protocol must be fair. In other words, either both Alice and Bob get each other's signature or none of them does. A simple fair contract signing protocol is one where Alice and Bob do not communicate at all. Since none of them receives the signature, the protocol is fair. For this reason, it is also important to impose the protocol to be viable. In other words, if both parties behave honestly then both of them will get each other's signature.
It has been shown that there exists no fair and viable contract signing protocol [5] , unless signing parties communicate with a trusted Judge in the signing phase. The proof is rather simple, and it is related with the impossibil-ity of establishing distributed consensus in asynchronous networks [6] . Indeed, if such protocol exists it has a final step where one message is exchanged, say, from Alice to Bob. In this case Alice already has all information she requires to compute Bob's signature of the contract (and Bob does not). Therefore, if she does not send the last message, the protocol reaches an unfair state. One way to come around this difficulty is to relax the fairness condition probabilistically. Probabilistic fairness allows one agent to have more probability of binding the contract over the other agent. In this case, solutions where the number of exchanged messages between the agents is minimized have been found [7] . Another workaround is to consider optimistic protocols that do not require communication with Judge unless something wrong comes up [8] . The basic idea for this type of solution is to ask for the assistance of Judge when the contract signing protocol has initiated and some message is missing.
Herein we propose a completely new solution for fair contract signing. We assume a QTPD with decoherence that works as a tamper-proof global clock in the asynchronous network. In this way, Judge is able to know a posteriori whether the parties committed or not to the contract, upon a given time, without any communication (with Judge) through the signing phase.
The paper is organized as follows. In Section 2 we formalize QTPD's as quantum automata. In Section 3 we introduce the basic notion of zero-knowledge proof systems and the transference attack with QTPD's. In Section 4, we present the fair contract signing and finally, we draw some conclusions in Section 5.
Quantum Tamper-Proof Devices
In this section we formalize the concept of quantum tamper-proof device, that is, a machine for which an evil agent has no possibility of arbitrarily changing its internal state. We describe a quantum tamper-proof device as a quantum automaton. The notion of quantum automaton that we consider is a generalization of the notion introduced in [9] , where we extend the set of possible outputs and allow measurements as inputs. • I is a finite set of transition symbols;
• Γ is a finite set of observation symbols;
• O ⊆ R is a finite set of output symbols;
• H is finite dimensional Hilbert space called the state space;
• |ψ 0 ∈ H is a unit vector in H called the initial state; • I = {t};
• Γ = {o};
• |ψ 0 = |0 ;
• U t is the Hadamard transformation;
• A o is the observable −|0 0| + |1 1|.
Recall that the Hadamard transformation is the unitary transformation that maps |0 to We will also need to deal with quantum tamper-proof devices where the internal state is decaying over time for presenting the contract signing protocol. This feature is essential to model global clocks on the asynchronous network. For simplicity we will consider that the state is evolving over time until some measurement is performed. At that point the systems stops evolving and behaves as common quantum automaton (Definition 2.1). • I is a finite set of transition symbols;
• ρ is a map ρ : R
+ 0 → DO(H) describing the evolution of the initial state of the automaton if no input arrives, such that ρ(t) is a density operator in H, that is ρ(t) ∈ DO(H), and ρ(t) evolves according to the quantum postulates;
• U = {U i } i∈I is a family of unitary transformations in H called family of transitions;
• A = {A γ } γ∈Γ is a family of observables over H called family of observables such that the spectrum of A γ is contained in O for all γ ∈ Γ.
The evolution of quantum tamper-proof device with decoherence is the following. The initial state is evolving according to ρ(t), and after the first input arrives at time t 0 , the quantum automaton with decoherence behaves exactly as a common quantum automaton without decoherence with initial state ρ(t 0 ). From this point on, the evolution of the automaton is ruled only by the unitary transitions and observations.
Transferring Zero-Knowledge Proofs
One of the main motivations to build quantum computers is that they are able to attack widely used classical cryptosystems, like RSA and ElGammal. Besides involved quantum algorithms, it is also believed that simple quantum correlations may be used, in a distributed setting, to develop new attacks to security protocols. In this section, it is shown how quantum tamper-proof devices, together with Bell pairs, can be used to transfer proofs of an important class of zero-knowledge proof systems. In this section we show how quantum tamper-proof devices may be used to attack the impossibility of transferring the proof for the Goldreich, Micali and Wigderson [10] system. The importance of this system stands from the fact that all zero-knowledge proof systems can be reduced to ones similar to the Goldreich, Micali and Wigderson [10] , and so the attack holds for all the protocols in this class.
A lot of research was pursued in understanding the power of zero-knowledge under computational restrictions, see for instance [11] . For the attack presented in this section it is assumed that all parties have the usual polynomial power (could be quantum or probabilisitic), and that the agents can use quantum tamper-proof devices.
A crucial feature of the attack is the use of tamper-proof Bell pairs. The tamper-proofing limits the verifier only to measure the first half of the Bell pair. Moreover, during the attack, the verifier can only perform two types of measurement over that half. These restrictions prevent the verifier to rollback the memory state of the Bell pairs after performing measurements, allowing a third party to check if the verifier was interacting with a particular prover, as shown below in the section.
Basic concepts
Zero-knowledge proof systems have became one of the most important concepts in computational security since their invention by Goldwasser, Micali and Rackoff in 1985 [1] . Before presenting zero-knowledge proof systems, we need to introduce several concepts from computational complexity. We assume that the reader knows the basics of computational complexity mainly the probabilistic oriented concepts (for a good reference see [12] ).
To properly define an interactive proof system it is necessary to consider a model allowing agents restricted to probabilistic polynomial time computations. There has been some discussion about the properties this model should satisfy and consequently about its expressiveness and behavior [13, 14, 15, 16] . In this work, we introduce zero-knowledge proof systems in the same way as Goldwasser, Micali and Rackoff first introduced them in 1985 [1] . However, contrarily to what is common in this area, we will not make use of (interactive) Turing machines in proofs or when presenting algorithms since that level of detail does not bring new insights as far as this paper is concerned. Instead we will refer to the Church-Markov-Turing Postulate 1 . In the sequel we denote the set {0, 1} by 2, and given a word x ∈ 2 * , we denote the number of bits in x (also called the length of x) by |x|. Definition 3.1 An interactive proof system (V, P ) is a protocol between two agents, the verifier V and the prover P , such that given an input x ∈ 2 * :
• Each agent has access to: (i) a private oracle that returns a (uniformly) random bit; (ii) the input x (only for reading); (iii) and a private memory.
• The protocol consists of several rounds and each agent is alternately active in each round. When active, each agent performs a computation and after that, either it sends a message to the other agent or the protocol halts.
• The computation of each agent depends only of the shared input x and of the messages received meanwhile from the other agent. The total time spent by the verifier V is polynomial in |x|.
• When the protocol halts, V outputs a value (denoted by (V, P )(x)) and, either accepts x (denoted by (V, P )(x) yes ), or rejects x.
In the following, given an interactive proof system (V, P ), the probability of the verifier to accept the input x is denoted by Prob((V, P )(x) yes ). Note that what makes the computation of the verifier to be probabilistic is the fact that the oracle returns random bits. Moreover, observe that in an interactive proof system only the verifier is restricted to do polynomial time computations. There is no such restriction for the prover. So, for instance, given any NP language it is not difficult to consider an interactive proof system in which the verifier accepts exactly the elements of that language, which we leave as an exercise to the reader.
Example 3.2 (Interactive proof system for SAT)
The verifier V and the prover P share a propositional formula ϕ. The protocol runs as follows:
If the formula ϕ is satisfiable, then P sends to V a valuation v that satisfies ϕ (note that the prover is not bounded to polynomial-time computations and therefore he can find this v).
If the formula is not satisfiable, then P sends a random valuation to V .
When V receives a valuation v, it verifies whether the valuation satisfies ϕ. If this is the case it accepts ϕ, otherwise it rejects ϕ. In both cases, the output of the verifier, that is, the value (V, P )(ϕ), is the valuation v received from the prover.
Note that in Example 3.2, if ϕ ∈ SAT then the verifier accepts ϕ with probability 1, and if ϕ ∈ SAT then the verifier accepts v with probability 0. The formal definition of an interactive proof system is the following:
* has an interactive proof system if there exists an interactive proof system (V, P ) such that:
for any prover P . The system (V, P ) is said to be an interactive proof system for L.
One of the most significant results in the area of computational complexity concerning interactive proof systems was obtained by Shamir and states that PSPACE coincides with the class of languages for which there is an interactive proof system [17] . From a security point of view the concept of interactive proof system is much more useful when enriched with the notion of zero knowledge. Informally, an interactive proof system is zero knowledge if the verifier does not get any additional information by interacting with the prover. In the following, we will see how this additional property is important to obtain certain security goals. Prior to define what is zero knowledge we need to introduce the concept of computational indistinguishability. 
The notion of computational indistinguishability is important in cryptography to define several security concepts, as for instance, zero-knowledge proof systems.
Definition 3.5 A binary language L ⊆ 2 * has a zero-knowledge proof system if L has an interactive proof system (V, P ) such that, for any verifier V there exists a probabilistic polynomial-time algorithm S V such that, (V , P ) is computationally indistinguishable from S V .
In what constitutes one of the fundamental results about zero-knowledge proof systems, in [10] it is shown that there is a zero-knowledge proof system for any language in NP provided that there is a non-uniform and indistinguishable cipher scheme. Zero-knowledge proof systems for languages in NP that are not believed to be in P can be employed to build useful security systems such as, identification protocols [2] , e-voting protocols [3] and e-money protocols [4] . Informally theses systems allow the prover to show to the verifier that he knows a secret (a witness of an instance of the NP problem that is being considered) without revealing it. We now (re)define zero-knowledge proof systems from a cryptographic point of view.
Definition 3.6 Let L be a language in NP that is believed not to be in P, x ∈ L and s a witness
2 of x. Let V (verifier) and P (prover) be two agents. P states to know a witness s of x, and V wants to check whether P really knows s. A zero-knowledge proof system for x and s is an interactive proof system (V, P ) such that the following conditions hold:
• Polynomial-time bound -the overall time complexity of both V and P is probabilistic polynomial in the size in bits of x.
• Soundness -if P knows a witness s then V accepts that P has a witness s of x except with a negligible probability 3 ;
• Completeness -if P does not know a witness s then V accepts that P has a witness s of x with negligible probability;
• Zero-knowledge -during the protocol V does not get any new information about the secret witness s of x.
• Impossibility of transferring the proof -the verifier V cannot show to a third party that he was interacting with P .
Note that due to the polynomial-time bound condition in Definition 3.6 an agent in a zero-knowledge proof system can only exchange a polynomial (in |x|) number of messages, and moreover, the size of each message is also polynomially bounded over |x|. Furthermore, due to the zero-knowledge condition, a verifier does not obtain any new information about s, that is, it must be possible to simulate, in a computationally indistinguishable way, the interaction between the prover and an arbitrary verifier using a probabilistic polynomial-time simulator with input x. It is worthwhile to briefly discuss and motivate each of the conditions presented in the Definition 3.6. The polynomial-time bound corresponds to the usual restriction in cryptography that all agents can only perform efficient computation. Soundness and completeness impose that the verifier should accept that the prover has the secret (except with a negligible error) if and only if the prover actually knows the secret (that is, a witness s of the instance x of the NP problem). The zero-knowledge property establishes that the verifier can not acquire additional information about the secret s during the run of the protocol. In particular, if the goal of the proof system is to identify the prover, i.e., the secret s identifies the prover, the zero-knowledge property guarantees that the verifier can not, after interacting with the prover, gain information to impersonate the prover. Finally, the impossibility of transferring the proof is an anonymity property. For instance, in identification protocols the impossibility of transferring the proof allows the anonymity of the prover in the sense that the verifier can not show to a third party that a certain prover has identified to him. We will see that this property can be attacked when tamper-proof (quantum) memory is available. 3 A family of Bernoulli random variables {Xn} n∈N is said to have negligible probability if, for any polynomial p and large enough natural number n, Prob(X n = 1) <
. In the context of soundness of zero-knowledge proof systems, the random variable Xn to consider takes value 1 if V does not accept that P has a witness s of x with size n.
One of the simplest examples of a zero-knowledge proof system according to Definition 3.6 is the Goldreich, Micali and Wigderson system [10] which is based on the conjecture that deciding if two graphs are isomorphic is not in P although it is in NP.
Example 3.7 (Goldreich, Micali and Wigderson system) Suppose that both the verifier V and the prover P know two graphs G 0 and G 1 with n nodes. P says that he knows an isomorphism σ : G 1 → G 0 (a witness that G 0 and G 1 are  isomorphic) . The protocol runs as follows:
1. P generates a random isomorphism π : G 0 → H and sends H to V ; 2. V generates a random bit b ∈ {0, 1} and sends it to P ; It is interesting to observe that the problem chosen in Example 3.7, the graph isomorphism problem, is an NP problem that is not known to be NP-complete. In fact it would be expected that NP-complete problems were in general more secure than general NP problems since there is a polynomial time reduction from all NP problems to NP-complete problems. Nevertheless, NP-complete problems have not been widely employed in cryptography as opposed to cryptographic systems based on problems as the factorization and discrete logarithm (that belong to NP ∩ co-NP). The reason is that although NP-complete problems are very hard in the worst case, for some of them it is possible to find a witness for a random instance with high probability. Since the security of cryptographic systems rely on how hard it is to find those witnesses, NP problems believed to be sound to this attack, like graph isomorphism, are preferred.
Observe that the several steps of Example 3.7 constitute a typical iteration of a zero-knowledge proof system. The first step, designated by commitment, is when the prover sends the first message to the verifier. In the second step, called challenge, the verifier confronts the prover by typically sending him a bit. Finally, the third step, called the decommitment, is when the prover will have to send a message coherent with his commitment and with the challenge sent by the verifier. It can be shown that all the zero-knowledge proof systems for NP problems are reducible to a protocol with this structure [10] . The analysis and the attack presented in this Section rely on this structure of the protocol (commitment, challenge and decommitment). The results can be straightforwardly generalized to any system with this structure although they are presented with respect to Example 3.7. It is interesting also to note that graph isomorphism seems not to be in BQP, that is, it seems to be hard to attack graph isomorphism using quantum computers with the techniques known nowadays [18] .
The Goldreich, Micali and Wigderson zero-knowledge proof system described in Example 3.7 enjoys the following property, as shown in [10] . The technique employed to prove that the Goldreich, Micali and Wigderson system is a zero-knowledge interactive proof system for classical adversaries has become a widely used method to show the security of several protocols [19] and a well known technique to define security features [20, 13, 15, 16] . This technique is called simulation paradigm. This paradigm consists in showing that a real adversary of the protocol can be simulated by an ideal adversary, that is, an adversary that can not attack the system. For zero-knowledge proof systems the proof consists in showing that any dishonest verifier can be simulated by a process that does not interact with the prover (this process is the ideal verifier). Since the proof of Theorem 3.8 is important to understand the results of the paper we present it here.
Proof.[Theorem 3.8] Let V be a verifier that might be dishonest, that is, a verifier that does not follow the protocol specified in Example 3.7. The goal is to show that it is possible to simulate the interaction between this verifier V with an honest prover P , without communication with the prover. First, observe that the purpose of the simulator is to generate n tuples (H, c, τ ) where H is randomly generated (since the prover is honest) and c is a bit generated accordingly by V . Observe as well that the simulator has access to the code of V . In these conditions, a verifier V is a family of probabilistic polynomial-time algorithms {V k } k∈1...n where V k corresponds to the algorithm that V uses to choose c in repetition k.
The algorithm V k receives a graph H and it may use some auxiliary data w k ∈ 2 * that he computed in previous repetitions. We assume that the initial data V has about s is encoded in the string w 1 . We now simulate V k as follows: Observe that the probability of b = c is always 1 2 (regardless of the computation of c by V k ), since b was chosen uniformly. In other words, one expects that the simulator will have success in 2 trials. The simulator will not have success in n trials with probability 1 2 n , which is negligible. Finally, it is straightforward to show that the sequence of tuples (H, c, τ ) generated by the simulator has precisely the same distribution of the tuples generated by an interaction between V and P . For this reasons, these sequences are computationally indistinguishable.
The simulation paradigm technique ensures the impossibility of transference of proof, that is, the impossibility of tracing the interaction between the verifier and the prover. It is worthwhile to discuss this result since we will show how to attack it in a realistic context. The reason why the impossibility of transference of proof holds is the following. First, note that if the verifier wants to show to a third party, say Eve, that he has been interacting with the prover then he can send her the trace of the interaction, that is, the sequence of tuples (H, c, τ ). Nevertheless, as shown in [10] , regardless of the behavior of the verifier, it is always possible to generate, without any communication with the prover, a sequence of tuples computationally indistinguishable from the trace of the interaction. So, if Eve has only access to the trace of the interaction, she may not be persuaded that the verifier did in fact interact with the prover, because that sequence of tuples may have been generated by the verifier without communicating with the prover. For this point to hold the verifier must have complete control over the state of the computation. This scenario is too generous in what concerns the memory model of the verifier. If, at the beginning of the protocol, Eve gives a tamper-proof machine to the verifier such that he can not put the machine in an arbitrary state, then it is not possible to apply the simulation paradigm. It is also interesting to note that if quantum memory is shared by Eve and the verifier it seems hard to apply the simulation paradigm. The reason for this, is that if Eve and the verifier shared entangled memory and if measurements are performed by a dishonest verifier it seems hard to rollback. Therefore, the validity of the simulation paradigm in the quantum setting was an open problem. However, in [21] , Watrous showed how to solve this problem. Again, in his proof Watrous assumes that the verifier has complete control over his private memory. As we will show in the next section in the context of the Goldreich, Micali and Wigderson system, if the memory of the verifier is tamper-proof, the verifier is able to show to Eve that he was interacting with the prover.
Quantum tamper-proof devices and transferring proofs
We are now able to define the specific type of quantum tamper-proof machine that will perform the attack to the Goldreich, Micali and Wigderson system. Before, we introduce the computational observable as −|0 0| + |1 1| and the
Definition 3.9 A quantum tamper-proof device for a graph G with n nodes is the quantum automaton Q G = (I, Γ, O, H, |ψ 0 , U, A) where:
• O = {−1, 1};
(space constituted by n 2 pairs of qubits);
• The family of observables A is such that: To perform the attack the verifier has to show to Eve that he interacted with the prover after the interaction ended 4 . In order to trace the interaction with a prover whose secret is an isomorphism between G 0 and G 1 , Eve should set up a quantum tamper-proof device for G 0 with n nodes. This quantum automaton consists of n 2 pairs of qubits, all of them initially set at the state
The automaton only accepts observation inputs, and the observables are exactly the computational and diagonal observables for each qubit (so in total there are 2 × 2 × n 2 observables). We index the n 2 Bell pairs by (k, j) with k, j ∈ 1 . . . n. To understand the notation of observation inputs, the symbol (c, 1, (k, j) ) is associated to the computational observable of the 1st half of the (k, j) Bell pair, and similarly, (d, 2, (k, j) ) is associated to the diagonal observable of the 2nd half of the (k, j) Bell pair.
We are now able to describe the protocol between Eve, the verifier and the honest prover, which will be used to obtain an evidence of the interaction between the verifier and the prover (this evidence is called a trace of the interaction). To this end, Eve and the verifier have to be colluded (nevertheless, notice that they do not trust each other otherwise Eve would always believe in the verifier), in the sense that Eve will give the quantum tamper-proof device to the verifier, which will be used to store the trace. The tamper-proofing consists on the verifier being restricted to apply only the observables A (c,1,(k,j) ) and A (d,1,(k,j) ) . Definition 3.10 Protocol to trace the Goldreich, Micali and Wigderson system for a prover knowing an isomorphism between G 0 and G 1 with n nodes.
Eve and the verifier agree with a hash function
where G n is the set of all graphs with n nodes.
Eve gives the sealed automaton Q G0 to V . The automaton is sealed such that V can only execute the observation operators A (c,1,(k,j)) and
A (d,1,(k,j)) .
V starts the interaction with P similarly to Example 3.7. For each repetition k:
(a) In Step 1, V receives the graph H k sent by P ; ,1) . . . e (k,n) and applies the observables A (e (k,j) ,1,(k,j)) for all j ∈ 1 . . . n obtaining the sequence of
)/2 and sends b k ∈ {0, 1} to P , where ⊕ denotes the xor operator. 
(c) In Step 3, V receives the isomorphism τ k sent from P (and checks if
τ k (G b k ) = H k ).
When the protocol ends, V sends the machine to Eve together with the sequence w = (H
1 , b 1 ) . . . (H n , b n ) ofo (k,j) , r (k,j) ∈ {−1, 1}. (b) Then, Eve checks if o (k,j) = r (k,j) for all j ∈ 1 . . . n and if b k (received from V ) is equal to ⊕ n j=1 (1 + r (k,j) )/2. (c) Finally, Eve checks whether τ k (G b k ) = H k .
If for all repetitions the checks performed at Steps 5 b) and 5 c) hold then Eve believes that V was interacting with P .
The protocol above uses two features of quantum systems that assist to trace the interaction between the verifier and the prover.
The first feature is the fact that the outcome of a measurement of a Bell pair is a uniform Bernoulli random variable. Therefore, the measurement performed by the verifier in Step 3 b) will provide a Bernoulli random variable for b k , that neither Eve nor the verifier will be able to predict. Note that if no randomness was employed, and the sequence b 1 . . . b n was predetermined by Eve, she could impersonate the prover while interacting with the verifier (jeopardizing completeness as presented in Definition 3.6). On the other hand, if the verifier has total control over the generation of the sequence b 1 . . . b n , there is no way Eve can distinguish a simulation performed solely by the verifier with the interaction between the verifier and the prover (since it is always possible to create efficiently a simulation for any sequence of challenges b 1 . . . b n ). So, it is fundamental that the output of the machine is random, and that neither Eve nor the verifier have control over the sequence b 1 . . . b n . In order for the verifier to be sure that the machine states are Bell pairs we can assume that a validity test is performed together with Eve when the quantum tamper-proof device is given to the verifier. At the light of this discussion, the QTPD must be tampered for both Eve and the verifier. This explains why the only way Eve observes her half of the qubits is through the inputs of the QTPD in step 4).
The second property of quantum systems that is used is entanglement. Bell pairs have the nice property that a measurement over one qubit will collapse both qubits to the same state. Since Eve does not trust the verifier, she uses Bell pairs to be sure that the measurements performed by the verifier in one half of the pairs are consistent with the measurements she performs in Step 5 a) over the second half. We can assume the second half of the qubits are always in possession of Eve, and that when the machine is given to the verifier it only contains the first half of the Bell pairs.
Finally, it is possible to establish that the attack is possible. Proof. Assume that V wants to convince Eve that he was interacting with P without interacting with him. By
Step 4 of the protocol, V has to send to Eve a sequence w = (H 1 , b 1 ) . . . (H n , b n ) . We split the repetitions in two classes, those for which the verifier did not per-form all measurements as described in Step 3b) and those for which he does all the measurements.
Suppose that at repetition k the verifier did not perform in Q G 0 at least one measurement A (e (k,j) ,1,(k,j) ) (as indicated in Step 3b) for h(H k ) = e (k,1) . . . e (k,n) and k ∈ 1, . . . n. Then, this measurement will be performed by Eve during Step 5a), and in that case, the probability of ⊕ n j=1 (1 + o (k,j) )/2 being equal to b k is 1 2 .
Thus, if there are m repetitions for which at least a measurement A (e (k,j) ,1,(k,j)) was not performed, the probability of the verifier cheating Eve and not being detected is at most 1 2 m . Now, we deal with the remaining n − m repetitions. We will split these repetitions in two, those in which the verifier did not perform the measurements accordingly to h(H k ) and those where the measurements were made accordingly to h(H k ). For the first case, it is straightforward to see that the probability of Eve detecting that V has cheated her, for each repetition, is 1 2 . Assuming that there are t of these repetitions, the probability of V not being detected is 
. Considering all the n − m − t graphs over all repetitions, the number of graphs N for which the verifier will not be able to construct the isomorphism efficiently (we assume that this problem is hard) is a random variable with binomial distribution with parameters 1 2 and n − m − t. For the verifier not to be detected while cheating, he has to change the N graphs in the trace to send to Eve. Since the probability of finding collisions for h is negligible, we assume that the image by h of each replaced graph differs at least one bit from the image by h of the original graph. In these conditions, the probability of Eve not detecting that V is substituting the N graphs in Step 5 is
Combining the results of all repetitions, the probability of V not being detected is given by 1 2 N +m+t . The expected value of N + m + t is minimum when m = t = 0 and takes the value n/2, leading to probability 1 2 n/2 that is negligible in n.
Fair Contract Signing with QTPD's
In this paper we show that quantum memory with a particular type of decoherence enables fairness in contract signing. Indeed, our assumptions are close to those used by Crepeau [22] in order to achieve information secure quantum oblivious transfer. We only present a simple solution for the problem, that although fair and viable, has the disadvantage that an honest party who committed to the contract does not know whether the other party committed or not.
Quantum contract signing
The main idea of our contract signing protocol is to take advantage of decoherence in a tamper-proof device. In our particular case we consider the Werner states
decohering in time, where |ψ is a maximally entangled state |ψ = 1 √ 2 (|00 + |11 ) and η(t) is a function specifying the decoherence in time. In our particular case we use the function satisfying the property
for some fixed time points t 0 and t 1 (with t 0 < t 1 ) and a small nonnegative parameter ε. This time evolution describes a sudden decoherence given by the Werner state between time t 0 and t 1 , and therefore, any measurement performed on the maximally entangled state before t 0 will lead to perfect correlations, whereas measurements made after t c will be completely uncorrelated. It is assumed that no agent has control over the Werner state decoherence, that is, after time t 1 there is no entanglement between each part of the Werner state, whatever the agents do. Moreover, notice that the partial trace of the Werner state is stable over time (and it is 1 2 I). Under this memory model assumption it is possible to construct a fair contract signing protocol requiring no communication between Judge and the signing parties during the exchange phase (which is impossible in the classical case). To this end, assume that both Alice and Bob each share with a trusted Judge 2n systems given by Werner states, as described in (1) , and that completely decohere over the time period [t 0 , t 1 ]. The objective is for Alice and Bob to commit with some contract at time t 0 and, upon committing at this time, it can not be possible for one agent to decommit from the contract after time t 1 . If any agent commit (or decommit) during the period [t 0 , t 1 ] then there is no guarantee whether the contract is binding or not. It is important to stress that whatever an agent does, in any period of time, he cannot make the contract both binding and unbiding without negligible probability. The solution is given in Protocol 1.
During the certification procedure, if one agent, say Alice, wants to enforce the contract, she asks Judge to bind the protocol. Upon this request Judge compares the part of the Werner qubits shared with Alice and measured in the computational basis obtaining a sequence j A . Then Judge asks Alice to show the result r A she obtained when she measured her qubits. If r A and j A coincide, Judge gives the right to Alice to check on Bob commitment to the contract.
For the protocol not to be binding, Bob has to show that he did not committed to the contract. Bob can do this by showing to Judge the result r B of measuring with the diagonal basis his part of the Werner states shared with Judge. Judge compares the outcomes of measurements performed on his systems Judge enforces decision of the consistent participant. 12: else both Alice and Bob supplied inconsistent measurement outcomes 13: In this case there is no honest participant to protect. 14: end if in the diagonal basis obtaining j B . If j B and r B coincide, then the contract is not biding, otherwise it is binding. Note that if Bob did measured his part of the Werner states with the computational basis (i.e, he committed to the contract) then he will not be able to produce the sequence j B unless with exponentially low probability. The proof of this result follows: Theorem 4.1 (1) If both agents committed to a contract before time t 0 using n Werner states, then the probability of Judge unbinding the contract is exponentially low in the size of n, whatever the agents did before time t 1 (binding soundness). Similarly, (2) if one agent unbound the contract before time t 0 using n Werner states, then Judge will bind the contract after time t 1 with exponentially low probability in the size of n (unbinding soundness). Finally, (3) there is no strategy that an agent can perform that will make the contract both binding and unbiding without negligible probability on the size of n, after time t 1 (completeness).
Proof. The binding soundness is easy. If both Alice and Bob committed to the contract before time t 0 , that is, measured their part of systems in the computational basis, Judge's qubits and the agents' qubits are not entangled after time t 0 . Moreover Judge qubits have collapsed to the computational basis. In this case, the probability that an agent is able to give the sequence of diagonal measurements for Judge's qubits is 2 −n . The unbinding soundness is similar. Completeness follows by noticing that there is no entanglement between Judge system and the agent's system after time t 1 . We will now show by reductio ad absurdum that there cannot be a strategy by Alice/Bob that will make the contract both binding and unbiding with non-negligible probability. The separation condition imposes that Alice/Bob cannot affect Judge system after t 1 . This means that, if Alice/Bob can attack the protocol, they must have a prediction of Judge's measurements for both the diagonal and computational basis before time t 1 . So assume that, say Alice, has a family of POVM's E n = {E i } i∈M n (where 2n is the number of shared qubits with Judge and M n is the index family denoting the outcomes of the POVM) that will allow her to generate two bit strings c and d of size n that will predict, before time t 1 and with non-negligible probability in n, the outputs of Judge's qubits in both the computational and diagonal basis. We will now show that such family of POVM's does not exist, even in the case of a joint POVM performed on all 2n qubits.
Assume that the way Judge chooses his measurement basis is uniform and independent of any computation that Alice does. This means that the best strategy that Alice can do if she predicts for qubit i, say c i = |0 and d i | , is to, using a suitable POVM, try to prepare the i-th qubit of Judge to
thus, maximizing the probability of success of achieving either 0 or + (this value is cos 2 ( π 8 )). In this way, the probability of Alice being detected is sin 2 ( π 8 ). This value is a lower bound of the detection probability that the family of POVM's E n = {E i } i∈M n can do, since it is not guaranteed that the POVM will be able to set Judge's qubit in (3) (for c i = |0 and d i | ). It is easy to see that for all possible combinations of c i and d i , the best strategy of Alice is to set Judge's qubit in some state similar to that in (3), which will lead to detection with probability sin 2 ( π 8 ). Therefore, even in the best scenario, the probability of Judge detecting that Alice is tricking is sin 2n ( π 8 ), which is negligible on n.
Noise and tamper-proof
Important is that the noise that transfers ρ η(0) to ρ η(t 1 ) (see Eq. (1)) affects the systems controlled by Alice and Bob, because otherwise all actions of Alice and Bob (namely the measurement) commute with the noise. On the other hand, it is sufficient if the noise affects only the systems controlled by Alice and Bob, that is the noise at Alice and Bob has to be tampered-proof. There is no need to require the decoherence on the quantum systems controlled by Judge. To be more formal, the quantum automaton with decoherence that we need for implementing the protocol is Q = (I, Γ, O, H, ρ, U, A) where:
• I = ∅;
• Γ = {c, d};
• O = {0, 1} 2n is the set of outcomes of the measurements;
2n is the state space required for 2n maximally entagled pairs, where the first qubit is in the possession of Alice and the other with Judge;
• ρ is given by Eq (1);
• A c corresponds to the observable associated to measuring all Alice's qubits in the computational basis;
• A d corresponds to the observable associated to measuring all Alice's qubits in the diagonal basis.
We can achieve the same goal as in Protocol 1 using only single-qubit states. Judge can create 4n qubits randomly either in the standard or the dual basis state and send them to Alice and Bob. Afterwards -to check their commitment -he uses the knowledge of the distributed states instead of the measurement.
Analysis of the protocol
Unfortunately, Protocol 1 has one very unpleasant property. It is fair in the sense that none participant X can achieve the situation where he is sure the other participant Y bound the signature and at the same time Y is not sure whether X bound the protocol. Also, the protocol is correct in the sense that if both participants want to sign the document and they behave honestly, the document is signed. It also true that in the contract exchange phase the Judge does not need to be contacted. However, without contacting Judge, the participant can never be sure whether the other agent's signature is binding or not, what is an unpleasant property in many situations. It is possible to improve this situation by including a protocol that increases the confidence of Alice and Bob on the commitment of each other to the contract. These improvements are being explored in [23] .
On the other hand, we may easily find situations (cheating models) when Protocol 1 is perfectly sufficient. We specify them in terms of game theory and give some examples. Let The values w, x, y, z denote respective payoffs of Alice and Bob. Our protocol is perfectly working as long as w > x, y, z for both Alice and Bob, i.e. the most preferred situation for both participants is that the contract is signed. Such an example is e.g. an online airticket purchase -travel agent wants to be sure that he can cash the received electronic cheque and in case he cannot, the customer cannot use the ticket. The other way around, customer wants to be sure that he receives the ticket before the travel agent cashes the money. Most of them have no objectives into tricking the other party by rejecting the contract and making the other party believe that it is signed -this helps only to make financial loses to the travel agent and tricking the customer with invalid ticket.
Conclusions
The use of classical tamper-proof devices to attack classical protocols is further investigated in [24] . Observe that a quantum tamper-proof device can be almost simulated by a classical tamper-proof machine, but several problems arise. Randomness has to be replaced by pseudo-randomness, and moreover, decoherence has to be replaced by a global clock, which is not at all straightforward to achieve. Concerning the attack to the impossibility of transferring proofs of the Goldreich, Micali and Wigderson system, it is more or less obvious to adapt the attack to zero-knowledge proof systems based on the commitment, challenge, response structure, which account for the majority of the zero-knowledge proof systems (an exception is non-interactive zero-knowledge systems that require a common random string). Attacks using only classical tamper-proof devices were developed in [24] , namely attacks to undeniable and ring signatures.
Work is also being carried out on improving the contract singing protocol. The idea is to include a protocol that increases the confidence of Alice and Bob on the commitment of each other to the contract. These improvements are being explored in [23] .
