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1 Introduccio´
Aquest report recull parcialment, amplia alguns aspectes, adapta i corregeix l’article [1]. El seu objectiu e´s
presentar la reduccio´ de sistemes lineals amb significat f´ısic, incidint en el problema de compatibilitzar les
te`cniques cla`ssiques de reduccio´ basades en Gramians amb la convenie`ncia de conservar l’estructura hamiltoniana
del sistema original. No s’inclouen els apartats sobre estabilitat asimpto`tica dels sistemes redu¨ıts ni la justificacio´
que la reduccio´ per pertorbacio´ singular aproxima el sistema original.
2 Sistemes Hamiltonians amb Ports (PHS)
Un PHS te´ la forma
(1)
{
z˙ = (J −R)∇H +B u
y = BT ∇H
on z(t) ∈ R2n son els estats1, u ∈ Rm so´n les entrades, y ∈ Rm so´n les sortides, J = −JT e´s una matriu 2n×2n
antisime`trica i invertible ∀z(t), R = RT ≥ 0 e´s una matriu 2n × 2n sime`trica i semidefinida positiva (SSd+)
∀z(t), B e´s una matriu 2n×m (que depe`n de z(t))2, ∇H e´s el gradient del Hamiltonia` H(z(t)) respecte de les
variables d’estat i el punt indica derivada respecte del temps t.
Propietat 1 H˙ = z˙T ∇H
Dem. H
(
z(t)
)
e´s una funcio´ de R en R, que s’obte´ per composicio´ de t 7→ (z1(t), . . . , z2n(t))T i (x1, . . . , x2n)T 7→
H(x1, . . . , xn). Per la regla de la cadena:
H˙
(
z(t)
)
= J(H ◦ z) =
(e´s un escalar)︷ ︸︸ ︷
J(H) · J(z) = (J(H) · J(z))T = z˙T · ∇H ¥
Propietat 2 H˙ = uT y − (∇H)T R∇H ≤ yT u
Dem. Com que (∇H)T J ∇H = 0 perque` J = −JT , tenim, a partir de la Propietat 1:
H˙ = z˙T ∇H = ((J −R)∇H +B u)T ∇H = ... = −(∇H)T R∇H + uT BT ∇H = −(∇H)T R∇H + uT y
Finalment, la desigualtat ve de (∇H)T R∇H ≥ 0 perque` R e´s SSd+ i uT y = yT u perque` e´s un escalar. ¥
1Els punts de Rk els escriurem com vectors columna; i.e., (z1, . . . , zk) = zT
2A l’article, no pressuposa que hi hagi tantes sortides com entrades i en la segona equacio´ apareix una nova matriu F ; pero` aqu´ı
considerarem el cas F = BT , d’acord amb la teoria cla`ssica de PHS’s
1
Interpretacio´: Si l’energia H del sistema esta` fitada inferiorment (H(t) ≥ k ∈ R ∀t), com que l’energia que
es treu del sistema en un interval [t0, t] val −
∫ t
t0
yt uds, aleshores, integrant en l’expressio´ de la Propietat 2,
s’obte´ que l’energia que es pot extreure esta` fitada superiorment per H(t0)− k :
−
∫ t
t0
yt uds ≤ −
∫ t
t0
H˙ ds = H(t0)−H(t) ≤ H(t0)− k
Es diu que el sistema e´s dissipatiu.
3 Sistemes lineals de segon ordre meca`nics (SL2M)
So´n sistemes de la forma
(2)
{
M q¨ +D q˙ +K q = B1 u
y = C1 q + C2 q˙
on les matrius M, D i K so´n SD+ (sime`triques i definides positives) i a coeficients constants reals. Se’n diuen
aix´ı perque` sovint s’obtenen en modelar problemes meca`nics: aquestes matrius corresponen aleshores a la massa
del sistema, la friccio´ i els coeficients de rigidesa, respectivament.
De la manera habitual, es transformen en sistemes lineals de primer ordre:
(3)
{
x˙ = Ax+ B u
y = C x
amb
A =
(
0 1
−M−1K −M−1D
)
, B =
(
0
M−1 B1
)
, C = (C1 C2) i x = (q, q˙)
T
Lema 1 Si E e´s una matriu quadrada sime`trica a coeficients constants i H(z) := (1/2) zT E z e´s la forma
quadra`tica associada, aleshores ∇H = E z i ∇2H = E.
Dem. Si desenvolupem, H(z1, . . . , zn) = · · · = (1/2)
∑
Ejk zj zk. Com que E e´s sime`trica,
∂zjH = (1/2)
∑
Ejk zk + (1/2)
∑
Ekj zk =
∑
Ejk zk = (E z)j
E´s a dir, ∇H = E z. Si tornem a derivar: ∇2H = E. ¥
Propietat 3 Els SL2M so´n PHS, si es tria la sortida adient (e´s a dir, amb C1 = 0 i C2 = BT1 ).
Dem. Posem p :=M q˙, z := (q, p)T i H := (1/2)
{
qT K q + pT M−1 p
}
. Aleshores
H(z) = · · · = (1/2) (qT pT ) ( K 00 M−1
) (
q
p
)
D’acord amb el Lema 1,
x =
(
q
q˙
)
=
(
q
M−1 p
)
=
(
K−1 0
0 1
) (
K 0
0 M−1
) (
q
p
)
=
(
K−1 0
0 1
)
∇H
Aleshores,
z˙ =
(
1 0
0 M
)
x˙ =
(
1 0
0 M
){(
0 1
−M−1K −M−1D
)
x+
(
0
M−1 B1
)
u
}
=
=
(
1 0
0 M
)(
0 1
−M−1K −M−1D
)(
K−1 0
0 1
)
∇H +
(
0
B1
)
u =
(
0 1
−1 −D
)
∇H +
(
0
B1
)
u
2
que correspon a la primera equacio´ d’un PHS, amb
J =
(
0 1
−1 0
)
, R =
(
0 0
0 D
)
i B =
(
0
B1
)
A me´s,
y = C x =
(
0 BT1
) ( K−1 0
0 1
)
∇H = ( 0 BT1 ) ∇H = BT ∇H. ¥
Observacio´: Qualsevol sistema Hamiltonia`, obtingut a partir de les Equacions d’Euler-Lagrange mitjanc¸ant
la Transformacio´ de Legendre, es pot escriure com PHS en la forma particular que hem obtingut a la Propietat
3. En general, el Teorema de Darboux garanteix que tot PHS en que` el Pare`ntesi de Poisson associat satisfa` la
Identitat de Jacobi admet un canvi de variables en que` la matriu J passa a tenir la forma cano`nica
J =
(
0 1
−1 0
)
4 Transformacio´ d’equilibri (Balancing transformation)
S’anomena aix´ı el canvi de variables (bijectiu) tal que, en les noves coordenades, els dos Gramians coincideixen
i so´n matrius diagonals.
Els Gramians de controlabilitat (Wc) i observabilitat (Wo) so´n les matrius solucio´ de l’equacio´ tipus Lyapunov3{
AWc +WcAT = −BBT
AT Wo +WoA = −CT C
associada a un sistema lineal com (3).
Com e´s sabut, la transformacio´ d’equilibri existeix quan els dos Gramians so´n SD+. Per obtenir-la, es fa una
descomposicio´ de Cholesky Wc = XXT , Wo = Y Y T i es descomposa en valors singulars Y T X = U ΣV.
Aleshores, el sistema transformat e´s ξ = S z, amb S = Σ−1/2 UT Y T . El canvi invers e´s z = T ξ, amb T =
S−1 = X V Σ−1/2. En les variables ξ els dos Gramians coincideixen amb la matriu diagonal Σ (E´s a dir,
SWc S
T = TT Wo T = Σ). Els seus vap’s, {σ1, . . . , σ2n}, s’ordenen de me´s gran a me´s petit i s’anomenen
valors singulars de Hankel.
Propietat 4 La transformacio´ d’equilibri (ξ = S z, z = T ξ) d’un SL2M tambe´ e´s PHS.
Dem. Posem
H(z) = (1/2) zT E z, on E =
(
K 0
0 M−1
)
= ET e´s SD+ (Propietat 3)
Aleshores,
H˜(ξ) := H
(
T ξ
)
= (1/2)
(
T ξ
)T
E
(
T ξ
)
= (1/2) ξT TT E T︸ ︷︷ ︸
=:E˜
ξ = (1/2) ξT E˜ ξ
E˜ e´s sime`trica (E˜T = TT ET T = TT E T = E˜) i definida positiva (si ∃v ∈ R2n tal que 0 ≥ vT E˜ v =
vT TT E T v = (T v)T E (T v), aleshores T v = 0 i tambe´ v = 0). El canvi invers e´s E = ST E˜ S. Si posem
J˜ := S J ST , R˜ := S RST i B˜ := S B, tindrem que el sistema transformat te´ l’estructura d’un PHS:
ξ˙ = S z˙ = S
(
(J −R)∇H +B u) = S (J −R)E z + S B u =
= S (J −R)ST E˜ S z + B˜ u = (J˜ − R˜) E˜ ξ + B˜ u =
(
J˜ − R˜
)
∇H˜ + B˜ u
y = BT ∇H = (T B˜)T E z = B˜T TT E T ξ = B˜T E˜ ξ = B˜T ∇H˜
3La solucio´ e´s u´nica i els Gramians SSd+ quan el sistema e´s asimpto`ticament estable (tots els vap’s d’A tenen part real < 0)
3
A me´s J˜ e´s antisime`trica (J˜T = S JT ST = −S J ST = −J˜) i invertible (S i J ho so´n) i R˜ e´s sime`trica (´ıdem) i
definida positiva (argument ana`leg que amb E˜). ¥
Observacions: Com que la matriu J˜ te´ coeficients constants, el sistema transformat tambe´ compleix l’Identitat
de Jacobi i se li pot aplicar el Teorema de Darboux. Es pot veure que, en general, qualsevol transformacio´
bijectiva d’un PHS (encara que no sigui SL2M) tambe´ e´s PHS. Naturalment, si el SL2M e´s dissipatiu, tambe´
ho e´s el sistema transformat.
5 Models de reduccio´ d’ordre
Aplicar una reduccio´ d’ordre a un sistema com (3) vol dir projectar-lo sobre un subespai de dimensio´ d < 2n
(habitualment d tambe´ sera` parell). El procediment cla`ssic de reduccio´ associada a la transformacio´ d’equilibri
consisteix en quedar-se nome´s ambe els d valors de Hankel me´s grans.
Re-escribim la versio´ PHS de (3) de la forma4{
z˙ = (J −R)∇H +B u
y = BT ∇H ⇐⇒
{
z˙ = Az +B u
y = C z on
{
A := (J −R)E
C := BT E
Quan li apliquem la transformacio´ d’equilibri obtenim
(4)
{
ξ˙ = A˜ ξ + B˜ u
y = C˜ ξ
on

A˜ := (J˜ − R˜) E˜ = ... = S (J −R)E T = S AT
B˜ = S B
C˜ := B˜T E˜ = BT ST TT E T = BT E T = C T
Si fem servir l’´ındex 1 pels estats que conservem i el 2 pels restants, obtenim la descomposicio´ de les matrius
del canvi:
S =
(
S1
S2
)
i T =
(
T1 T2
)
, on S1 e´s d× 2n, S2 e´s (2n− d)× 2n, T1 e´s 2n× d, i T2 e´s 2n× (2n− d),
i podem re-escriure el sistema transformat (4) de la forma
(
ξ˙1
ξ˙2
)
=
(
A˜11 A˜12
A˜21 A˜22
) (
ξ1
ξ2
)
+
(
B˜1
B˜2
)
u
y =
(
C˜1 C˜2
) ( ξ1
ξ2
) on

A˜11 e´s d× d A˜12 e´s d× (2n− d)
A˜21 e´s (2n− d)× d A˜22 e´s (2n− d)× (2n− d)
B˜1 e´s d×m B˜2 e´s (2n− d)×m
C˜1 e´s m× d C˜2 e´s m× (2n− d)
Com que T e´s la inversa de S, s’obte´ que Sj Tk do´na la Identitat quan j = k i una matriu de zeros quan j 6= k
(j, k ∈ {1, 2}). Pel que fa a les transformacions, es dedueixen les fo´rmules segu¨ents:
A˜jk = Sj ATk J˜jk = Sj J STk R˜jk = Sj RS
T
k
B˜j = Sj B C˜k = C Tk E˜jk = TTj E Tk
En aquest context, la reduccio´ cla`ssica per equilibri seria el sistema (de dimensio´ d)
(5)
{
ξ˙1 = A˜11 ξ1 + B˜1 u
y = C˜1 ξ1
4Compte que ara les matrius A i C no so´n les mateixes que a (3)!
4
Lema 2 Existeix un subespai U de R2n de dimensio´ d tal que
(
ST1 T
T
1
)
|U = 1|U . A me´s, R
2n = U ⊕KerTT1 .
Dem. Com TT1 S
T
1 = (S1 T1)
T = 1, ST1 e´s injectiva, T
T
1 : R
2n −→ Rd e´s exhaustiva i el seu nucli te´ dimensio´
n−d. Podem construir, doncs, una base {v1, . . . , v2n−d, u1, . . . , ud} de R2n tal que < v1, . . . , v2n−d >= KerTT1 .
Diguem wj := TT1 (uj). Com, per construccio´, R
2n = KerTT1 ⊕ < u1, . . . , ud >, tenim que < w1, . . . , wd >=
ImTT1 = R
d, perque`
0 =
∑
λj wj = · · · = TT1
(∑
λj uj
)
=⇒
∑
λj uj ∈ KerTT1 =⇒ λ1 = · · · = λd = 0.
Diguem u˜j := ST1 (wj) ∈ R2n. Per tant, u˜j =
∑
αjr vr +
∑
βjs us. Ara be´,
wj =
(
TT1 S
T
1
)
(wj) = · · · = 0 +
∑
βjs ws =⇒ βjs = δjs i u˜j =
∑
αjr vr + uj .
Definim U :=< u˜1, . . . , u˜d > . Aleshores,
(
ST1 T
T
1
)
|U = 1|U , perque`(
ST1 T
T
1
)
(u˜j) = 0 +
(
ST1 T
T
1
)
(uj) = · · · = u˜j .
Com ST1 e´s injectiva, U tambe´ te´ dimensio´ d. A me´s, U ∩ KerTT1 = {0} perque`
(
ST1 T
T
1
)
|U = 1|U . Per tant,
R2n = U ⊕KerTT1 .
Observacio´: L’article [1] afirma, en canvi, que hi ha un subespai U˜ tal que R2n = U˜⊕KerS1 i (T1 S1)|U˜ = 1|U˜ .
Aixo` tambe´ e´s cert (la demostracio´ e´s ana`loga), pero` no e´s el que es necessita (ni hi equival) a la propietat 5:
Propietat 5 La reduccio´ cla`ssica per equilibri (5) d’un SL2M no e´s mai PHS.
Dem. Si fos PHS caldria que A˜11 ξ1 =
(
J˜11 − R˜11
)
∇ H˜11, e´s a dir, caldria que A˜11 =
(
J˜11 − R˜11
)
E˜11; pero`
A˜11 = S1AT1 = S1 (J −R)E T1(
J˜11 − R˜11
)
E˜11 = S1 (J −R)ST1 TT1 E T1
I ST1 T
T
1 6= 1|R2n , com hem vist al Lema 2. ¥
Per resoldre aquest contratemps, [1] proposa dues reduccions alternatives que s´ı conserven l’estructura PHS. La
primera l’anomena reduccio´ PHS basada en els Gramians i es construeix a partir d’un nou Hamiltonia` restringit
H˜c : Rd −→ R
ξ 7−→ (1/2) ξT E˜11 ξ
(E˜11 e´s sime`trica: E˜T11 =
(
TT1 E T1
)T = · · · = TT1 E T1 = E˜11. Tambe´ e´s definida positiva: si vT E˜11 v = 0, es
completa v ∈ Rd a un vector wT := (vT , 0T ) ∈ R2n i, aleshores, wT E˜ w = · · · = vT E˜11 v = 0. Per tant, w = 0
i tambe´ v = 0). El sistema redu¨ıt corresponent (reduccio´ PHS basada en els Gramians) e´s
(6)
{
ξ˙1 =
(
J˜11 − R˜11
)
∇H˜c + B˜1 u
y = B˜T1 ∇H˜c
⇐⇒
{
ξ˙1 =
(
S1 (J −R)ST1 TT1 E T1
)
ξ1 + B˜1 u
y =
(
BT ST1 T
T
1 E T1
)
ξ1
Propietat 6 El sistema redu¨ıt (6) e´s PHS5
Dem. Que J˜11 e´s antisime`trica i R˜11 e´s SD+ es demostra com a la propietat 4. Com J˜11 e´s a coeficients
constants, es segueix complint la Identitat de Jacobi. A me´s, si el SL2M era dissipatiu, (6) tambe´ ho sera` (es
pot emprar un raonament del mateix tipus que abans per veure com E˜11 era D+). ¥
Observacio´: D’acord amb el Lema 2 i la Propietat 5, els sistemes redu¨ıts (5) i (6) coincideixen nome´s pel
estats u˜ ∈ Rd tals que E T1 u˜ ∈ U.
5Pot ser degenerat, e´s a dir, amb la matriu antisime`trica J˜11 no invertible
5
Observacio´: En general, no es pot garantir que J˜11 sigui invertible. A [1] insinua que sempre ho sera` si d
e´s parell (possiblement perque` els vap’s no nuls de les matrius antisime`triques reals so´n complexes conjugats);
pero` aixo` e´s fals com posa de manifest el
Contraexemple Considerem el cas particular en que` n = 4, d = n− d = 2 i
J =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , S =

1 1 0 0
−1 1 0 0
0 0 1 0
0 0 1 0

Aleshores,
S J ST = · · · =

0 0 1 1
0 0 −1 1
−1 1 0 0
−1 −1 0 0
 i J˜11 = 0.
La segona proposta de reduccio´ que presenta [1] considera el Hamiltonia` pertorbat
H˜p : Rd −→ R
ξ 7−→ (1/2) ξT Qξ, on Q = E˜11 − E˜12 E˜−122 E˜21
Cal veure que Q e´s SD+. Primer cal observar que la simetria de E˜ implica que E˜Tjj = E˜jj i E˜
T
jk = E˜kj . D’aqu´ı es
dedueix fa`cilment que QT = Q. Per veure que Q e´s D+, si es descomposa ξT = (ξT1 , ξ
T
2 ), la mateixa observacio´
permet veure que
ξT E˜ ξ= ξT1 E˜11 ξ1 + ξ
T
1 E˜12 ξ2 + ξ
T
2 E˜21 ξ1 + ξ
T
2 E˜22 ξ2 =
= ξT1 E˜11 ξ1 + ξ
T
1 E˜
T
21 ξ2 + ξ
T
2 E˜21 ξ1 + ξ
T
2 E˜22 ξ2 − ξT1 E˜12 E˜−122 E˜21 ξ1 + ξT1 E˜T21 E˜−122 E˜21 ξ1 =
= ξT1 Qξ1 +
(
ξ2 + E˜−122 E˜21 ξ1
)T
E˜22
(
ξ2 + E˜−122 E˜21 ξ1
)
Per tant, donat 0 6= ξ1 ∈ Rd, si fem ξ˜T :=
(
ξT1 , −E˜−122 E˜21 ξ1
)
6= 0, dedu¨ım que 0 6= ξ˜T E˜ ξ˜ = · · · = ξT1 Qξ1.
Observacio´: Caldria comprovar que la matriu E˜22 e´s invertible. [1] sembla insinuar que, per garantir-ho,
cal imposar que tots els vap’s de (J˜22 − R˜22)E˜22 tinguin part real estrictament negativa. Pero`, en realitat, e´s
innecessari: el mateix argument que hem fet servir per veure que E˜11 era D+ quan hem definit el Hamiltonia`
restringit prova que E˜22 tambe´ e´s D+ i, en consequ¨e`ncia, invertible.
De manera ana`loga al cas precedent, es demostra la
Propietat 7 El sistema redu¨ıt amb Hamiltonia` pertorbat
(7)
{
ξ˙1 =
(
J˜11 − R˜11
)
∇H˜p + B˜1 u
y = B˜T1 ∇H˜p
⇐⇒
{
ξ˙1 =
(
S1 (J −R)ST1 Q
)
ξ1 + B˜1 u
y =
(
BT ST1 Q
)
ξ1
e´s PHS 6.
Observacio´: Malgrat que, finalment, (7) nome´s difereix de (6) en el Hamiltonia`, en realitat s’obtenen de forma
diferent. De fet, (7) es dedueix tot aplicant la teoria de la pertorbacio´ als valors de Hankel que es volen eliminar,
e´s a dir, substituint Σ2 en la matriu Σ per εΣ2, amb ε > 0, i fent el l´ımit ε→ 0. (Veure Annex 1)
Observacio´: De la mateixa manera que la reduccio´ directa per truncament del sistema equilibrat no do´na un
PHS, igualment quan s’aplica aquesta reduccio´ al resultat de la pertorbacio´ singular del sistema (4) tampoc
s’obte´ el PHS (7).
6Pot ser degenerat (vd nota 5)
6
6 Annex 1: Deduccio´ del sitema redu¨ıt per pertorbacio´
La deduccio´ del sistema PHS redu¨ıt mitjanc¸ant una adaptacio´ de la te`cnica de pertorbacio´ geome`trica singular
(vd [2]) que exposa [1] e´s parcialment incorrecta, encara que el resultat final, e´s a dir el sistema (7), s´ı que e´s
va`lid.
La idea de base consisteix en modificar el Gramia` balancejat Σ tot multiplicant per una constant ε > 0 tots els
valors singulars de Hankel que s’han d’eliminar en el sitema redu¨ıt. El primer problema e´s que si es fa aixo` els
Gramians deixaran d’estar equilibrats (no tindran la mateixa matriu) i cal decidir, doncs, si la matriu
Σε :=
(
Σ1 0
0 εΣ2
)
correspon al Gramia` de controlabilitat o al d’observabilitat. Si, per exemple, triem Σε = W εo , aleshores cal
introduir el canvi ξε = Sε z; z = T ε ξ, amb7
Sε =
(
S11 S12
(1/
√
ε)S21 (1/
√
ε)S22
)
T ε = (Sε)−1 =
(
T11
√
ε T12
T21
√
ε T22
)
De retruc, ara
W εc :=
(
Σ1 0
0 (1/ε) Σ2
)
Si s’aplica el canvi al sistema (3), resulta8
(8)
 ξ˙
ε = (J˜ε − R˜ε)∇H˜ε + B˜ε u
y =
(
B˜ε
)T
∇H˜ε amb

J˜ε − R˜ε =
 J˜11 − R˜11 (1/√ε) (J˜12 − R˜12)
(1/
√
ε)
(
J˜21 − R˜21
)
(1/ε)
(
J˜22 − R˜22
) 
B˜ε =
(
B˜1
(1/
√
ε) B˜2
)
H˜ε (ξε) = (1/2) (ξε)T E˜ε ξε, on E˜ε =
(
E˜11
√
ε E˜12√
ε E˜21 ε E˜22
)
Si distingim sub´ındexs a (8), ho podem posar de la forma
(9)

ξ˙ε1 =
(
J˜11 − R˜11
)
∇ξε1H˜ε + (1/
√
ε)
(
J˜12 − R˜12
)
∇ξε2H˜ε + B˜1 u
ξ˙ε2 = (1/
√
ε)
(
J˜21 − R˜21
)
∇ξε1H˜ε + (1/ε)
(
J˜22 − R˜22
)
∇ξε2H˜ε + (1/
√
ε) B˜2 u
y =
(
B˜1
)T
∇ξε1H˜ε + (1/
√
ε)
(
B˜2
)T
∇ξε2H˜ε
Cal aplicar ara el nou canvi
ξ̂ :=
(
1 0
0 (1/
√
ε)1
)
ξε
en el qual el Hamiltonia` es transforma en
Ĥ
(
ξ̂
)
= (1/2) ξ̂T Ê ξ̂, on Ê =
(
E˜11 ε E˜12
ε E˜21 ε
2 E˜22
)
i que transforma (9) en
(10)

˙̂
ξ1 =
(
J˜11 − R˜11
)
∇ξ̂1Ĥ + (1/ε)
(
J˜12 − R˜12
)
∇ξ̂2Ĥ + B˜1 u
˙̂
ξ2 = (1/ε)
(
J˜21 − R˜21
)
∇ξ̂1Ĥ + (1/ε2)
(
J˜22 − R˜22
)
∇ξ̂2Ĥ + (1/ε) B˜2 u
y =
(
B˜1
)T
∇ξ̂1Ĥ + (1/ε)
(
B˜2
)T
∇ξ̂2Ĥ
7A [1], l’exponent de
√
ε a la matriu T ε e´s negatiu; pero` aleshores no seria cert que, com s’hi afirma, T ε = (Sε)−1
8A [1], els exponents de ε a la matriu E˜ε so´n negatius, perque` ho dedueix de la seva expressio´ (incorrecta) de T ε
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Segons [1] i [2], quan u esta` fitada uniformement i tots els vap’s de
(
J˜22 − R˜22
)
E˜22 tenen part real estrictament
negativa, el sistema (10) es pot aproximar9 pel sistema redu¨ıt
(11)

˙̂
ξ1 =
(
J˜11 − R˜11
) (
∇ξ̂1Ĥ
)
|∇
ξ̂2
Ĥ=0
+ B˜1 u
y =
(
B˜1
)T (
∇ξ̂1Ĥ
)
|∇
ξ̂2
Ĥ=0
Aı¨llem ξ̂2 a ∇ξ̂2Ĥ = 0 :
0 = ∇ξ̂2Ĥ = ε E˜21 ξ̂1 + ε2 E˜22 ξ̂2 =⇒ ξ̂2 = −(1/ε) E˜
−1
22 E˜21 ξ̂1
Ho substitu¨ım:(
∇ξ̂1Ĥ
)
|∇
ξ̂2
Ĥ=0
= E˜11 ξ̂1 + ε E˜12 ξ̂2 = · · · =
(
E˜11 − E˜12 E˜−122 E˜21
)
ξ̂1 = Qξ1 = ∇H˜p
i, finalment, com que ξ̂1 = ξ1, (11) es converteix, doncs, en el sistema (7).
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