Introduction
Anti-inflammatory role of Non-steroidal antiinflammatory drugs (NSAIDs) are known for decades, but their rapid drug discovery occurred following the isolation and crystallization of cyclooxygenase (COX), which catalyzes the conversion of Arachidonic acid (AA) to prostaglandins (PG). 1 Two isoforms of COX; i.e COX 1 (or constitutive form) which is responsible for the maintenance of physiologic homeostasis, and COX 2 (or inducible isoform in most of the body tissues) which is responsible for inflammation are studied continuously as anti-inflammatory drug targets. 1, 2 Findings about two isoforms lead to the theories about the association of gastrointestinal and renal adverse effects of classic NSAIDs to their COX 1 inhibitory activities, and attempts to develop COX 2 selective inhibitors, lead to reduced gastrointestinal side effects. The structural features of selective COX 2 inhibitors studied during the years. According to the differences between COX 1 and COX 2 enzymes active site, which arises mainly from the 523 amino acid residue, it is generally concluded that the selective COX 2 inhibitors have larger molecular size than non-selective inhibitors (Figure1). The structure activity relationship of developed selective COX 2 inhibitors were reviewed and the findings showed the successful diaryl hetero/carbocyclic derivatives (e.g. celecoxib) as selective COX 2 inhibitors. 3, 4 Cardiovascular side effects of some selective COX2 inhibitors resulted in the withdrawal of rofecoxib in 2004 and valdecoxib in 2005 from the market. The safety of this class of drugs was questioned with these findings and it gave a setback to the drug discovery of selective COX-2 inhibitors. 4 In addition findings about COX inhibitors role in cancer 5-8 and Alzheimer diseases,9 renewed the medicinal chemists' attention and attempts to study the needed structural features of balanced selectivity. Many QSAR models are developed to predict and characterize the COX2 and COX1 inhibitory of different inhibitors, while selectivity index of the studied inhibitors have not been studied well until know. 10 The complicated nature of this index and its relation to two enzymes makes the model development
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Background: Anti-inflammatory inhibitors of cyclooxygenase 2 (COX2) have been shown to increase the risk of adverse cardiovascular events in clinical trials. The studies showed that such adverse events could be due to COX2-induced suppression of prostaglandin I2 (PGI2) synthesis. These adverse effects related to the degree of COX2 selectivity of NSAIDs. Study of the selectivity index of COX1/COX2 is important for development of the new NSAID drugs. Prediction methods of such index have been interested by scientists. Methods: The selectivity index of a number of 68 molecules from 8 different chemical groups was predicted using MLR and SVM-RBF models. Calculated structural and physicochemical parameters, using the energy optimized molecular structures were applied to develop the desired models. The developed models were validated using LMO, external test set and Yrandomization methods. Results: Regression coefficient of developed MLR model was 0.825 and 0.752 for training and test sets, while for SVM-RBF model it was 0.628 and 0.863 for training and test sets. The RMSE of the developed models were 0.08, 0.06, 0.29 and 0.16 respectively for train (MLR, SVM-RBF) and test (MLR, SVM-RBF) datasets. Conclusion: The validation results showed the higher prediction capability for SVM-RBF in comparison with MLR models. The selected descriptors showed the contribution of electronic parameters in conjunction with size and shape parameters in selectivity of studied compounds. difficult and studies in this issue would help the consequent research. The selectivity index (SI) of a diverse set of COX2 and COX1 inhibitors (Table 1) were studied. The only available model was reported 10 in 2012 for a limited data set using GA-PLS-MLR method in which the SI was not predicted using a single model and the ratio of QSAR models which was developed for COX1 and COX2 selectivity, was used to SI prediction. The present paper reported the QSAR analysis of selectivity index for a various dataset of chemical structures by the application of MLR (multivariate linear regression) and SVM-RBF (support vector machine-radial basis function) methods. 
Materials and Methods
Data set 86 different COX inhibitor from 9 different structural categories were obtained from literature.
11 -18 The details of COX 2 and COX 1 activity and the corresponding SI (COX 1 /COX 2 ) are presented in Table1. 
Dataset preparation, outlier detection and descriptor selection
The data set was randomly divided to training (59 data points) and prediction (9 data points) set after sorting according to their SI. SI was calculated using equation 1. The IC 50 values of data points were normalized using celecoxib as standard compound before logSI calculation.
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The data set were checked to define outlier compounds.
To do this we used data scoring method based on correlation of normalized logSI with standardized logSI. The data points with scores >3 or <-3 were considered as outlier and removed from further investigation. The simple stepwise regression were used to select the descriptors.
QSAR model development
MLR and SVM-RBF methods were used to develop the desired models based on the selected descriptors. MLR model were developed using the selected features based on stepwise regression method and were judged through R (correlation coefficient) and RMSE (root mean square error) values for training and prediction sets. The validity of the developed models was further evaluated using Leave many out cross validation and Y-randomization methods. Following the introduction of SVM in 1990s as a useful tool for solving complicated problems (e.g. interactions between the ligand and its biological target), 19 most of the researchers developed QSAR models [20] [21] [22] [23] [24] [25] based on SVM using linear (i.e. regression) or nonlinear (i.e. ANN) kernels. Like ANN, SVMs are able to describe nonlinear relationships better than linear methods and most of the developed QSARs were able to approximate the structure-relationship issues as one of the most studied nonlinear problems well. 19 SVM was originally developed for linear two-class classification with margin (i.e. minimal distance from the separating hyper plane to the closest data points). SVM learning machine searches for an optimal separating hyper-plane. The solution is only based on the data points placed at the margins (i.e. support vectors). Nonlinear SVM can be developed by transforming of problem into a feature space using a set of nonlinear basis functions. A kernel representation is applied to write the solution as a weighted sum of the values of certain kernel function evaluated at the support vectors. 25 Gaussian radial basis function (RBF) was used as a nonlinear kernel function in the present paper. The RBF is the most popular choice of kernel types used in SVMs 26 because of its flexibility in fitting data. The SVM-RBF model was optimized according to the gamma parameter jointly with the C parameter 27 based on the 10 fold leave many out cross validation optimization procedure. Gamma is a kernel function parameter which handles the nonlinear pattern and the smaller gamma will lead to lower bias, where C is the penalty parameter which handles the hyper plane and larger C will lead to lower bias while the over fitting could occur. Consequently a joint optimization within a correct range of C and Gamma should be done to develop an acceptable SVM. The developed models were externally validated using a test data set.
Results and Discussion
Prepared data set Table 1 shows the prepared data set. Test data are shown as bold data points. The outlier analysis results are shown in Figure 2 . According to the results there is not any data point out of border values. 
Selected descriptors
All variables were passed the tolerance criterion of 0.05 to be entered in a single equation. Also, a variable is not entered if it would cause the tolerance of another variable already in the model to drop below the tolerance criterion. The final selected parameters were cross correlated and the all descriptors have correlation coefficient less than 0.6). Table 2 shows the details of selected descriptors and their cross correlation results. According to the standardized coefficients of the selected descriptors the contribution of each descriptor in the model correlation capability is shown by score value in table 2. The most contributed descriptor gained the least score. The selected descriptors showed the contribution of electronic parameters in conjunction with size and shape parameters in selectivity of studied compounds.
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Model construction MLR model
10 different MLR model was developed using the selected descriptors (the descriptors were added to the model according to the model number in Table 2 ). The best model (Eq. 2) with R Eq. (2) The significant contributing of the descriptors addition to the model correlation and prediction capability were checked by the variation of adjusted R2 and standard error of the estimate (S.E.E) of the developed models following each descriptor addition to the model. Figure 3 showed the results in which the adjusted R2 increase and S.E.E. decrease after each descriptor addition. Removing of the least scored descriptor (Hypertens50) led to no significant variation in developed model parameters while the other drug like property (i.e. Infective80 with score 3) was necessary for a significant correlation. The predicted versus experimental selectivity index values correlation are shown in 
SVM-RBF model
The selected descriptors were applied to the developing of SVM-RBF model. 
Model Validation
Leave many out cross validation 10 fold Leave many out (LMO) cross correlation was done by removing of 9 molecule in each step (the data was sorted according to SI beforehand), and the MLR and SVM-RBF models were developed based on remained compounds. The developed MLR model was used to predict the excluded compounds activity and the correlation coefficients are summarized in Table 3 . No significant variation occurred in correlation coefficient and the models were reliable according to the LMO cross validation. The 10 fold cross validation of SVM-RBF model were done during model development procedure and the resulted cross validation error was 0.068. 
Y-Randomization
The logSI values were shuffled 10 times and the correlation coefficient of the developed models were calculated for each step. Results are shown in Table 4 . The regression coefficients below 0.2 indicates that the random correlation was not happened during model development. 
Conclusion
The results suggest that both two and three dimensional descriptors are participated in selectivity index prediction, while development of COX 2 QSAR model using the selected descriptors was not possible. Application of the selected descriptors for COX1 QSAR model development resulted in a 4 descriptors significant MLR model. Both MLR and SVM-RBF models were able to predict the selectivity with acceptable errors (in comparison with experimental celecoxib selectivity RSD% for different studies which was has been used as reference SI for data normalization), while SVM-RBF model was produced more accurate results and can be used as a validated model for similar data sets. This study was a step forward to enable researchers to estimate the selectivity index of studied compounds, but the availability of a reliable dataset which contains both COX 1 and COX 2 selective compounds inhibition activities with acceptable experimental RSD% would help to improve the developed models accuracy and applicability domain.
