The main goal of the present thesis was to investigate how real-life sounds and sound mixtures are represented and processed in the human auditory cortex.
In particular, the computational mechanisms to derive higher-level sound and auditory scene representations from their lower level acoustic representations were investigated through a combination of modeling and functional MRI data analysis.
In the study reported in Chapter 2, the combination of a pitch processing model with fMRI revealed an auditory cortical region where an explicit representation of pitch height and salience of complex sounds are calculated. This region is located along the lateral HG/middle STG and its location is consistent with reports of previous studies investigating pitch processing with synthetic sounds.
Moreover, the integration of both pitch height and salience to a multi-resolution spectro-temporal stimulus representation model provided a higher performance in decoding complex sounds from the fMRI activation patterns, especially from that specific region. These findings support the functional role of a specific site of the human auditory cortex in pitch processing; however the issue concerning whether a temporal or a spectral mechanism drives the corresponding neuronal computations remains an open question. The temporal resolution of the fMRI signal (Logothetis et al., 2001) represents an intrinsic limitation in investigating the faster temporal dynamics of neuronal phase-locking and its degradation within the auditory system observed in animals (from 2-4 kHz in the auditory nerve to 100-200 Hz in the auditory cortex, see Oxenham, 2013) . Such loss of temporal information further suggests that pitch might be processed -at least to a certain extent -at an earlier (sub-cortical) stage of the ascending auditory pathway (Oxenham, 2013; Shamma and Klein, 2000) . This modeling work provides a framework for future neuroimaging studies.
For instance, fMRI responses to complex scenes could be collected while subjects perform specific cognitive tasks (i.e. attend one specific source in a mixture).
Similar to previous electrophysiological studies (e.g. Mesgarani and Chang, 2012 ), the measured fMRI activity could be then used to reconstruct the 
Future directions and methodological developments
In Chapter 2 and Chapter 3 the cortical processing of low-level sensory features and the relation with higher-level semantic representations of natural sounds were investigated through the combination of linearized encoding and decoding models (see Naselaris et al., 2011 for more details). The methods implemented in these two chapters extended those of previous work that aimed at characterizing the auditory cortex in terms of processing of the acoustic features alone (Moerel et al., 2012; Santoro et al., 2014 Santoro et al., , 2017 . This approach is interesting as it provides a rigorous description of the neural computations that may underly the observations reported in previous neuroimaging studies adopting a more conventional contrast-based approach (i.e. Belin et al., 2000; Binder, 2000; Griffiths and Hall, 2012; Leaver and Rauschecker, 2010; Patterson et al., 2002; Penagos et al., 2004) .
The results obtained in this thesis support the suitability of the adopted procedures to investigate multiple processing mechanisms within the human auditory cortex. However, the information explained from the measured cortical responses depends on both the tested hypotheses (i.e. the computational models) and on the fMRI experimental design. On the modeling side, future developments could be oriented towards the identification of higher-dimensional feature spaces combining multiple levels of information (acoustic, perceptual, semantic) in complement to the features considered in the present thesis. This could be done, e.g. using the approach of deep neural networks (DNN). Recently, the popularity of DNNs has increased due to the high capability in replicating human behavior in specific auditory or visual processing tasks (Güçlü and van Gerven, 2015; Kell et al., 2018; Yamins et al., 2014) . Although the computational structure and the requirements of extended dataset to train the models may not fit the biological constraints of the human brain (Kell et al., 2018) , DNNs may be useful in discovering and specifying higher level representations and generate hypotheses that can be tested with neuroimaging. Moreover, as the sensitivity of neural populations is modulated by the execution of cognitive tasks (Atiani et al., 2009; Fritz et al., 2003) , it would be important to consider how these feature spaces and representations are modulated by the specific behavioral context and how analytical approaches (e.g. based on fMRI-encoding) can be extended to consider such modulations. Finally, the computational modeling framework presented in Chapter 4 can be used to extend current analyses of fMRI (and combined fMRI-EEG) data, which will enable investigating the contribution of bottom-up and top-down computational mechanisms underlying auditory scene analysis.
In summary, the studies presented in this thesis show that the combination of biologically-inspired computational modeling and high-field fMRI is a powerful instrument to unravel the complex processing mechanisms of the human brain. Furthermore, the methods described can be extended towards new directions of scientific investigations. Due to the lack of direct measures of the neural computations, the development of computational models capable to describe into details the complexity of the human brain remains challenging. The integration of different measurement methods ensuring both high spatial and high temporal resolution as well as the integration of models at different levels, from biophysical to functional models, is a necessary pre-requisite to achieve this goal.
