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Our eyes receive a vast amount of  sensory information from which the brain rapidly 
constructs a detailed and rich visual percept of  the world. The seemingly effortless way 
in which the brain accomplishes this obscures the variety and complexity of  processes 
that are involved. To appreciate this, one only has the compare our perception of  the 
world with the noisy pattern of  light that is projected on the retina of  each eye. For 
instance, the visual system somehow derives stable three-dimensional representations 
from mere two-dimensional retinal projections. This is not a trivial task, not in the least 
because a given retinal pattern can be caused by multiple completely different objects, 
making such patterns ambiguous to what is actually present. Similar discrepancies 
between our percept and retinal projections can be observed with regard to color. 
That is, although we may perceive colors to be a stable feature of  objects, the physical 
wavelengths from which a particular color is derived can vary substantially depending 
on, for example, lighting conditions.
Complicating matters further, the retinal image is often incomplete and filled with 
‘gaps’. A classic example is that of  the blind spot, the location on the retina at which 
the optic nerve leaves the retina. Although we are essentially blind at these locations, 
we are hardly ever aware of  gaps in our field of  vision. Phenomenally, the missing 
parts appear filled in. In addition to gaps resulting from physiological constraints, visual 
input from the outside world is often incomplete as well. For instance, because most 
objects around us are partially hidden by objects that are positioned closer in space, 
only parts of  objects are directly visible. Despite this, we perceive our surrounding to 
be filled with complete objects and not as a mosaic of  fragments. If  this seems rather 
obvious, it only highlights the efficiency with which the brain constructs wholes from 
the often incompletely presented images. In addition to having to deal with incomplete 
visual input, sometimes we do not receive visual input at all. This happens, for example, 
upon entering a familiar, but darkened room. To successfully navigate the room without 
bumping into too many things before turning on the light, we need to represent not 
only the spatial layout of  the room but also the objects that inhabit it. 
The construction of  shapes, objects and scenes without direct retinal stimulation 
is a main theme of  this thesis. To recover the inherently ambiguous properties of  that 
which is not directly presented, the visual system depends on a variety of  context-
based influences. Of  course, context can be broadly defined and may include factors 
involving both bottom-up and top-down processing. For example, spatially surrounding 
areas may offer useful clues on how to interpret missing parts. It has been shown for 
instance that gaps resulting from the blind spot often take on the characteristics of  
neighboring regions (Ramachandran, 1992). Although in this particular case filling-in 
appears to result from fairly automated bottom-up processing, such mechanisms may 
not always prove to be sufficient. Indeed, rather than relying only on the immediate 
stimulus context, visual perception is generally thought to be continuously shaped by 
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predictions that are based on previous experience (Kveraga, Ghuman & Bar, 2007; 
Summerfield & Egner, 2012). Likewise, it seems plausible that filling-in mechanisms 
may benefit from such top-down influences as well. For example, consider observing an 
elephant of  which the head is occluded by some trees such that only the back is visible. 
Here, the shape of  the head (which includes a large trunk) cannot sufficiently be derived 
from only the physical properties of  the visible parts. Instead, to construct an ecological 
valid representation of  the whole animal we have to recognize the visible parts as being 
part of  an elephant and then access our memory to represent the elephants’ head. As 
a further context-based influence, input from other sensory modalities may be used to 
reveal what is present. That is, often objects stimulate multiple senses at the same time 
and research has shown that perception is shaped by complex interactions between 
different sensory modalities (Shimojo & Shams, 2001; Spence, 2007). For instance, if  
the elephant in the example above is completely hidden from view, rustling noises may 
hint at a large foraging animal, but hearing a trumpeting sound convincingly betrays the 
presence of  an elephant. 
In the following, an overview of  this thesis is given by expanding on each of  the 
aforementioned context-based influences on filling-in. To summarize, in Chapter 2 we 
demonstrate how stimulus characteristics of  outlines may sometimes be used to fill in 
the whole enclosed surface. To do this, we expand upon a new phenomenon in which 
afterimage colors spread to regions that were not adapted to and compare it with filling-
in of  real colors. In Chapter 3 and 4, we investigated whether learned shapes and very 
familiar shapes influence the perception of  partly occluded shapes. In Chapter 5, we 
focus on tactile scene perception without vision and investigate how scene recognition 
is influenced by object specific sounds that can be meaningless or meaningful.
1.1 Seeing illusory colors
As mentioned, perceptual filling-in is a natural and commonly occurring process, but 
at the same time, we are often not aware that it is taking place. To illustrate filling-in, a 
variety of  displays have been designed that elicit the perception of  illusory contours, 
brightness or colors at regions where no physical stimulus is presented. An example of  
such an illusion is shown in Figure 1.1. In this so-called neon color illusion (Varin, 1971; 
van Tuijl, 1975), color appears to diffuse and spread from the colored elements to fill 
in ‘empty space’. Simultaneously, illusory contours are formed that seem to block color 
from further spreading. The percept is that of  a faint illusory transparent square floating 
in front of  the inducing elements. Besides being fascinating visual phenomena, carefully 
studying such displays may reveal mechanisms that underlie perceptual filling-in. For 
instance, together with the neon color illusion, various additional phenomena show 
that perception is not only determined by local elements, but that the global stimulus 
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context plays an important role as well.
Besides filling-in ‘real’ colors, an additional filling-in phenomenon has been reported 
with regard to colored afterimages (van Lier, Vergeer & Anstis, 2009). Colored afterimages 
are the result of  fatigued retinal cone cells and can easily be observed by first looking 
at a colored surface (e.g., a red square) and then, after some time, by looking away from 
the color and gazing at a blank wall. A complementary afterimage color (e.g., green) will 
then be perceived. Because afterimage colors originate, like ‘real’ colors, from signals 
arising from the retina (Zaidi, Ennis, Cao & Lee, 2012), it is likely that afterimage colors 
are subject to the same cortical filling-in mechanisms as ‘real’ colors. This concurs with 
research showing that perceived afterimage colors can, like ‘real’ colors, be modulated 
by luminance contours. For example, Daw (1962) showed that afterimage colors 
become more vivid when a luminance contour coincides with the edges of  a patch of  
a colored afterimage. In addition, van Lier, Vergeer and Anstis (2009) showed that a 
single multicolored stimulus can elicit multiple different afterimage colors depending on 
different luminance outlines. Importantly, the phenomenon also shows that afterimage 
colors spread, like ‘real’ colors, to fill in areas that were not adapted to color.
In Chapter 2 of  this thesis, we further explored filling-in of  colored afterimages 
and compared them with filling-in of  ‘real’ colors in the so-called watercolor illusion. 
The watercolor illusion comprises a pair of  closed thin juxtaposed outlines of  which 
one outline is often brightly colored, while the other is achromatic. Not unlike the 
neon color illusion, when the inner outline is colored, color appears to flow out of  
the outline so that the whole enclosed surface seems lightly colored (Pinna, Brelstaff  
& Spillmann, 2001). In the first experiment we investigated whether afterimages of  
thin colored outlines are sufficient to trigger filling-in. To do this, we created similar 
Figure 1.1. Neon color spreading. Although only parts of  the circular contours are 
colored, a lightly colored transparent square appears to float in front of  the circles.
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outlines, but rather than presenting them simultaneously, the outlines were presented, 
one after the other in an alternating fashion. By doing so, afterimages of  the colored 
outlines were induced. We also manipulated the position of  the colored outline; in one 
condition the inner outline was colored (mimicking the watercolor illusion), while in the 
other condition the outer outline was colored. In the second experiment, we further 
explored the similarity between afterimage filling-in and ‘real’ color filling-in by directly 
comparing simultaneous and alternating presentations of  the outlines. In addition, we 
tested how different luminance settings influence both types of  filling-in.
1.2 Perceiving partly occluded shapes
In contrast to the vivid perception of  illusory contours and surfaces described in the 
previous section, completions of  partly occluded shapes are usually not accompanied 
by an illusory percept. Michotte, Thinès & Crabbé (1964) referred to this phenomenal 
difference by terming the former completions as modal and the latter completions 
as amodal. Despite lacking an immediate percept, amodal completions can be quite 
compelling. Consider for example figure 1.2. Here the notched disk abutting the 
rectangle is usually not perceived as such (e.g., the mosaic interpretation in Figure 1.2A), 
but instead as a complete disk that is partly occluded by the rectangle (Figure 1.2B). 
Although other completions such as the shape in Figure 1.2C are of  course possible, 
they appear at the same time rather unlikely. Thus, notwithstanding the infinite amount 
of  ways to interpret this particular pattern, only a few interpretations are regarded as 
perceptually plausible. 
In the past decades, much research dedicated to amodal completion focused on 
how the perceived partly occluded shape is determined by structural characteristics of  
A
B
C
Figure 1.2. An example of  an occlusion pattern and some possible completions.
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the patterns (for a review see van Lier & Gerbino, 2015). To this end, studies mostly 
used stimuli consisting of  relatively simple abstract shapes. Findings of  these studies 
revealed roughly two distinct types of  completions; local completions and global 
completions. Local completions are based on the principle of  good continuation and 
stress the importance of  information at the points of  occlusion. Depending on whether 
visible contours are sufficiently aligned (Kellman & Shipley, 1991), these completions 
result from smoothly continuing the contours behind an occluder until they are 
connected (Fantoni & Gerbino, 2003; Wouterlood & Boselie, 1992). In contrast, global 
completions take into account the visible characteristics of  the whole shape (de Wit 
& van Lier, 2002; van Lier, van der Helm & Leeuwenberg, 1994, 1995; van Lier 1999; 
Sekuler, 1994; Sekuler, Palmer & Flynn, 1994). Global completions tend to preserve the 
overall regularity of  shapes and are therefore sensitive to factors such as repetition and 
symmetry. In some cases, it has been shown that both local and global tendencies are 
present (van Lier, Leeuwenberg & van der Helm, 1995), enhancing the ambiguity of  
such patterns.
Of  course many shapes and objects are known to us and it may therefore seem 
unlikely that amodal completions are solely determined by structural characteristics. Still, 
amodal completion has traditionally been regarded to be the result of  visual processes 
that are impenetrable by higher cognitive processes (e.g., Kanizsa, 1985). In line with 
this notion, some occlusion patterns compellingly induce completions that seem to be 
at odds with our knowledge of  shapes (see Figure 1.3). By partly occluding the middle 
part of  the left figure (see right figure), the pattern takes on the appearance of  a partially 
hidden complete triangle. Although in this particular case the structural aspects seem 
to trigger only one salient completion, not all occlusion patterns elicit such unequivocal 
completions. In fact, as mentioned, some occlusion pattern may trigger multiple 
structure based interpretations, which renders these patterns perceptually ambiguous 
(van Lier, Leeuwenberg & van der Helm, 1995; de Wit & van Lier, 2002). To overcome 
this ambiguity, other factors besides the structural properties of  partly occluded shapes 
may be used. In line with this, it has been shown that amodal completion is sensitive 
to both surrounding shapes (Rauschenberger, Peterson, Mosca & Bruno, 2004) and 
preceding shapes (Plomp & van Leeuwen, 2006; Zemel, Behrmann, Mozer, & Raveller, 
2002). It appears then that amodal completion may be more flexible than previously 
thought.
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In Chapter 3 of  this thesis, we report a study comprising two behavioral experiments 
and one electrophysiological experiment in which we investigated whether amodal 
completion can be influenced by learning a set of  geometrical shapes. To do this, two 
classes of  occlusion patterns were created. For one class, the convergent occlusion 
patterns, local and global completions resulted in the same shape. For the other class, 
the much more ambiguous divergent occlusion patterns, local and global completions 
resulted in different shapes. We used a sequential matching in which an occlusion 
pattern was followed by a completion. Participants had to judge as fast as possible 
whether a completion could be the shape that was partly occluded. Because the reaction 
times depend on the perceived similarity between a completion and a partly occluded 
shape, the reaction time patterns indicate which shape is the perceptually preferred 
completion. The first behavioral experiment was set up to reveal the preferred 
completions given our set of  occlusion patterns. To study the effects of  learning, in 
the second behavioral experiment the sequential matching was preceded by a learning 
task in which participants explicitly learned particular shapes. We hypothesized that 
recognizing a learned shape may influence amodal completion. In the third and final 
experiment we measured neural correlates of  the behavioral results by recording event-
related potentials (ERPs) while participants did a similar task, before and after learning. 
ERPs are time-locked voltage fluctuations in the EEG resulting from sensory, cognitive 
or motor evoked neural activity (Rugg & Coles, 1995). By recording ERPs elicited by 
possible completions of  partly occluded shapes, we examined how the brain reacts to 
these completions and investigated how rapidly after stimulus onset learning effects 
arise.
Anticipating the results of  chapter 3, the data suggest that amodal completion is not 
only determined by bottom-up factors, but that top-down influences such as learning 
particular shapes influence completion of  partly occluded shapes as well. However, 
the effects of  learning appeared limited and constrained by structural characteristics. 
Figure 1.3. Even after being exposed to the shape on the left, the occlusion pattern 
on the right induces the perception of  a whole triangle (adapted from Michotte et al., 
1964).
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In particular, learning only influenced the perceptually ambiguous occlusion patterns. 
In other words, learning only affected completions that were already triggered by 
structural aspects of  partly occluded shapes. Nonetheless, because we used only 
abstract geometrical shapes and a somewhat shallow learning task, one can wonder 
whether more familiar naturalistic shapes produce stronger effects. That is, rather than 
merely disambiguating perceptually ambiguous occlusion patterns, knowledge may even 
override structure based completions. An indication that this might be the case comes 
from a study in which images of  well-known objects were used in which one appeared 
to penetrate the other (Vrins, de Wit & van Lier, 2009). Their findings indicated that 
amodal completion depends on acquired knowledge of  the material hardness of  shapes.
In Chapter 4, we build upon these findings and report an ERP study in which we further 
disentangled knowledge influences from structural influences on amodal completion. 
To do this, we used occlusion patterns that are based on well-known objects (e.g., fruits 
and vegetables). The middle parts of  these objects were partly occluded such that the 
objects were physically split into two fragments. By sufficiently aligning the contours 
of  each fragment (Kellman & Shipley, 1991), completions that are based on structure 
comprised the connection of  the two visible fragments (e.g., by smoothly continuing 
their contours). Separate completions of  the visible fragments were incompatible 
with structure. Crucially, these completions could also be compatible or incompatible 
with our knowledge of  shapes. We measured ERPs when partly occluded shapes were 
disoccluded and one of  the completions was revealed. Compared to completions that 
are similar to the perceived partly occluded shape, enhanced activity was expected for 
completions that are different. We focused on the P3, which is a relatively large positive 
going ERP occurring about 300 ms after the presentation of  a stimulus. Because the 
amplitude of  the P3 is thought to be related to unexpected or surprising events (Polich, 
2007), it is a useful measure to investigate how possible completions are evaluated 
relative to the predictions that are induced by the partly occluded shapes.
1.3 Perceiving scenes without seeing
In the previous sections, we focused on the perception of  surfaces and forms of  
isolated shapes. However, to be able to navigate our surroundings, we have to keep 
track of  scenes that are filled with objects. To do this as we move and despite the ever 
changing retinal input (some objects come into view, while other fade out), the brain 
employs a mechanism that continuously updates the spatial relations of  objects with 
respect to our bodies (Simons & Wang, 1998). Since many objects stimulate multiple 
senses at the same time we do not necessarily have to rely only on vision to represent 
space. In fact, it may be that spatial representation are multisensory in nature, which 
would be in line with studies showing that spatial perception results from interactions 
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between different sensory modalities (Spence, 2007). For example, in the ventriloquist 
illusion the source of  sounds is often mislocalized towards a visual stimulus (Bertelson 
& Aschersleben, 1998). When we are deprived of  the high spatial resolution that vision 
provides, influences from the remaining senses may become even more relevant.
In chapter 5, we zoom in on such interactions with regard to touch and hearing. 
In particular, we investigated whether object specific sounds influence haptic scene 
recognition without vision. To do this we used a procedure that has been used 
previously to study haptic scene recognition (Pasqualotto, Finucane & Newell, 2005). 
In two experiments, blindfolded participants had to learn, through touch, a spatial 
layout consisting of  six objects that were placed on a platform. Afterwards, two 
objects switched positions and participants had to point out these objects. Between 
learning and test, the platform either rotated 90 degrees or the blindfolded participants 
had to walk, under guidance of  the experiment leader, to another position. Previous 
studies show that scene recognition is impaired after platform rotations, but that this 
impairment disappears when participants walk to another viewpoint. To investigate 
the effect of  sounds, in half  of  the trials objects-specific sounds were played when 
objects were touched, while in the other half  of  the trials no sounds were played. In 
the first experiment, we used abstract objects and sounds. In the second experiment, we 
investigated whether cross sensory integration is influenced by familiarity of  shapes and 
sounds. Therefore, in the second experiment we used stimuli comprising toy animals 
that were matched with semantically compatible sounds.
Chapter 2
Afterimage watercolors: an exploration 
of contour-based afterimage filling-in
Based on:
Hazenberg, S. J., & van Lier, R. (2013). Afterimage watercolors: an exploration of  
afterimage filling-in. Frontiers in Psychology, 4:707.
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Abstract
We investigated filling-in of  colored afterimages and compared them with filling-in of  
‘real’ colors in the watercolor illusion. We used shapes comprising two thin adjacent 
undulating outlines of  which the inner or the outer outline was chromatic, while the 
other was achromatic. The outlines could be presented simultaneously, inducing the 
original watercolor effect, or in an alternating fashion, inducing colored afterimages 
of  the chromatic outlines. In Experiment 1, using only alternating outlines, these 
afterimages triggered filling-in, revealing an ‘afterimage watercolor’ effect. Depending 
on whether the inner or the outer outline was chromatic, filling-in of  a complementary 
or a similarly colored afterimage was perceived. In Experiment 2, simultaneous and 
alternating presentations were compared. Additionally, grey and black achromatic 
contours were tested, having an increased luminance contrast with the background for 
the black contours. Compared to ‘real’ color filling-in, afterimage filling-in was more 
easily affected by different luminance settings. More in particular, afterimage filling-
in was diminished when high-contrast contours were used. In the discussion we use 
additional demonstrations in which we further explore the ‘watercolor afterimage’. All 
in all, comparisons between both types of  illusions show similarities and differences 
with regard to color filling-in. Caution, however, is warranted in attributing these effects 
to different underlying processing differences.
2.1 Introduction
Perception of  color does not always reflect what is physically present. This is clearly 
demonstrated in the case of  colored afterimages where, after adapting to a colored 
stimulus, a vivid afterimage of  a complementary hue is seen when the stimulus is 
removed or if  one changes their gaze to a blank wall. Although the neural locus of  
the afterimages is still debated, data from a recent study indicates that the appearance 
of  colored afterimages arise from signals originating in the retina (Zaidi, Ennis, Cao & 
Lee, 2012). It has been argued further that the signals coding for colored afterimages 
may be, like retinal signals coding for ‘real’ colors, subject to various kinds of  contextual 
modifications. In this study we focused on the influence of  luminance contours on 
the perception of  colors. Specifically, we investigated filling-in of  colored afterimages 
between luminance contours and compared this with color filling-in that is induced by 
‘real’ colors in the well-known watercolor illusion. 
There have been various studies showing that the perception of  colored afterimages 
can be modulated by luminance defined contours. For instance, an afterimage appears 
much more salient and saturated when it is surrounded by a luminance contour (Daw, 
1962). More recently, the dependence of  afterimages on contours have been emphasized 
by showing that a colored afterimage spreads within a test outline and fills in regions 
that were not adapted to color (Van Lier, Vergeer, & Anstis, 2009). They used adapting 
Afterimage watercolors
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stimuli consisting of  multiple colors and an achromatic inner region and showed that 
the location that was not adapted to color revealed an afterimage color that depended 
on the subsequent presented outline (see Figure 2.1). They additionally demonstrated 
that when afterimages of  multiple colors are contained within a contour, the colors 
within that contour tend to mix (Van Lier et al., 2009; Anstis, Vergeer, Van Lier, 
2012a). The color of  an afterimage not only depended on the color that was positioned 
inside a subsequent contour, but also on the color that was positioned outside the 
subsequent contour. The color inside the contour produced a complementary color, 
whereas the color outside the contour produced a color that was similar to the inducing 
color, although the latter effect was found to be less strong (Van Lier et al., 2009). 
Two possible routes have been suggested previously to explain the latter colored 
afterimage. Along the first route, the outside color induces a contrasting color across 
the boundary into the interior of  the figure during the adapting period which then 
produces a complementary colored afterimage during the test phase. Along the second 
route, the outside color produces a complementary colored afterimage during the test 
phase, which then induces a contrasting color into the interior of  the outline (Anstis, 
Rogers, & Henry, 1978). 
Interactions between contours and ‘real’ colors are known as well. Chromatic 
sensitivity seems to be enhanced when a colored region is bound by luminance edges 
(Montag, 1997). Similarly, ‘real’ color filling-in occurs in the Boynton illusion in which 
color spreads out from a colored region to (nearly) isoluminant achromatic areas 
until it reaches luminance-defined contours or illusory contours (Feitosa-Santana, 
D’Antona, & Shevell, 2011). Furthermore, in the neon color illusion color diffuses 
Inducing stimulus Test contours
Appearance Reddish Greenish
Time
Figure 2.1. Illustration of  the stimuli used in van Lier et al. (2009). The first row shows 
the stimuli. The second row shows the resulting percepts.
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from colored parts of, for example, multiple concentric lines and is blocked by illusory 
contours (Bressan, Mingolla, Spillmann & Watanabe, 1997; Van Lier, 2002; Van Tuijl, 
1975). The typical percept is of  an illusory colored transparent disc floating in front 
of  the inducing elements. Finally, Pinna, Brelstaff  and Spillmann (2001) developed a 
clear demonstration that even a pair of  juxtaposed thin colored undulating outlines 
induces color filling-in, i.e., the so-called watercolor illusion. Figure 2.2A shows a typical 
example of  the watercolor illusion. By positioning the light orange outline on the inside 
and the dark purple outline on the outside of  the star-like shape, the interior of  the 
shape appears to be filled-in with a color that is similar, but less saturated than the color 
of  the inner contour. When the colors of  the outlines are reversed, color appears to 
spread outwards (Figure 2.2B). Color then, spreads in the direction where the luminance 
contrast between the contour and the background is lowest. In addition, the strength of  
the effect depends on luminance contrast between the two outlines. When the outlines 
are isoluminant, color spreading is rather weak and appears to spread both inwards and 
outwards, but becomes more vivid when the luminance contrast between the outlines 
is enhanced (Devinck, Delahunt, Hardy, Spillmann, & Werner, 2005). Additionally, Cao, 
Yazdanbakhsh & Mingolla (2011) showed that there is an optimal contrast after which 
color spreading diminishes again. 
In any case, it seems that the appearance of  surface color strongly depends on edge 
information. This is in line with a study in which the activity of  single neurons in 
V1 and V2 were recorded (Friedman, Zhou, & Von der Heydt, 2003). They showed 
that some cells that code for color are also orientation selective, indicating that the 
representation for form and color are tightly linked (Von der Heydt & Pierson, 2006). 
Activity in these cells might be responsible for filling-in of  both afterimage colors and 
‘real’ colors. Similarly, activity of  cells with receptive fields along the edges might also 
A) B)
Figure 2.2. Examples of  the watercolor illusion. A) By juxtaposing the lighter colored 
contour (orange) to a darker colored contour (purple) inside an enclosed area, color 
appears to spread inwards and uniformly fills the interior of  the star-like shape. B) 
Reversing the colors of  the contour results in color spreading outward.
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underlie perceived contrast induction of  colors across edges. Indeed, in a version of  the 
watercolor illusion in which the inner contour of  a shape was achromatic (black) and 
the outside contour was colored, a complementary color was perceived in the interior 
of  the shape (Pinna, 2006).
Given the similarity of  the observed interactions between colors and luminance 
contours in both ‘real’ colors and afterimage colors it seems plausible that the observed 
effects tap from a common mechanism. In this study, we further explored this by 
comparing performance on two color judging experiments in which filling-in could be 
induced by afterimage colors or by ‘real’ colors. Similar to the stimuli used to investigate 
the watercolor illusion, we only used thin outlines. In Experiment 1, we first investigated 
whether the afterimage filling-in effects described by Van Lier et al. (2009) also occur 
when using thin colored outlines similar to the watercolor illusion. In Experiment 2, 
we used such stimulus configurations to compare filling-in of  afterimage colors with 
filling-in in the watercolor illusion.
2.2 Experiment 1
In this experiment, a chromatic contour alternated over time with an achromatic contour. 
Thus, when the achromatic contour is presented, an afterimage of  the previously 
presented chromatic contour should be perceived. The chromatic contour could be 
positioned inside or outside a subsequently presented achromatic contour. Participants 
had to judge the color of  the interior of  the achromatic outline. If  afterimage colors of  
thin outlines are sufficient to induce color filling-in, the interior of  the figures should 
reveal complementary color filling-in when the chromatic outline is placed inside the 
achromatic outline, whereas filling-in of  a similar color as the chromatic outline should 
be induced when this outline is positioned outside the achromatic outline. Following 
Van Lier et al. (2009) we further expected to find weaker color filling-in for outer 
chromatic contours as compared to inner chromatic contours.
Methods
Participants
Twenty-one observers participated in Experiment 1 (aged 17-24, one participant had an 
age of  64; six male). All had normal or corrected to normal visual acuity. In addition, all 
participants had normal color vision as screened with the AO Hardy Rand and Rittler 
Pseudoisochromatic Plates (2nd edition). Participants received payment or course 
credits. All participants were naive to the purpose of  the experiment.
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Stimuli
Stimuli were presented on a grey background (CIE(x, y) = 0.3128, 0.3303) with a luminance 
of  73.87 cd/m2. The stimuli consisted of  closed, arbitrarily undulating, contours. Three 
outlines or contours were created that differed in shape, size and thickness (see Figure 
2.3 for examples of  the contours). A second set of  contours was created such the 
shapes of  these contours fit neatly within the shapes of  the former set of  contours. 
Thus, for each shape in Figure 2.3, we distinguished between an ‘outer’ contour and an 
‘inner’ contour.
Both inner and outer contours could be used as adapting stimuli or as test stimuli. 
The contours of  the chromatic adapting stimuli could be colored either green (CIE(x,y) = 
0.3514, 0.4417; L = 65.69 cd/m2), orange (CIE(x,y) = 0.3774, 0.3694; L = 58.65 cd/m
2), 
blue (CIE(x,y) = 0.2600, 0.3058; L = 52.90 cd/m
2) or pink (CIE(x,y) = 0.3814, 0.2733; 
L = 29.87 cd/m2). The colors were chosen such that two colors were approximately 
complementary to each other (e.g., orange-blue; pink-green). The interior of  the 
adapting contour was grey having a luminance that was equal to the luminance of  
that contour. This was done as luminance borders between the inducing color and the 
interior area may block afterimage filling-in (Van Lier et al., 2009). The contours of  the 
achromatic test stimuli were grey and had a luminance of  55 cd/m2. Note that all stimuli 
were darker than the background. Examples of  stimuli in which the inner contour is 
the adapting chromatic contour are shown in Movie 1 (see Supplementary material) and 
examples of  stimuli in which the outer contour is the adapting chromatic contour are 
shown in Movie 2.
Procedure
The experiment was run on a PC and an 18-inch CRT monitor with a 120 Hz refresh rate. 
The monitor was calibrated using an X-Rite Color Monitor Optimizer. The experiment 
was designed and presented using Presentation (Version 14.8, Neurobehavioral Systems, 
Inc.). 
Figure 2.3. Examples of  adapting stimuli.
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Once written informed consent was given and the instructions were read, the 
experiment started. The sequence of  events is shown in Figure 2.4. Each trial started 
with the presentation of  a small fixation dot that was presented on the centre of  the 
screen for 1000 ms. Afterwards a chromatic adapting stimulus was presented for 1000 
ms which was followed by an achromatic test stimulus that was presented for another 
1000 ms. The adapting stimulus and test stimulus kept alternating until a response was 
made. Once a response was made, the next trial started automatically after 1000 ms. 
We distinguished between two types of  trials (See Figure 2.4). In the first type, 
the outer contour was the chromatic adapting stimulus and the inner contour was 
the achromatic test stimulus. In the second type, the inner contour was the chromatic 
adapting stimulus, while the outer contour was the achromatic test stimulus. Participants 
were instructed to judge whether the inside of  the achromatic test stimulus appeared to 
be filled in with a color. In order to respond, five disks, four of  which were colored, were 
shown at the bottom of  the screen. The colors of  the response disks were similar to the 
inducing colors. When participants perceived color filling-in, they had to choose which 
of  the colored response disks best matched the perceived color. The fifth response disk 
comprised the same grey as the background and could be chosen whenever participants 
did not perceive any color filling-in. Participants were asked to observe at least three 
presentation cycles (chromatic contour, achromatic contour) before responding. 
Responses were given by pushing one of  five buttons corresponding to the five disks. 
There were 24 unique trials; stimulus shape (3 levels) * color (4 levels) * trial type 
(2 levels). Prior to the experiment, participants completed a small practice block 
1000 ms 1000 ms
color
outside
color
inside
Figure 2.4. Sequence of  events in Experiment 1. Upper row: an example of  a trial 
in which the outer contour is the chromatic stimulus and the inner contour is the 
achromatic test contour. Lower row: an example of  a trial in which the inner contour is 
the chromatic stimulus and the outer contour is the achromatic test contour.
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consisting of  three trials to get familiar with the task. The main experiment was 
administered in four blocks. In each block, each of  the 24 trials was presented once in a 
randomized order. Participants controlled the time between the blocks and started the 
next block by pressing one of  the five response buttons.
Results
One participant was unable to perceive any afterimages and was not included in the 
analysis. In Figure 2.5 the responses are plotted. The responses for the colors orange, 
blue, pink and green were assigned to coordinates (1, 0); (-1, 0); (0, 1); (0, -1), respectively. 
For example, a 100% response for the color orange is represented by plot coordinate 
(1,0). Additionally, a no color response was assigned to coordinates (0, 0). Figure 2.5 
shows the coordinate plots for trials in which the inner contour was the chromatic 
contour and for trials in which the outer contour was the adapting contour.
To analyze the data, we calculated the proportions each participant responded with 
‘same color’, ‘complementary color’, and ‘no color’. The resulting proportions were 
transformed using the arcsine transformation in order to obtain a normal distribution 
of  the data. All statistical tests were performed on these transformed proportions. 
Paired t-tests showed that when the inner contour was chromatic, the proportion 
complementary color responses was larger as compared to the proportion same color 
pink
green
orangeblue
-1.0 -0.5 0.0 0.5 1.0
-1.0
-0.5
0.5
1.0
Color inside
Color outside
Figure 2.5. Mean response coordinates when the inner or the outer contour was the 
adapting chromatic stimulus (indicated by circles and squares, respectively). The colors 
of  the symbols within the graph depict the colors of  the adapting stimuli (e.g., the 
rightmost blue circle indicates the mean response for the adapting stimuli in which the 
blue contour was positioned inside the grey contour).
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responses, t(19) = 11.98, p < 0.001. In contrast, when the outer contour was chromatic, 
there were more same color responses as compared to complementary color responses, 
t(19) = 5.18, p < 0.001. We also compared the proportions no color responses to check 
whether the probability of  perceiving any color filling-in differed between conditions. A 
paired t-test revealed significant results, t(19) = 2.41, p < 0.05, showing that participants 
were more likely to respond with no color when the outer contour was chromatic as 
compared to when the inner contour was chromatic.
Discussion
The results showed that afterimages of  chromatic outlines filled in regions that were 
not adapted to color. The color of  the filled-in region depended on the position of  the 
chromatic contour in the adapting stimulus: when the chromatic contour was positioned 
at the inside, filling-in of  the complementary color in the inner area was perceived; 
when the chromatic outline was positioned outside, filling-in of  the same color in the 
inner area was perceived. Afterimage filling-in induced by the outer contour appeared 
less strong as compared to afterimage filling-in induced by the inner chromatic contour, 
although there appears to be some variability within the different colors (e.g., compare 
green inside and outside in Figure 2.5 with the other colors).
The fact that thin colored outlines were sufficient to induce spreading within closed 
boundaries strengthened our initial idea that the filling-in mechanisms triggered by 
afterimage colors proceeds in a similar fashion as the filling-in processes that are at 
work in the original watercolor illusion. The next experiment was set up to further test 
similarities between both types of  filling-in.
2.3 Experiment 2
We used a color judging experiment similar to Experiment 1. In addition to presenting 
the chromatic and achromatic contours alternately, watercolor-like stimuli were 
created by presenting the contours simultaneously. We expected filling-in of  different 
colors to depend on whether the contours alternated or whether they were presented 
simultaneously. For example, an inner chromatic contour should induce color spreading 
of  a similar hue when the contours are presented simultaneously, but the same 
chromatic contour should induce complementary color filling-in when the contours 
alternated. Previous studies found that the strength of  the watercolor illusion depends 
on the asymmetric luminance profiles of  both contours (Devinck et al., 2005; Pinna et 
al., 2001). To test the effect of  luminance contrast between chromatic and achromatic 
outlines, we used two kinds of  achromatic contours. One was of  a same grey as in 
Experiment 1, while the other was much darker (i.e., black). We expected that when the 
contours were presented simultaneously, stronger color filling-in should be perceived 
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when black achromatic contours were used as compared to grey achromatic contours. 
Note that in Experiment 1, the inner area was isoluminant to the chromatic contour 
to enhance filling in. However, to allow a better comparison with the usual static 
watercolor illusion, in the current experiment the inner area has the same luminance as 
the surrounding background, which is different from the luminance of  the chromatic 
contour.
Methods
Participants
Twenty observers participated in Experiment 2 (aged 17-24; four male). All had normal 
or corrected to normal visual acuity. In addition, all participants had normal color 
vision as screened with the AO Hardy Rand and Rittler Pseudoisochromatic Plates 
(2nd edition). Participants received payment or course credits. All participants were 
naive to the purpose of  the experiment.
Stimuli
The stimuli we used in this experiment were similar to those we used in Experiment 
1, but with the following changes. Firstly, in addition to presenting the contours in 
an alternating fashion, the chromatic and achromatic contours were also presented 
simultaneously to induce the classic watercolor illusion. Examples of  these stationary 
stimuli are shown in Figure 2.6. Secondly, the interior of  the adapting contours was 
always of  the same white as the background. In order to enhance the watercolor effect, 
stimuli were presented on a white background (100 cd/m2). Lastly, in addition to the 
grey contour that was used in Experiment 1, we also used black contours (0.39 cd/m2).
color outsidecolor inside
Figure 2.6. Example stimuli that were used to induce the watercolor effect. Both the 
inner contour (left) and the outer contour (right) could be chromatic. The achromatic 
contour could either be grey (upper figures) or black (lower figures).
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Procedure
For the alternating presentation condition, the same procedure as in Experiment 1 was 
followed. Similarly, in the simultaneous presentation condition, participants had to judge 
whether the interior of  the stimulus appeared colored or not, using the same response 
categories as in Experiment 1. The stimuli remained on the screen until participants 
responded.
There were 96 unique trials: stimulus shape (3 levels) * color (4 levels) * trial type 
(2 levels; inner or outer contour was chromatic) * presentation type (2 levels; alternating 
or simultaneous) * achromatic contour (2 levels; black or grey). Each unique trial was 
presented twice. The experiment was administered in four blocks in which the variables 
presentation type and achromatic contour were blocked while the other trials were 
presented randomly. The presentation order of  the blocks was counterbalanced across 
participants. In each block, each of  the 24 trials was presented once in a randomized 
order. Participants controlled the time between the blocks and started the next block by 
pressing one of  the five response buttons.
Results
We have plotted the results in a similar fashion as the results of  Experiment 1. First we 
consider the results of  trials when the achromatic contours were grey (see Figure 2.7).
Color inside
Color outside
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pink
green
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Alternating Simultaneous
Figure 2.7. Mean response coordinates when the inner or the outer contour was the 
adapting chromatic stimulus (indicated by circles and squares, respectively) and the 
achromatic contour was grey. Left panel: mean responses for the alternating presentation 
condition. Right panel: mean responses in the simultaneous presentation condition. 
The color of  the symbols within the graph depicts the colors of  the adapting stimuli.
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The results were analyzed according to the response categories specified in Experiment 
1. As in Experiment 1, all analyses were performed on the arcsine transformation of  the 
proportions. As can be seen in Figure 2.7, for the alternating presentation condition, 
when the outer contour was chromatic, the proportion participants responded with the 
same color was greater as compared to the proportion participants responded with the 
complementary color, t(19) = 4.13, p < 0.01. However, when the inner contour was 
chromatic, the same color responses and the complementary color responses did not 
appear to differ, p > 0.1. For the simultaneous presentation condition, the same color 
response prevailed as compared to the complementary color response for both the 
inner and the outer chromatic contour, t(19) = 7.80, p < 0.001; t(19) = 3.53, p < 0.01, 
respectively. To analyze whether the probability of  perceiving any color filling-in differed 
between conditions, we also compared the no color responses. Paired t-tests showed no 
difference for the alternating presentation condition (p > 0.1). For the simultaneous 
presentation condition, participants were more likely to respond with no color when the 
outer contour was chromatic as compared to when the inner contour was chromatic, 
t(19) = 3.89, p < 0.01. 
Next we consider responses on the same conditions, but now for the stimuli with 
black achromatic contours (See Figure 2.8).
Color inside
Color outside
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Figure 2.8. Mean response coordinates when the inner or the outer contour was 
the adapting chromatic stimulus (indicated by circles and squares, respectively) and 
the achromatic contour was black. Left panel: mean responses for the alternating 
presentation condition. Right panel: mean responses in the simultaneous presentation 
condition. The color of  the symbols within the graph depicts the colors of  the adapting 
stimuli. 
Afterimage watercolors
29
2
As can be seen in Figure 2.8, the same pattern as before was found. For the 
alternating presentation condition, when the outer contour was chromatic, the 
proportion participants responded with the same color was greater as compared to 
the proportion participants responded with the complementary color, t(19) = 3.40, 
p < 0.01. However, when the inner contour was chromatic, the same color responses 
and the complementary color responses did not differ, p > 0.1. For the simultaneous 
presentation condition, participants were more likely to respond with the same color 
response as compared to the complementary color response for both the inner and the 
outer chromatic contour, t(19) = 8.80, p < 0.001; t(19) = 2.48, p < 0.05; respectively. 
Paired t-tests on the proportions participants responded with no color revealed 
no difference for the alternating presentation condition, p > 0.1. However, for the 
simultaneous presentation condition, participants were more likely to respond with no 
color when the outer contour was chromatic as compared to when the inner contour 
was chromatic, t(19) = 3.43, p < 0.01. 
For the alternating presentation condition, we noticed that when black achromatic 
contours were used, color filling-in appeared to be attenuated as compared to when 
the lighter grey achromatic contours were used. Paired t-tests confirmed this, showing 
that for both inner, t(19) = 2.85, p < 0.05, and outer chromatic contour, t(19) = 5.18, 
p < 0.001, the proportion participants responded with no color was greater when black 
contours were used as compared to when grey contours were used. No such effect was 
found for the simultaneous presentation condition.
Discussion
In this experiment we compared filling-in of  afterimage colors with filling-in of  
‘real’ colors. We used chromatic and achromatic contours that could be presented 
simultaneously or alternately. When grey achromatic contours were used, for the 
alternating condition, an outer chromatic contour induced filling-in of  a similar 
color whereas an inner chromatic contour hardly induced filling-in of  the expected 
complementary color. In contrast, for the simultaneous presentation condition, the 
probability of  perceiving color filling-in was greater for an inner chromatic contour as 
compared to an outer contour. Furthermore, filling-in induced by an inner or an outer 
chromatic contour was most likely to be similar to the color of  the contour. Although we 
expected to find stronger color spreading for the simultaneous presentation condition 
when black achromatic contours were used, no such effect was found. Moreover, the 
use of  black contours in the alternating presentation condition greatly diminished 
filling-in induced both by an inner and outer chromatic contour.
At first glance, the results from the alternating condition in the present experiment 
appear to be at odds with the results from Experiment 1. In the first experiment, an 
inner chromatic contour generally induced stronger afterimage filling-in as compared 
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to an outer chromatic contour, while this did not reveal a significantly different effect 
in Experiment 2. A plausible cause for these apparent differential results lies in the 
different background luminance. More in particular, in Experiment 1, the interior area 
of  the adapting stimulus was always isoluminant with the chromatic contour, while 
in this experiment, the interior area was of  a different luminance. As mentioned, this 
was done to allow a better comparison with the typical watercolor displays, but it also 
caused a luminance border between the inner chromatic contour and the interior 
area. This luminance border, which likely remained in the afterimage (with a contrast 
polarity in the opposite direction), apparently prevented the colored afterimage of  the 
chromatic contour from spreading. In contrast, color filling-in by an outer chromatic 
contour should be influenced less by such afterimage luminance border as this type of  
filling-in depends on color induction across luminance borders (Anstis et al., 1978). 
Indeed, comparing the plot in Figure 2.5 with the left plot in Figure 2.7, it appears that 
color spreading induced by the inner chromatic contour was attenuated in Experiment 
2 (running additional independent t-tests confirmed this observation, t(38) = 2.65, 
p < 0.05), while the strength of  color spreading induced by the outer chromatic contour 
appears more or less the same across experiments (p > 0.1)). When black achromatic 
contours were used, the greater luminance contrast in the afterimage appeared to 
interfere with both effects.
Note that although afterimages of  a luminance border between a contour and the 
adjacent area may weaken or even prevent the spreading of  afterimage colors, similar 
luminance borders do not prevent color spreading of  ‘real’ colors in the current 
watercolor displays. In fact, when contours were presented simultaneously, we replicated 
previous findings on the watercolor illusion (Cao et al., 2011; Devinck et al., 2005; Pinna 
et al., 2001) and showed that an inner chromatic contour triggered same-color filling-
in. Apparently, afterimage filling-in is more sensitive to luminance borders between 
the inducing contours and the adjacent area than filling-in triggered by ‘real’ colors. 
Note that the current difference in strengths in fact deal with the induction of  the 
filling-in, i.e., the flow from contour colors to the adjacent area. This is different from 
the earlier observation that, once afterimages are generated, their perceived strength 
strongly depends on the position of  luminance contours (e.g., Daw, 1962; Powel, et al., 
2012; Van Lier et al., 2009). 
An additional difference between the current filling-in of  afterimage colors and ‘real’ 
colors appeared when filling-in was triggered by the outer chromatic contours. For 
afterimage filling-in, our results were in line with Experiment 1 and previous research 
(Van Lier et al., 2009; Anstis et al., 1978). As it is likely that the effect depends on contrast 
induction (either of  afterimage colors or of  ‘real’ colors), we also expected to find, like 
Pinna (2006), contrast induction when ‘real’ colors were used. However, this is not what 
we found; not only was color filling-in triggered by the outer contours stronger for 
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afterimage colors as compared to ‘real’ colors, color filling-in triggered by ‘real’ colors 
was, unexpectedly, more likely to be of  the same color as the inducing contour (see 
Figure 2.7 and 2.8, right plots). We speculate that given the very weak color appearance 
for these configurations, color judgments were biased toward the color of  contour that 
was actually present in the display. The use of  different stimulus configurations across 
studies may further offer a solution for the diverging results. To illustrate this, consider 
the shapes in Figure 2.9. In the upper left and upper right, one of  the shapes used in 
our experiment (2.9A) and an angular version of  that shape (2.9B) are shown. Both 
shapes produce rather weak, but an approximately similar color appearance based on 
contrast induction (i.e., orangish filling-in) in the interior area, indicating that the type 
of  contour (smoothly undulating or angular) does not seem to matter much. However, 
the effect can be enhanced by reducing the to be filled-in area by adding a grey contour 
inside the inner area (2.9C). The enclosed area between the grey contours now reveals a 
stronger orangish impression. In Figure 2.9D we have added an additional blue contour 
outside that area. As a consequence the inner part of  the figure has a bluish tint and the 
area between the grey contours appears even more orangish. In fact, the latter figure is 
similar to the examples provided by Pinna (2006). These informal observations illustrate 
that our stationary stimuli were perhaps not optimized for strong filling-in based on 
contrast induction. Note further that, contrary to shapes such as Figure 2.9D in which 
contrast induction can be compared with watercolor filling-in within the inner region, 
our stimuli were presented in isolation, which may have made the task of  judging color 
filling-in of  an already weak effect even more challenging.
A)
C)
B)
D)
Figure 2.9. Examples of  shapes that may induce contrast induction of  the blue contour. 
A) A slightly bigger version of  a shape that is taken from Experiment 2. B) An angular 
version of  A. C) Similar to B, but with an additional grey contour. D) A jagged annulus 
that is flanked on both sides by a blue contour.
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2.4 General discussion
We showed that, similarly to the watercolor illusion, afterimages of  thin colored outlines 
spread within a region bounded by luminance contours. Spreading induced by an 
afterimage of  an inner chromatic contour appears stronger as compared to spreading 
induced by an afterimage of  an outer contour. The probability of  perceiving filling-in 
depended on whether it is induced by ‘real’ colors or afterimage colors. For instance, 
it appears that spreading of  afterimage colors can be more easily affected by changes 
in luminance settings as compared to spreading of  ‘real’ colors. In addition, afterimage 
colors were, in contrast to ‘real’ colors, more likely to induce color contrast across 
boundaries.
Filling-in demonstrated in this study may be related to other filling-in phenomena that 
appear to depend on mechanisms that are related to boundary processing. For example 
in Troxler fading, prolonged fixation causes stimuli in the periphery (Troxler, 1804), or, 
as has been shown more recently, even entire scenes (Simons, Lleras, Martinez-Conde, 
Slichter, Caddigan & Nevarez, 2006) to disappear from view. As adaptation causes 
luminance boundaries to break down, color may spread beyond that boundary. Filling-
in due to Troxler fading has been studied using ‘real’ colors (Hamburger, Prior, Sarris 
& Spillmann, 2005) and afterimage colors (Hamburger, Geremek & Spillmann, 2012). 
They also found that different types of  filling-in triggered by ‘real’ colors and afterimage 
colors did not perfectly match. As has been mentioned in the introduction, another 
possible related instance of  filling-in occurs in the neon color illusion. Afterimages of  
neon color spreading have also been reported (Shimojo, Kamitani & Nishida, 2001), 
which have been shown to be the result of  adapting to the illusory filled-in surface. 
However, in our demonstrations the situation is different. As the chromatic contours 
in our stimuli are not likely to induce filling-in or contrast induction by themselves (a 
second contour is necessary), it is likely that for our stimuli, filling-in mechanisms act on 
the afterimage of  the chromatic contours instead.
Several theories of  form and surface perception account for filling-in phenomena 
(Komatsu, 2006). For example (Grossberg & Mingolla, 1985) proposed that visual input 
is processed into two parallel systems; a boundary contour system and a feature contour 
system. Boundary and edge information are processed in the boundary contour system, 
while feature information such as color and brightness are processed in the feature 
contour system. A perception of  a surface is formed when information of  both systems 
are combined. Color and brightness information in the feature contour system spread 
across surfaces and are bound by edge information in the boundary contour system. 
The theory has been used to explain filling-in phenomena such as the neon color effect 
(Grossberg & Mingolla, 1985) and also the watercolor illusion (Pinna & Grossberg, 
2005). In fact, the latter authors constructed a stimulus, the so-called two-dot limiting 
case, to explain both similarities and differences between the neon color illusion and 
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the watercolor illusion. 
Recently Francis (2010) used a model based on the boundary contour system and the 
feature contour system to simulate the perceived afterimages in Van Lier et al. (2009). 
Initially, the results from the model were consistent with the idea that boundaries 
block color spreading. In a second study however, some predictions of  the model 
did not entirely match their experimental data (Kim & Francis, 2011). Particularly, in 
one instance they used similar star-like stimuli (see Figure 2.1) as used in Van Lier 
et al. (2009), but varied the size of  the test outline. Contrary to predictions of  the 
model, their experimental results revealed that afterimage filling-in was less likely to 
be perceived when the test contour did not exactly match the edges of  the inducing 
color. The results were explained by the fact that for a smaller test contour, the region 
that receives afterimage color signals is relatively smaller, while for larger test contour, a 
larger region had to be filled in. Both of  these factors may have diluted color spreading. 
An alternative interpretation is that the alignment of  a test contour with the edges of  
the inducing colored region is important for filling-in to occur, because of  repeated 
activation of  orientation selective neurons that are also coding for color (Friedman et 
al., 2003). Kim and Francis (2011) additionally found that when the test contour was 
larger as compared to matching contours, the probability of  perceiving filling-in of  
an unexpected color became higher, possibly due to the fact that larger test contours 
included afterimages from two complementary colors. However, when the test contour 
was smaller than the inducing colored region, the probability of  perceiving no color 
filling-in became higher. In addition to their explanation, this result may have been 
caused by the fact that while one portion of  the inducing colored region fell inside the 
test contour, another portion fell outside the test contour. It is possible that the similarly 
colored afterimages induced by these outer colors negated the complementary colored 
afterimages induced by the inner colors.
To illustrate this, consider the examples in Movie 3. In addition to adapting figures 
with only one contour (on the right), we created adapting figures comprising two 
chromatic contours, one of  which is positioned inside and the other outside the test 
contour (on the left). When both contours are of  the same color, complementary 
colored filling-in induced by the inner contour and similarly colored filling-in induced 
by the outer contour appear to cancel each other out, so no color filling-in is perceived 
(compare top left with top right animation). When the color of  the outer contour is 
changed to purple (bottom left), both inner and outer contour induce approximately the 
same purplish colored afterimage, leaving a stronger purplish impression as compared 
to when only an inner green contour is used (compare bottom left with bottom right). 
Another example is provided in Movie 4. Here the chromatic contour is sequentially 
followed by two achromatic contours, juxtaposed to the chromatic contour; one 
positioned inside the interior area, and one positioned outside the interior area. After 
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viewing a few cycles (remain fixated on the central dot) one may see a color change 
with regard to the afterimage filling-in, corresponding with the position of  the contour. 
These examples illustrate that both effects play an important role in afterimage filling-in 
and should be integrated in any model accounting for afterimage filling-in. 
All in all, the current color filling-in triggered by alternating juxtaposed chromatic 
and achromatic contours largely reveals similar phenomenological impressions as the 
original watercolor illusion. Nevertheless, there are also different sensitivities for both 
types of  filling-in. It should be noted, however, that phenomenological differential 
effects for ‘real’ colors and afterimage colors do not necessarily point to fundamentally 
different processing mechanisms between these types of  color. For example, it has been 
shown that when having appropriate color settings (e.g., having ‘real’ colors that are 
more comparable to the relatively weak and desaturated afterimage colors), both types 
of  colors can be effectively blocked and gated by luminance contours (e.g., Anstis et al., 
2012a,b). Further investigations (e.g., Powell et al., 2012) may clarify whether different 
sensitivities are merely a result of  different stimulus parameters and color properties 
(like saturation) or whether they are caused by different underlying mechanisms. The 
current afterimage watercolors may provide a suitable entrance to further examine the 
conditions under which colors straddle the boundaries.
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2.5 Supplementary material
The supplementary material for this article can be found online at:
http://www.frontiersin.org/journal/10.3389/fpsyg.2013.00707/abstract 
(see supplemental data)
Movie 1. Examples of  stimuli in which the inner contour is the chromatic adapting 
contour. Observers tend to perceive color filling-in complementary to the color of  
the adapting contour. Note, the effect appears somewhat stronger after a couple of  
alternations (please set your video player to loop the movie and fixate on the small dot 
in the middle of  the four stimuli). 
Movie 2. Examples of  stimuli in which the outer contour is the chromatic adapting 
contour. Observers tend to perceive color filling-in similar to the color of  the adapting 
contour.
Movie 3. Examples of  stimuli with two chromatic adapting contours. In the top left 
a stimulus is shown comprising both an inner and an outer green adapting contour. 
Compared with the figure in the top right, color spreading appears less strong, because 
filling-in induced by both contours appear to cancel each other out. In contrast, when 
the outer contour is changed to purple (lower left), both contours induced a similar 
colored afterimage. The color should be similar to color filling-in induced by the 
stimulus in the lower right.
Movie 4. Examples of  chromatic contours that are followed subsequently by two 
different achromatic contours. After a few cycles the color of  the afterimages switches 
according to the achromatic contour.
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Abstract
We studied the effects of  learning on amodal completion of  partly occluded shapes. 
Amodal completion may originate from local characteristics of  the partly occluded 
contours, resulting in local completions, or from global characteristics, resulting in 
global completions. Two classes of  occlusion patterns were constructed; “convergent 
occlusion patterns”, in which global and local completions resulted in the same 
shape, and the much more ambiguous “divergent occlusion patterns”, in which these 
completions resulted in different shapes. We used a sequential matching paradigm and 
obtained behavioral responses (Experiment 1 and 2) and EEG recordings (Experiment 
3) to investigate whether previously learned shapes influenced completions of  partly 
occluded shapes. Experiment 1 revealed the preference for different completions of  
both occlusion patterns. In Experiment 2, learning effects were found only for test 
shapes following divergent occlusion patterns. Experiment 3 showed differential effects 
with regard to convergent and divergent occlusion patterns on a positive ERP in the 
150 to 300 ms range, before learning. After learning modulation of  this effect was only 
found for the divergent occlusion patterns. The results show that amodal completion of  
shapes can be influenced by a simple learning task when multiple completions of  partly 
occluded shapes are perceptually plausible. 
3.1 Introduction
Objects in our surroundings are often partly occluded by other objects or by themselves 
resulting in fragmented images on the retina. Yet, we perceive our surroundings as a 
coherent scene filled with complete objects. The visual system apparently fills in the 
missing parts. Michotte, Thinès, & Crabbé (1964) referred to this filling in of  contours 
and surfaces behind occluding figures with the term amodal completion. Amodal then, 
refers to the lack of  a phenomenological presence of  the completed shape or object; 
i.e. we do not really see the partly occluded parts. Amodal completion has mostly been 
studied using meaningless shapes. What remains unclear is whether-and if  so, how-prior 
knowledge of  shapes interacts with perceptual processes during amodal completion. 
The main goal of  this study was to investigate these interactions using behavioral and 
electrophysiological measures. 
Previous research uncovered distinct types of  completions. These can roughly be 
divided in so-called local completions that are based on the figural information near 
the points of  occlusion (Fantoni & Gerbino, 2003; Kellman & Shipley, 1991; Ullman, 
1976; Wouterlood & Boselie, 1992) and so-called global completions that take into 
account visible characteristics of  the whole figure of  the partly occluded shapes (e.g., 
symmetry; Buffart, Leeuwenberg, & Restle, 1981; de Wit, Bauer, Oostenveld, Fries, 
& van Lier, 2006; de Wit & van Lier, 2002; Sekuler, 1994; Sekuler, Palmer, & Flynn, 
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1994; van Lier, 1999; van Lier, van der Helm, & Leeuwenberg, 1994). In some stimulus 
patterns, referred to as convergent occlusion patterns (see van Lier, van der Helm, & 
Leeuwenberg, 1995), local and global completion strategies yield the same completion. 
For example, most of  us would perceive the occlusion pattern in Figure 3.1A as a circle, 
partly occluded behind a rectangle. The circle interpretation (Figure 3.1A-1) can be 
obtained by the smooth continuation of  the partly occluded contours; it is, given the 
occlusion pattern, also the most symmetrical interpretation. That is, local and global 
completion strategies converge towards the same circle interpretation. Other occlusion 
patterns, referred to as divergent occlusion patterns (e.g., van Lier et al., 1995), give 
rise to different completions as a result of  diverging local and global completion 
strategies. To illustrate this, consider the occlusion pattern in Figure 3.1B where the 
local completion of  the partly occluded shape comprises the smooth continuation of  
the visible contours (Figure 3.1B-1) and the global completion comprises a shape that 
follows the overall regularity of  the shape (Figure 3.1B-2). Compared to convergent 
occlusion patterns, divergent occlusion patterns are perceptually more ambiguous.
Whereas bottom-up factors have been studied extensively, possible top-down 
influences on amodal completion have been studied less often. That is, it has been argued 
that amodal completion runs its course in a stimulus-driven manner, autonomously from 
higher cognitive functions such as prior knowledge or expectations (Kanisza, 1985). 
However, recent behavioral studies have shown that interpretations of  partly occluded 
shapes can be affected both by surrounding figures (Rauschenberger, Peterson, Mosca, 
1)
convergent divergent
A B
2)1)
Figure 3.1.A: An example of  a convergent occlusion pattern. 1) A completion of  the 
convergent occlusion pattern based on both global and local structural information. 
B: An example of  a divergent occlusion pattern. 1) A local completion of  the divergent 
occlusion pattern. 2) A global completion of  the divergent occlusion pattern.
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& Bruna, 2004) and preceding figures (Plomp & van Leeuwen, 2006; Zemel, Behrmann, 
Mozer, & Bavelier, 2002), indicating that amodal completion processes are perhaps more 
flexible than previously thought. Furthermore, it has been shown that even implicit 
knowledge of  the material hardness of  objects may play a role in the process of  amodal 
completion (Vrins, de Wit, & van Lier, 2009).
In our current study, we investigated whether prior exposure of  specific geometrical 
shapes influences completion of  partly occluded shapes. In order to investigate such 
possible influences, we first tested the relative completion preferences of  convergent 
and divergent occlusion patterns in Experiment 1. In this experiment, a sequential 
matching task was used in which an occlusion pattern was followed by a possible 
completion. Here we expected that reaction times will be shortest for completions that 
follow the overall regularity of  an occlusion pattern (the local/global completion for the 
convergent patterns and the global completions for divergent occlusion patterns). In 
Experiment 2, a shape-learning task preceded the sequential matching task. In the shape-
learning task, a set of  geometrical shapes had to be learned. Although we acknowledge 
the broad scope of  the term learning, we operationalized learning using a relatively easy 
and shallow learning task which consisted of  one session that took about 30 minutes 
in which 12 unique shapes-name pairings had to be studied. Next, in the sequential 
matching task, an occlusion pattern was followed by a possible completion that could 
or could not be a previously learned shape. If  the visible part of  an occluded shape 
matches a previously learned shape, it may well be that this knowledge competes or 
even overrules completion processes that are based purely on the figural characteristics 
of  the shape. 
To examine the influence of  learned shapes on amodal completion we used behavioral 
measurements (Experiment 1 and 2) as well as EEG recordings. In order to avoid motor 
contamination during EEG recordings (Luck, 2005), we recorded EEG in a separate 
experiment (Experiment 3).The behavioral measurements reveal the relative preference 
for one or the other completion, whereas the EEG recordings capture the Event-Related 
Potentials (ERPs) elicited by the different completions. By recording ERPs elicited by 
possible completions of  partly occluded shapes, we can examine how the brain reacts 
to these completions and investigate how rapidly after stimulus onset learning effects 
arise in the ERP. Previous investigations on the neural correlates of  amodal completion 
focused mainly on general effects of  completion processes. For example, using MEG 
and EEG measurements in humans it has been found that completion processes can be 
measured at about 130-140 ms after the presentation of  an occluded shape (Johnson, 
& Olshausen, 2005; Murray, Foxe, Javitt, & Foxe, 2004). More specifically, Murray et al. 
(2004) proposed that the source of  this activity is located in the lateral occipital complex 
(LOC) where object shapes are thought to be represented independently of  the actual 
physical presence of  particular object characteristics. This suggestion is in accordance 
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with findings using fMRI (Kourtzi & Kanwisher, 2001; Weigelt, Singer, & Muckli, 
2007). Similarly, completion based modulations have also been reported to occur within 
primary visual areas, e.g., V1 and V2 (Rauschenberger, Liu, Slotnick, & Yantis, 2006), 
possibly due to reentrant processing. To investigate effects of  the overall figural context 
of  partly occluded shapes on completions, de Wit et al. (2006) used MEG recordings 
while participants viewed convergent (Figure 3.2A-1) and divergent (Figure 3.2B-1) 
occlusion patterns, followed by test shapes that could be possible completions of  the 
partly occluded shape. Test shapes following convergent occlusion patterns could be 
a completion that was based on both global and local strategies (Figure 3.2A-2) or an 
anomalous completion, i.e. a completion that would not be expected based on local or 
global completion strategies (Figure 3.2A-3). Test shapes following divergent occlusion 
patterns could be either a local completion (Figure 3.2B-2) or a global completion 
(Figure 3.2B-3). The measured event related fields were time-locked to the removal of  
the occluding shape. Two components were discovered that appeared to be sensitive 
to the overall context of  the occlusion patterns. The first component was recorded 
by sensors at the right occipital cortex at about 200 ms and the second component 
was recorded by sensors at the right temporal cortex at about 400 ms. (de Wit et al., 
2006). Thus, being the first study investigating brain responses related to local and 
global completions, these results can be regarded as additional evidence revealing the 
importance of  the overall context of  occlusion patterns in amodal completion. 
In sum, in Experiment 1, we measured reaction times on a sequential matching 
task to see whether for the given stimulus set the local/global completions and global 
completions are indeed most plausible, revealed by faster response times. Next, in 
1
1
2 3
2 3
B)
A)
Figure 3.2. A: 1) A convergent occlusion pattern. 2) A completion of  the convergent 
occlusion pattern based on both global and local information. 3) An anomalous 
completion on the convergent occlusion pattern. B: 1) A divergent occlusion pattern. 2) 
A local completion of  the divergent occlusion pattern. 3) A global completion of  the 
divergent pattern. (After de Wit et al., 2006).
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Experiment 2 we measured whether learning affects the matching process between 
an occlusion pattern and possible completions of  the occlusion pattern. Finally, in 
Experiment 3, we recorded EEG to investigate ERPs that could be related to the 
learning effects we found in Experiment 2. The use of  similar procedures enabled us to 
compare the behavioral findings with the electrophysiological findings.
3.2 Experiment 1
Experiment 1 was set up to test the plausibility of  completions given the two sets of  
occlusion patterns (convergent versus divergent patterns), using a sequential matching 
task. Participants were instructed to judge as fast as possible if  a test shape could be the 
previously presented partly occluded shape. Similar to van Lier et al. (1995) and de Wit 
et al. (2006) we used convergent and divergent occlusion patterns. All occlusion patterns 
were constructed such that the globally completed shapes always had a horizontal and a 
vertical axis of  symmetry (see Method section), which makes these completions highly 
salient (e.g., Sekuler, 1994; van Lier et al., 1995). Using such shapes, it has previously been 
shown that for both convergent and divergent occlusion patterns, globally completed 
shapes are preferred compared with anomalous or local shapes.
Similar to simultaneous matching tasks (e.g., Gerbino & Salmaso, 1987) and primed 
matching tasks (e.g., Sekuler & Palmer, 1992), responses are expected to be quicker 
whenever a test shape matches the perceived partly occluded shape. Thus, for the 
convergent occlusion patterns, reaction times are predicted to be faster for the local/
global completions compared to reaction times on completions that are incompatible 
with the perceptual cues (i.e. anomalous completions). For the divergent occlusion 
patterns, reaction times are predicted to be faster for global completions compared to 
reaction times on local completions.
Methods
Participants
17 Students (aged 18-26; 13 female) of  the Radboud University of  Nijmegen participated 
in Experiment 1. All had normal or corrected to normal visual acuity. Participants 
received payment or course credits. This study was approved by the internal ethics 
committee, according to the Declaration of  Helsinki.
Stimuli
First, three sets of  patterns were made based on three basic shapes (an oval, a rectangle 
and an octagon). The axis of  elongation of  these shapes could be oriented vertically 
or horizontally. Next, both convergent and divergent occlusion patterns were created 
in which the test shapes were partly occluded by another shape. Examples of  the 
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occlusion patterns used in this experiment are shown in Figure 3.3A and Figure 3.3B 
(the complete set of  stimuli is given in Appendix A and Appendix B). The patterns all 
consist of  a ‘cloud-shaped’ foreground figure (the occluder), and a background shape 
(the partly occluded shape). Completions were created by either smoothly continuing 
the visible contours at the points of  occlusion or by adding an additional protrusion. 
For the convergent occlusion patterns, smooth continuation follows both local and 
global strategies and resulted in local/global completions (Figure 3.3A-1). Completing 
convergent occlusion patterns with a protrusion resulted in anomalous shapes 
(Figure 3.3A-2). For the divergent occlusion pattern, smooth continuation resulted in a 
local completion (Figure 3.3B-1) whereas the addition of  a protrusion maximized the 
symmetry and resulted in a global completion (Figure 3.3B-2).
Non-match trials showed test shapes that had a different number of  visible 
protrusions or had a different overall shape such that they were incompatible with the 
visible part of  the partly occluded shape in the occlusion patterns (See Figure 3.3A-3, 
3.3A-4, 3.3B-3 and 3.3B-4). These non-matches were chosen such that participants 
had to attend to both the overall shape and to the local aspects such as protrusions 
versus continuations. Note that each occlusion pattern could be followed by one of  
two possible test shapes or one of  two non-matches. In addition, either the left or the 
right side of  the shapes could be occluded. Therefore, mirrored versions of  all shapes 
were created.
4)3)
2)1)
B)
4)3)
2)1)
Figure 3.3. A subset of  the used stimuli. A) A convergent occlusion pattern. 1) A 
local/global completion. 2) An anomalous completion. 3, 4) Non-matches of  the 
convergent occlusion pattern. B) A divergent occlusion pattern. 1) A local completion. 
2) A global completion. 3, 4) Non-matches of  the divergent occlusion pattern.
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In sum, the number of  unique trials was calculated as follows: set (3 levels; oval, 
rectangle, octagon) * occlusion pattern (2 levels; convergent or divergent) * orientation 
(2 levels; vertically or horizontally) * side occluded (2 levels; left or right) * completion 
(2 levels; smooth continuation or protrusion) * match (2 levels; match, non-match) = 
96 trials.
Procedure
The experiment was run on a PC with a 75 Hz refresh rate monitor. The experiment 
was designed and presented using Presentation (Version 14.8, Neurobehavioral Systems, 
Inc.). Figure 3.4 shows the sequence of  events in Experiment 1. Participants were 
seated in front of  the monitor and were instructed to focus on the center of  the screen. 
After the fixation cross was presented for 1800 ms, an occlusion pattern was shown for 
1000 ms. The occlusion pattern was then masked for a random period between 200 and 
500 ms using a Gaussian noise stimulus. Immediately following the mask, a test shape 
was presented. Participants were asked to judge whether the second test shape could be 
the partially occluded shape presented earlier. The test shape remained on the screen 
for 5000 ms or until a button was pressed. Participants were instructed to respond as 
fast as possible while minimizing errors. Reaction times were measured from the onset 
of  the test shape.
Prior to the experiment, the participants completed a small block of  10 practice 
trials to become familiar with the task. Next, the experiment was run in four blocks. In 
each block, each of  the 96 trials was presented once in a randomized order. Between 
blocks, an opportunity was given to take a short break. The participants controlled the 
time between blocks by pressing a start button preceding each block.
Results
One participant scored over 3 SD above the overall group mean reaction times (averaged 
over all trials) and was therefore considered to be an outlier. Analyses were performed 
on correct responses (95.3% of  the match trials) on match trials. For each participant 
separately, reaction times deviating more than twice the SD from the individual means 
1800 ms 1000 ms 250-500 ms response
Figure 3.4. Sequence of  events in Experiment 1.
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were excluded from the analysis. As a result, 8.8% of  the trials were excluded from 
further analysis. Figure 3.5 shows the mean reaction times and standard errors of  the 
means as a function of  occlusion pattern (convergent and divergent) and completion 
(smooth continuation and protrusion).
A repeated measures ANOVA was performed with occlusion pattern (2 levels: 
convergent and divergent) and completion (2 levels: smooth continuation and protrusion) 
as within-subject factors and reaction times as the dependent variable. A main effect 
for occlusion pattern was found, F(1, 15) = 17.26, p < 0.01, η2 = 0.535, showing that 
participants responded faster to test shapes following convergent occlusion patterns 
(M = 649.2 ms) compared with test shapes following divergent occlusion patterns 
(M = 680.9 ms). No main effect for completion was found. However, a significant 
interaction between occlusion pattern and completion was revealed, F(1, 15) = 56.81, 
p < 0.001, η2 = 0.791. Simple effects analyses revealed that, in the case of  convergent 
occlusion pattern, participants responded faster on smooth continuation completions 
compared to completions that comprised an additional protrusion, F(1, 15) = 25.69, 
p < 0.001, η2 = 0.631. For divergent occlusion patterns, this pattern was reversed. 
Participants responded faster on completions that comprised an additional protrusion 
compared to smooth continuation completions, F(1, 15) = 17.71, p < 0.01, η2 = 0.541.
Discussion
In this experiment, we tested the relative preference for particular completions (smooth 
continuation or an additional protrusion) of  convergent and divergent occlusion 
patterns. We expected that the preference for a particular completion depended on 
smooth continuation
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Figure 3.5. Mean reaction times (in milliseconds) on all possible test stimuli. Error bars 
represent one standard error of  the mean.
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the overall context of  the occlusion pattern. First, participants responded faster on 
completions following convergent occlusion patterns compared with completions 
following divergent occlusion patterns. Most importantly and confirming our hypothesis, 
the preference for of  a particular completion depended on the overall context of  the 
occlusion patterns. For convergent occlusion patterns, participants responded faster on 
smoothly completed shapes (e.g., local/global completions) compared with completions 
comprising an additional protrusion (e.g., anomalous completions). For divergent 
occlusion patterns however, participants responded faster to completions comprising 
an additional protrusion (e.g., global completions) compared with smoothly completed 
shapes (e.g., local completions). 
In this experiment, the various non-match stimuli were designed such that 
participants had to attend to both the overall shape and the number of  protrusions in 
deciding whether a test shape is a match or not. If, for example, non-matches always 
differed from matches with regard to the overall shape (e.g., rectangular versus oval), 
this difference could lead to strategy in performing the task. As a consequence of  this 
choice, however, the non-matches differed from the matches in the degree of  symmetry 
and the number of  protrusions. Although it has previously been shown that speeded 
response times to, for example, symmetrical shapes by themselves cannot account for 
the findings showing a preference for globally completed shapes (e.g., de Wit & van Lier, 
2002; Sekuler, 1994; Sekuler et al., 1994; van Lier, van der Helm, & Leeuwenberg, 
1995), we wanted to rule out whether for the present stimuli and task, differential shape 
complexities between match trials and non-match trials could have biased the results. 
Therefore, before moving on to the main aim of  this study, which is to investigate the 
influence of  learning on amodal completion, we ran a control experiment in which we 
balanced the matches and non-matches with regard to shape symmetry and the number 
of  protrusions.
3.3 Control Experiment
In this control experiment, every test shape that serves as a match in one half  of  the 
trials, serves as a non-match in the other half  of  the trials. Importantly, both matches 
and non-matches had the same degree of  symmetry and number of  protrusions.
Methods
Participants
17 Students (aged 19-25; 14 female) of  the Radboud University of  Nijmegen participated 
in Experiment 1. All had normal or corrected to normal visual acuity. Participants 
received payment or course credits. This study was approved by the internal ethics 
committee, according to the Declaration of  Helsinki.
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Stimuli
The stimuli used in the control experiment were essentially the same as in Experiment 1, 
with the exception of  the non-match stimuli. In this experiment, the non-matches were 
chosen such that they had exactly the same symmetry and number of  protrusions as the 
matches. For example consider Figure 3.3, the non-match for the convergent occlusion 
pattern with the same basic shape as the partly occluded shape (Figure 3.3-A3) was 
replaced by a rectangle (See Appendix A, row 3, test shape column 1), and the non-
match with the same basic shape as the divergent occlusion pattern (Figure 3.3-B3) was 
replaced by the shape with a rectangle as basic shape, but having four protrusions (See 
Appendix B, row 3, test shape column 1). In effect, every test shape was used as a match 
in one half  the trials, while they served as a non-match in the other half  of  the trials.
Procedure
The procedure was exactly the same as in Experiment 1.
Results
One participant responded incorrectly on most of  the match trials with an anomalous 
test shape (68,75% incorrect) and on most of  the match trials with a local test shape 
(75% incorrect). Therefore, we removed data from this participant from further analysis. 
For the remaining participants, analyses were performed on correct trials (93.6% of  
the match trials and 93.7% of  the non-match trials). The same preprocessing steps 
as in Experiment 1 were applied to the reaction time data. As a result, 10.3% of  the 
trials were removed from further analysis. Figure 3.6 shows the mean reaction times 
and standard errors of  the means as a function of  occlusion pattern (convergent and 
divergent) and completion (smooth continuation and protrusion).
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Similar to Experiment 1, a repeated measures ANOVA was performed with 
occlusion pattern (2 levels: convergent and divergent) and completion (2 levels: smooth 
continuation and protrusion) as within-subject factors and the mean reaction times 
on the matches as the dependent variable. First of  all, for the matches, a main effect 
of  pattern was revealed, F(1, 15) = 5.34, p < 0.05, η2 = 0.263, showing faster reaction 
times for shapes following convergent occlusion patterns (M = 660.79 ms) compared to 
shapes following divergent occlusion patterns (M = 693.50 ms). Second, a main effect of  
completion was revealed, F(1, 15) = 8.39, p < 0.05, η2 = 0.359, showing that participants 
reacted faster on smooth continuation completions (M = 659.16 ms) compared with 
completions comprising an additional protrusion (M = 695.13 ms). Third, replicating 
the results of  Experiment 1, a significant interaction was revealed between pattern and 
completion, F(1, 15) = 23.03, p < 0.001, η2 = 0.606. Simple effect analysis showed that 
for convergent occlusion patterns, participants reacted faster on smooth continuation 
completions compared with completions that comprised an additional protrusion, 
F(1, 15) = 22.42, p < 0.001, η2 = 0.599. As can be seen in Figure 3.6, this pattern 
was reversed for completions following divergent occlusion patterns. For these shapes, 
faster reaction were observed for completions comprising an additional protrusion 
compared with smooth continuation completions, F(1, 15) = 5.97, p < 0.05, η2 = 0.285. 
When a repeated measures ANOVA was performed with the mean reaction times 
on the non-matches as dependent variable, very different results were revealed. Now, 
only a main effect of  pattern was observed, F(1, 15) = 42.65, p < 0.001, η2 = 0.740, 
showing faster response times when the non-matches followed convergent occlusion 
patterns (M = 618.11 ms) compared with reaction times when non-matches followed 
divergent occlusion patterns (M = 666.03 ms). No main effect of  completion (p = 0.06) 
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Figure 3.6. Mean reaction times (in milliseconds) on all possible test stimuli. Error bars 
represent one standard error of  the mean.
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was found and, importantly, no significant interaction between completion and pattern 
(p = 0.09), was observed.
Discussion
This control experiment was set up in order to investigate whether the reaction times 
in Experiment 1 have been influenced by a difference in symmetry and the number of  
protrusions between match test shapes and non-match test shapes. To control for these 
aspects, the same shapes that were used as matches in one half  of  the trials were used 
as non-matches in the other half  of  the trials. When test shapes were used as matches, 
the results followed the same pattern as observed in Experiment 1. That is, reaction 
times on the possible completions depended on the overall context of  the occlusion 
patterns, showing the fastest response times for completions that followed the overall 
shape of  the partly occluded shapes. Crucially, when the same shapes were used as non-
matches, this effect disappeared. Stating it otherwise; when the test shapes are unrelated 
to the occlusion pattern, shape differences, due to e.g., symmetry or difference in the 
number of  protrusions, were not of  a decisive influence. Following previous studies 
(e.g., de Wit et al., 2002; Sekuler, 1994; van Lier et al., 1995), the results of  Experiment 
1 and the present control experiment, provide additional support for the notion that 
completions of  partly occluded shapes, depend on global properties rather than just the 
visible information at the points of  occlusion. In the next experiments, the same set of  
stimuli as in Experiment 1 is used to test effects of  previously learned shapes.
3.4 Experiment 2
Experiment 2 was set up to test whether learning shapes influenced the speed of  the 
matching process between partly occluded shapes and their possible completions, 
using the same sequential matching task that was used in Experiment 1. To investigate 
how previous exposure affects amodal completion, the participants in Experiment 
2 learned particular shapes. That is, participants had to do a short learning task in 
which they studied shape-name pairings. We expected that effects of  learning would 
be more marked for the perceptually less preferred completions. Based on previous 
studies and on the results of  Experiment 1, we therefore instructed the participants 
to learn anomalous completions (taken from convergent occlusion patterns) and local 
completions (taken from divergent occlusion patterns). If  learned shapes influence the 
competition between alternative completions, changes in the reaction time patterns 
are to be expected. It may be that learning results in speeded responses to both 
anomalous completions and local completions. However, it may also be that learning 
affects amodal completion differently depending on the occlusion pattern, because the 
convergent and divergent occlusion patterns differ in the level of  perceptual ambiguity. 
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To clarify this, for convergent occlusion patterns, local and global completion strategies 
converge to one and the same shape, so there is only one perceptually plausible shape. 
In contrast, though global completions are perhaps the most salient completions of  
divergent occlusion patterns, local completions are perceptually plausible and may still 
be generated (see van Lier, Leeuwenberg, & van der Helm, 1995). Apart from speeded 
response times to the learned anomalous and local completions, we therefore predicted 
to observe larger learning effects for perceptually plausible local completions compared 
with perceptually implausible anomalous completions.
Methods
Participants
23 Students (aged 18-32; 20 female) of  the Radboud University of  Nijmegen participated 
in Experiment 2. All had normal or corrected to normal visual acuity. Participants 
received payment or course credits. This study was approved by the internal ethics 
committee, according to the Declaration of  Helsinki.
Stimuli
The same stimuli as in Experiment 1 were used. Additionally, the participants were 
asked to learn anomalous and local shapes by associating the shapes with their given 
nonsense names. These names were chosen to have no meaning in Dutch, the native 
language of  all participants (See Figure 3.7). Mirrored duplicates of  the shapes were 
given the same names and had to be learned as well. Effectively, the participants had to 
learn two orientations of  12 unique shapes by their given names.
BlirBlorBlibBlob
RimaRumaRiraRura
GiksGoksGimsGoms
Figure 3.7. Shape-name pairings that were used in the memory task. Note that mirrored 
versions of  the shapes were also used. These were paired with the same names depicted 
here.
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Procedure 
Participants were given a task in which they were instructed to learn a subset of  the 
test shapes. The participants received a file with 24 shapes and were asked to learn 
these shapes at least one day before the actual experiment and such that they knew 
the associated names. The participants were informed that on the day of  the main 
experiment, they would be tested in order to verify whether they had in fact learned the 
names of  the shapes. Right before the start of  the main experiment, the participants 
did a memory test in which they were presented with all learned shapes in a randomized 
order and had to write down the corresponding name. Data from participants were 
excluded from analysis when they made more than 3 errors. After the memory test, the 
instructions for the main experiment were given. The remainder of  the procedure was 
exactly the same as in Experiment 1.
Results
Out of  23 participants, 16 participants scored less than 3 errors on the memory test and 
were further analyzed. Analyses were performed on correct responses (96.1% of  the 
match trials) on match trials. For each participant separately, reaction times deviating 
more than twice the SD from the individual means were excluded from the analysis. 
As a result 8.7% of  the trials were excluded from analysis. Figure 3.8 shows the mean 
reaction times and standard errors of  the means as a function of  occlusion pattern 
(convergent and divergent) and completion (smooth continuation and protrusion).
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Figure 3.8. Mean reaction times (in milliseconds) on all possible test stimuli. Error 
bars represent one standard error of  the mean. Anomalous test shapes (protrusion 
completions of  convergent occlusion patterns) and local test shapes (smooth 
continuation completions of  divergent occlusion patterns) were learned.
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A repeated measures ANOVA was performed with occlusion pattern (2 levels: 
convergent and divergent) and completion (2 levels: smooth continuation and 
protrusion) as within-subjects factors and reaction times as the dependent variable. 
A main effect for occlusion pattern was found, F(1, 15) = 26.89, p < 0.01, η2 = 0.642, 
showing that participants responded faster to test shapes following convergent occlusion 
patterns (M = 616.5 ms) compared with test shapes following divergent occlusion 
patterns (M = 653.5 ms). A main effect for completion was found, F(1, 15) = 6.49, 
p < 0.05, η2 = 0.302, showing that participants reacted faster to smooth continuation 
completions (M = 623.6 ms) compared with completions comprising an additional 
protrusion (mean = 646.4 ms). However, a significant interaction between occlusion 
pattern and completion was also found, F(1, 15) = 9.87, p < 0.01, η2 = 0.397. Simple 
effects analyses revealed that, in the case of  convergent occlusion patterns, participants 
responded faster on smooth continuation completions compared with completions that 
comprised an additional protrusion, F(1, 15) = 20.18, p < 0.01, η2 = 0.574. For divergent 
occlusion patterns, no difference in reaction times between the different completions 
was found (p > 0.1).
Discussion
In this experiment, the influence of  learned shapes on the amodal completion of  two 
kinds of  occlusion patterns was investigated by administering the same sequential 
matching task as in Experiment 1. That is, prior to testing, participants learned anomalous 
and local shapes by their nonsense names. First, similar to the results of  Experiment 
1, participants reacted faster to completions following convergent occlusion patterns 
compared with completions following divergent occlusion patterns. Second, for the 
convergent occlusion patterns, in this experiment participants also responded faster 
to local/global completions compared with anomalous completions. In contrast to 
Experiment 1, and most importantly, for the divergent occlusion patterns participants 
showed similar response times for the learned completions (i.e., local completions) 
and the global completions. Thus, learning shape-name combinations for perceptually 
implausible (i.e., anomalous) completions resulted in response patterns to completions 
of  convergent occlusion patterns that were similar to those we found in Experiment 
1, while learning shape-name combinations of  perceptually plausible completions 
(i.e., local completions) resulted in a disappearance of  a difference in reaction times 
between global and local completions. As a result, the current experiment showed that 
learning shape-name combinations influences responses to test shapes in a sequential 
matching task, but this depends on the perceptual ambiguity of  the partly occluded 
shape.
It is likely that when the visual properties of  a partly occluded shape strongly favor 
one kind of  completion, the visual system automatically generates this completion 
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regardless of  whether the visible part of  the partly occluded shape matches a learned 
alternative completion. This finding would be in line with previous demonstrations 
showing that prior knowledge does not affect amodal completion (Kanisza, 1985; 
Michotte et al., 1964). However, when the visual properties of  a partly occluded shape 
favor multiple completions (e.g., in the case of  divergent occlusion patterns used here), 
some of  the perceptual ambiguity, or uncertainty, may be resolved by additional stimulus 
characteristics such as learned shape-name combinations. In other words, when the 
initial pattern is perceptually more ambiguous, learning may have decisive influence.
At this point it is perhaps good to note that the terms local and global we use throughout 
the text are based on the figural characteristics of  the completions and do not refer to 
the level of  processing of  the shapes. It might very well be that global completions are 
initially processed more holistically compared with local completions, whereas, after 
learning, local completions are also processed in a more holistic fashion. It has been 
shown, for example, that learning unfamiliar objects (e.g., “Greebles”) may increase 
holistic processing of  these objects (Gauthier & Tarr, 1997). As the focus of  this study is 
on the figural characteristics of  the representation of  different completions, we remain 
using the terms local and global to refer to figural characteristics of  the completions 
before and after learning, irrespective of  a shift in processing characteristics.
To further investigate the effects of  learning on amodal completion, in Experiment 3, 
we conducted a similar experiment (using the same stimuli in a similar learning task), but 
now using EEG in order to explore the neural responses accompanying the differential 
effects of  learning we found in Experiment 2. That is, ERPs provide a means to study 
stages of  information processing before the overt occurrence of  the motor responses 
due to the online recordings of  brain activity with high temporal resolution. This then 
can be done to investigate differences in the ERP signal that can be related to the 
differential effects of  learning on the completion of  convergent and divergent occlusion 
patterns.
3.5 Experiment 3
Experiment 3 was set up similarly to Experiments 1 and 2 in order to explore the neural 
responses accompanying the differential effects of  learning we found in Experiment 2. 
ERPs were recorded at the onset of  the presentation of  the test shapes. As mentioned, 
it has been shown that electrophysiological correlations of  completion processes can 
be measured as early as 130-140 ms after the presentation of  an occlusion pattern 
(Johnson & Olshausen, 2005; Murray, Foxe, Javitt, & Foxe, 2004) up to 200 ms (de Wit 
et al, 2006), being in line with various behavioral studies (e.g., Sekuler, 1994; Sekuler et 
al., 1994) showing that after approximately 150 to 250 ms partly occluded shapes are 
represented as complete shapes. Given our results from Experiment 1, we therefore 
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expected to find a relatively early ERP component that can be related to the preference 
for a completion. With regard to such an ERP component we further relate to studies 
investigating repetition effects on visual stimuli. For example, Schendan & Kutas (2007) 
showed that a positive going ERP signal peaking at approximately 200 ms (i.e., the 
so-called P2), could be suppressed by visual stimuli that were similar to previously 
presented stimuli. Such a congruency effect was also found in another study using 
visual stimuli (Freunberger, Klimesch, Doppelmayr, and Höller, 2007). In that study, 
modulations of  P2 at posterior scalp regions were reported, revealing a diminished 
effect for a sequence of  congruent stimuli compared with a sequence of  incongruent 
stimuli (similar to repetition suppression; Grill-Spector, Henson, & Martin, 2006). We 
reasoned that in our experimental setup, presented completions that are similar to the 
perceived partly occluded shape may lead to a reduced P2 as well. We investigated 
whether this early ERP component could additionally be modulated by the presentation 
of  learned shapes.
To analyze our data, we calculated ERPs elicited by all possible completions for pre- 
and post-learning sessions. We identified the P2 within a 150 to 300 ms time window 
after the presentation of  a test shape. To investigate whether the P2 can be modulated by 
different completions, difference waves were calculated by subtracting ERPs elicited by 
the least preferred completions (e.g., anomalous and local completions) from the ERPs 
elicited by the most preferred completions (e.g., local/global and global completions). If  
local/global and global completions elicit a P2 with a reduced amplitude compared with 
a P2 elicited by anomalous and local completions, this would be reflected in negative 
mean differences.
Methods
Participants
12 Healthy students (aged 18-25 years; 10 female; 8 right-handed), from the Radboud 
University of  Nijmegen participated in Experiment 3. All had normal or corrected to 
normal visual acuity. Participants received payment or course credits. The study was 
approved by the local ethics committee, according to the Declaration of  Helsinki.
Procedure
Figure 3.9 shows the sequence of  events of  each trial in Experiment 3. The trials were 
similar to those of  Experiments 1 and 2. A difference is that both the occlusion pattern 
and the test shape were masked for a random period between 250 and 500 ms. After 
the second mask, a small green cross that served as a cue was presented. Participants 
were instructed to respond after the cue was presented. The latter adjustment was made 
because preparatory motor responses may distort the cortical responses that are evoked 
by the test stimuli (Luck, 2005). The behavioral response was required to maximize 
Amodal completion and learning
55
3
comparison with Experiment 2 and to exclude erroneous responses. As behavioral 
responses were delayed for at least 1250 ms, which is long after responses were given 
in Experiment 1 and 2, they were not analyzed further. After the response was made, 
a blank screen was presented for 1500 ms after which the next trial started. Additional 
measures to minimize noise during recording sessions included instructions to keep 
head movements and eye blinks to a minimum. Participants were asked to blink only 
after making a response and before the start of  the next trial.
Each participant completed two sessions. In the pre-test, the sequential matching 
task as described above was administered. The pre-test was followed by a task in which 
participants learned the test shapes as described in Experiment 2. Then, after having 
completed the naming test, participants again did the sequential matching task during 
the post-test. A block consisting of  10 practice trials was run before both pre- and post-
test. A 10 to 15 minute break was offered right after the learning task.
EEG recordings and analyses
During the pre- and post-learning sessions, EEG was continuously recorded from 32 
electrodes that were mounted on a cap according to the international 10-20 system (Fp1, 
Fp2, F3, Fz, F4, FC5, FC1, FCz, FC2, FC6, T7, C3, Cz, C4, T8, CP5, CP1, CP2, CP6, 
P7, P3, Pz, P4, P8, O1, Oz, O2). A ground electrode was placed over the forehead. The 
reference electrode was fixated on the right mastoid. The signal was offline referenced 
to linked mastoids. Eye-blinks were monitored with electrodes positioned directly above 
and below the left eye. Horizontal electro-oculogram was acquired from electrodes 
placed on the left and right outer canthi of  each eye. Impedances of  the electrodes were 
reduced to below 5 kΩ. The signal was amplified with a gain of  50,000, filtered with a 
band-pass of  0.016 to 100 Hz and digitized using a sampling rate of  1000 Hz. 
Epochs of  750 ms were created, starting 100 ms before the test shape and ending 
650 ms after the test shape. Only trials containing correct responses were used. Epochs 
containing eye-blinks or motor artifacts were automatically detected using a minimum 
and maximum amplitude criterion of  -200 and +200 μV and an absolute difference 
criterion of  50 μV between two neighboring sample-points. For each segment, this 
250 ms 1000 ms 250-500 ms 1000 ms 250-500 ms response
Figure 3.9. Sequence of  events in Experiment 3.
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procedure was supplemented by visual inspection to decide whether to keep the 
segment. Next, the EEG signal was linearly de-trended. Data were offline filtered with a 
band-pass of  0.16 to 30 Hz. A -100 to 0 ms baseline correction was applied. ERPs were 
determined for each condition. Data from two participants were removed from analyses 
due to excessive artifacts (over 50% of  the trials). For the remaining participants, about 
81% (minimum of  78%, maximum of  86%) of  the trials were accepted for averaging.
To analyze the ERP data, difference waves for each session and pattern were created 
by subtracting the ERPs elicited by the less preferred completions (anomalous and local 
completion) from those elicited by the preferred completions (local/global and global 
completions). As the P2 activation was maximal over frontocentral scalp locations, 
average values from 150 to 300 ms (de Wit et al., 2006; Sekuler, 1994) of  these difference 
waves were determined at Fz, FCz and Cz. For both divergent and convergent occlusion 
patterns, the resulting values of  pre- and post-learning were compared.
Results
Figure 3.10 shows the ERPs at Fz, FCz, Cz, elicited by all conditions before and 
after the learning task. Difference waves between the ERPs elicited by completions 
were computed for each occlusion pattern and each session. The mean amplitudes 
of  these difference waves from 150 to 300 ms are shown in Figure 3.11. To analyze 
whether there are differences in the data, we first subjected the mean difference data 
to a repeated measures ANOVA with site (3 levels: Fz, FCz and Cz), pattern (2 levels: 
convergent and divergent) and learning (2 levels: pre- and post-learning) as within-
subjects factors and mean amplitude of  the differences in µV as a dependent variable. 
For this analysis and follow-up analyses, multivariate test results were used (Vasey & 
Thayer, 1987). The analysis revealed no main effect of  site (p > 0.1). A significant 
main effect for pattern was found, F(1, 9) = 8.01, p < 0.05, η2 = 0.471, such that the 
mean difference between ERPs elicited by test shapes following convergent patterns 
(M = -1.754 µV) was greater than the mean difference elicited by test shapes following 
divergent patterns (M = -0.145 µV). Also, a main effect for learning was found, F(1, 9) 
= 10.00, p < 0.05, η2 = 0.526, revealing that the mean difference obtained after the 
learning session (M = -1.753 µV) was greater than the mean difference obtained before 
the learning session (M = -0.146 µV). In addition, a trend was revealed in the interaction 
between site and pattern, F(2, 8) = 3.22, p = 0.094, η2 = 0.343. None of  the other 
interaction effects were found to be significant (p > 0.1).
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Figure 3.10. Grand average ERPs at Fz, FCz, Cz elicited by the test shapes during pre-
test (left graphs) and post-test (right graphs). The dashed vertical line at 0 ms. represents 
the onset of  the test shapes. The upper graphs show ERPs elicited by test shapes 
following convergent occlusion patterns. The dashed and solid lines represent the ERPs 
elicited by local/global shapes and the ERPs elicited by anomalous shapes. The bold 
lines depict the difference waves between these ERPs (local/global – anomalous). The 
lower graphs show ERPs elicited by test shapes following divergent occlusion patterns. 
Here, the dashed and solid lines represent the ERPs elicited by global shapes and the 
ERPs elicited by local shapes. The bold lines depict the difference waves between these 
ERPs (global – local).
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To investigate the trend in the interaction between site and pattern, the mean 
differences obtained from each pattern was subjected to a separate repeated measures 
ANOVA with site (3 levels: Fz, FCz and Cz) and learning (2 levels: pre- and post-
learning) as within-subject factors. For the convergent occlusion patterns no significant 
results were revealed (p > 0.1). For the divergent occlusion pattern, neither a main 
effect of  site (p > 0.1) nor an interaction between site and learning was found (p > 0.1). 
However, for the divergent occlusion patterns, a significant main effect of  learning was 
revealed, F(1, 9) = 9.60, p < 0.05, η2 = 0.516, showing that the mean difference between 
test shapes following divergent occlusion patterns was increased after the learning task 
(M = -1.174  µV) compared with before the learning task (M = 0.884 µV).
Although we did not have priori expectations about ERP components occurring 
after the P2, we noticed differences in the ERP signal at FCz and Cz arising after 300 ms. 
Figure 3.11. Mean amplitudes of  the elicited differences (in µV) in the pre-test (left) 
and post-test (right). The upper two graphs show the mean difference between P2 
amplitudes elicited by completions of  convergent occlusion patterns (local/global - 
anomalous). The lower two graphs show the mean difference between P2 amplitudes 
elicited by completions of  divergent occlusion patterns (global - local). Error bars 
represent one standard error of  the mean.
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To explore these differences, mean amplitudes of  the difference waves from 300 to 
450 ms were analyzed using a repeated measures ANOVA with site (2 levels: FCz and 
Cz), pattern (2 levels: convergent and divergent) and learning (2 levels: pre- and post-
learning) as within-subjects factors and the mean amplitude µV as a dependent variable. 
No main effect of  site (p > 0.1), nor a main effect of  pattern (p > 0.1) was found. Only 
the main effect of  learning was significant, F(1, 9) = 10.93, p < 0.01, η2 = 0.548, showing 
that the mean difference was increased after learning (M = -1.280 µV)  compared with 
before learning (M = 0.621 µV). None of  the interactions were found to be significant 
(p > 0.1).
Discussion
In Experiment 3, a sequential matching task was employed while ERPs elicited by test 
shapes were measured to investigate the neural correlates accompanying the learning 
effects found in Experiment 2. We compared the mean difference between P2 amplitudes 
elicited by completions of  convergent occlusion patterns with the mean difference 
between P2 amplitudes elicited by completions of  divergent occlusion patterns. This 
was done both before and after anomalous and local shapes were learned (see Figure 
3.11). We predicted to find learning effects that varied with the level of  ambiguity of  
the occlusion patterns. First, the overall analysis showed that regardless of  learning, 
the mean difference between P2 amplitudes elicited by completions of  convergent 
occlusion patterns was greater than the mean difference between P2 amplitudes elicited 
by completions of  divergent occlusion patterns. Second, it appeared that the mean 
difference between P2 amplitudes elicited by test shapes was greater after learning 
compared with before learning. Separate analyses for each occlusion pattern however, 
revealed that the latter effect was maintained only for test shapes following divergent 
occlusion patterns. In line with our hypothesis, the mean differences obtained from test 
shapes following convergent occlusion patterns did not appear to depend on previous 
exposure to anomalous shapes. In contrast, the mean differences obtained from test 
shapes of  divergent occlusion patterns were more negative after learning than before 
learning. Exploratory analyses however showed that the component appeared to change 
after a certain duration. From 300-450 ms the mean difference obtained after learning 
was more negative compared with before learning, showing that for this time-window 
learning has an effect regardless of  occlusion pattern.
Our results with regard to the (non learning) pretest fit the previously mentioned 
studies by Schendan and Kutas (2007), and Freunberger et al. (2007) who showed a 
reduced P2 elicited by similar stimulus pairs compared with dissimilar stimulus pairs. 
The present results can also be explained in terms of  how the different test shapes 
are related to the perception of  the partly occluded shapes that were presented just 
before the presentation of  the test shapes. According to our results from Experiment 1, 
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anomalous completions of  convergent occlusion patterns and local completions of  
divergent occlusion patterns are less preferred completions. As has been argued 
however, the latter local completions are still perceptually plausible, in contrast to 
the anomalous completions. Therefore, when these completions are not yet learned, 
only anomalous completions might be considered as incongruent with the occlusion 
patterns. This seems to be reflected by our results in that, before learning, the difference 
between P2 amplitudes elicited by completions of  convergent occlusion patterns was 
greater compared with the difference between P2 amplitudes elicited by completions of  
divergent occlusion patterns. For convergent occlusion patterns, perceptually plausible 
completions elicited a reduced P2 compared with anomalous completions. The P2 
amplitudes elicited by completions of  divergent occlusion pattern did not appear to 
differ. This suggests that on a perceptual level, anomalous completions are indeed rather 
unexpected, while local completions appear to be, like global completions, relatively 
plausible.
On top of  the difference between P2 amplitudes that can be related to the difference 
between perceived similarity of  completions and occlusion patterns, learning local 
shapes enhanced the difference between P2 amplitudes elicited by completions of  
divergent occlusion patterns. The finding of  an initial learning-related effect on the P2 
only for the divergent occlusion patterns as such is in line with the behavioral results of  
Experiment 2, in which we also found a learning effect only for completions following 
divergent occlusion patterns. However, the learning-related P2 modulation for the 
divergent occlusion patterns cannot simply be attributed to repetition suppression, as 
the preference for the learned local completions would, according to Experiment 2, 
only further increase. With regard to the ERP signal, it could then be expected that the 
learned local completion would elicit a reduced P2, which would result in a positive 
difference between P2 amplitudes elicited by completions of  divergent occlusion 
patterns. However, this is opposite to the current results. To speculate on the functional 
meaning of  the additional modulation by learning we suggest a few possible processing 
aspects that deal with the recognition of  the shapes after learning. The enhanced P2 
difference after learning could reflect underlying processes involved in the name-based 
recognition of  the learned shapes. Related findings have been reported in a study by 
Curran and Dien (2003) in which ERPs were measured while participants were presented 
with a series of  words that consisted of  previously studied words or new words. Among 
other ERPs and depending whether the words were studied visually or auditorily, an 
anterior P2 (176 to 260 ms) was found that was enhanced for words that were studied 
previously as compared to new words. In addition, a recent study investigating the effect 
of  predictability of  words showed that highly predictable words elicited an enhanced P2 
compared with lowly predictable words (Lee, Liu & Tsai, 2012). This latter finding might 
be related to our finding that local completions of  divergent occlusion patterns are 
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still perceptually plausible (in contrast with anomalous completions for the convergent 
occlusion patterns). When a learned shape is also a perceptually plausible completion 
(i.e. local completions of  divergent occlusion patterns), then the predictability that this 
shape and its learned, associated name label will be presented is rather high. In contrast, 
the predictability that an anomalous completion of  a convergent occlusion pattern will 
be presented remains low, regardless of  whether this shape and its name label is learned. 
The difference in predictability of  shapes and their name labels could explain the fact 
that a learning effect on the P2 was initially found for divergent occlusion patterns. The 
overall learning effect that we observed after the P2 possibly reflects the recognition of  
the learned shapes as such.
A final topic that deserves some elaboration is the topographic distribution of  
our effects. Whereas previous studies observed more posterior effects of  amodal 
completion (e.g., de Wit et al., 2006; Kourtzi & Kanwisher, 2001), we observed more 
fronto-centrally distributed effects. Recall however, that ERPs were measured at the 
moment a test-shape was presented. At that moment in time, we can assume that amodal 
completion processes triggered by the occluded shapes presented earlier are already 
finalized. Therefore, the ERPs do not necessarily reflect amodal completion processes 
per se, but may instead indicate evaluative processes that compare test shapes with the 
perceived occluded shapes (i.e., the interpretations triggered by the occlusion patterns). 
These processes may be related to repetition suppression. This phenomenon, which is 
often accompanied by improved processing of  stimuli (e.g., priming), has been recorded 
with a variety of  neuroimaging techniques and measured in a number of  brain regions 
(Grill-Spector, Henson, & Martin, 2006). For example, one fMRI study found repetition 
effects in posterior areas extending in to anterior areas. Crucially however, only repetition 
suppression measured in regions of  the prefrontal cortex significantly correlated with 
behavioral priming (Maccotta, Buckner, 2004), suggesting that behavioral facilitation 
of  repeated stimuli is mediated within frontal areas of  the brain. Although caution is 
warranted when interpreting topographic distributions of  ERP results, the behavioral 
facilitation of  test stimuli observed in Experiment 1 and Experiment 2 may similarly 
have its origin in anterior areas of  the brain.
All in all, it seems that the enhanced differences obtained in this study initially reflects 
repetition suppression that is based on the perceptual similarity between completions 
and occlusion patterns, which is, after learning, augmented by the recognition of  the 
learned shapes, which is more instantaneous for the divergent occlusion patterns. 
Although the functional meaning of  the current P2 modulations is still unclear, the fact 
that the latter effect is more marked for completions of  divergent occlusion patterns, 
agrees with the behavioral findings.
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3.6 General discussion
In this study, we investigated whether learned shapes influenced the process of  matching 
test shapes to partially occluded shapes. Experiment 1 replicated previous studies and 
showed that the preference for a particular completion depended on the congruency 
with the global context of  an occlusion pattern. Experiment 2 showed that for test 
shapes following perceptually ambiguous occlusion patterns, learning locally completed 
shapes resulted in a disappearance of  the initial preference for globally completed 
shapes. Experiment 3 emphasized this effect, by revealing a difference in the ERPs 
with respect to learning that was observed for test shapes following divergent occlusion 
patterns at an earlier point in time compared with test shapes following convergent 
occlusion patterns. Thus, Experiment 2 and 3 showed that for perceptually ambiguous 
occlusion patterns for which there were more completions plausible, learning had an 
effect on the behavioral response (Experiment 2) and also on a relatively early ERP 
component (Experiment 3). That is, relatively early in the process of  matching test 
shapes with occlusion patterns, learning may play a role suggesting a fairly automated 
bottom-up process. A growing body of  evidence shows that amodal completion is 
not only determined by visible characteristics of  occlusion patterns, but that it is also 
subject to other kinds of  contextual influences such as preceding figures (Plomp & 
van Leeuwen, 2006; Zemel et al., 2002), surrounding figures (Rauschenberger et al., 
2004) and perceived material hardness of  objects (Vrins et al., 2009). Here we focused 
on learning shape-name combinations to investigate the apparent flexibility of  amodal 
completion processes. We hypothesized that learning shapes by their names would 
affect the interpretation of  occlusion patterns. Our results support this hypothesis for 
divergent occlusion patterns.
It appears that the influence of  learning varies with the level of  ambiguity of  the 
occlusion patterns. When the visual system cannot use the visible configuration of  a partly 
occluded shape to unambiguously resolve what lies hidden behind an occluder, as seems 
to be the case with divergent occlusion patterns, other sources of  information, such as 
previously learned labels, may be of  influence. Note however, that in the present study 
no definitive conclusions can be drawn about whether learned information influences 
amodal completion processes per se. It is perhaps more likely that learning interacts 
with different completions once they have already been generated. The differential 
effects of  learning we found in this study, then, may have depended on whether the 
learned shapes matched the completions that were generated after observing the partly 
occluded shapes. The fact that learning effects were found for divergent occlusion 
patterns, suggests that the effect is based on the perceptual plausibility of  both local 
and global completions. In contrast, our results showed that if  visual characteristics of  
a partly occluded shape lead to only one kind of  completion, the matching between test 
shape and occlusion pattern seems to be more rigid and less susceptible to previously 
Amodal completion and learning
63
3
learned shapes.
Note that these differential learning effects were the result of  a relatively shallow 
learning task. It may be that when a more intensive learning task is used, the influence of  
learning is not restricted to divergent occlusion patterns. Indeed, although no significant 
learning effects were obtained for completions following convergent occlusion patterns, 
the results elicited by these completions appeared to follow a pattern that was similar 
to the results elicited by completions following divergent occlusion patterns. That is, 
participants in Experiment 2, responded slightly faster to anomalous completions 
compared with participants in Experiment 1. In Experiment 3, the mean differences 
in ERPs we obtained for completions following convergent occlusion patterns was 
slightly more negative after shapes were learned compared with before they were 
learned. Corroborating this, ERPs occurring after the P2 showed learning effects for 
learned anomalous completions of  convergent occlusion patterns as well. Thus, it may 
be that convergent occlusion patterns can be influenced by previous exposure as well. 
Related to this discussion about different levels of  learning intensity is the fact that 
most objects in our immediate surroundings are known to us. In other words, these 
object may considered to be overlearned. Take for instance a highly familiar object 
such as a cup which is partly occluded by another object. If  the configuration is such 
that only the ear of  the cup is hidden from view (similar to our convergent occlusion 
patterns) it might be that knowledge of  the shape of  the ear competes with completion 
processes that are based on the figural aspects.
The fact that we found an influence of  learning is not entirely in line with the 
understanding of  amodal completion as a perceptual process that is immune to top-
down influences (e.g., Kanisza, 1985). More recently, Gerbino and Zabai (2003) created 
compelling illustrations in which amodal completion runs its course even if  it does 
not agree with the hardness of  objects. Vrins et al. (2009) however, employed a prime 
matching paradigm to test whether perceived material hardness influenced the time 
course of  amodal completion and showed that perceived hardness actually may play a 
role within 150 ms. This is congruous with the present study in which we showed an 
influence of  learning on the performance on a sequential matching task that could be 
recorded as early as 150 ms after the presentation of  the test shapes. Thus, it appears 
that amodal completion does not solely rely on bottom-up processing, but is sensitive 
to top-down influences such as knowledge of  familiar objects (Vrins et al., 2009) and, as 
we show here, previous exposure of  abstract shapes as well. Other studies also support 
early top-down influence on visual processing. It has been shown that the assignment 
of  image parts to figure or ground, which is typically considered to occur relatively 
early in the stages of  visual organization, could also be modulated by previous exposure 
of  shapes (Peterson, Harvey, & Weidenbacher, 1991; Peterson & Lampignano, 2003). 
More recently, the contribution of  past experience to figure-ground assignment could 
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be related to an early (approximately 100 to 150 ms) ERP that was observed at posterior 
scalp locations of  the right hemisphere (Trujillo, Allen, Schyer, & Peterson, 2010) which 
emphasized the notion that previous exposure influenced visual organization even 
before parts of  an image are assigned to figure or ground. As these studies indicate a 
relatively early interplay between visual processes and prior exposure, the idea that other 
visual processes may be modulated by top-down processes seems to be rather feasible. 
To conclude, until now, studies on amodal completion mainly investigated the 
perceptual constraints that determine the final percept of  a partly occluded shape. These 
studies have often shown that both local and global figural characteristics are taken into 
account when a partly occluded shape is completed. Using a sequential matching task in 
combination with a learning task, we showed that matching test shapes with occlusion 
patterns not only depended on figural characteristics, but that the matching process can 
be influenced by familiarity of  abstract shapes as well. Especially, we showed that when 
multiple completions of  occlusion patterns are perceptually plausible, the matching 
process between an occlusion pattern and a possible completion of  that occlusion 
pattern can be modulated by a simple learning task. 
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Appendix A
Stimuli – Convergent occlusion patterns
Convergent occlusion patterns Test shapes: Matches Test shapes: Nonmatches
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Appendix B
Stimuli – Divergent occlusion patterns
Divergent occlusion patterns Test shapes: Matches Test shapes: Nonmatches
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Chapter 4
Disentangling effects of structure and 
knowledge in perceiving partly occluded 
shapes: an ERP study
Based on:
Hazenberg, S. J., & van Lier, R. (in press.). Disentangling effects of  structure and knowl-
edge in perceiving partly occluded shapes: An ERP study. Vision Research (2015).
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Abstract
Using event-related potentials (ERPs) we investigated the influence of  object knowledge 
on perceiving partly occluded shapes. We created stimuli based on well-known objects 
of  which the middle part was occluded. Object completions that were compatible with 
structure consisted of  the connection of  the visible fragments by smoothly extending 
their contours. In contrast, object completions that were incompatible with structure 
consisted of  separate disconnected completions of  the fragments. Furthermore, object 
completions could be in line with, or conflict with expectations based on knowledge. 
We measured ERPs when hidden parts were revealed by removing the occluder, and 
observed an early positive ERP peaking around 115-140 ms at occipital sites, presumably 
triggered by physical differences. Most importantly, we observed a positive ERP 
peaking around 300-400 ms at parieto-occipital sites that could be related to influences 
of  both structure and knowledge. An additional analysis controlling for differential 
stimulus characteristics revealed similar conclusions. All in all, we demonstrate that the 
interpretation of  partly occluded shapes is not solely driven by stimulus structure, but 
that it can also be influenced by knowledge of  objects. 
4.1 Introduction
The apparent ease with which we perceive our surroundings obscures the fact that 
the brain actively constructs a coherent picture from ambiguous information that 
hits our retinas. For example, as most objects in our environment are partly occluded 
by other objects, only parts of  objects are directly visible. Seemingly without effort 
however, the brain fills in the missing parts. Michotte, Thinès, and Crabbé (1964) 
referred to the filled-in contours and surfaces as amodal completions. In contrast to 
modal completions, which elicit a vivid perception of  illusory contours or surfaces (e.g., 
Kanizsa, 1976), we do not actually see amodally completed shapes. Nevertheless, amodal 
completions can be quite compelling even if  they are at odds with our knowledge about 
the object. Consider for example Figure 4.1 which displays a variation of  an example 
given by Kanizsa (1979). Kanizsa argued that the elongated animal that we tend to 
see behind the occluder is the result of  an early perceptual process that rigorously 
connects the two parts at both sides of  the occluder. The anomalous percept suggests 
that perception runs it own course and is not influenced by knowledge (Kanizsa, 1979; 
Kanizsa, 1985). However, recent research shows that visual perception is continuously 
shaped by expectations and memories acquired through previous experience (Albright, 
2012; Kveraga, Ghuman & Bar, 2007; Summerfield & Egner, 2012) and it may be that 
knowledge of  shapes plays a role in amodal completion as well. The unique ambiguous 
nature of  amodal completions (i.e., we may have a strong impression of  completions, 
but we do not actually see them) make them particularly suitable to study the interplay 
between stimulus-based and knowledge-based influences. The purpose of  this study 
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was to disentangle these influences using electroencephalogram (EEG) recordings.
Previous research on amodal completion investigated the phenomenon mainly from 
a stimulus-driven perspective. As a consequence, stimuli often consisted of  abstract 
shapes such as the shapes in Figure 4.2. Using such shapes, it has been shown that 
the visual system relies on a number of  figural cues that signal the presence of  partly 
occluded shapes. For example, as with the above elephant example, the contours of  
the shapes on each side of  the black rectangle abruptly end at the intersection with 
the black rectangle, resulting in so-called T-junctions. These T-junctions are important 
in figure-ground segregation and cue that the grey shapes continue behind the black 
rectangle (e.g., Rubin, 2001). Once completion processes have been triggered, the form 
of  the perceived partly occluded shape is derived from various stimulus characteristics. 
For instance, when the contours of  a partly occluded shape are sufficiently aligned, the 
perceived completion is based on a smooth connection of  those contours (Fantoni & 
Gerbino, 2003; Fulvio, Singh & Maloney, 2008; Kellman & Shipley, 1991; Wouterlood & 
Boselie, 1992). Complementary to contour interpolation, the perceived connection of  
parts is influenced by similarity of  surface properties as well (Yin, Kellman & Shipley, 
1997). Thus, the stimulus structure in Figure 4.2 supports a completion in which the 
visible parts are connected with each other by continuing their contours (Figure 4.2A). 
In contrast, a mosaic-like interpretation (Figure 4.2B) or an interpretation comprising 
separate completions of  the parts (Figure 4.2C) are rather implausible. Note however, 
that this is a relatively simple occlusion pattern and that amodal completions of  other, 
more complex patterns may follow different ‘rules’ (e.g., Tse, 1999). For example, it 
has been shown that shape characteristics such as symmetry or shape regularity are 
Figure 4.1. The partly occluded elephants appear as one elongated elephant (inspired 
by a similar illustration by Kanizsa, 1979, consisting of  a possible ‘elongated horse’).
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also taken into account during completion processes (Buffart, Leeuwenberg & Restle, 
1981; de Wit & van Lier, 2002; Hazenberg, Jongsma, Koning & van Lier, 2013; van Lier, 
van der Helm & Leeuwenberg, 1994, 1995; van Lier 1999; Sekuler, 1994; Sekuler, Palmer 
& Flynn, 1994).
The suggestion that amodal completion results from early visual processing which 
is mainly driven by stimulus features (Enns & Rensink, 1998) has been supported by 
behavioral priming studies showing that amodal completion proceeds rapidly, requiring 
up to 100-200 ms (Sekuler & Palmer, 1992) or even 75 ms (Murray, Sekuler & Bennett, 
2001) to complete. In addition, Weigelt, Singer and Muckli (2007) demonstrated that 
the physical features of  occlusion patterns are processed in lower visual areas (e.g., V1), 
whereas the perceived completed shapes are processed in higher areas such as the lateral 
occipital complex (LOC; see also Kourtzi & Kanwisher, 2001). Others however, have 
suggested that feedback connections may be important as well. For example, activity 
related to amodal completion have been recorded already in early visual areas such as 
V1 and V2 (Rauschenberger, Liu, Slotnick & Yantis, 2006; Sugita, 1999), and it has been 
thought that this has been the result of  feedback connections (Murray, Foxe, Javitt & 
Foxe, 2004). Such feedback connections trigger the notion that amodal completion may 
be more flexible than previously thought.
This would fit with recent behavioral studies demonstrating that amodal completion 
can be influenced by other factors besides stimulus properties of  the partly occluded 
shapes themselves. For example, it has been demonstrated that amodal completion 
of  surfaces depends on the perceived lighting and shading conditions (Kim, Jeng 
& Anderson, 2014). Additionally, it has been shown that amodal completion can be 
influenced by temporal context (Plomp & van Leeuwen, 2006) and by a visual short-term 
A
B
C
Figure 4.2. A partly occluded shape and possible completions. A) The most likely 
completion according to stimulus structure. B) A mosaic-like interpretation. C) A 
possible, but unlikely completion.
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memory task (Lee and Vecera, 2005). Another study indicated that explicit learning of  
specific abstract geometrical shapes may bias the preferred shape in occlusion patterns 
(Hazenberg, et al., 2014), although the effect of  the used learning task appeared rather 
limited. Stronger top-down effects may be revealed if  partly occluded shapes are 
recognized as very familiar shapes. Suggestions in this direction were given by Vrins, 
de Wit and van Lier (2009), who used images of  well-known objects that were joined 
together such that one appeared to penetrate the other (as in Gerbino & Zabai, 2003). 
Crucially, knowledge of  the material hardness of  the objects appeared to influence 
amodal completion. 
Here we used partly occluded shapes that also involved well-known objects to further 
investigate the different roles of  structure and knowledge on amodal completion. 
Inspired by the illustrations of  Kanizsa (1979), we created four kinds of  completions 
by orthogonally combining the (im)plausibility of  a completion with regard to structure 
and the (im)plausibility of  a completion with regard to knowledge. More specifically, 
here we will make a distinction between compatible and incompatible completions. 
Completions that are compatible with structure connect the visible parts of  the partly 
occluded shape with each other by smoothly extending the relatable contours behind 
the occluder. Completions that are incompatible with structure are not based on such a 
smooth connection but are, instead, separate completions of  the visible parts. Similarly, 
completions compatible with knowledge agree with our common knowledge about the 
shape and size of  the objects, whereas deviations from familiar shapes and sizes will be 
referred to as knowledge-incompatible. In Figure 4.3, a few examples of  compatible and 
incompatible completions are shown. Regarding the image in Figure 4.3A-1, structure 
and knowledge converge to the same completion, namely a single banana (Figure 4.3B: 
upper left quadrant). In contrast, a completion consisting of  exceptionally small bananas 
is considered to be incompatible with regard to both structure and knowledge (Figure 
4.3B: lower right quadrant). For the image in Figure 4.3A-2, structure and knowledge 
diverge to different completions. Here, a structure-based completion resulting in an 
elongated apple is incompatible with knowledge (Figure 4.3B: lower left quadrant). 
Additionally, a knowledge-based completion consisting of  two normally shaped apples 
appears incompatible with structure (Figure 4.3B: upper right quadrant).
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To investigate the effects of  structure and knowledge on amodal completion, we 
recorded neural responses to the different completions by measuring event-related 
potentials (ERPs) when partly occluded shapes were disoccluded, revealing the whole 
shape. Compared to shapes that are perceived to be similar to the interpretation of  
the partly occluded shapes we expected to find enhanced activity for shapes that are 
perceived to be different (de Wit, Bauer, Oostenveld, Fries & van Lier, 2006). A likely 
ERP that would be sensitive to such differences is the P3, which is a positive component 
that appears around 300-400 ms after stimulus onset and has been associated with 
deviations of  context and surprising or unexpected events (Ferrari, Bradley, Codispoti 
& Lang, 2007; Polich, 2007). Regarding our stimuli, completions that are incompatible 
with structure are unexpected completions and should therefore elicit an enhanced 
P3 compared to completions that are compatible with structure. Furthermore, if  
knowledge also influences amodal completion, the P3 should be further increased for 
completions that are incompatible with knowledge compared to completions that are 
compatible with knowledge. Although we primarily focus on the P3 component we also 
analyze earlier ERP components, such as the P1, but we will consider these components 
to check the sensitivity of  the paradigm. That is, for these early components we expect 
largest amplitudes for presentation sequences with the largest changes at the stimulus 
level (Johannes, Münte, Heinze & Mangun, 1995; Luck, 2005; Woodman, 2010). 
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Figure 4.3. Examples of  stimuli A) Partly occluded shapes. For the upper image 
(A-1), structure and knowledge converge to the same shape. For the lower image 
(A-2), structure and knowledge diverge to different shapes. B) Completions could be 
compatible (left column) or incompatible with structure (right column). Furthermore, 
these completions could be compatible (upper row) or incompatible with knowledge 
(lower row).
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4.2 Methods
Participants 
28 Students (aged 19 to 34; 20 females) from the Radboud University Nijmegen 
participated in the experiment. None of  the participants reported neurological or 
psychiatric disorders and all had normal or corrected to normal visual acuity. All gave 
written informed consent to take part in the study. Participants received course credits 
or payment. The study was approved by the internal ethics committee, according to the 
declaration of  Helsinki.
Stimuli 
Stimuli were presented on a white background. Stimuli were based on color images of  
well-known fruits and vegetables. Ten occlusion stimuli were generated by occluding 
the middle part of  the shapes by a black rectangle (Figure 4.4). As described above, four 
kinds of  completions were generated by orthogonally combining structure compatibility 
and knowledge compatibility (as in Figure 4.3B). For half  of  the stimuli (Figure 4.4A), 
structure converges with knowledge. For these stimuli, completions compatible with 
structure were also compatible with knowledge of  the shape of  the objects (4.4A-1). 
Similarly, completions incompatible with structure were also incompatible with 
knowledge (4.4A-2). For the other half  of  the stimuli (Figure 4.4B), structure conflicted 
with knowledge. That is, completions compatible with structure were incompatible with 
knowledge (4.4B-1), whereas completions incompatible with structure were compatible 
with knowledge (4.4B-2). For every stimulus a mirror version was created as well, which 
amounted to 40 unique combinations of  occlusion stimuli and completions.
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Procedure 
Participants were seated in a shielded, sound-attenuated room. The experiment was run 
on a 23 inch LCD monitor with a 120 Hz refresh rate. The experiment was designed 
and presented with Presentation (Version 16.5, Neurobehavioral Systems, Inc.). 
Once written informed consent was given and instructions were clear to the 
participant, the experiment started. Note that the task was simply to look at the screen 
on which the stimuli were presented. Two types of  sequences were used (see Figure 
4.5). Each trial began with the presentation of  a fixation cross which remained on the 
screen for 1000 ms. Afterwards an occlusion stimulus and one of  its two completions 
were shown sequentially for 1000 ms. Between each trial a blank screen was presented 
for 1500 ms. In half  of  the trials the occlusion stimulus was presented first and ERPs 
were recorded when the partly occluded shape was disoccluded, revealing the whole 
shape (Figure 4.5A). In the other half  of  the trials (presented in separate blocks) a fully 
visible shape was presented first and ERPs were recorded when the shape was partly 
occluded (Figure 4.5B). Here, we expect a diminished differential effect of  knowledge, 
since all shapes, even the odd shapes, have been seen immediately before occlusion. 
BA 1 12 2
Figure 4.4. Stimuli. A) Completions that are both compatible with structure and 
knowledge (A-1) and completions that are incompatible with structure and knowledge 
(A-2). B) Completions that are compatible with structure, but incompatible with 
knowledge (B-1), and completions that are incompatible with structure, but compatible 
with knowledge (B-2).
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The experiment was run in four blocks, such that the two different sequences were 
blocked. In each block each unique trial was presented twice in randomized order, which 
amounted to 80 trials within a block. Thus, for each condition there were 40 trials. 
Between blocks an opportunity was given to have a short break. Participants controlled 
the time between the blocks by pressing a button preceding each block. 
After the experiment, participants were shown each completion stimulus in isolation 
and were asked to rate how normal or strange each one was using a 5 point Likert 
scale. A rating of  1 corresponds to ‘normal’ and a rating of  5 corresponds to ‘very 
strange’. To analyze the ratings results, ratings of  completions that belonged to one of  
the conditions were averaged. Paired t-tests were performed to investigate differences 
between conditions.
EEG recording and analysis
EEG was continuously recorded using 64 electrodes that were mounted on a cap 
(actiCap 64Ch Standard-2; Brain Products). These were positioned according to the 
international 10-10 system. The ground electrode was positioned on the forehead. EEG 
was referenced to an electrode that was attached to the right mastoid. Offline, the data 
was re-referenced to an average of  both mastoids. Two electrodes were positioned 
below and above the left eye to monitor eye blinks and two electrodes were positioned 
on the outer canthi of  the left and right eye to monitor horizontal eye movements. 
Electrode impedances were predominately less than 20 kΩ. The signal was filtered with 
a band-pass of  0.016 to 150 Hz and digitized with a sampling rate of  500 Hz.
Epochs of  900 ms were created starting 200 ms before and ending 700 ms after the 
onset of  the second stimulus in a trial. Epochs containing artifacts were automatically 
detected using a minimum and maximum voltage threshold of  -200 µV and 200 µV and 
an allowed voltage difference between two subsequent points of  50 µV. The artifact 
1000 ms
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1000 ms
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Figure 4.5. Two types of  sequences were used. In one sequence (A), partly occluded 
shapes (A-1) were disoccluded, revealing the whole shape (A-2). In the other sequence 
(B), visible shapes (B-1) were partly occluded (B-2).
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rejecting algorithm was supplemented by visually inspecting each trial to decide whether 
to keep or remove the trial from analysis. When less than 25 trials of  a condition were 
left after the rejection procedure, the data was excluded from the analysis. This was the 
case for four participants. For the remaining participants a mean of  32.5 trials were 
accepted for averaging. Next, the EEG was linearly detrended and offline filtered with 
a band-pass of  0.16 to 30 Hz. Each segment was corrected with a baseline of  -200 to 
0 ms. ERPs were calculated for each condition. 
For the ERP analysis the amount of  data points were reduced by pooling the 
electrodes. At each of  the seven rows along the anterior posterior axis of  the scalp, 
electrodes were divided in a left, middle and right group (see figure 4.6). For example, 
along the central row, electrodes T7, C5 and C3 were grouped into the leftmost 
electrodes, C1, Cz and C2 were grouped into the middle electrodes and C4, C6 and 
T8 were grouped into the rightmost electrodes. Two variables were created from these 
groups of  electrodes; lateral site with the three columns as levels (left, middle and right) 
and anterior-posterior site with the seven rows as levels (frontal, frontal-central, central, 
parietal-central, parietal, parietal-occipital and occipital). 
ERPs elicited by disoccluding shapes and ERPs elicited by partly occluding visible 
shapes were analyzed separately. ERPs for each condition were quantified as average 
amplitudes within a time-window that surrounded the maximal amplitudes of  those 
ERPs. To investigate whether the ERPs differed between conditions, these average 
amplitudes were subjected to a repeated measures analysis of  variance (ANOVA) with 
anterior posterior site * lateral site * structure * knowledge as within-subjects variables. 
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Figure 4.6. To analyze the ERPs, electrode sites were pooled. The blue rings depict 
which electrodes were pooled.
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The selection of  electrode sites to include in the analysis was based on the distribution 
of  the ERPs as revealed by the topographic maps. The Greenhouse-Geisser adjustment 
was used when necessary. For the post-hoc analysis, paired t-tests were performed.
4.3 Results
Rating task
 In order to check whether our stimuli indeed constitute shapes that were familiar and 
shapes that were unfamiliar, a rating task was performed. The results show that both 
types of  knowledge compatible completions were rated as being very normal. From 
these completions, completions that were compatible with structure (Figure 4.4A-1) and 
completions that were incompatible with structure (Figure 4.4B-2) had similar ratings: 
M = 1,02, SD = 0.06 and M = 1.04, SD = 0.17, respectively; t(23) = 0.681, p = 0.503. 
Knowledge incompatible completions however, were rated as being very strange. From 
these completions, completions that were compatible with structure (Figure 4.4B-1) 
were rated somewhat stranger compared to completions that were incompatible with 
structure (Figure 4.4A-2): M = 4.68, SD = 0.40 versus M = 4.08, SD = 0.54 respectively; 
a paired t-test confirmed this difference, t(23) = 4.388, p < 0.001. Based on these ratings, 
we can conclude that our stimuli indeed constitute familiar and unfamiliar shapes.
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Disoccluding shapes
P1 (115-140ms)
The earliest component that could be discerned was a positive component that peaked 
between 115 and 140 ms (referred to P1 from here on) after partly occluded shapes 
were revealed (Figure 4.7). The topographic maps in Figure 4.8 show that the ERP had 
an occipital distribution. To investigate whether the mean amplitudes within this time-
window differed between conditions, a repeated measures ANOVA was performed with 
anterior-posterior site (2 levels; parietal-occipital and occipital) * lateral site (3 levels; left, 
midline, right) * structure (2 levels; structure compatible and structure incompatible) * 
knowledge (2 levels; knowledge compatible and knowledge incompatible) as within- 
subjects factors. A main effect of  anterior-posterior site was found, F(2, 23) = 8.215, 
Figure 4.7. ERPs elicited by disoccluding partly occluding shapes. The occluder was 
removed at 0 ms. The grey transparent columns at Oz depict the time-windows that 
have been used to analyze the ERPs (P1 and P3, respectively). Note that the ERPs were 
pooled over electrodes following the scheme as illustrated in Figure 4.6 (e.g., the upper 
left ERPs are the result of  pooling over F7, F5 and F3).
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p = 0.009, η2 = 0.263, showing that the largest amplitudes were recorded at the occipital 
sites. A main effect of  structure was revealed, F(1, 23) = 15.499, p = 0.001, η2 = 
0.403. As shown in Figure 4.8 completions incompatible with structure elicited larger 
amplitudes (M = 1.774 µV, SD = 3.198 µV) compared to completions compatible with 
structure (M  = 0.534 µV, SD = 2.577 µV). In contrast, no main effect of  knowledge 
was found, F(1, 23) = 0.012, p = 0.912. An interaction between structure and anterior-
posterior site, F(2, 23) = 4.843, p = 0.038, η2 = 0.174, was also revealed. However, 
paired t-tests showed that at both parietal-occipital sites, t(23) = 3.024, p = 0.006, and 
at occipital sites, t(23) = 4.811, p < 0.001, completions incompatible with structure 
elicited larger amplitudes (M = 1.294 µV, SD = 3.102 µV and M = 2.255 µV, SD = 3.432 
µV, respectively) compared to completions compatible with structure (M = 0.227 µV, 
SD = 2.523 µV and M = 0.841 µV, SD = 2.814 µV, respectively). No other interaction 
reached the significance level of  0.05. 
Figure 4.8. Results elicited by disoccluding partly occluded shapes. The bar graphs 
depict the average amplitudes of  the P1 as averaged over parietal-occipital and occipital 
electrodes. The error bars depict one standard error of  the mean. The topographic 
maps show the distribution of  the P1.
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P3 (300-400ms)
As can be seen in Figure 4.7, a second positive ERP was elicited by all completions 
that peaked between 300 and 400 ms (i.e., P3). A repeated measures ANOVA was 
performed with anterior-posterior site (7 levels) * lateral site (3 levels) * structure 
(2 levels) * knowledge (2 levels) as within-subjects factors. The P3 peaked at parietal-
occipital electrodes along the midline (see Figure 4.9), as shown by a main effect 
of  both anterior-posterior site, F(6, 138) = 27.570, p < .001, η2 = 0.545, and lateral 
site, F(2, 46) = 6.179, p = 0.006, η2 = 0.212. A main effect for structure was found, 
F(1, 23) = 23.006, p < 0.001, η2 = 0.500, revealing that completions incompatible 
with structure elicited larger amplitudes (M = 5.103 µV, SD = 1.957 µV) compared to 
completions compatible with structure (M = 3.373 µV, SD = 2.026 µV). Furthermore, 
structure interacted with lateral site, F(2, 46) = 4.683, p = 0.019, η2 = 0.169, and 
anterior-posterior site F(6, 138) = 6.121, p = 0.008, η2 = 0.210). However, paired t-tests 
revealed that the difference between structure compatible completions and structure 
incompatible completions was recorded by electrodes of  the left hemisphere, the 
midline and the right hemisphere of  the scalp (p < 0.001) and on all levels of  anterior-
posterior site (p < 0.05).
Similar to the effect of  structure, a main effect of  knowledge was found, 
F(1, 23) = 14.585, p = 0.001, η2 = 0.388, showing that knowledge incompatible 
completions elicited larger amplitudes (M = 4.976 µV, SD = 2.330 µV) compared to 
knowledge compatible completions  (M = 3.501 µV, SD = 1.654 µV). Knowledge also 
interacted with lateral site, F(2, 46) = 3.683, p = 0.041, η2 = 0.138, and anterior-posterior 
site, F(6, 138) = 20.117, p < 0.001, η2 = 0.467. Paired t-tests revealed that the difference 
was recorded at all levels of  lateral site (p < 0.01) and at most of  the levels of  anterior-
posterior site (p < 0.05) with the exception of  frontal (p = 0.792) and frontal-central 
sites (p = 0.174)
Finally, an interaction between structure and knowledge was revealed, F(1, 23) = 6.190, 
p = 0.021, η2 = 0.212. As can be seen in Figure 4.9, the smallest amplitudes were elicited 
by completions that were compatible with both structure and knowledge (M = 2.886 µV, 
SD = 1.886 µV). This differed from those elicited by completions that were compatible 
with structure, but incompatible with knowledge, t(23) = 2.155, p = 0.042, by completions 
that were compatible with knowledge, but incompatible with structure, t(23) = 3.199, 
p = 0.004, and by completions that were incompatible with structure and knowledge, 
t(23) = 7.664, p < 0.001. Intermediate amplitudes were elicited by structure compatible, 
knowledge incompatible completions (M = 3.861 µV, SD = 2.667 µV) and structure 
incompatible, knowledge compatible completions (M = 4.116 µV, SD = 1.921 µV). 
These amplitudes did not differ from each other, t(23) = 0.411, p = 0.685, but they 
differed from amplitudes elicited by completions that were incompatible with both 
structure and knowledge (M = 6.091 µV, SD = 2.463 µV), t(23) = 5.074, p < 0.001 and 
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t(23) = 4.731, p < 0.001, respectively. 
Discussion and control analysis
So far, the ERP results show that first an occipitally distributed P1 was elicited that 
depended only on compatibility with structure. Completions that were incompatible 
with structure showed enhanced P1 amplitudes compared to completions that were 
compatible with structure. Secondly, later in time, a more centrally distributed P3 was 
elicited that depended not only on compatibility with structure, but also on compatibility 
with knowledge. The P3 showed a gradual response in which largest amplitudes were 
elicited by completions that were incompatible with both structure and knowledge and 
lowest amplitudes were elicited by completions that were compatible with structure 
and knowledge. Completions that were compatible with either structure or knowledge 
elicited intermediate amplitudes. 
Figure 4.9. Results elicited by disoccluding partly occluded shapes. The bar graphs depict 
the average amplitudes of  the P3 as averaged over the whole scalp. The error bars depict 
one standard error of  the mean. The topographic maps show the distribution of  the P3.
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We consider the observed P1 amplitudes as prove that the paradigm and the 
measurements were sensitive enough to pick up physical differences between the stimuli. 
That is, the sequences with the largest physical changes (i.e., when an occlusion pattern 
was followed by two separate objects) indeed evoked the largest P1 amplitudes. Most 
important here is that the disocclusion of  occlusion patterns elicited differential P3 
activity with regard to both structural and knowledge aspects. However, we should be 
careful to draw conclusions here as differential stimulus characteristics may play a role 
as well. For example, knowledge incompatible completions are inherently rather strange 
(see also the results on the rating task). The perceived strangeness of  these shapes 
could in principle have enhanced the P3 amplitudes, regardless of  whether they were 
previously partly occluded. To investigate this, we calculated ERPs that were elicited by 
presenting the fully visible shapes before they were partly occluded (Figure 4.5, B-1) and 
used those as a baseline measure. As can be seen in Figure 4.10, simply presenting these 
shapes also elicited differential P3 amplitudes. We calculated the mean amplitudes of  
the P3 and in addition we calculated difference scores by subtracting these amplitudes 
(Figure 4.5, B-1) from the amplitudes that were elicited by partly occluded shapes 
(Figure 4.5, A-2). In this way, we control for the inherent strangeness of  some of  the 
shapes. Thus, any remaining differences between completions can now be related more 
straightforwardly to amodal completion of  partly occluded shapes. In what follows we 
analyze such differences for the P3. 
P3 (difference)
To investigate whether the difference scores of  the P3 differed between completions, 
a repeated measures ANOVA was performed with anterior-posterior site (7 levels) 
* lateral site (3 levels) * structure (2 levels) * knowledge (2 levels) as within-subjects 
factors. A main effect of  posterior-anterior site, F(6, 138) = 77.00, p < 0.001, η2 = 0.770, 
and a main effect of  lateral site was revealed, F(2, 46) = 17.214, p < 001, η2 = 0.428. 
The main effect of  structure was significant, F(1, 23) = 11.284, p = 0.003, η2 = 0.329, 
showing that for structure compatible completions the amplitudes were less positive 
(M = 0.816 µV, SD = 1.423 µV) as compared to structure incompatible completions 
(M = 1.894 µV, SD = 2.056 µV). In addition, structure interacted with anterior-posterior 
site, F(6, 138) = 3.773, p = 0.033, η2 = 0. 141. Paired t-tests show that the difference 
between structure compatible completions and structure incompatible completions was 
recorded at central sites (p = 0.019), at central-parietal sites (p = 0.004), at parietal sites 
(p = 0.001), at parietal-occipital sites (p < 0.001) and at occipital sites (p < 0.001). Similar 
to the effect of  structure, a significant main effect of  knowledge, F(1, 23) = 4.500, 
p = 0.045, η2 = 0.164, showed that the amplitudes for knowledge compatible completions 
were less positive (M = 0.961 µV, SD = 1.823 µV) as compared to the amplitudes of  
knowledge incompatible completions (M = 1.749 µV, SD = 1.829 µV).
Amodal completion and knowledge
85
4
In addition, structure and knowledge marginally interacted, F(1, 23) = 3.966, 
p = 0.058, η2 = 0.147. As can be seen in Figure 4.11, the smallest amplitudes were elicited 
by completions that are compatible with both structure and knowledge (M = 0.134 µV, 
SD = 1.843 µV). This differed from the amplitudes elicited by structure compatible, 
knowledge incompatible completions (M = 1.497, SD = 1.842 µV), t(23) = 2.853, 
p = 0.009, by completions that were incompatible with structure, but compatible with 
knowledge (M = 1.787, SD = 2.312 µV), t(23) = 3.953, p = 0.001, and by completions 
that were incompatible with both structure and knowledge (M = 2.001, SD = 2.382 µV), 
t(23) = 5.355, p < 0.001. None of  the other comparisons reached significance (p > 0.1).
Figure 4.10. ERPs elicited by presenting fully visible shapes before partly occluding 
them. The shapes were presented at 0 ms. The ERPs were pooled over electrodes 
following the scheme as illustrated in Figure 4.6 (e.g., the upper left ERPs are the result 
of  pooling over F7, F5 and F3).
Chapter 4
86
Finally, a three-way interaction between anterior-posterior site, structure and 
knowledge was found, F(6, 138) = 4.134, p = 0.039, η2 = 0.152. Unraveling this three-
way interaction, we ran separate repeated measures ANOVAs for each level along 
anterior-posterior site with structure and knowledge as within-subjects variables. The 
results of  these analyses together with the mean differences for each completion are 
shown in table 1. As can be seen, at frontal and frontal-central sites no significant 
effects were found. In contrast, the previously described marginal interaction between 
structure and knowledge reaches significance levels at posterior sites.
Figure 4.11. Difference scores of  the P3. The bar graphs depict the difference between 
P3 amplitudes elicited by disoccluding shapes and P3 amplitudes elicited by presenting 
the whole shapes as averaged over the whole scalp. The error bars depict one standard 
error of  the mean. The topographic maps show the distribution of  the difference scores.
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Partly occluding shapes
As a last and final analysis we take a closer look at the ERPs when the previously visible 
shapes suddenly become partly occluded. As mentioned earlier, we expect a diminished 
differential effect of  knowledge for this order of  events as now all shapes have been 
seen just before they are partly occluded. Note that in these analyses we maintain the 
classification with regard to structure (in)compatibility and knowledge (in)compatibility 
as described in Figure 4.3B. 
Table 5.1
Results of  repeated measures ANOVAs at each site
Site Mean (mV) Effect (F)
S+K+ S+K- S-K+ S-K- Structure Knowledge Structure x 
knowledge
F 3.617 3.825 4.143 4.451 1.681 0.33 0.013
FC 2.902 3.354 3.664 4.051 3.323 1.084 0.009
C 1.853 2.814 3.124 3.429 6.421* 2.604 1.023
CP 0.455 1.893 2.165 2.396 10.261** 4.18 3.287
P -1.493 0.692 0.882 0.952 14.236** 6.362* 8.454**
PO -3.272 -0.908 -0.604 -0.435 24.367** 6.935* 8.339**
O -3.122 -1.190 -0.865 -0.835 21.241** 5.605* 7.716*
Note that * = p < 0.05 and ** = p < 0.01.
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N1 (140-170ms)
As can be seen in Figure 4.12, a negative going wave between 140 and 170 (i.e., N1) 
was elicited when shapes were partly occluded and the amplitudes appeared to depend 
on compatibility with structure. To investigate this, a repeated measures ANOVA 
was performed with anterior-posterior site (7 levels) * lateral site (3 levels) * structure 
(2 levels) * knowledge (2 levels) as within-subjects factors. A main effect of  lateral site, 
F(2, 46) = 12.543, p < 0.001, η2 = 0.353, and a main effect of  anterior-posterior site, 
F(6, 138) = 7.951, p = 0.008, η2 = 0.257 revealed that the N1 was centrally distributed 
along midline (see also Figure 4.13). A main effect of  structure was found, revealing that 
partly occluding structure compatible completions elicited more negative amplitudes 
(M = -3.066 µV, SD = 1.661 µV) compared to partly occluding structure incompatible 
completions (M = -2.100, SD = 1.478 µV), F(1, 23) = 20.779, p < 0.001, η2 = 0.475 
(see Figure 4.13). However, interactions between structure and anterior-posterior site, 
F(6, 138) = 5.515, p = 0.016, η2 = 0.193, and between structure, lateral site and anterior-
Figure 4.12. ERPs elicited by partly occluding visible shapes. The shapes were partly 
occluded at 0 ms. The grey transparent columns at Oz depict the time-window of  the 
N1. The ERPs were pooled over electrodes following the scheme as illustrated in Figure 
4.6 (e.g., the upper left ERPs are the result of  pooling over F7, F5 and F3).
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posterior site, F(12, 276) = 3.580, p = 0.017, η2 = 0.135, were also found. Paired t-tests 
showed that the difference reached significance at all levels of  lateral site (p < 0.01) and 
at all level of  anterior-posterior site (p < 0.05) except at frontal (p = 0.25) and frontal-
central (p = 0.67) electrode sites.
Although no main effect of  knowledge was found, F(1, 23) = 0.055, p = 0.817, an 
interaction between lateral site and knowledge was revealed, F(2, 46) = 4.206, p = 0.023, 
η2 = 0.155. Upon further testing however, paired t-tests did not reveal differences 
between amplitudes elicited by partly occluding knowledge compatible completions and 
those elicited by partly occluding knowledge incompatible completions (for left, middle 
and right sites the results were, t(23) = -0.984 , p = 0.335, t(23) = 0.388, p = 0.702 and 
t(23) = 1.568, p = 0.131, respectively). No other interactions were found (p > 0.05).
Figure 4.13. Results elicited by partly occluding visible shapes. Bar graphs depict the 
average amplitudes of  the N1 as averaged over the whole scalp. The error bars depict 
one standard error of  the mean. The topographic maps show the distribution of  the 
N1.
Chapter 4
90
P3 (300-400)
In contrast to revealing partly occluding shapes, no clear P3 was elicited between 300 
and 400 ms after partly occluding fully visible shapes. To investigate whether ERPs 
within this time-window differed between conditions, a repeated measures ANOVA 
was performed with anterior-posterior site (7 levels) * lateral site (3 levels) * structure 
(2 levels) * knowledge (2 levels) as within-subjects factors. A main effect of  anterior-
posterior site was found, F(6, 138) = 4.421, p = 0.033, η2 = 0.161, showing that activity 
was distributed at parietal-central electrodes. No main effect of  lateral site was found, 
F(2, 46) = 0.452, p = 0.548. Furthermore, no main effect of  structure, F(1, 23) = 2.022, 
p = 0.168, nor a main effect of  knowledge was revealed, F(1, 23) = 3.592, p = 0.071. 
However, an interaction between anterior-posterior site and structure was found, 
F(6, 138) = 3.820, p = 0.044, η2 = 0.142. Paired t-tests showed that at occipital sites, 
partly occluding structure compatible completions elicited more negative amplitudes 
(M = -0.336 µV, SD = 2.485 µV) compared to partly occluding structure incompatible 
completions (M = 0.637 µV, SD = 2.235 µV), t(23) =  2.886, p = 0.008. At other sites 
differences did not reach significance (p > 0.05). No other interactions were found 
(p > 0.05).
4.4 General discussion
In this experiment, we used ERPs to disentangle influences of  stimulus structure and 
influences of  knowledge of  shapes on perceiving partly occluded shapes. Our stimuli 
consisted of  well-known objects of  which the middle parts were occluded by a black 
rectangle. We hypothesized that perceived completions of  partly occluded shapes would 
be driven by shape structure, but that knowledge of  shapes may also play a role. To 
investigate this, we measured ERPs that were elicited when partly occluded shapes 
were disoccluded. The results showed that first an occipitally distributed P1 was elicited 
that depended only on compatibility with structure. We considered the occurrence of  
an enhanced P1 for the stimulus sequences with the largest physical changes (e.g., in 
luminance) as a check that the measurement is sensitive enough to pick up basic stimulus 
differences. Indeed at the stimulus level the structure incompatible shapes revealed the 
largest differences when going from a large black occluder with two juxtaposed shapes 
on each side to two completed shapes with a white part in between them. Following this, 
the results on the P3 became interesting. It appeared that a more centrally distributed 
P3 was elicited that depended not only on compatibility with structure, but also on 
compatibility with knowledge. After controlling for differential shape characteristics, 
the P3 elicited by completions that were compatible with structure and knowledge was 
reduced with respect to the other completions. When we reversed the sequence of  
events and recorded ERPs when shapes were partly occluded, we observed an early N1 
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that depended on the compatibility with structure, while the P3 was greatly reduced.
The differential P3 amplitudes indicate that in addition to structure, interpretations 
of  partly occluded shapes are also driven by knowledge of  the shape of  objects. 
That is, knowledge incompatible completions elicited larger amplitudes compared to 
knowledge compatible completions, which suggests that the former completions were 
relatively unexpected. Although the control analysis shows that a part of  the enhanced 
P3 amplitudes can be explained by differential stimulus characteristics, the amplitudes 
were additionally driven by expectations that are based on the perceived partly occluded 
shapes. That is, especially at frontal sites, disoccluding shapes elicited more positive P3 
amplitudes relative to merely presenting the shapes (before occlusion). It seems then 
that disoccluding unexpected completions adds to the surprise that is elicited by just 
seeing the shapes. In contrast, at occipital sites, disoccluding completions that were 
compatible with both structure and knowledge elicited reduced amplitudes relative 
to presenting these shapes. This indicates that only these completions were expected 
completions. Based on these findings, we suggest that knowledge influences are triggered 
when the visible parts of  partly occluded shapes are recognized and representations of  
known objects are activated. Importantly however, the P3 was not only modulated by 
knowledge, but also by stimulus structure. It is therefore likely that the P3 reveals both 
kinds of  influences.
Although the results reveal that both structure and knowledge determine the 
expected partly occluded shape, we can only speculate about processing aspects 
during amodal completion such as the timing and order of  structural and knowledge 
influences as the ERPs were measured during the disocclusion stage and not during the 
completion process itself. Nevertheless, it is tempting to assume that during the process 
of  completion, low level perceptual processes kick in first, which is then followed by 
additional knowledge based processing. For example, recognizing familiar shapes may 
strengthen or weaken an initial completion that was triggered by structure. Considering 
the influence of  familiarity, our findings are in line with other studies showing that 
the interpretation of  partly occluded shapes is sensitive to factors that imply top-
down activations, such as lighting and shading conditions (Kim et al., 2014), perceived 
hardness of  objects (Vrins et al., 2009) and learning (Hazenberg et al., 2014). Together 
with these studies, the current results show that amodal completion is a rather flexible 
process and that it is unlikely that it proceeds only in a feedforward, purely stimulus 
driven fashion.
In the experiment we also measured ERPs when fully visible shapes became partly 
occluded. Here, the complete shape had been fully visible before it was partly occluded, 
so participants knew what was behind the occluder. As a consequence, the results 
show greatly reduced activity in the time-window in which a P3 was previously found. 
Furthermore, although there appeared to be some effect of  compatibility with stimulus 
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structure, the amplitudes within this time window now did not differentially depend on 
knowledge. In contrast, earlier in time an N1 was elicited that depended on whether the 
shapes presented before the occlusion pattern were compatible with structure when 
becoming partly occluded. Larger amplitudes were elicited when structure compatible 
completions were presented before the occlusion pattern than when structure 
incompatible completions were presented. Since the N1 is a relatively early ERP, it is 
again likely that the differential activity is merely driven by differences between stimulus 
features. Nevertheless, to briefly speculate on an alternative explanation, we suggest 
that the current results might be related to certain N1 findings on illusory contours 
(i.e., modal completion). That is, configurations that evoke illusory contours typically 
induce enhanced N1 amplitudes (Altschuler et al., 2012; Murray, Imber, Javitt & Foxe, 
2006; Shpaner, Murray & Foxe, 2009). This N1 appears to be robust (Altschuler et al., 
2012; Murray et al., 2006) and has been associated with contour formation processes. 
Although it has been debated whether or not modal and amodal completion share 
a common mechanism (Albert, 2007; Kellman, Garrigan & Shipley, 2005; Kellman, 
Garrigan, Shipley & Keane, 2007; Anderson, 2007a; Anderson, 2007b) it may be that 
the N1 we observed similarly reflects the formation of  contours and early perceptual 
processing. However, strong conclusions on this N1 component cannot be drawn here 
and we leave that to further research.
All in all, the current findings on the apparent sensitivity to knowledge in the 
interpretation of  partly occluded shapes appear to support the idea that the brain actively 
predicts sensory input based on previous experience (e.g., Albright, 2012; Kveraga et al., 
2007; Summerfield, Egner, 2012). However, our data also support the idea that amodal 
completion runs its own course. Here, the non-visible connection of  collinear parts 
behind an occluder constitutes a strong structure-based completion tendency that has 
been acknowledged for decades. The elongated horse example of  Kanizsa (1979; see 
Figure 4.1 for an adapted version) is a demonstration par excellence on the strength 
of  that tendency. Such demonstrations suggest that knowledge cannot simply override 
completion tendencies based on structure (Kanizsa, 1979; 1985; see also Gerbino & 
Zabai, 2003; Ekroll, Sayim & Wagemans, 2013). Nevertheless, the Kanizsa example also 
shows that knowledge contributes to a sense of  ambiguity in displays with conflicting 
cues; e.g., is it really an elongated horse (or elephant?). The current P3 support such a 
role of  both structural- and knowledge-based tendencies in the interpretation of  partly 
occluded objects. Moreover, the results reveal a clear differential effect when knowledge 
is congruent with a structure-based tendency. Whether the influence of  structure and 
knowledge constitute separate stages that could be qualified as ‘perceptual’ and ‘post 
perceptual’ is a different issue, which obviously depends on the applied distinction 
between such stages. Similarly, we consider it a matter of  further research whether the 
knowledge-based influences that we found are part of  what should actually be called 
Amodal completion and knowledge
93
4
‘amodal completion’. Future research may attempt to drive a firmer wedge between 
the underlying processes; in the meantime, the completion of  partial occluded objects 
appears to be an ideal domain to study the interplay between ‘perception’ and ‘cognition’. 
Chapter 5
Touching and hearing unseen objects: 
effects of audio-tactile integration on 
scene recognition
Based on:
Hazenberg, S. J., & van Lier, R. (in revision). Touching and hearing unseen objects: 
effects of  audio-tactile integration on scene recognition.
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Abstract
In two experiments, we investigated the influence of  object-specific sounds on haptic 
scene recognition without vision. Blindfolded participants had to learn, through 
touch, spatial scenes comprising six objects that were placed on a round platform. 
After learning, two objects were swapped by the experimenter and the task of  the 
participants was to report which of  the objects swapped position. Between learning 
and test, the platform either rotated 90 degrees or the platform remained stationary 
while participants walked to another viewpoint. Furthermore, in half  of  the trials, 
object specific sounds were played when objects were touched, while sounds were 
turned off  in the other half  of  the trials. In Experiment 1, geometrical objects and 
simple meaningless sounds were used. In Experiment 2, the objects comprised toy-
animals that were matched with semantically compatible sounds. The results of  both 
experiments showed an overall improvement in task performance. Furthermore, 
improvement was enhanced when participants started the experiment in which tactile 
exploration was accompanied with sound. Weaker improvement was found when this 
sequence was reversed. We argue that the availability of  sounds at the beginning of  the 
experiment resulted in more rapid recognition of  the individual objects, which, in turn, 
improves recognition of  the spatial scenes.
5.1 Introduction
As we navigate through our environment, the retinal image is constantly changing; 
while some objects come into our field of  view, others fade out. To keep track of  these 
objects, we have to continuously update their positions in our surroundings with respect 
to our body, a process called spatial updating. Although the high spatial resolution 
that vision provides may be sufficient for such spatial tasks, events and objects often 
stimulate multiple senses at the same time. In fact, perception seems to be shaped 
by complex interactions between different sensory modalities (Eimer, 2004; Spence, 
2007). When we are deprived of  vision and we have to rely on the remaining senses 
such as hearing and touch, such interactions between intact senses may become even 
more relevant (Hötting & Röder, 2009). In the following experiments, we investigate 
whether haptic scene recognition can be influenced by object sounds that are played 
simultaneously with haptic exploration of  the individual objects in the scene.
Several studies on spatial representations have found that recognition of  spatial 
scenes depends on the position of  the observer (Simon & Wang, 1998; Wang & Simons, 
1999; Wraga, Creem-Regehr & Proffitt, 2004). For example in the study of  Simon and 
Wang (1998), participants had to learn a spatial scene comprising five familiar objects. 
Afterwards, the display was occluded from view and one of  the objects was moved 
to another position. At the same time, the whole display rotated 47 degrees or the 
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display remained stationary and the observer walked to another viewpoint. Their results 
showed that scene rotations impair the detection of  the moved object. This viewpoint 
dependency suggests that the scenes were represented with respect to the observer’s 
body, in an egocentric reference frame. In contrast to passive rotation of  scenes, 
when observers actively moved to another viewpoint, the cost due to the difference 
in viewpoint disappeared. Apparently, movement related vestibular and proprioceptive 
information can be used to automatically update spatial relations between objects and 
our bodies (Simons & Wang, 1998). 
Although the above mentioned studies have been performed in the visual domain, 
representations of  space are not necessarily specific to one sensory modality. Rather, 
it has been suggested that input from different senses are unified to form spatial 
representations that are amodal in nature (Lacey, Campbell & Sathian, 2007). Accordingly, 
several studies focused on the functional similarities between visually and haptically 
encoded spatial scenes (Giudice, Betty & Loomis, 2011; Loomis Klatzky, McHugh & 
Giudice, 2012; Newell, Woods, Menargh & Bulthoff, 2005). For example Newell et 
al. (2005) replicated the viewpoint dependency of  visual scene recognition (Simons 
& Wang, 1998), but tested in addition blindfolded participants who had to explore 
scenes through touch alone. Like visual scene recognition, haptic scene recognition also 
depended on the viewpoint in which the scene was learned. Furthermore, subsequent 
studies showed that observer movement compensated for the cost due to viewpoint 
difference (Pasqualotto, Finucane & Newell, 2005; Pasqualotto & Newell, 2007), 
indicating that representations of  haptic spatial scenes can also be updated during 
movement.
Many studies investigated spatial performance within one modality at a time, but 
it is only in rare occasions that we have access to only one sensory modality. Indeed, 
input from different sensory modalities are often bound together in order to improve 
detection and localization of  stimuli. There are many examples of  such crossmodal 
interactions in which vision appears to guide hearing or touch (Eimer, 2004). For 
example, in the ventriloquist illusion, sounds are mislocalized towards a visual stimulus 
(Bertelson & Aschersleben, 1998). In contrast, others revealed that sounds can influence 
vision as well (Shams, Kamitani & Shimojo, 2000) by showing that when a single flash is 
accompanied with multiple beeps, the number of  perceived flashes increases. Extending 
this illusion to the tactile domain, it has been shown that the number of  sounds affects 
the number of  perceived touches as well (Hötting & Röder, 2004). As a final example 
of  interactions between hearing and touch, in the parchment skin illusion, sounds affect 
the haptic perception of  textured surfaces (Jousmaki & Hari, 1998; Guest, Catmur, 
Lloyd & Spence, 2002).
Given the variety of  studies showing interactions between different sensory 
modalities, it seems likely that spatial representations of  scenes can be influenced by 
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multisensory stimulation as well. Indeed, in a series of  experiments it has been found 
that recognition of  haptic scenes benefits from seemingly task irrelevant visual input 
(Pasqualotto, Finucane & Newell, 2013). This effect, however, depended on the moment 
that vision was available. That is, when participants were able to see their surroundings 
(but not the scene) during the initial trials of  the experiments, performance improved 
during a subsequent block of  trials in which participants were blindfolded. In contrast, 
when participants were blindfolded during the initial trials no later benefit of  visual 
information was found. It was argued that vision provides an environment centered 
reference frame that facilitates a more enduring memory of  the scene as compared to 
when only haptics were available.
Here, we investigated whether sounds similarly facilitates recognition of  haptic 
scenes. To investigate this, we performed two experiments in which we employed an 
audio-tactile spatial recognition task. Like previous studies (Pasqualotto, Finucane & 
Newell, 2005; Pasqualotto & Newell, 2007), participants were blindfolded and had 
to learn the scenes through touch. In some trials, object specific sounds were played 
whenever objects were touched. In other trials the sounds were turned off. Since 
both tactile information and sounds convey information about the identity of  the 
objects, simultaneous audio-tactile stimulation may benefit spatial scene recognition. 
In Experiment 1, we used geometrical objects and simple sounds. In Experiment 2, we 
used familiar objects and sounds that were semantically compatible with the objects.
5.2 Experiment 1
In this experiment, blindfolded participants learned through touch a scene comprising 
six geometrical objects. Then, two objects were swapped and the task was to report 
which of  the objects changed position. Similar to previous studies (Simon & Wang, 
1998), the scene either rotated or the scene remained stationary while participants walked 
to another viewpoint. To investigate the influence of  sounds, in two audio-tactile blocks 
sounds were played upon touching objects, while in two tactile-only blocks sounds were 
turned off  in. Considering the results of  Pasqualotto et al. (2013) in which multisensory 
(visual-tactile) facilitation depended on the timing of  multisensory input we tested the 
effect of  different sequences as well. 
Methods
Participants
Twenty students from the Radboud University participated in this experiment (age 
18-28; 16 females) for money or for course credits. Participants gave written informed 
consent and the study was approved by the local ethical committee. 
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Material
The stimulus set consisted of  6 objects which were placed in one of  the 36 holes on a 
round platform (diameter = 70 cm). The platform was positioned on a table with two 
chairs next to it.
Six geometrical objects of  roughly the same size were created using a 3D printer. 
As can be seen in Figure 5.1, these include a cube, a rectangular cuboid, a cylinder, a 
pyramid, a cone and half  of  a sphere. A small speaker was inserted into each object. 
Upon touching an object, this speaker played a sound that was specific to that object. 
The sounds were meaningless simple tones with each having a different frequency. 
Furthermore, for the rectangular cuboid, the cube and the pyramid, the sounds 
comprised a series of  short 300 ms tones with short 300 ms silent intervals in between 
the tones (having a frequency of  330 Hz, 420 Hz and 520 Hz, respectively); for the 
cylinder, cone and half  a sphere, the sounds comprised continuous tones (having a 
frequency of  240 Hz, 295 Hz and 380 Hz, respectively). Sounds were looped and 
continued playing until participants removed their hands from the object.
To create the spatial scenes, all six objects were inserted into one of  the holes in the 
platform. Rather than doing this randomly, five different configurations were specified 
with each having a different set of  six holes. This was done in order to minimize 
accidental grouping effects between objects (e.g., symmetry) that could facilitate the 
Figure 5.1. Set-up of  Experiment 1. In each trial the start position was the chair on the 
right. In the scene rotation condition, participants remained seated while the platform 
rotated 90 degrees in counter clockwise direction. In the observer movement condition, 
participants walked to the other chair, while the platform remained stationary.
Chapter 5
100
use of  particular strategies. At the start of  each trial one of  the five configurations was 
randomly chosen. Then, each of  the objects was randomly inserted in one of  the six 
holes making up the configuration. Thus, for each trial a different scene was created.
Procedure
The platform was placed on a table and the participants were seated in front of  it so 
they could easily reach the objects. Participants were blindfolded at the start of  the 
experiment. The experimental procedure comprised two phases, an exploration phase 
and a test phase. In the exploration phase, participants were given 45 seconds to explore 
and learn the spatial layout of  the scene. They were instructed to use only their dominant 
hand. Afterwards, the experiment leader swapped the positions of  two randomly chosen 
objects. Care was taken that the noise of  this action did not inform participants which 
objects changed position (e.g., by also lifting other objects and putting them back again; 
this took about 20 seconds). In the subsequent test-phase, participants again explored 
the scene and had to report which of  the objects changed position. There was no time 
limit during this phase, but when after 60 seconds no answer was given, the participants 
were prompted to do so.
Four experimental conditions were created based on a 2 by 2 design with rotation 
(scene rotation and observer movement) and sound (on and off). In the scene rotation 
condition, the platform rotated 90 degrees in counterclockwise direction between the 
learning and test phase. In the observer movement condition, the platform remained 
stationary while participants were required to walk to another chair that was positioned 
90 degrees in clockwise direction from the original chair. Furthermore, in two audio-
tactile blocks, sounds were played when an object was touched during both exploration 
and test phase. In the remaining two tactile-only blocks, sounds were turned off  during 
all trials.
The experiment was run in four blocks with each block consisting of  trials from 
one condition. Additionally, the two audio-tactile blocks or the two tactile-only blocks 
followed each other. That is, one group of  participants started with the two audio-tactile 
blocks and ended with the two tactile-only blocks. The other group of  participants 
started with the two tactile-only blocks and ended with the two audio-tactile blocks. 
The presentation order of  blocks was counterbalanced across participants. Each block 
consisted of  8 trials which resulted in a total of  32 trials. The experiment took about 
one and a half  hours to complete.
Performance was recorded as proportion correct. When participants correctly chose 
both objects that switched position a 1 was scored; when only one object was correct a 
0.5 was scored, and when participants chose both objects wrongly, a 0 was scored. 
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Results
Before analyzing the result, the proportions for each condition were averaged over 
trials. To investigate whether performance differed between conditions, we performed 
a repeated measures ANOVA on the proportion correct with rotation (two levels; scene 
rotation and observer movement) and blocks (two levels; first two blocks or second two 
blocks) as within-subjects variables and sequence (start with audio-tactile blocks or start 
with tactile-only blocks) as between-subjects variable. A main effect of  rotation was 
revealed, F(1, 18) = 12.106, p = 0.003, η2 = 0.402, showing that scene recognition was 
better when participants moved to another viewpoint (M = 0.716) as compared when 
the platform rotated (M = 0.591).
In addition, a main effect of  blocks, F(1, 18) = 13.313, p = 0.002, η2 = 0.425, showed 
that performance improved over time. That is, relative to the first two blocks (proportion 
= 0.600), performance was better during the second two blocks (proportion = 0.706). 
Because a previous study showed that facilitation of  multisensory input depended on 
the moment that this input was available (Pasqualotto et al., 2013) we ran separate 
t-tests for each group to investigate whether sounds could modulate this learning effect. 
As can be seen in Figure 5.2, the t-tests revealed that for participants who started 
with two audio-tactile blocks, performance improved during the following tactile-only 
blocks (proportion first two blocks = 0.591 vs. proportion second two blocks = 0.725), 
t(9) = 4.077, p = 0.003. Running the same test for participants that started with two 
tactile-only blocks revealed no significant results, t(9) = 1.627, p = 0.138 (proportion 
first two blocks = 0.609 vs. proportion last two blocks = 0.688).
Discussion
In this experiment we investigated whether sounds contribute to haptic scene 
recognition. Firstly, our results showed that when participants moved to another 
viewpoint, performance was better as compared to when the platform rotated. These 
findings replicate previous studies that use a similar task (Pasqualotto et al., 2005; 
Pasqualotto & Newell, 2007) and indicate that participants encoded the scene in an 
egocentric reference frame. This reference frame is not adequate during scene rotations, 
but it can be updated during observer movement (Simons & Wang, 1998). Secondly, our 
results reveal a general learning effect showing that scene recognition improved over 
time. However, it seems that the presence of  sounds may boost learning as well. That 
is, the separate t-tests show that for participants for which sounds were available during 
the first half  of  the experiment, performance improved during the last half  of  the 
experiment. For participants for whom no sounds were available during the first half  
of  the experiment learning appears to be weaker. This suggests that learning depends, at 
least partly, on the availability of  sounds during initial exploration of  the scenes.
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Note that during the first half  of  the experiment participants of  both groups 
performed about equally well on the task (compare first and third bar of  Figure 5.2). A 
lack of  an effect of  sound at the start of  the experiment can be explained by our choice 
of  stimulus material. That is, because we used meaningless sounds, initially sounds did 
not provide information about the individual objects. Furthermore, although sounds 
may have been informative about the spatial location of  objects, this appears not to 
be sufficient to improve scene recognition. The fact that improvement due to sounds 
emerge at a later time suggests that participants learn to associate the sounds with the 
individual objects. As a result, it may be that objects are recognized more easily at a later 
time, even when sounds are turned off. This may subsequently have facilitated memory 
of  spatial scenes. 
To explore this further, in the next experiment we used stimuli for which sounds and 
objects were semantically compatible. For these stimuli, associations between objects 
and sounds are more or less hardwired and do not have to be learned. 
5.3 Experiment 2
In this experiment, we investigated whether the learning effect due to sounds could 
be replicated using a different set of  stimuli. Instead of  using geometrical objects and 
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Figure 5.2. Results of  Experiment 1. Performance in mean proportion correct for the 
first two blocks and the last two blocks. The left two bars depict the performance for 
participants who started with audio-tactile blocks and ended with tactile-only blocks 
and the right two bars depict the performance of  participants who started with tactile-
only blocks and ended with audio-tactile blocks. Error bars depict one standard error 
of  the mean.
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abstract sounds, we now used familiar objects (e.g., toy animals) and combined them with 
semantically compatible sounds (e.g., vocalizations of  animals). For example, touching 
the elephant triggered the sound of  a trumpeting elephant. Since both modalities 
provide convergent information about the identity of  the objects, audio-tactile binding 
may be facilitated and this may be reflected in improved scene recognition.
Methods
Participants 
20 Students (aged 18 to 29; 15 females) from the Radboud University participated in 
Experiment 2 for course credits or payment. Participants gave written informed consent 
and the study was approved by the local ethical committee.
Material 
The objects were toy-figures being a set of  distinctive animals. As can be seen in 
Figure 5.3, these included toy figures representing a horse, an elephant, a bear, a sea 
lion, a gorilla and an eagle. The objects were roughly the same size and could easily 
be distinguished from each other. The sounds were semantically compatible with the 
objects and comprised a variation of  animal calls. For example, the sound that was 
coupled with the bear consisted of  a couple of  roars. Because of  technical constraints, 
the sounds were played through headphones instead of  through speakers that were 
fitted inside the objects. To do this, the objects were sprayed with electrical conductive 
paint so that to the moment of  touching an object could be registered (signals were 
transposed to a computer to triggered the sounds). Apart from these changes, the 
procedure was exactly the same as Experiment 1.
Figure 5.3. Set-up of  Experiment 2.
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Results
To investigate whether performance differed between conditions, we performed 
a repeated measures ANOVA on the proportion correct with rotation (two levels; 
scene rotation and observer movement) and blocks (two levels; first two blocks and 
second two blocks) as within-subjects variables and sequence (start with audio-tactile 
blocks or start with tactile-only blocks) as between-subjects variable. No main effect 
of  rotation was found. However, similar to Experiment 1, a main effect of  blocks was 
revealed, F(1, 18) = 10.279, p = 0.005, η2 = 0.363, showing that scene recognition was 
better during the last two blocks (proportion = 0.772) relative to the first two blocks 
(proportion = 0.702). Importantly, running paired t-tests for each group separately 
revealed a similar pattern as was found in Experiment 1 with regard to the order of  
the conditions audio-tactile versus tactile-only. As can be seen in Figure 5.4, when 
participants started with the audio-tactile blocks, performance improved during the 
following tactile-only blocks (proportion first two blocks = 0.753 vs. proportion last 
two blocks = 0.844), t(9) = 3.267, p = 0.010. In contrast, when participants started 
with the tactile-only blocks, no significant difference was found t(9) = 1.472, p = 0.175 
(proportion first blocks = 0.65 vs. proportion last blocks = 0.70). 
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Figure 5.4. Results of  Experiment 2. Performance in mean proportion correct for the 
first two blocks (black bars) and the last two blocks (light grey bars). The left two bars 
depict the performance for participants who started with audio-tactile blocks and ended 
with tactile-only blocks and the right two bars depict the performance for participants 
who started with tactile-only blocks and ended with audio-tactile blocks. Error bars 
depict one standard error of  the mean.
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An interaction between blocks and rotation was also found, F(1, 18) = 4.489, p = 0.048, 
η2 = 0.200. Zooming in on this interaction, paired t-tests revealed that performance 
improved only for the scene rotation condition, t(19) = 3.092, p = 0.006 (proportion first 
two blocks = 0.650 vs. proportion last two blocks = 0.759). For the observer movement 
condition no significant results were found, t(19) = 1.522, p = 0.144 (proportion first 
two blocks = 0.753 vs. proportion last two blocks = 0.784). Furthermore, the t-tests 
reveal that during the first two blocks, participants are better in the observer movement 
condition as compared to the scene rotation condition, t(19) = 2.176, p = 0.042. During 
the last two blocks no significant differences between the observer movement condition 
and scene rotation condition were found, t(19) = 0.492, p = 0.628. 
Discussion
In this experiment we set out to replicate the results of  Experiment 1 and investigated 
whether the effect would lead to enhanced performance when semantically compatible 
audio-tactile stimuli are used. The results reveal an overall improvement that was similar 
to that of  Experiment 1. Replicating Experiment 1, the separate t-tests reveal significant 
improvement in scene recognition only for participants for which sounds were available 
at the start of  the experiment. In contrast, when sounds were not available during 
the initial trials, improvement in scene recognition appears to be weaker. At the same 
time the results show that even when using highly familiar objects-sounds pairs (such 
as animals and their typical sounds) scene recognition did not immediately improve. 
Instead, benefits of  sounds seem to emerge more indirectly by improving overall 
learning. 
Somewhat surprisingly perhaps, scene recognition did not appear to depend on 
the position of  the observer. Contrary to previous reports (Pasqualotto et al., 2005; 
Pasqualotto & Newell, 2007) and the results of  Experiment 1, we did not find overall 
improved performance when participants moved to another location as compared to 
when the scene rotated. It seems plausible that a possible facilitating effect of  observer 
movement is simply drowned out by the effect of  familiarity with animals per se. That 
is, initial performance was already high, which was also reflected in the improvement 
for the more difficult scene rotation condition and not for the observer movement 
condition. Indeed, a benefit of  observer movement relative to scene rotations was only 
found during the first two blocks, but not during the second two blocks. 
5.4 General discussion
In two experiments, we investigated whether sounds can contribute to haptic spatial 
recognition. In Experiment 1, we used geometrical objects and simple meaningless 
sounds. Here we showed that sounds did not immediately influence haptic scene 
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recognition, but that the benefits emerge at a later stage. Specifically, the results 
show general improvement during later trials and this effect appears to be enhanced 
by the availability of  sounds during the first half  of  the experiment. Reversing this 
sequence diminished this effect, indicating that learning depended on initial context. 
In Experiment 2, we replicated these findings when familiar objects and semantically 
compatible sounds were used. This indicates that multisensory binding readily occurs 
and that it is not necessarily driven by semantic compatibility. In addition, the results 
of  Experiment 1 replicated previous findings (Pasqualotto et al., 2005; Pasqualotto & 
Newell, 2007) showing that haptic scene recognition can be updated during observer 
movement.
Our results are partially in line with other reports on multisensory influences on 
spatial recognition. In particular, our results seem to parallel the findings of  Pasqualotto 
et al. (2013). They found that benefits of  task irrelevant vision on haptic scene 
recognition also depended on the moment vision was available. Specifically, seeing the 
surrounding room during initial trials improved performance at later trials. Improvement 
was not found when participants were blindfolded during initial trials. Explaining their 
results, they argued that seeing the room participants were in provided an environment 
centered reference frame in which the haptic scene could be encoded. This would result 
in a viewpoint independent representation of  the scene which contrasts with the use 
of  a viewpoint depended representation when only haptic information was available. 
It seems unlikely that our results can be explained in a similar fashion, because in our 
experiments sounds informed observers about the objects they touched and not so 
much about their surroundings. Indeed, we found no indication that the scenes were 
represented in an environment centered reference frame. On the contrary, impaired 
performance on platform rotation condition as compared to observer movement 
condition suggests that the scenes were encoded in an egocentric reference frame. Thus, 
while the findings of  Pasqualotto et al. (2013) and our results are consistent in showing 
a benefit when bimodal stimulation was presented first, the mechanisms underlying 
both effects might be different.
It should be noted further that audio-tactile couplings are less natural than visual 
tactile couplings. We mostly see (parts of) object when touching them; hearing objects 
while touching them is rarer, although certain coupling are very natural indeed (e.g., 
scratching rough surfaces, or touching a cat that immediately starts purring). Although 
the couplings in our experiment are more or less artificial (certainly so in Experiment 1), 
the results show that even this kind of  bimodal input may facilitate scene recognition. It 
seems likely that sounds facilitated performance by improving recognition of  individual 
objects. Support for this comes from a study showing that the recognition of  pictures 
of  animals is improved when matching vocalizations of  the animals are simultaneously 
presented (Molholm, Ritter, Javitt & Foxe, 2004). It is likely that vocalization of  matching 
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animals similarly facilitates haptic recognition of  animals in Experiment 2. However, the 
results of  Experiment 1 show that semantic compatibility is not necessary. It seems that 
even when there is no initial semantic relation between object and sound, participants 
quickly learn to make the associations during the experiment. Rapid recognition of  
objects due to the sounds could subsequently result in improved spatial representations 
of  the scene.
A further difference between Experiments 1 and 2 was that in Experiment 1 sounds 
originated from speakers that were inserted inside the objects while in Experiment 
2, sounds were played through headphones. Although this could have affected the 
results it seems unlikely. Previous studies, for example, showed that spatial accuracy 
of  hearing is often guided by other sensory modalities (e.g., Bertelson & Aschersleben, 
1998) and that integration of  hearing and touch does not depend on co-location in 
space, but merely on co-occurrence in time (Murray, Molholm, Michel, Heslenfeld, 
Ritter, Javitt, Schroeder, Foxe, 2005). The results of  Experiment 2 seem to be in line 
with this. Although sounds did not provide information about the location of  objects, 
multisensory stimulation still resulted in improved scene recognition. It appears that it is 
sufficient that audio-tactile stimuli are presented at the same time for binding to occur. 
The present results may have implications for applications that can be used by 
visually impaired humans. Since vision is the sense which is spatially the most accurate, 
it has been argued that visual experience is necessary for normal spatial perception to 
develop (Eimer, 2004). Pasqualotto and Newell (2007) investigated this by comparing 
recognition of  scenes between sighted, late blind and congenitally blind individuals. 
The results revealed similar performance between sighted and late blind participants. 
However, congenitally blind humans, who had no visual experience, performed 
significantly worse on the task. Furthermore, congenitally blind humans showed no 
sign of  spatial updating when they walked to another viewpoint. In contrast, it has been 
shown that blind people may compensate for impairments by developing enhanced 
abilities in other modalities. For example, blind people sometimes show enhanced 
auditory skills as compared to sighted individuals (e.g., Röder et al, 1999). Although 
impaired auditory localization in blind people have been reported as well (Gori, Sandini, 
Martinoli & Burr, 2013), it may be that simultaneous presentation of  sound and haptics 
may benefit spatial skills of  blind individuals.
To our knowledge the present study is one of  the first studies that investigated the 
influence of  audio-tactile couplings on scene recognition without vision. We have shown 
that healthy participants are sensitive to audio-tactile couplings in a vision deprived 
spatial scene recognition task. The couplings do not directly enhance localization, but 
seem to improve enhancement over time.
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The aim of  this thesis was to gain a better understanding on how colors, shapes and 
scenes are constructed despite the often incomplete retinal image. Using behavioral and 
electrophysiological approaches, we have shown that the brain is very creative in doing so 
and that it often goes beyond direct sensory stimulation by relying on various contextual 
factors. Below, a summary of  the results of  each chapter will be given together with an 
overview of  conclusions and some suggestions for future studies.
6.1 Seeing illusory colors
In Chapter 2, we extended a relative new phenomenon in which afterimage colors fill 
in regions that were not adapted to. In the first experiment, we show that afterimages 
of  thin colored outlines are sufficient to produce color spreading. When an achromatic 
outline surrounded the colored afterimage, filling-in of  a color that was complementary 
to the inducing colored contour was perceived. However, when the colored afterimages 
were positioned outside an achromatic outline, color filling-in took on an appearance 
that was complementary to the afterimage color (but similar to the adapting outline). 
This latter effect is presumably the result of  contrast induction. In the second 
experiment we compared this effect with the well-known watercolor illusion in which 
filling-in of  ‘real’ colors is similarly induced by colored outlines. Generally, the results 
show similarities with regard to color filling-in, but differences were observed as well. In 
particular, compared to ‘real’ color filling-in, afterimages color filling-in was more easily 
affected by different luminance settings.
These results extend previous demonstrations in which color perception interacts 
with contour-based mechanisms (Daw, 1962; Pinna, Brelstaf  & Spillman, 2001; 
Varin, 1915; van Lier, Vergeer & Anstis, 2009; van Tuijl, 1975) and are in line with 
neurophysiological findings indicating that surface colors are represented by neural 
activity arising from borders (Friedman, Zhou, Von der Heydt, 2003). Recently, the 
importance of  luminance boundaries for surface perception has been highlighted in a 
study in which a single display consisting of  multiple colors produced different colored 
percepts depending on the location of  superimposed contours (Vergeer, Anstis & van 
Lier, 2015). Specifically, the percepts were characterized by a blend of  the colors that 
are captured within enclosed boundaries. Possibly related, we show that surface filling-
in results from afterimages captured within boundaries and contrast induction triggered 
by afterimage colors juxtaposed to the outside of  the boundaries. These and other 
filling-in phenomena may be part of  a general mechanism which allows us to perceive 
uniform surfaces in the face of  discontinuities that result from, for example, incomplete 
sensory input.
The largely equivalent phenomenal filling-in impressions triggered by afterimage 
colors and ‘real’ colors fit with the idea that both types of  colors have a common 
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origin (Zaidi, Ennis, Cao & Lee, 2012) and that they are processed similarly by the 
visual system. Although we found some differences as well, caution is warranted 
before concluding that the visual system treats ‘real’ colors and afterimage colors in a 
qualitatively different way. That is, the results can also be explained by differences in 
stimulus properties such as hue, saturation and edge blur. Furthermore, even if  one 
were to control for such properties it has been argued that afterimages are inherently 
ambiguous which makes them particularly vulnerable to various contextual influences 
(Powell, Bompas & Sumner, 2012). The ambiguity stems at least partly from the fact 
the afterimages are temporally unstable and that they are fixed to locations on the retina 
rather than to locations in the world. Such aspects may not only explain why afterimage 
filling-in described in Chapter 2 was more sensitive to luminance differences compared 
to ‘real’ color filling-in, but also why we usually do not perceive afterimages in everyday 
life. That is, even if  afterimages are generated, in most cases they are suppressed by 
incompatible contextual edges and boundaries.
6.2 Perceiving partly occluded shapes
Despite the ‘amodal’ character of  the perception of  partly occluded shapes, the 
perceptual presence can be quite compelling. In chapter 3 and 4 we used this ambiguous 
aspect of  amodal completion to study the interplay between figural-based processing 
and cognitive influences. In Chapter 3, we investigated whether the perception of  partly 
occluded shapes can be influenced by learning a set of  abstract shapes. To this end, we 
constructed two classes of  partly occluded shapes; occlusion patterns for which local 
and global completions converge to the same shape and occlusion patterns for which 
local and global completions diverge to different shapes. The latter class of  occlusion 
patterns is perceptually much more ambiguous than the other. In two behavioral 
experiments, we employed a sequential matching task and measured reaction times on 
match trials. The first experiment revealed an overall preference for completions that 
were based on global stimulus characteristics. The preference for global completions 
was further confirmed by a control experiment. In the second behavioral experiment, 
a learning task, in which local and anomalous shapes were explicitly learned, preceded 
the sequential task. The results revealed effects of  learning, but only for perceptually 
ambiguous divergent occlusion patterns. In the third and final experiment, ERPs 
were measured in order to more directly measure how the brain reacts to different 
completions, while participants did a similar task, before and after learning. The results 
closely followed the behavioral findings and showed that only the ERPs that were 
elicited by completions of  perceptually ambiguous occlusion patterns were sensitive to 
learning. The results suggest that learning may have an effect on the perceived partly 
occluded shapes, but only when the form cannot be conclusively derived from the 
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structural properties of  the occlusion patterns.
In Chapter 4, we followed up on these findings and investigated whether knowledge 
of  very familiar shapes can affect the perception of  partly occluded shapes. Stimuli 
were based on well-known objects of  which the middle part was occluded, such that 
two separate disconnected parts remained visible. Completions based on the structural 
aspects consisted of  the connection of  the separate parts. Separate completions however 
were incompatible with structure. Importantly, half  of  the completions converged 
with our knowledge of  shapes, whereas the other half  appeared incompatible with 
our knowledge of  shapes. We recorded ERPs when the hidden parts were revealed 
and hypothesized to find an enhanced P3 for completions that are different from the 
perceived partly occluded shape. After controlling for stimulus properties, completions 
based on both structure and knowledge elicited reduced P3 amplitudes relative to 
all other completions. This pattern of  results suggests that interpretations of  partly 
occluded shapes not only depend on figural characteristics, but also on knowledge of  
shapes.
In the first experiment and subsequent control experiment described in Chapter 3, 
the initial (before learning) interpretations of  partly occluded shapes were revealed. Like 
previous studies (de Wit & van Lier, 2002; van Lier, van der Helm & Leeuwenberg, 1994, 
1995; van Lier 1999; Sekuler, 1994; Sekuler, Palmer & Flynn, 1994), the results indicate 
that perceived partly occluded shapes are dominated by global structural characteristics. 
Further research may investigate how other stimulus properties contribute to amodal 
completion. For example, although much research has been invested in studying how the 
shape of  hidden parts is determined by contour properties, only a few studies focused on 
influence of  surface properties of  shapes (Kim, Jeng & Anderson, 2014; Yin, Kellman 
& Shipley, 1997). It would be interesting to investigate how surface completions interact 
with contour-based completions and in particular, whether the influence of  regularities 
extends to the perception of  partly occluded surfaces (Yun, Hazenberg & van Lier, in 
preparation; see also Yun, Hazenberg & van Lier, 2015). 
In the second and third experiment of  Chapter 3 we showed that learning effects 
varied systematically with the perceptual ambiguity of  the occlusion patterns. That 
is, when figural properties strongly favored one completion, learning an anomalous 
shape did not alter the relative preference for the perceptually most likely completion. 
However, when the figural properties allowed multiple plausible interpretations, 
learning the perceptually plausible local completion increased the preference for that 
completion and consequently diminished the initial preference for global completions. 
Thus, it appears that learning affects completions if  they are perceptually plausible 
(i.e., once they are generated by figural properties). These results are in accord with 
other studies showing that amodal completion can be affected by a range of  contextual 
influences other than direct figural properties (Plomp & van Leeuwen, 2006; Kim, 
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Jeng & Anderson, 2014; Rauschenberger, Peterson & Mosca, 2004). Furthermore, 
Rauschenberger et al. (2004) showed that even very simple occlusion patterns (e.g., a 
notched disk juxtaposed to a square) are sensitive to direct spatial context. To explain 
why similarly simple occlusion patterns appeared insensitive to learning, it is likely that 
the learning task was too shallow to overcome the limitations of  figural constraints. It 
may be that more ingrained world knowledge has a stronger effect.  
In Chapter 4 we tested this hypothesis by using occlusion patterns that were based 
on very familiar shapes and by measuring ERPs that were elicited when whole shapes 
were revealed. By focusing on the P3, we showed that the interpretation of  partly 
occluded shapes is not only influenced by figural properties, but also by knowledge 
of  shapes. Specifically, completions that were compatible with both structure and 
knowledge elicited reduced amplitudes relative to the other completions, suggesting 
that both influences played an equivalent role. In other words, only these completions 
were regarded as expected, while completions that were incompatible with either 
knowledge or structure appeared surprising. Interestingly, these results seem to parallel 
the overall appearance of  the partly occlude shapes; when figural cues and knowledge 
of  shapes converge to the same shape, the perceived whole appears compelling. This 
contrasts however with the sense of  ambiguity that is triggered when figural properties 
of  knowledge conflict with each other.
Although the results of  Chapter 3 and Chapter 4 suggest that interpretations of  partly 
occluded shapes depend on interactions between sensory input and knowledge, the 
question remains when and how these influences come about. Intuitively, completions 
based on figural properties may occur first, which are subsequently modulated by the 
recognition of  learned or known shapes. This would be in line with a study showing 
that the recognition of  parts of  objects is more efficient in the presence of  occluders 
compared to when the parts where presented without occluders (Johnson & Olshausen, 
2005), implying that object recognition occurs after completion processes are finished. 
Other findings however show that particular knowledge of  objects may influence 
amodal completion relatively early, which suggest that the situation is more complicated 
and that object recognition and completion processes are more intricately linked (Vrins, 
de Wit & van Lier, 2009). One way to investigate this issue would be to use a prime 
matching task as described in Vrins et al. (2009), but having similar stimuli as in Chapter 
4. Then, by using different prime durations, it could be investigated how quickly figural 
influences and knowledge influences affect completion processes. For example, if  
structural based completions occur first, very short prime durations should result in 
faster reaction times only to structural based completions, but not to completion based 
on knowledge. Faster reaction times to knowledge based completions may then result 
from longer prime durations.
Investigating how bottom-up and top-down processing contribute to amodal 
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completion may be insightful for the broader topic on the interaction between perception 
and cognition. For example, our findings fit with the idea that the brain continuously 
predict sensory input based on previous experience (Kvegara, Ghuman & Bar, 2007). 
However, both Chapter 3 and Chapter 4 confirm that there is a strong perceptual 
component as well. It appears that both types of  influences are intermingled and that 
it may actually be difficult to pinpoint exactly where perception ends and cognition 
begins. Further research using techniques such as fMRI or TMS  to investigate where in 
the brain completion processes take place may attempt to further disentangle bottom-
up from top-down influences. 
6.3 Perceiving scenes without vision
Chapter 5 describes a study in which we studied the effects of  object specific sounds 
on tactile scene perception. In two experiments, participants were blindfolded and 
had to learn a spatial layout consisting of  six objects using touch. After learning, two 
objects switched locations and the participants had to point out these objects. Before 
doing so however, the platform on which the objects were positioned either rotated 
or the participants had to walk to another viewpoint. To investigate the influence of  
sounds on this task, in half  of  the trials object-specific sounds were played. In the 
first experiment, abstract geometrical objects were used and the sounds consisted of  
simple object-specific tones. The results replicated earlier findings and showed worse 
performance when the platform rotated compared to when participants actively walked 
to another position. Furthermore, performance improved over time. In addition, this 
improvement was enhanced when participants started the experiment with a block of  
trials in which sound was presented as well. In the second experiment, the objects 
consisted of  toys depicting animals and sounds were vocalizations that were compatible 
with the animals. The results replicated the findings of  the first experiment and showed 
an improvement over time which was enhanced when sound was initially turned on. 
We conclude that the availability of  sound in the beginning of  the experiment helps 
to identify and process a haptically explored object. We suggest that the subsequent 
recognition of  the object will be relatively easy when the object is touched again, even 
when sounds are turned off.
The results described in Chapter 5 fit not only with a study using a similar paradigm 
(Pasqualotto, Finucane & Newell, 2013), but also with the widespread occurrence of  
other multisensory interactions (Shimojo & Shams, 2001). Furthermore, recently it has 
been argued that learning is more effective during multisensory conditions as compared 
to unisensory conditions (Shams & Seitz, 2008), which appears consistent with our 
results as well. To complement the present results, it may be interesting to investigate 
the effects of  sounds alone. To do so, one could have the same task as described in 
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Chapter 5, but instead of  having six different objects, the objects would be identical 
(e.g., six cubes). Thus, by effectively removing tactile information, locations can only 
be differentiated using sounds. The results of  such an experiment would provide an 
additional unisensory baseline for the present findings. In addition, by comparing 
platform rotations with actively moving to another location the results would be 
informative for the question of  whether spatial representations derived from different 
sensory modalities are functionally equivalent (Lacey, Campbell & Sathian, 2007).
The present findings may have implications for applications that can be used by 
visually impaired people. For example, recently a scale model of  a part of  the interior of  
the House of  Representatives of  the Netherland was constructed by Hannes Wallrafen 
(Stichting Geluid in Zicht) that blind people can explore by touch in order to construct 
an internal representation of  the building. To enrich the experience, metal pins inserted 
in the model can be touched to trigger a sound which corresponds to the location 
of  the pins (e.g., the sound of  an escalator). The findings of  Chapter 5 indicate that 
besides providing a rich experience of  the surroundings, the sounds may actually aid 
in constructing the unseen scene. Of  course, in our study blindfolded normal sighted 
people were tested and it could be that multisensory stimulation has a different effect 
for blind people. In addition, it may be worthwhile to investigate whether or not having 
previous visual experience has an effect on spatial tasks. For example, it has been shown 
that congenitally blind people perform worse on a spatial updating task as compared 
to late blind people (Pasqualotto & Newell, 2007). Congenitally blind people may then 
particularly benefit from stimulating remaining intact senses.
6.4 Conclusion
Each of  the chapters in the present thesis demonstrates the versatility and constructive 
nature of  perception when dealing with incomplete visual information. That is, 
perception appears to be a construction that is not solely determined by direct 
retinal input, but that depends heavily on various contextual factors. To uncover the 
mechanism by which the visual system fills in missing parts visual illusions have been 
indispensable. For instance, by extending the watercolor illusion in Chapter 2, we have 
demonstrated that the perception of  a colored surface changes dramatically depending 
on the spatial context, even when no color is present. Although in this case, the visual 
system erroneously assumes that surface information is missing, filling-in is actually an 
ubiquitous part of  normal visual perception. Since almost all objects surrounding us are 
partly visible due to occlusion by other objects, the visual system has to continuously 
predict what is hidden. In Chapter 3 and Chapter 4 we have shown that the visual 
system accomplishes this not only by using structural information of  the visible parts, 
but also by relying on previous experience with shapes and objects. Sometimes, we do 
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not receive visual information at all and we have to rely on other senses. In Chapter 5, 
we have demonstrated that the brain flexibly integrates information from touch and 
hearing during the construction of  an unseen scene.
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7.1 Nederlandse samenvatting
Onze ogen krijgen een enorme hoeveelheid informatie binnen van waaruit het brein 
razendsnel een gedetailleerd visueel percept van de wereld construeert. Ondanks dat 
het brein dit moeiteloos lijkt te doen, is dit nog niet zo eenvoudig. Dit wordt duidelijk 
wanneer men onze perceptie van wereld vergelijkt met het ruizige patroon van licht 
wat op het netvlies van elk oog wordt geprojecteerd. Zo construeert het brein een 
driemensionaal percept van de wereld uit een tweedimensionale retinale projectie. Dit 
is geen triviale taak, omdat een gegeven retinale projectie door compleet verschillende 
objecten kan worden veroorzaakt. Er zijn vergelijkbare verschillen tussen onze 
waarneming en datgene wat op ons netvlies wordt geprojecteerd met betrekking tot 
onze perceptie van kleur. Immers, ook al lijken kleuren stabiele eigenschappen van 
objecten, de fysieke golflengtes van waaruit kleurwaarneming wordt bepaald kunnen, 
afhankelijk van bijvoorbeeld lichtomstandigheden, sterk variëren. 
Om het nog ingewikkelder te maken is de projectie op het netvlies vaak onvolledig 
en zodoende gevuld met ‘gaten’. Een klassiek voorbeeld is de blinde vlek, de locatie 
van het netvlies waar de oogzenuw het oog verlaat. Hoewel we op deze locatie in feite 
blind zijn, nemen we bijna nooit gaten in ons gezichtsveld waar. Blijkbaar wordt de 
ontbrekende informatie perceptueel ingevuld. Ook de informatie die van buitenaf  via 
de ogen binnenkomt is vaak incompleet. Omdat de meeste voorwerpen gedeeltelijk 
verborgen zijn achter voorwerpen die dichterbij ons staan, zijn slechts delen van die 
voorwerpen zichtbaar. Desondanks nemen we geen ‘versnipperde’ omgeving waar, 
maar een die gevuld is met volledige voorwerpen. Dat dit nogal voor de hand lijkt 
te liggen, benadrukt de efficiëntie waarmee het brein een geheel construeert van de 
vaak onvolledig gepresenteerde beelden. Naast onvolledige visuele input, komt het 
soms voor dat er helemaal geen visuele informatie is. Dit gebeurt bijvoorbeeld bij het 
betreden van een verduisterde kamer. Om door de kamer te navigeren zonder tegen al 
te veel dingen aan te stoten moeten we niet alleen een representatie van de indeling van 
de kamer hebben, maar ook van de objecten die erin staan.
De constructie van kleuren, vormen en scènes zonder directe visuele stimulatie is een 
hoofdthema van dit proefschrift. Om de eigenschappen te achterhalen van datgene wat 
niet direct zichtbaar is, is het visuele systeem afhankelijk van context. Context is natuurlijk 
erg breed en bevat factoren die betrekking hebben op zowel ‘bottom-up’ als ‘top-down’ 
gestuurde processen. Het visuele systeem leunt bij perceptuele invulling bijvoorbeeld 
sterk op dat wat wel zichtbaar is. Zo is aangetoond dat de ontbrekende delen die het 
gevolg zijn van de blinde vlek doorgaans de kleur en textuur van aangrenzende gebieden 
aannemen (Ramachandran, 1992). In dit geval is perceptuele invulling gestuurd door 
informatie van buitenaf  en lijkt het een tamelijk geautomatiseerd proces. Dergelijke 
mechanismen zijn echter niet altijd toereikend. Sterker nog, in plaats van alleen te 
vertrouwen op dat wat zichtbaar is, wordt over het algemeen aangenomen dat visuele 
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waarneming voortdurend gevormd wordt door top-down gestuurde processen, zoals 
eerder opgedane kennis (Kveraga, Ghuman & Bar, 2007; Summerfield & Egner, 2012). 
Het lijkt daarom aannemelijk dat een fundamenteel proces als perceptuele invulling 
ook gestuurd kan worden door wat we weten van de wereld. Neem bijvoorbeeld een 
olifant waarvan de kop verborgen is achter een aantal bomen zodat alleen de achterkant 
zichtbaar is. De vorm van de kop (met slurf) kan niet volledig worden afgeleid uit 
alleen de fysieke eigenschappen van de zichtbare achterkant. Integendeel, om tot een 
natuurgetrouwe representatie van het hele beest te komen, moet het zichtbare deel 
herkend worden als deel van een olifant. Vervolgens kan op basis van het geheugen een 
representatie van de kop geconstrueerd worden. Naast visuele input en kennis, kunnen 
andere zintuiglijke modaliteiten ook gebruikt worden bij de constructie van waarneming. 
Veel voorwerpen stimuleren namelijk meerdere zintuigen tegelijk en onderzoek heeft 
aangetoond dat onze waarneming wordt gevormd door complexe interacties tussen die 
zintuigen (Shimojo & Shams, 2001, Spence, 2007). Bijvoorbeeld, als de olifant in het 
voorbeeld hierboven volledig aan het zicht is onttrokken, kan ritselend geluid wijzen op 
een groot foeragerend dier, maar het horen van een getrompetter is overtuigend bewijs 
voor de aanwezigheid van een olifant.
In wat volgt ga ik kort in op elk van deze contextuele invloeden op de constructie van 
kleuren, vormen en scènes en worden de belangrijkste bevindingen van dit proefschrift 
beschreven. Samengevat heb ik in Hoofdstuk 2 onderzocht hoe nabeelden van gekleurde 
contouren soms het hele oppervlak van vormen in lijken te kleuren. In Hoofdstuk 3 en 4 
beschrijf  ik twee studies waarbij ik heb onderzocht hoe de waarneming van gedeeltelijk 
geoccludeerde vormen en objecten beïnvloed kan worden door respectievelijk kort 
geleerde abstracte vormen en erg bekende objecten. In hoofdstuk 5 beschrijf  ik een 
studie waarbij we hebben getest of  tactiele waarneming van een opstelling van meerdere 
objecten, waarbij proefpersonen geblinddoekt waren, kon worden gestuurd door 
geluiden.
Waarneming van illusoire kleuren
De constructieve aard van het brein is misschien wel het makkelijkst te illustreren aan 
de hand van de talloze visuele illusies waarin kleuren lijken te spreiden naar locaties waar 
helemaal geen kleur is. Zo ook bij de zogenoemde ‘watercolor illusion’. Deze illusie wordt 
opgewekt door vormen die bestaan uit twee tegen elkaar aan liggende contouren. De 
ene contour is licht gekleurd, terwijl de andere donker gekleurd is. Wanneer de binnenste 
kleur licht gekleurd is, lijkt de kleur naar binnen te spreiden zodat het oppervlak van 
het hele figuur licht gekleurd lijkt te zijn (zie Hoofdstuk 2 voor voorbeelden van deze 
illusie). Deze en andere illusies maken duidelijk dat visuele waarneming niet bepaald 
wordt door losse elementen, maar door de hele stimulus configuratie. Recentelijk is 
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er een nieuw fenomeen beschreven waarbij kleurinvulling door nabeelden van kleuren 
wordt opgewekt (van Lier, Vergeer & Antstis, 2009). Kleurnabeelden ontstaan wanneer 
men een tijd lang focust op een kleur (rood bijvoorbeeld). Wanneer men vervolgens 
naar een witte muur kijkt, is een nabeeld met een complementaire kleur (groen) te zien. 
Omdat wordt gedacht dat kleurnabeelden, net als ‘echte’ kleuren, worden veroorzaakt 
door signalen vanuit het netvlies, is het aannemelijk dat nabeelden onderhevig zijn aan 
dezelfde corticale processen als ‘echte’ kleuren.
In Hoofdstuk 2 deden we nader onderzoek naar perceptuele invulling van 
kleurnabeelden en vergeleken we dit met invulling van ‘echte’ kleuren bij de watercolor 
illusion. Om dit te doen construeerden we vormen bestaande uit twee dunne 
contouren die tegen elkaar aan liggen. De ene contour is gekleurd, terwijl de andere 
contour achromatisch is (grijs). Bij het ene type trial werden de contouren simultaan 
aangeboden, om zo de originele watercolor illusion te induceren. Bij het andere type 
trial werden de contouren alternerend, om en om, aangeboden, zodat er nabeelden van 
de gekleurde contouren werden geïnduceerd. De resultaten van het eerste experiment 
laten zien dat nabeelden van deze dunne contouren voldoende zijn om kleurinvulling 
te induceren. Wanneer de binnenste kleur gekleurd was en het nabeeld daarvan dus 
door de achromatische contour omsloten was, namen proefpersonen zoals verwacht 
complementaire kleurinvulling waar. Echter wanneer de buitenste contour gekleurd 
was, zagen proefpersonen kleurinvulling die vergelijkbaar was met de aangeboden kleur. 
Dit laatste effect wordt waarschijnlijk veroorzaakt door een contrasteffect wat wordt 
opgewekt door het nabeeld. De complementaire kleur van het nabeeld is namelijk weer 
de kleur van de aangeboden contour. In experiment 2 vergeleken we de invulling van 
kleurnabeelden directer met invulling van ‘echte’ kleuren. Daarnaast testten we grijze 
en zwarte achromatische contouren, waarbij de zwarte contour een groter luminantie 
contrast met de achtergrond had. Vergeleken met ‘echte’ kleurinvulling was invulling van 
gekleurde nabeelden makkelijker aangedaan door verschillende luminantie instellingen. 
Specifieker gesteld was invulling van gekleurde nabeelden sterk verminderd wanneer 
er zwarte achromatische contouren werden gebruikt. Al met al vertonen beide illusies 
gelijkenissen, maar ook verschillen met betrekking tot kleurinvulling. Voorzichtigheid 
is echter geboden om de verschillen toe te wijzen aan verschillende onderliggende 
corticale processen. 
Perceptie van gedeeltelijk veborgen voorwerpen
In tegenstelling tot kleurinvulling zoals bij de watercolor illusion gaat perceptuele 
invulling bij gedeeltelijke occlusie niet gepaard met een duidelijk percept; ook al weet 
je dat er iets verborgen is en heb je misschien een duidelijk idee van de vorm of  kleur 
van het verborgene, je ziet het niet. Om dit onderscheid te duiden, noemden Michotte, 
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Thinès & crabbé (1964) de eerste modale completie en de laatste amodale completie. In 
de afgelopen decennia is onderzoek naar amodale completie vooral gericht op hoe de 
waarneming bij gedeeltelijke occlusie bepaald wordt door stimuluseigenschappen (zie 
voor een review, van Lier & Gerbino, 2015). Grofweg zijn er twee soorten completies; 
lokale completies en globale completies. Lokale completies zijn gebaseerd op het ‘good 
continuation’ principe en leggen de nadruk op lokale informatie bij de locaties waar 
het zichtbare deel onderbroken wordt door de occluder. Wanneer zichtbare contouren 
voldoende zijn uitgelijnd, zal een lokale completie bestaan uit het vloeiend doortrekken 
van de zichtbare contouren totdat ze met elkaar verbonden zijn. Globale completies 
houden daarentegen rekening met de het hele occlusiepatroon en zijn daardoor gevoelig 
voor factoren zoals regulariteit en symmetrie. Onderzoek heeft aangetoond dat voor 
sommige ambigue occlusiepatronen zowel lokale als globale tendensen tot completie 
aanwezig zijn.
Traditioneel wordt amodale completie gezien als een fundamenteel visueel proces 
wat zich voltrekt zonder invloed van cognitieve factoren. Recentelijk onderzoek geeft 
echter aanwijzingen dat amodale completie flexibeler is dan gedacht en dat kennis van 
de wereld wel eens een rol zou kunnen spelen. In hoofdstuk 3 beschrijf  ik een studie 
waarbij ik heb onderzocht of  de waarneming van gedeeltelijk verborgen figuren kan 
worden beïnvloed door kort geleerde figuren. Ik heb hiervoor twee types abstracte 
occlusiepatronen gemaakt; ‘convergente occlusiepatronen’ waarbij lokale en globale 
completies resulteren in hetzelfde figuur en ‘divergente occlusiepatronen’ waarbij lokale 
en globale completies resulteren in verschillende figuren. Omdat er voor divergente 
occlusiepatronen meerdere completies perceptueel plausibel zijn, zijn deze patronen 
ambiguer dan convergente occlusiepatronen. In twee gedragsexperimenten heb ik 
reactietijden gemeten terwijl proefpersonen een ‘sequential matching task’ uitvoerden. 
Hierbij kregen proefpersonen eerst een occlusiepatroon te zien en vervolgens een 
testfiguur. De proefpersonen moesten aangeven of  een testfiguur het gedeeltelijk 
bedekte figuur in het occlusiepatroon had kunnen zijn. Wanneer een testfiguur lijkt 
op het waargenomen occlusiepatroon zullen proefpersonen sneller reageren dan 
wanneer een testfiguur er niet op lijkt. In lijn met eerder onderzoek liet het eerste 
experiment zien dat er een preferentie was voor completies die zijn gebaseerd op 
globale stimuluseigenschappen. In het tweede experiment ging er een leersessie vooraf  
aan de taak, waarbij perceptueel vreemde completies en lokale completies werden 
geleerd. De resultaten lieten leereffecten zien, maar alleen voor completies van de 
perceptueel ambigue divergente occlusiepatronen. In het derde en laatste experiment 
heb ik dit verder onderzocht met behulp van EEG metingen. Door op de milliseconde 
nauwkeurig hersenactiviteit te meten, is het mogelijk om na te gaan wanneer na het zien 
van een figuur de eerder gemeten gedragseffecten plaatsvinden. Ik vond een positieve 
piek tussen 150 en 300 milliseconden na het zien van een testfiguur die gedragsdata 
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spiegelde. Dat wil zeggen, het leren van figuren beïnvloedde de ERPs die zijn opgewekt 
door completies van divergente patronen, maar niet de ERPs die zijn opgewekt door 
completies van convergente patronen. Al met al wijzen de resultaten erop dat geleerde 
abstracte figuren de waarneming van gedeeltelijk verborgen figuren kan sturen, maar 
alleen wanneer het occlusiepatroon perceptueel ambigu is en er meerdere completies 
plausibel zijn.
De leereffecten die in Hoofdstuk 3 beschreven staan, zijn het resultaat van een 
relatief  korte leersessie. Dit kan verklaren waarom de waarneming bij gedeeltelijke 
occlusie soms zijn eigen gang gaat en immuun lijkt te zijn voor de herkenning van 
geleerde figuren. Het zou kunnen dat meer ingebakken kennis van objecten een sterkere 
invloed heeft. In Hoofdstuk 4 beschrijf  ik een ERP studie waarin we deze hypothese 
testten. Om de invloeden van stimuluseigenschappen en kennis uit elkaar te trekken, 
heb ik in plaats van abstracte figuren, occlusiepatronen gemaakt die gebaseerd zijn op 
erg bekende objecten (namelijk groente en fruit). Het midden van deze objecten was 
zodanig geoccludeerd dat alleen twee losse uiteinden van de objecten zichtbaar waren. 
Doordat de zichtbare fragmenten zijn uitgelijnd zal het visuele systeem echter geneigd 
zijn de fragmenten met elkaar te verbinden. Vervolgens heb ik completies gemaakt 
die ofwel compatibel ofwel incompatibel waren met de structuur of  kennis. Dus, een 
completie die gebaseerd is op de structuur van de stimulus zal een lang geheel zijn. 
Twee kleine losse completies zijn in principe mogelijk, maar zijn incompatibel met de 
structuur. De helft van deze completies convergeren met onze kennis over hoe een 
object eruit ziet, terwijl de andere helft tegen onze kennis van objecten ingaat. Tijdens 
het experiment heb ik ERP metingen gedaan op het moment dat een gedeeltelijk bedekt 
object werd onthuld en een van de completies volledig zichtbaar was. We hebben de 
P3 gebruikt om te achterhalen welke completie als verrassend wordt beschouwd. De 
P3 is een positieve ERP component die doorgaans wordt opgewekt door verrassende 
gebeurtenissen. Completies die de verwachting op basis van structuur schenden (twee 
losse completies) zullen verrassend zijn en daardoor een hogere P3 opwekken dan 
completies die compatibel zijn met structuur (een lange completie). Wanneer kennis 
een rol speelt bij waarneming van gedeeltelijke occlusie zou dit te zien moeten zijn in 
de P3. De resultaten lieten zien dat de amplitude van de P3 zowel door structuur als 
door kennis wordt beïnvloed. Na een controle analyse observeerden we een lage P3 
voor completies die compatibel waren met structuur en kennis ten opzichte van alle 
andere completies. Dit suggereert dat behalve completies die compatibel zijn met zowel 
structuur als met kennis, alle andere completies als onverwacht worden beschouwd. We 
kunnen dus concluderen dat de waarneming bij gedeeltelijke occlusie niet alleen wordt 
gevormd door stimuluseigenschappen, maar ook door kennis van objecten.
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Waarneming van ongeziene scènes
In het voorgaande heb ik de waarneming van oppervlaktes en vormen van geïsoleerde 
figuren onderzocht. Onze omgeving is echter gevuld met objecten waar we rekening 
mee moeten houden. Dit kunnen we vrij goed, ondanks dat de retinale input continu 
verandert wanneer we ons voorbewegen (sommige objecten komen in zicht, terwijl 
andere weer uit het zicht verdwijnen). Simons and Wang (1998) opperden dat vestibulaire 
en proprioceptieve informatie tijdens het lopen gebruikt wordt om steeds de spatiële 
relatie van objecten tot onszelf  bij te werken. Dit mechanisme wordt ‘spatial updating’ 
genoemd. Daar komt bij dat veel objecten meerdere zintuigen tegelijk stimuleren, 
waardoor het brein dus niet alleen op visuele informatie hoeft te vertrouwen. Er wordt 
zelfs gedacht dat spatiele representaties multisensorisch zijn. Dit is in lijn met studies die 
aantonen dat spatiële perceptie vaak het resultaat is van interacties tussen verschillende 
zintuigen (Spence, 2007). Zo wordt in de ‘ventriloquist illusion’ bijvoorbeeld de locatie 
van een geluid incorrect toegekend aan een visuele stimulus op een andere locatie. 
Het zou kunnen dat interacties tussen zintuigen nog belangrijker worden wanneer we 
helemaal geen zicht meer hebben.
In hoofdstuk 5 van dit proefschrift beschrijf  ik een studie waarin we de invloed 
van object specifieke geluiden op tactiele scène waarneming bestuderen. In twee 
experimenten moesten geblinddoekte proefpersonen door middel van tast opstellingen 
van zes objecten leren. Na het leren, verwisselden twee objecten van locatie en de taak 
van de proefpersoon was om aan te geven welke objecten dit waren. Voordat ze dit 
mochten doen, werd ofwel het platform waar de objecten op stonden een slag gedraaid 
of  liepen proefpersonen naar een andere positie. Eerder onderzoek heeft aangetoond 
dat wanneer personen naar een andere positie lopen de taak beter doen dan wanneer 
het platform draait. Dit komt door het eerder genoemde spatial updating, wat actief  
is tijdens lopen, maar niet bij platformrotatie. Ook al is dit soort onderzoek vooral bij 
visuele waarneming gedaan, verwachtten we eenzelfde soort effect te vinden wanneer 
proefpersonen de opstelling alleen via tast waarnemen. Om de invloed van geluid op 
de taak te onderzoeken, werden er in de helft van de trials object specifieke geluiden 
afgespeeld, terwijl het in de andere helft stil was. In het eerste experiment hebben we 
abstracte geometrische objecten en simpele tonen gebruikt. De resultaten repliceerden 
eerder onderzoek en lieten een slechtere prestatie zien bij platformrotatie dan bij het 
lopen. Verder werden proefpersonen naarmate het experiment vorderde beter in de 
taak. Dit leereffect werd echter versterkt wanneer proefpersonen startten met een blok 
trials waarin het geluid aanstond. In het tweede experiment vervingen we de abstracte 
objecten door speelgoeddieren en gebruikten we bijpassende dierengeluiden. Zo 
onderzochten we of  een semantisch logische koppeling tussen object en geluid een 
sterker effect op de taak had. De resultaten repliceerden echter de data van het eerste 
experiment en lieten een leereffect zien wat werd versterkt wanneer geluid bij de start 
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van het experiment aanstond. We concluderen dat de beschikbaarheid van geluid aan het 
begin van het experiment helpt bij het identificeren en verwerken van haptisch verkende 
objecten. Wanneer de objecten vervolgens weer worden aangeraakt zal herkenning 
relatief  makkelijk zijn, zelfs wanneer de geluiden dan uit staan.
Conclusie
Elk hoofdstuk in dit proefschrift demonstreert de veelzijdigheid en constructieve aard 
van perceptie wanneer het wordt confronteerd met onvolledige visuele informatie. 
Perceptie is veelal een constructie wat niet alleen wordt bepaald door directe visuele 
stimulatie, maar wat sterk afhankelijk is van verschillende contextuele factoren. Visuele 
illusies zijn onmisbaar geweest bij het achterhalen van processen die betrokken zijn 
bij perceptuele invulling. Bijvoorbeeld, door het uitbreiden van de watercolor illusion 
hebben we in Hoofdstuk 2 gedemonstreerd dat de kleurwaarneming van een oppervlak 
rigoureus verandert afhankelijk van de spatiële stimulus context, zelfs wanneer er niet 
eens kleur is. In dit geval is de aanname van het visuele systeem dat er iets ingevuld 
hoort te worden incorrect; er is immers geen kleur. Toch is perceptuele invulling 
alomvertegenwoordigd in normale visuele waarneming. Omdat bijna alle voorwerpen 
door occlusie slechts gedeeltelijk zichtbaar zijn, moet het visuele system voortdurend 
voorspellen wat er verborgen is. In Hoofdstuk 3 en 4 hebben we laten zien dat het 
visuele systeem dit klaarspeelt door niet alleen af  te gaan op directe visuele informatie, 
maar ook door actief  voorspellingen te genereren aan de hand van wat we weten van de 
wereld. Soms is er helemaal geen visuele informatie beschikbaar en zijn we afhankelijk 
van andere zintuigen. In Hoofdstuk 5 lieten we zien dat het brein bij het construeren 
van een ongeziene opstelling flexibel haptische en auditieve informatie integreert.
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nog eens wat van opgestoken. Freek, ik heb je met veel plezier begeleid tijdens je 
onderzoeksstage. Fantastisch hoe er, nadat ik de jungles van Borneo had overleefd, een 
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kunnen halen. Fenna en Mark, na OP3 zijn jullie als student-assistent aan de slag gegaan 
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Bedankt voor jullie inzet.
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