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Abstract-The theory of the triple I method with total inference rules of fuzzy reasoning is 
investigated by using Zadeh’s implication operator R,. The computational formulae for both fuzzy 
modus ponens (FMP) and fuzzy modus tollens (FMT) are obtained. The reversibility properties 
for FMP and FMT are analyzed and the reversibility criteria are given. We also investigated the 
generalized problem of the triple I method and obtained the formulae for the a-triple I FMP and the 
o-triple I FMT. @ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Since Zadeh introduced the compositional rule of fuzzy inference (CXI) [l-3], various studies and 
successful applications in fuzzy logic have been carried out [4-g]. Fuzzy reasoning becomes the 
theoretical basis and an important tool for designing fuzzy controllers. For example, for multi- 
input-single-output (MISO) 1 inear systems, the mathematical model of fuzzy reasoning can be 
represented by 
rule base 
for given 
RI : Al and Bl + Cl 
R2 : A2 and & -+ G 
. . (1) 
R, : A, and B, ---f G 
A’ and B’ 
to determine c*. 
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Clearly, it is based on fuzzy modus ponens, which can be represented as 
rule A+B 
for given A* (2) 
to determine B*, 
where A and A* are the fuzzy sets in domain X, and B and B* are the fuzzy sets in domain Y. 
According to Zadeh’s method of CRI, the fuzzy set B* in (2) may be determined by 
B*(y) = A*(z) o R@(z), B(y)), Y E Y (3) 
where the variable R, : [0, 112 + [0, l] is Zadeh’s implication operator defined as 
&(a7 b, = 
a’Va, a I b, 
a, V b , a>b, 
(4) 
where a’ = 1 - a, a E [0, l]. Notice that there are two kinds of fuzzy logic operators in (3), the 
compound operator and the implication operator “R,“. These operators have been defined by 
various different methods [lo]. 
The opposite form of fuzzy modus ponens is fuzzy modus tollens, which can be expressed as 
rule A+B 
for given B’ (5) 
to determine A’, 
where A and A* are fuzzy sets in domain X, and B and B* are the fuzzy sets in the domain Y. 
Again, A* in (5) can be determined according to Zadeh’s method of CRI. 
CR1 has been widely applied successfully in various fields of industrial control. However, from 
the standpoint of logic semantics, there exist several problems in applying the method of CRI. 
For example, the approach does not possess the reversibility property [ll]. Furthermore, Li [12] 
has proved that, mathematically, the ordinary fuzzy control method depending on CR1 may be 
regarded as a certain interpolation method. In fact, CR1 is such an implication method that 
adopts fuzzy reasoning only once, and other implications are simply replaced by the compound 
method. To improve the method of CRI, the triple I method with total inference rules of fuzzy 
reasoning was proposed by Wang [ll], w h ere the implication operator Ro : [0, 112 --+ [0, I], 
Ro(a,b) = 
1, a I b, 
a’ V b, a > b, 
was adopted to replace Zadeh’s implication operator R,. The computational formulae for the 
triple I FMP and FMT were also given. Furthermore, the triple I method was generated to the 
generalized form of the o-triple I method, and the formulae for FMP and FMT for this generalized 
o-triple I method were obtained. 
The basic idea of the triple I method can be summarized as follows. For A, B E F(X) and 
A*(B*) E F(Y), our purpose is to seek an optimal B*(A*) E F(Y) such that A --f B completely 
sustains A* --+ B’; that is, 
M(GY) = (A(z) + B(Y)) -+ (A*(s) --f B*(Y)) (6) 
has the maximal possible value whenever 5 E X and y E Y, where P(X) and 3(Y) denote, 
respectively, the collections of all fuzzy subsets of X and Y. 
The generalized form of the triple I method is regarded as the following optimization problem. 
For any Q E [0, l] with known A, B and A*(B*), we wish to seek the optimal B*(A*) such that 
(A(z) + B(Y)) + (A*(z) + B*(Y)) L o, (7) 
whenever x E X and y E Y. 
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Since Zadeh’s implication operator R, has been widely adopted, the triple I method of fuzzy 
reasoning is investigated in this paper by using this implication operator. The formulae for FMP 
and FMT are obtained, and the reversibility properties are analyzed. The reversibility criteria 
are also given. In addition, the general formulae for the generalized a-triple I FMP and FMT 
are obtained. The results of this paper offer powerful approaches for realizing the total reference 
rules in performance index and in fuzzy control. 
2. TRIPLE I METHOD FOR ZADEH’S 
IMPLICATION OPERATOR R, 
We will use Zadeh’s implication operator R, defined by (4). However, we must first summarize 
the basic principles and theories of the triple I method given by Wang [ll]. 
Principle of Triple I FMP 
Suppose that X and Y are nonempty sets, A, A* E 3(X) and B E F(Y). Then B* E 3(Y) 
satisfying (2) is the minimal fuzzy set that makes hl(z, y) in (6) to take its maximum. For 
Zadeh’s implication operator R,, B* is the minimal fuzzy set that makes M(z, y) in (6) take its 
maximum R,(A(z), B(y)) -+ A*(z) V (A*(s))‘. 
REMARK 1. By the definition of Zadeh’s operator R,, it is clear that if we take B*(y) E 1, then 
M(z, y) in (6) always takes its maximum R,(A(z), B(y)) -+ A*,(x) V (A*(z))‘. We will seek the 
minimal fuzzy set in 3(Y) which makes M(z, y) in (6) take its maximum R,(A(z), B(y)) + 
A*(z) v (A*(x))‘. 
According to the above-mentioned principle, we have the following triple I FMP method. 
THEOREM 1. TRIPLE I FMP FOR R,. Suppose that X, Y are nonempty sets, A, A* E 3(X) 
and B E 3(Y). Then for Zadeh’s operator R,, the minimal fuzzy set B’ E 3(y) that makes 
M(x, y) in (6) take its maximum is determined by 
B*(Y) = sup [A*(x) A &(&),B(Y))~, Y E Y, (8) 
z@,, 
R=(A(s),%/))>l/2 
where 
% = {x E X I (A*(x))’ < R&+),B(Y))). (9) 
PROOF. See Theorem 2 in [ll]. I 
REMARK 2. It is easy to see that for any B,‘(y) E 3(Y) satisfying B*(y) 5 B,*(y) 5 1, then 
B;(y) will make M(z,y) in (6) always take its maximum R,(A(x),B(y)) --+ A*(x) V (A*(z))‘, 
where B*(y) is determined by (8). 
In addition, if we use the method of CFU for FMP with Zadeh’s implication operator, then 
from (3) we can determine B* E 3(Y) as follows: 
B*(Y) = &J*(x) A WA(X),B(Y))I, y E Y. 
According to the principle of the triple I FMP, it can be seen that by using Zadeh’s implication 
operator, the result obtained by the triple I FMP method in Theorem 1 is more exact than that 
by the method of CRJ. 
Similarly, for the problem of triple I FMT, the following principle can be obtained. 
Principle of Triple I FMT 
Suppose that X and Y are nonempty sets, A E 3(X),B, B* E 3(Y). Then A* E 3(X) 
satisfying (5) is the maximal fuzzy set that makes M(x,y) in (6) take its maximum. For Zadeh’s 
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implication operator R,, A* is the maximal fuzzy set that makes M(z, y) in (6) take its maximum 
R&4(~), R(y)) V RX&), R(y)). 
REMARK 3. By the definition of Zadeh’s operator R,, it is clear that by taking A*(x) = 0, then 
M(x, y) in (6) always takes its maximum R,(A(z), B(y))VRL(A(x), B(y)). However, we will seek 
the maximal fuzzy set in F(Y) that makes M(z, y) in (6) take its maximum R,(A(x), B(y)) v 
R:(A(x), R(Y)). 
Furthermore, we have the following triple I FMT theory. 
THEOREM 2. TRIPLE I FMT FOR R,. Suppose X, Y are nonempty sets, A E 3(X), B, B* E 
3(Y). Then for Zadeh’s operator R,, the maximal fuzzy set A* E 3(X) that makes M(x, y) 
in (6) take its maximum is determined by 
A*(z) = A;;(x)xE, + XE; > (10) 
where XM denotes the characteristic function of the set M which is defined as follows: 
and 
X&Y) = 
1 
1, YEM, 
0, Y 4M, 
A;;(x) = inf 
vE& R:(A(z),B(y)), 
& = {Y E Y I R*(Y) < R&+),R(Y))}. (11) 
&(A(~)J%))>iIs 
PROOF. First, we show that A* determined by (10) satisfies (6), i.e., for any y E Y, M(z,y) 
in (6) takes its maximum R,(A(x), B(y)) V Ri(A(z), B(y)). 
We shall discuss in two possible cases as follows. 
(1) If y E E, with R,(A(z),B(y)) > l/2, then 
A*(z) I R:(A(x),B(y)). (12) 
By the definition of Zadeh’s operator R,, we know R,(A*(x),B*(y)) 2: (A*(x))‘, and 
using (12), we have 
R,(A(x), R(Y)) I R&~*(X), R*(Y)). 
Thus, A* makes M(x,y) in (6) take its maximum R,(A(x), B(y)) V R:(A(x), B(y)). 
(2) If y 4 E,, then A*(x) = 1. Furthermore, we have 
M&Y) = (A(z) + R(Y)) -+ (A*(z) --+ B*(Y)) = (A(x) --+ R(Y)) 4 (1 -+ R*(Y)) 
= (A(z) + B(Y)) * R*(Y). 
(13) 
From y 4 E,, we have B*(y) 1 R,(A(z), B(y)); using (13), we have 
M(z, Y) = R,@(z), B(Y)) V R:(A(z),R(y)). 
That is, A* makes M(x, y) in (6) take its maximum. 
(3) If R,(A(x),R(y)) I I/2, then RXA(s),B(y)) > I/2 and 
R&Q),R(Y)) V R:(&),R(y)) = R:(Q),B(Y)). 
This implies 
M(zc, Y) = R’,(A(x), R(Y)). (14) 
We discuss this in two possible cases. 
(a) If R,(A(x), B(y)) 5 R,(A*(s), B*(y)), then (14) obviously holds. 
(b) If R,@(x), R(Y)) > R@*(x), B*(Y)), then 
M(~,Y) = R:(&), B(Y)) V R&~*(X), R*(Y)) = R’,(&), R(Y)). 
Hence, M(s, y) always takes its maximum. 
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Now, we prove that A* E F(X) will be the maximal fuzzy set that makes M(z, y) in (6) take 
its maximum. Otherwise, there exists D E F(X) with D(xo) > A*(xo) for some zo E X. l?rom 
A* determined by (lo), there exists yo E E,, such that R,(A(xo), B(yo)) > l/2 and 
%o) > R:(A(so), Wyo)). (15) 
Then, we will verify that 
R,(A(zo), B(yo)) > R=(D(zo), B*(yo)). (16) 
In fact, we can discuss two possible cases. 
(a) If D(zo) I B*(Yo), then 
R@(zo),B*(~o)) = D(zo) v D’(zo). 
Since yo E E,,, we know B*(yo) < R,(A(xo),B(yo)), and hence D(zo) < R,(A(rco), 
B(yo)). Using (15), we have D’(x0) < R,(A(x:o), B(yo)). This implies that (16) holds. 
(b) If D(x0) > B*(yo), then 
R,(D(xo),B*(yo)) = D’(xo) v B*(yo). 
And (15) leads to D’(xo) < R,(A(xo),B(yo)). By yo E E,,, we have 
B*(Yo) < R,(A(so), B(Yo)). 
Thus, we proved also that (16) holds. Furthermore, by R,(A(zo),B(y,-,)) > l/2, it follows 
that 
R,(A(so),B(yo)) -+ R&Go), B*(Yo)) = R:(A(zo), B(Yo)) v R,(Wo), B*(Yo)) 
< R,(A(xo), B(Yo)). 
(17) 
That is, D will make M(z, y) in (6) not take its maximum. I 
REMARK 4. It is clear that for any D E F(X) with D < A*, then D may make M(z, y) in (6) 
not take its maximum R,(A(x),B(y)) V R:(A(x),B(y)). Th’ 1s is because Zadeh’s operator R, 
does not have the monotonicity property with respect to the first variables. However, we have 
following result. 
COROLLARY 3. Under the hypothesis of Theorem 2, suppose that there exists D E F(X) with 
D -c A*. Then D makes M(x, y) in (6) take its maximum if and only if R=(A(x), B(y)) 5 l/2, 
or R,(A(x),B(y)) I D(x) V D’(x) when D(x) I B*(y) for x E X, y $ E,. 
PROOF. 
SUFFICIENCY. By the proof of Theorem 2, for any z E X, y E Y, if RZ(A(x),B(y)) I l/2, then 
any D E F(X) will make M(z, y) in (6) take its maximum. If 
R,(A(x), WY)) I D(x) v D’(x), (18) 
when D(x) 5 B*(y) for x E X, y $ E,, then D will make M(x, y) in (6) take its maximum. In 
fact, if y E E,, from the hypothesis of this corollary and the proof of Theorem 2, it is easy to see 
%(A(x),B(y)) I &(D(x),B*(y)). That is, D will make M(x, y) in (6) take its maximum. 
If y # E,, then B*(Y) 2 %(A(z), B(Y)). N ex , we will discuss two possible cases. t 
(1) If D(x) > B*(y), then 
M(x, y) = (A(x) + WY)) -+ (D(4 + B*(Y)) = R,(A(x), B(Y)) -+ (D’(x) v B*(Y)) 
= R=(A(x), B(Y)) v R:(A(x), B(Y)). 
So, D will make M(x, y) in (6) take its maximum. 
(2) If D(z) 5 B*(y), then from (18), we have 
Mb, Y) = (A(x) + WY)) --+ (D(z) + B*(Y)) = WA(x)> B(Y)) -+ (WC) V D’(x)) 
= WA(x), WY)) V R:(Q), WY)). 
Similarly, D will make M(z, y) in (6) take its maximum. 
(1% 
(20) 
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NECESSITY. If there exists 20 E X and yo 6 EZO such that R,(A(zo),B(yo)) > l/2 and 
R,(A(xo), B(yo)) > D(q) v D’(Q) with D(zo) I iI*( then we hive 
(ho) + NYO)) + (D(xo) 4 B*(Yo)) = fUA(xo), B(Yo)) + (Wo) v D’(xo)) 
= R’,(&o), WYO)) v D(xo) v D’(xo) < Rz(A(xo), B(Yo)). (21) 
Hence, D will make M(z, y) in (6) not take its maximum. This contradicts the hypothesis of this 
corollary. I 
3. THE REVERSIBILITY PROPERTIES 
OF THE TRIPLE I METHOD FOR R, 
This section is devoted to discussing the reversibility properties of the triple I method for 
Zadeh’s implication operator R,. To do this, we give the following several theorems. 
THEOREM 4. Suppose that X, Y are nonempty sets, A,A* E F(X), B E F(Y), and A is a 
normal fuzzy set (i.e., there exists x0 E X such that A(xo) = 1). Then for the triple I FMP 
method with R,, A* = A implies 
0, 
B*(Y) = 
if%) I i, 
B(Y), if%) > f, 
y E Y. 
PROOF. Suppose A* = A. Then from (9) we have 
Et, = 1% E X I A’(x) < &(4x), B(Y))). (22) 
If B(y) > l/2, using the normal property of A, there exists x0 E X such that A(xo) = 1. 
So, from A’(xo) = 0 < l/2 < B(y) = R,(A(q),B(y)) with B* determined by (8), we have 
B*(Y) > A(xo) A &(A(xo), B(Y)) = B(Y). 
Next, we verify 
B*(Y) I B(Y). (23) 
For any x E EU with R,(A(x), B(y)) > l/2, if A(z) 5 B(y), then R,(A(s), B(y)) = A’(~c)vA(x). 
From x E Ey, we know A’(x) < A(x), and hence R,(A(x), B(y)) = A(z). From B* determined 
by (8) again, we have B*(y) 5 B(y). 
If A(x) > B(y), then R,(A(x), B(y)) = A’(x) V B(y). From z E Eyr we have A’(x) < B(y). 
So, R,(A(x), B(y)) = B(y), and using B* determined by (8), we get B*(y) 5 B(y). The above 
proof shows that B*(y) = B(y) when B(y) > l/2. 
On the other hand, by the proof of (23), if there exists x E Ev such that R,(A(x), B(y)) > l/2, 
then we have B(y) > l/2. Consequently, 
Ev n x E X 1 R,(A(a), B(y)) > ; 
> 
= Cp, when B(y) 5 i. 
Using B*(y) determined by (8) again, we have B*(y) = 0, when B(y) 5 l/2. The proof is 
completed. I 
From Theorem 4, we can obtain immediately the following criterion of reversibility for the 
triple I FMP with R,. 
COROLLARY 5. Suppose X,Y are nonempty sets, A,A* E 3(X), B E 3(Y), and A is a normal 
fuzzy set (i.e., there exists x0 E X such that A(xo) = 1). Then for the triple I FMP method 
with R,, A* = A implies B* = B if and only if B(y) > l/2 or B(y) = 0. 
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THEOREM 6. Suppose X, Y are nonempty sets, A E 3(X), B, B* E 3(Y), and B’ is a normal 
fuzzy set. Then by the triple I FMT method with R,, B* = B implies 
A(x), 
A*(x) = 
( 
if A(x) < i, 
x E x. 
1, if A(x) 2 5, 
PROOF. Suppose that B* = B. Then by (ll), we get 
& = {Y E Y I B(Y) < WA(s), B(Y))). (24) 
If A(x) < l/2, by the normal property of B’, there exists yc E Y such that B’(ys) = 1. So, by 
B(yo) = 0 < l/2 < A’(x) = R,(A(x), B(ys)) and A* determined by (lo), we have 
A*(z) 5 R:(A(x),B(yo)) = A(x). 
In what follows, we verify 
A*(x) 2 A(x). (25) 
For any y E E, satisfying R,(A(x), B(y)) > l/2, if A(x) 5 B(y), then R,(A(x), B(y)) = A’(x) V 
A(x). By y E E,, we know B(y) < A’(x). Hence, R,(A(x),B(y)) = A’(x), and using A*(x) 
determined by (lo), we have A*(x) > A(x). 
If A(x) > B(y), then R,(A(x), B(y)) = A’(x) V B(y). From y E E,, we know B(y) < A’(x), 
so that R,(A(x), B(y)) = A’(x). Using A* determined by (lo), we know A*(x) 2 A(x). All of 
these show that A*(x) = A(x) when A(x) < l/2. 
On the other hand, by the proof of (25), it can be seen that if there exists y E E, such that 
R,(A(x), B(y)) > l/2, then we have A(x) < l/2, so that E, n {x E X 1 R,(A(x), B(y)) > 
I/2} = a., when A(x) 2 l/2. Using A*(x) determined by (lo), we get A*(x) = 1, when 
A(x) 2 l/2. The proof is completed. I 
From Theorem 6, it is easy to give the criterion of reversibility of the triple I FMT method 
for R,. 
COROLLARY 7. Suppose X,Y are nonempty sets, A E 3(X), B, B* E 3(Y), and B’ is a normal 
fuzzy set. Then for the triple I FMT method, B* = B implies A* = A if and only if A(x) -=z l/2 
or A(x) = 1. 
4. THE FORMULAE OF THE 
a-TRIPLE I FMP AND FMT FOR R, 
Now, let us consider the generalized problem of the triple I method; i.e., for a: E [O,l], our 
purpose is to seek the optimal solution satisfying (7). To do this, we will give the following 
o-triple I principles. 
Principle of the o-Triple I FMP 
Suppose that X and Y are nonempty sets, A,A* E 3(X), B E 3(Y). If B” E 3(Y) satisfy- 
ing (2) is the minimal fuzzy set provided (7), then it is called an o-solution of (2) for the triple I 
FMP. 
Principle of the a-Triple I FMT 
Suppose that X and Y are nonempty sets, A E 3(X), B, B’ E 3(Y). If A* E 3(X) satisfy- 
ing (5) is the maximal fuzzy set provided (7), then it is called an a-solution of (5) for the triple I 
FMT. 
In the following, we will give several theorems for the a-triple I FMP and a-triple I FMT, 
respectively. 
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THEOREM 8. Suppose that X and Y are nonempty sets, A, A* E F(X), B E F(Y). Then, there 
exists B* E F(Y) satisfying (7) if and only if 
N(z, Y) = W+), B(Y)) --t (A*(x) ” (A*(x))‘) 2 a. (26) 
PROOF. 
SUFFICIENCY. Taking B*(y) c 1, then by (26), we know B* satisfies (7). 
NECESSITY. If B* satisfies (7), then noting that Zadeh’s operator R, is increasing with respect 
to the second variable, we have 
N(z, Y) = WA(z), B(Y)) --f (A*@) ” (A*(~))‘) = fLW~)> B(y)) + WA*(z), 1) 
> R&Q),B(Y)) -+ Rz(A*@),B*(y)) 2 0. 
That is, (26) holds. 4 
THEOREM 9. Q-TRIPLE I FMP FOR R,. Suppose X and Y are nonempty sets, A, A* E F(X), 
B E 3(Y), and (26) holds. Then, for the triple I FMP method with Zadeh’s operator R,, the 
minimal fuzzy set B* E 3(Y) satisfying (7) is determined by 
B*(Y) = &W, [A*(x) A R&W:), B(Y))] A a, Y E y, (27) 
Y ?I 
where Eg = {X E X ) (A*(z))’ < R,(A(z), B(y))}, and 
KY = {x E X 1 A*(z) A R,(A(s), B(y)) > a’}. (28) 
PROOF. 
(I) For any y E Y with x E Eg n KY, then we have 
B*(Y) L A*(x) A R&I(x), B(Y)) A a. (29) 
Since R, has the property of preserving the intersection operator with respect to the second 
variable, we get 
WX,Y) = %(-+),B(Y)) + WA*(X),B*(Y)) 
1 R,(A(x),B(Y)) + &(A*(x),A*(z) AR&VXLB(Y)) Aa) 
= R,(A(x),B(y)) + Rz@*(x),A*(z)) A R,(A*(x),R=(A(x),B(y))) A &(A*(x),Q) 
= P(x, Y) A Qh Y) A Sh Y), 
where 
P(x, Y) = &(4x), B(Y)) + Rz(A*(x),A*(x)), 
S(x, Y) = Rz(A(x), B(Y)) --+ MA*(x)> a), 
Q(x, Y) = Rz(A(x),B(y)) --+ WA*(x), R=(A(xLB(Y))). 
Now, we will prove M(x, y) 2 cx. 
First, using the hypothesis in (26), we have P(x,y) 2 a. Now, we verify Q(x,y) 2 a in two 
different cases. 
(1) If A*(x) 5 R,(A(x),B(Y)), then 
R,(A*(x), RMx),B(Y))) = A*(x) ” (A*(~))‘. 
Applying the hypothesis in (26), we have Q(x, y) L cr. 
(2) If A*(x) > &@(~),B(Y)), then 
R&~*(X)> WA(x), B(Y))) = (A*(x))’ ” &(4x)> B(Y)). 
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By the definition of R,, we know Q(o, y) = R,(A(s), B(y)) V R:(A(x), B(Y)). BY the hypothesis 
in (26) again, we have 
Q(x, y) = R&4(x), B(Y)) V R’,(A(x), B(Y)) = N(x,Y) 2 Q. 
In the following, we show S(z, y) 2 a in two possible cases. 
(1) If A*(z) 5 a, then R,(A*(x),a) = A*(z) V (A*(z))‘. Using the hypothesis in (26), we 
have S(q y) 2 cr. 
(2) If A*(z) > Q, then R,(N(x),a) = (A”(z))‘Vcr. Consequently, 
S(X,Y) = RzMx), B(Y)) -+ (A*(x))’ va. (30) 
We discuss two possible cases. 
(a) If R4(A(z),B(y)) 5 (A*(z))’ V a, then from (30), we know 
S(x, Y) = R&W, B(Y)) ” R’,(A(x), B(Y)). (31) 
Moreover, noting that R,(A(x), B(y)) 5 (A*(x))’ V A*(x) with the hypothesis in (26), we 
get 
Shy) = MA(x), B(Y)) V MA(z), B(Y)) = N&Y) 2 0. 
(b) If R,(A(z), B(y)) > (A*(x))’ v a, then from (30), we have 
Sb, Y) = R’,(h), B(Y)) v (A*(x))’ v QI L a. (32) 
(II) For any y E Y with x 4 E,, then we have 
WA(x), B(Y)) I (A*(x))‘. (33) 
Next, we show M(z,y) 2 cr. In fact: 
(1) 
(2) 
If A*(x) 5 B*(y), then by R,(A*(cc),B*(y)) = (A*(x))’ V A*(x) with the hypothesis 
in (26), we have M(x, y) >_ cy. 
If A*(x) > B*(y), then from R,(A*(z),B*(y)) = (A*(x))’ V B*(x) with (33), we know 
M(s, y) = R,(A(z),B(y)) v R’,(A(x), B(y)). Using the hypothesis in (26) again, we have 
Wx, Y) = WA(z), B(Y)) V R’,(A(x), B(Y)) = N(GY) 1 a. 
(III) For any y E Y with 2 4 K,, then we have 
(A*(x))’ L a, 
or 
R’,(A(x), B(Y)) 2 cr. 
If (34) holds, we verify M(z, y) 2 (Y in two possible cases. 
(1) If A*(x) < B*(y), then similar to (1) in (II) it follows that M(z, y) 2 CL 
(2) If A*(x) > B*(y), then R,(A*(x),B*(y)) = (A*(z))‘V B*(x). Hence, 
(34) 
(35) 
M(x,Y) = W&LB(Y)) -+ (A*(x))’ v (B*(Y))- (36) 
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We discuss two possible cases. 
(a) If %(A(~),%)) F (A*(x))’ V (B*(~J)), then 
Mb, Y) = MA(~), B(Y)) v &(A@), B(Y)). 
Furthermore, using the hypothesis in (26), we have 
Mb, Y) = fLb+), B(Y)) v %(A(~), B(Y)) = NT Y) 2 Q. 
(b) If WA(z), B(Y)) > (A*(r))’ V (B*(Y)), then 
WT Y) = R::(A(z), B(Y)) v (A*(z))’ v (B*(Y)). 
From (34), we know M(z, y) 2 Q. 
If (35) holds, then by the definition of Zadeh’s operator R,, we have 
Mb Y) 2 R:(A(~:), B(Y)). 
Hence, M(z, y) > CL 
In summary, we proved that B* E F(Y) determined by (27) satisfies (7). Finally, we will prove 
that B* is the minimal fuzzy set satisfying (7). Otherwise, there exists D E F(Y) and yo E Y 
provided D(yo) < B*(yo). Using B‘ determined by (27), there exists 50 E Eye n K,, such that 
D(Yo) < A*(zo) A Rz(A(xo), B(Yo)) A a. (37) 
Therefore, from D(yo) < A*(zo), we have R,(A*(zo), D(Yo)) = (A*(zo))’ v D(y0). From (37) we 
have also D(yo) < R,(A(zo), B(yo)). As cco E Eyor we get 
WAboh WYO)) > (A*(xo))’ vD(Yo) 
Furthermore, (37) leads to D(yo) < a. And, from 20 E KY,,, we have 
&(A(~o), B(Yo)) --f Rz(A*(zo), D(Yo)) = R:(A(zo), B(Yo)) v (A*(zo))’ v D(Yo) 
= (R,(A(zo),B(yo)) A A*(zo))’ v D(Yo) < a. 
(38) 
Equation (38) shows that D will not satisfy (7). The proof is completed. I 
REMARK 5. As Zadeh’s operator R, is increasing with respect to the second variable, so, under 
the hypotheses of Theorem 9, for any B,*(y) E F(Y) satisfying B*(y) 5 B,*(y) 5 1, then B,*(y) 
satisfies (7), where B*(y) is determined by (27). 
THEOREM 10. Suppose that X and Y are nonempty sets, A E F(X), B, B* E F(Y). Then, 
there exists A* E F(X) satisfying (7) if and only if 
Rz(A(s), B(Y)) v R:(A(x), B(Y)) 2 a. (39) 
PROOF. 
SUFFICIENCY. Taking A*(z) G 0, then by (39), we know that A* satisfies (7). 
NECESSITY. Suppose that A* satisfies (7). Since R, is an increasing operator with respect to 
the second variable, we have 
fL(A(s), B(Y)) v R:@(z), B(Y)) = RM~),B(Y)) --f 1 
L R,@(z), B(Y)) --f &W*(z), B*(Y)) 2 a. 
That is, (39) holds. I 
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THEOREM 11. Q-TRIPLE I FMT FOR R,. Suppose that X and Y are nonemptysets, A E 3(X), 
B, B* E 3(Y), and (39) holds. Then, for the triple I FMT method with Zadeh’s operator R,, 
the maximal fuzzy set A* E 3(X) satisfying (7) is determined by 
A*(x) = A;(x)xK, + XK:, 
A;(x) = inf R;(W), B(y)) v a’, 
YE& 
fL(A(~)>B(y))>lP 
and 
(40) 
& = {Y E Y I B’(Y) v R;(A(x), B(y)) < cv}. (41) 
PROOF. First, we prove that A*(x) determined by (40) satisfies (7). For any y E Y, we will 
discuss two possible cases. 
(1) For y E K, with R,(A(x), B(y)) > l/2, then we have 
A*(x) I R’,(A(x), B(Y)) v d. (42) 
If A*(z) I %(A(x),B(y)), then from R,(A*(x), B*(y)) 2 (A*(x))‘, we know 
R,(A*(x), B*(Y)) L WA(x), B(y)). 
This implies 
M(x,Y) = RztAtx:),Bt~)) -+ RztA*tx),B*t~)) = Rz(Atx),Bt~)) v R:(A(x),B(Y)). 
By the hypothesis of the theorem, we get M(x, y) 2 a. 
If A*(x) 5 (Y’, then we discuss two possible cases. 
(a) If R,(A(a), B(y)) < R,(A*(x), B*(y)), then using the hypothesis of the theorem and 
the definition of Zadeh’s operator R,, we have M(x, y) > CL 
(b) If R,(A(x), B(y)) > R,(A*(z), B*(y)), then we have 
Mb, Y) = $(4x>, B(Y)) v WA*(x), B*(Y)). 
From R,(A*(x), B*(y)) 2 (A*(x))’ > Q, it follows that M(x, y) 1 cr. 
(2) For y $ K,, then A*(x) E 1. So, we have 
M(x,y) = R,(A(z), B(Y)) --f &(A*(x),B*(y)) = R,(A(x),B(y)) --+ B*(Y). (43) 
If R,(A(x), B(y)) 5 B*(y), then by the hypothesis of this theorem, we have 
M(x, Y) = R@(x), B(Y)) v R:(Atx), B(Y)) L cay. 
If R,(A(x), B(y)) > B*(y), then by y 6 K,, we obtain 
M&Y) = R:(&),B(y)) v B*(Y) 1 a. 
(3) If R,(A(x), B(y)) I l/2, then RL(A(z), B(y)) L l/2. Similar to the proof of the corre 
sponding part of Theorem 2, we know M(x, y) = RL(A(z), B(y)). Using the hypothesis 
in (39), we have M(x, y) 2 ct. 
Next, we will prove that A* E 3(X) is the maximal fuzzy set satisfying (7). Otherwise, there 
exists D E 3(X) with D(xo) > A*( ICO w ) h ere x0 E X. By A* determined by (40), there exists 
yo E K,, such that R,(A(xo), B(yo)) > l/2 with 
Wo) > RI,(Abo), B(Yo)) v Q’. (44) 
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This implies 
WA(~o)> WYO)) + &(D@o), BI(Yo)) < a. (45) 
That is, D does not satisfy (7). The proof of (45) can be discussed in two possible cases. 
(a) If D(q) I B*(yo), then R,(D(zo),B*(yo)) = D(Q) V D’(zo). Prom yo E GO, we know 
B*(ya) < M. By the hypothesis in (39), we know R,(A(so), B(yo)) 2 o. Hence, 
D(zo) < Rz(A(zo), NYO)). (46) 
By using (44), we have 
D’(zo) < U&o), WYO)). (47) 
Combining (46) and (47), it follows that R,(D(zo), B*(yo)) < R,(A(zo), B(y0)). Further- 
more, we have 
&(A(so), WYO)) --+ R,(D(zo), B*(Yo)) = R:(Aboh WYO)) v Dko) V D’bo) 
I R:(+o), B(Yo)) v B*(Yo) V D’(oo). 
By ya E K,, with (44), it follows that (45) holds. 
(b) If D(Q) > B*(yo), then R,(D(zo), B*(yo)) = D’(Q) V B*(ya). Similar to the discussion 
in the above case (a), we have B*(ys) < R,(A(zo),B(yo)). And from (44), we have 
D’(zo) -c f&(&o), B(Yo)). Hence, 
Rz(A(zo), WYO)) > Rz(Dko), B*(Yo)). (48) 
In addition, we obtain 
fL(A(zoL B(Yo)) -+ R,(D(zo), B*(Yo)) = R:(A(ao), WYO)) V D’ko) V B*(Yo). (49) 
Furthermore, from yo E K,, with (44), it follows that (45) holds. 
All of these show that A* E F(X) is the maximal fuzzy set satisfying (7). The proof is 
completed. I 
REMARK 6. As Zadeh’s operator R, does not have the monotonicity with respect to its first 
variable, so, for any D E F(X) with D < A* for y E Y, D may not satisfy (7). Thus, we have 
the following result. 
COROLLARY 12. Under the hypotheses of Theorem 11, suppose that there exists D E 3(X) 
with D < A*. Then D satisfies (7) if and only if R,(A(z),B(y)) < l/2 or R,(A(z),B(y)) I 
D(z) v D’(z) or D(s) v D’(z) > IY, when D(z) 5 B*(y) whenever z E X, y $ K,. 
PROOF. SUFFICIENCY. By the proof of Theorem 11, for any x E X and y E Y, if R,(A(x), 
B(y)) I l/2, then for any D E F(X), we have 
%(&),B(Y)) + &(D(z),B*(y)) = R:(-‘O),B(y)). 
By the hypothesis in (39), we know that D satisfies (7). If 
R,(A(z),B(y)) I D(z) v D’(z), or D(s) v D’(z) 1 (Y, (50) 
when D(z) 5 B*(y) for any IC E X, y $! K,, then, we will prove that D satisfies (7). 
In fact, if y E Kz, then by the hypothesis of Corollary 12 and the proof of Theorem 11, we 
have 
WA(x), WY)) -+ R,(W), B*(Y)) L 0. 
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That is, D satisfies (7). If y $ K, with D(z) > B*(y), then 
(A(z) + B(Y)) + (D(z) + B*(Y)) = %(-+),B(Y)) -+ (D’(z) V B*(Y)). (51) 
Similar to the proof of the corresponding part of Theorem 11, D also satisfies (7). 
If y $ K, with D(z) 5 B*(y), then by the hypothesis of Corollary 12, we have 
(A(z) -+ B(Y)) -+ (D(z) ---) B*(Y)) = WA(z), B(Y)) -+ (D(z) ” D’(z)). (52) 
If &(A(z),B(y)) L D(z) v D’(z), th en due to the hypothesis in (39), D satisfies (7). If 
R,(A(x), B(y)) > D(z) V D’(z) 2 a, then, similarly, it can deduced that D satisfies (7). 
NECESSITY. If there exists z. E X and y. $! K,, such that R,(A(zo),B(yo)) > l/2 and 
R,(A(zo), B(yo)) A Q: > D(Q) V D’(Q) when D(Q) 5 B*(yo), then we have 
(A(so) --f B(yo)) -+ (D(zo) + B*(Yo)) = WA(zo),B(yo)) --+ (D(Q) ” D’(Q)) 
= R’,(A(xo), B(Yo)) ” D(zo) ” D’(so) 
= D(zo) v D’(Q) < a. 
So, D does not satisfy (7). This contradicts the hypothesis of Corollary 12. I 
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