An example is given of a quasiconvex f :
Sv 92]).
Quasiconvexity is still poorly understood, partly because it is a nonlocal condition. Therefore algebraic su cient and necessary conditons were introduced. A function f is rank-1 convex if it is convex on rank-1 lines in M m n , and it is called polyconvex if it can be written as a convex function of the minors. For n = 1 or m = 1 all these notions coincide with ordinary convexity. For n 2, m 2 one has the implications ( Sver ak showed that for small enough " > 0 (and all k) the functionf ";k is not quasiconvex. Indeed it su ces to note that the periodic map Sver ak also showed that for any given " > 0 the function f ";k is rank-one convex for large enough k > k 0 (").
We claim that for each " > 0 there exists a k(") such that for k k(") the function f ";k is quasiconvex. First note that it su ces to show that
(1) for all ' 2 W 1;1 (T 3 ; R 2 ) and all F 2 M 2 3 , since R Q D' = 0. One easily checks that there exists c > 0 such that jF + Gj 4 ? jFj 4 ? 4jF j 2 F : G c(jFj 2 jGj 2 + jG 4 j):
Here F : G = P F ij G ij . Indeed, by homogeneity we may assume jFj = 1 (the case F = 0 is trivial), and since the function F 7 ! jFj 4 is strictly convex it su ces to consider the cases jGj ! 0 or jGj ! 1. The latter is obvious and for the former it su ces to compute the Hessian. Since g is a polynominal of degree three, expansion of g( F + D') yields 
Similarly we obtain with a = (F 11 ; F 22 ; (F 31 
In combination with (2) this yields (1), provided that k k(") To prove (3) we expand h(v) = h(Pv +Qv). In view of (5) and (6) (1 ? 2 )j j 2 g and thus
Now the assumptions k (i) 2 i and k (1) + k (2) + k (3) = 0 imply that (1 ? 2 )jk (1) j 2 jk (1) 1 j 2 2 jk (2) 1 j 2 + jk (3) 1 j 2 2 2 jk (2) j 2 + jk (3) j 2 :
Adding to this the two other inequalities obtained by cyclic permulation of the indices we see that (7) since the v i have mean zero, so that F(P i v i )(0) = 0. Thus (3) is proved and the proof of (4) Finally if v 6 = 0 let w k = v k ? v: Expanding h(v k ) = h(v + w k ) and using (9) and (10) for v k we obtain the desired assertion. 2
