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A NUMERICAL SCHEME FOR STOCHASTIC DIFFERENTIAL
EQUATIONS WITH DISTRIBUTIONAL DRIFT
TIZIANO DE ANGELIS, MAXIMILIEN GERMAIN, ELENA ISSOGLIO
Abstract. In this paper we present a scheme for the numerical solution of stochastic
differential equations (SDEs) with distributional drift. The approximating process,
obtained by the scheme, converges in law to the (virtual) solution of the SDE in a
general multi-dimensional setting. When we restrict our attention to the case of a
one-dimensional SDE we also obtain a rate of convergence in a suitable L1-norm.
Moreover, we implement our method in the one-dimensional case, when the drift is
obtained as the distributional derivative of a sample path of a fractional Brownian
motion. To the best of our knowledge this is the first paper to study (and implement)
numerical solutions of SDEs whose drift cannot be expressed as a function of the state.
1. Introduction
The aim of our paper is to obtain a numerical algorithm capable of approximating
the solution of a multi-dimensional SDE of the form
(1) dXt = b(Xt)dt+ dWt, X0 = x,
where b is a distribution (in a subspace of Schwartz distributions which will be specified
later) and W is a d-dimensional Brownian motion. Existence and uniqueness of a
solution to (1) was first derived in [3], where the authors give a mathematical meaning to
the term
∫ t
0 b(Xs)ds by introducing a new concept of solution, so-called virtual solution.
The latter is indeed needed since b(·) is a distribution and cannot be evaluated in Xt.
Further work on equations of a similar kind can be found, for example, in [2, 7, 8].
The literature on numerical methods for SDEs with low regularity in the drift coeffi-
cient is vast and we will review some of the most recent results later in this introduction.
However, to the best of our knowledge our work is the first one to address the question
for a class of SDEs whose drift is so irregular that it cannot be expressed as a function
of the state Xt. This improvement on the existing results hinges on the concept of
virtual solution given by [3] which links the SDE in (1) to a class of partial differential
equations (PDEs) with distributional drift studied in [6]. It is worth emphasising that
our algorithm does not require a numerical solution of the PDE and instead it deals
directly with the SDE in (1). Hence, a simpler version of the methods that we use here
can be adopted to complement/extend the existing studies on numerical schemes for
SDEs whose drift is a function with low regularity.
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In this paper we devise a 2-step numerical algorithm for the solution of (1). In the first
step we approximate the distributional drift b with a sequence of functions bN , N ≥ 1,
that converges in a suitable sense to b. In the second step we adopt a Euler-Maruyama
(EM) approximation of the SDEs associated to the ‘more regular’ drift bN (we denote
by XN the solutions of such SDEs). As a direct consequence of this approach, relying
on results contained in [3] and [4], we obtain convergence in law of the approximating
process to the solution of (1) (see Proposition 3.1).
In order to obtain a rate of convergence we restrict our attention to the one-dimensional
case. In particular, one of the main results of the paper (Theorem 3.3) is to show that
the L1-rate of convergence of XN to X is controlled by the rate of convergence of bN
to b with respect to a suitable Sobolev norm. There are two main ingredients in our
proof: (i) the concept of virtual solution and (ii) a bound on the local time of continuous
semi-martingales (see Lemma 5.1 and Proposition 5.4). The latter is a technical result
of independent interest based on an application of Itoˆ-Tanaka formula.
In the one dimensional setting we also obtain a (weak) L1-rate of convergence of
the EM scheme (applied to XN ) for SDEs with bounded and piece-wise Lipschitz drift
(Theorem 3.5). In particular, given a mesh withm+1 time points we find a convergence
rate of
sup
0≤t≤T
E
[∣∣XNt −XN,mt ∣∣] ≤ cm−1/2+ε
for some c > 0 and arbitrary ε > 0, where XN,m is the EM approximation of XN . This
result is in line with recent work [16], where a (strong) Lp-rate of 1/2 is obtained for
any p ≥ 1, and [18] where analogous results are obtained in a multi-dimensional setting
with respect to a (strong) L2-norm (here ‘strong’ refers to the fact that [16] and [18]
consider the L∞-norm on the space of continuous paths, under expectation). While we
were completing our work another paper has appeared ([17]) in which a (weak) L2-rate
of up to 3/4 can be found for EM schemes on 1-dimensional diffusions with possibly
discontinuous drift (with Sobolev-Slobodeckij type regularity).
Our method is different from the ones already employed in the literature because
we rely on the link between virtual solutions and PDEs (hence complementing existing
results). We do not investigate in this paper (strong) Lp-rates of convergence for the EM
scheme because the convergence in the first step of our algorithm (that is, convergence
of XN to X) is in L1 and we prefer to maintain this symmetry for clarity of exposition.
However, a deeper study of the ideas that we develop in Section 6 seems in order and
we leave it for future work.
One important aspect of our paper is that, due to the distributional nature of our
drift, the actual numerical implementation of the scheme is non-trivial and, in partic-
ular, the choice of the approximating functions bN , in the first step of the algorithm,
needs to be addressed carefully. It turns out that a convenient choice is to use Haar
wavelets to construct the sequence bN , N ≥ 1. The main reasons for this choice are: (i)
these wavelets form a basis for the Sobolev spaces of negative order which are needed
to accommodate the original drift b; (ii) they enjoy the so-called multi-resolution prop-
erty, which improves the computational efficiency of the algorithm (see further details
in Section 7); (iii) since Haar wavelets are piecewise constant functions, their values
can be stored exactly in a computer, hence adding no error to the computations. To
illustrate the fine intricacies of our numerical scheme we discuss in detail, in Section
7, the actual implementation of the algorithm when the drift b(·) is obtained as the
distributional derivative of a sample path of a fractional Brownian motion. To the best
of our knowledge, this is the first time a numerical scheme is implemented for SDEs
with distributional drift.
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The literature on EM approximation of SDEs with irregular drift is very vast and here
we only provide a short overview. In the few paragraphs above we have discussed the
contributions given in the papers [16], [17], [18] and [4] (the latter in particular derives
convergence in law of the scheme and uses it as a tool for a proof of strong existence of
solutions to a class of SDEs). Related results can also be found in [13] where a L2-rate of
convergence of 1/2 is obtained for (possibly degenerate) multi-dimensional SDEs. Notice
that in [13] the EM scheme is applied to a process obtained as a suitable transformation
of the solution of the SDE. Similar ideas were also used in [14] to find a (strong)
L2-rate of convergence of 1/4; differently from [13], the convergence in [14] is for the
approximation of the original SDE. In the case of non-degenerate SDEs with irregular
coefficients (strong) rates of convergence can be found in [19] (multi-dimensional setting,
rate 1/4) and [20] (one-dimensional setting, rate 1/2).
Going back a few years we find other contributions to the study of EM schemes
for multi-dimensional SDEs with discontinuous drift. For example [5] proves strong
convergence in L2 but with no rate and [29] proves convergence in law and obtains a
(weak) L1-rate of convergence under the assumption of Ho¨lder coefficients in a one-
dimensional setting. A scheme in two steps is analysed in [10], where authors first
regularise the drift of their SDE and then apply EM scheme to the more regular process
(our approach follows the same spirit). Of course there are also numerous results in
the case of SDEs with smooth coefficients. A detailed review is difficult and outside
the scopes of our paper (for a general introduction one may refer to [9]). However, we
would like to mention that weak convergence with rate up to 1 is obtained in [1], and
[15] contains further results in that direction.
Our paper is organised as follows. In Section 2 we introduce the necessary notation
and give a rigorous meaning to the SDE (1). In Section 3 we present the main results of
the paper, whose proofs are then provided in Sections 5 and 6. Background material on
SDEs with distributional drift, which is needed to understand our arguments of proof,
is presented in Section 4. Section 7 is devoted to implementing our numerical scheme
in the case when the drift b is obtained as the distributional derivative of one path of a
fractional Brownian motion. The paper is completed by two technical appendices that
account for important properties of Haar wavelets and their use in the simulation of a
fractional Brownian motion and of its sample-path’s derivative (in distributional sense).
2. Notations and setting
In this section we introduce the theoretical framework in which equation (1) is well
defined and we recall useful results from [3] on its solution. Throughout the paper we
will use ∇ and ∆ for the spatial gradient and Laplacian of a function, respectively, and
∂t for its partial derivative with respect to time.
For all s ∈ R and 1 < p < ∞, we denote by Hsp(Rd) the fractional Sobolev spaces
(or Bessel-potential spaces) defined as the images of Lp(Rd) through fractional powers
of I − 12∆, that is Hsp(Rd) := (I − 12∆)−s/2(Lp(Rd)). These spaces are Banach spaces
when equipped with the norm
‖f‖Hsp(Rd) :=
∥∥∥(I − 12∆)s/2(f)∥∥∥Lp(Rd) .
For more details see [25].
We observe that if s < 0 then Hsp(R
d) does actually contain distributions, while when
s ≥ 0 it only contains functions. For s = 0 we have the special case H0p(Rd) = Lp(Rd).
These spaces have the inclusion property Hsp(R
d) ⊂ Hrp(Rd), for s > r, and we will
use the notation Hsp,q(R
d) := Hsp(R
d) ∩Hsq (Rd). This implies that if f ∈ Hsp,q(Rd) then
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f is an element of all spaces Hsp′(R
d) for p ∧ q < p′ < p ∨ q. We will also consider
d-dimensional vector fields u : Rd → Rd such that each component ui ∈ Hsp(Rd). These
elements belong to the space Hsp(R
d;Rd) which we denote simply by Hsp for ease of
notation. Analogously we denote their norm by ‖ · ‖Hsp .
For any Banach space (B, ‖ · ‖B) we denote by C ([0, T ];B) the space of B-valued
continuous functions of time. This is again a Banach space when endowed with the norm
‖f‖∞,B = sup0≤t≤T ‖f(t)‖B . For future reference we also introduce on C ([0, T ];B) the
equivalent norm
‖f‖(ρ)∞,B = sup
0≤t≤T
e−ρt ‖f(t)‖B , for ρ ≥ 0.(2)
We denote by C1,0(Rd;Rd) the closure of Schwartz functions S(Rd;Rd) with respect
to the norm ‖f‖C1,0 := ‖f‖L∞ + ‖∇f‖L∞ . For simplicity of notation we just write C1,0.
These spaces will be used to track the regularity in the space variable x ∈ Rd. Further,
we will also use the space of differentiable functions with α-Ho¨lder first derivatives for
0 < α < 1, that is the space
C1,α(Rd;Rd) := {f ∈ C1,0(Rd;Rd) such that ‖f‖C1,α <∞}
where the norm is defined as
‖f‖C1,α := ‖f‖L∞ + ‖∇f‖L∞ + sup
x 6=y∈Rd
|∇f(x)−∇f(y)|d
|x− y|αd
,
where | · |d is the Euclidean norm in Rd (when no confusion shall arise we will simply
write |·|). Again for simplicity of notation we write C1,α in place of C1,α(Rd;Rd). Finally,
we denote
O := [0, T ] × Rd.
We will work in the framework of [3] and make the following assumption.
Assumption 1. Let b ∈ H−βq,q˜ for β ∈
(
0, 12
)
, q˜ := d1−β , and q ∈
(
q˜, dβ
)
.
It was shown in [3, Theorem 28], under assumptions more general than our Assump-
tion 1, that for every x ∈ Rd there exists a unique in law virtual solution to (1). The
definition of virtual solution was originally introduced in [3, Definition 25] and it is
given in terms of a stochastic basis (Ω,F ,F,P,W ) and a F-adapted, continuous sto-
chastic process X := (Xt)t∈[0,T ] (shortened as (X,F)) such that the integral equation
Xt = x+ u(0, x) − u(t,Xt) + (λ+ 1)
∫ t
0
u(s,Xs)ds(3)
+
∫ t
0
(∇u(s,Xs) + Id)dWs
holds for all t ∈ [0, T ], with probability one. Here u is the mild solution in C([0, T ];H1+δp )
of the following parabolic Kolmogorov-type PDE
(4)
{
∂tu+
1
2∆u+ b∇u− (λ+ 1)u = −b on [0, T ] × Rd
u(T ) = 0 on Rd
with λ > 0. In [3, Theorem 14] the authors show existence and uniqueness of a mild
solution u ∈ C([0, T ];H1+δp ) of equation (4) for δ and p in a suitable set of parameters,
denoted K(β, q) (see (8) for details).
In Section 4 we will review some of the above mentioned results from [3], which are
needed in our work. Here we just notice that the stochastic integral that appears in (3)
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is well-defined thanks to fractional Morrey’s inequality ([24, Thm. 2.8.1, Remark 2])
which guarantees the embedding H1+δp (R
d) ⊂ C1,α(Rd) with α := δ − d/p (in our case
we will have p > d/δ).
It is worth noticing that the concept of virtual solution follows a Zvonkin-type trans-
formation based on heuristic application of Itoˆ’s formula to u(t,Xt). This allows to
replace the drift term b(Xt)dt in (1) with the terms in (3) depending on u and ∇u.
The reader might have noticed that the PDE (4) and the virtual SDE (3) depend on an
extra parameter λ, while the original SDE (1) does not. This is due to a technical step
in the proof, that leads to good properties of u. However, it is possible to show that
the virtual solution is independent of λ, as shown in [3, Section 3.3] (see also Section 4
below).
3. Main theoretical results
Our numerical scheme for (1) is based on two subsequent approximations. First the
distributional coefficient b is replaced by a function bN and then we apply a generalised
Euler-Maruyama scheme.
To fix notation, let us consider a function bN : Rd → R such that the SDE
(5) dXNt = b
N
(
XNt
)
dt+ dWt, X
N
0 = x
admits a strong solution in the classical sense (see more detailed assumptions in Propo-
sition 3.1). Let m ∈ N and let us consider an equally-spaced partition of [0, T ] with m
intervals, that is tk :=
kT
m for k = 0, 1, . . . ,m. Further, let us define
k(t) := sup{k : tk ≤ t}.
Then the Euler-Maruyama approximation of the solution XN is given by
XN,mt = x+
∫ t
0
bN
(
XN,mtk(s)
)
ds+Wt.(6)
Notice that from the point of view of simulation one uses
XN,mt = X
N,m
tk(t)
+ bN
(
XN,mtk(t)
)
(t− tk(t)) +
√
t− tk(t) εk,
where (εk)k are i.i.d. standard Gaussian random variables.
Next we give a preliminary result on the convergence (in law) of the 2-step scheme
presented above.
Proposition 3.1. Let Assumption 1 hold and let X be the virtual solution of (1).
Consider a sequence bN → b in H−βq,q˜ such that bN ∈ Ls(Rd;Rd) for some s > d and
bN is bounded on compacts. Then the approximated stochastic process XN,m defined in
(6) converges in law to X as m→∞ and N →∞. In particular, for every continuous
bounded function f : C([0, T ];Rd)→ R we have
lim
N→∞
lim
m→∞E[f(X
N,m
· )− f(X·)] = 0,(7)
where the limits are taken in order.
Proof. The proof is in two steps.
(Convergence of XN to X). The fact that XN converges in law to the virtual solution
X follows from [3, Proposition 29]. Notice that assumption (i) in [3, Proposition 29]
is only used in Step 1 therein to ensure existence of a strong solution XN of (5) and
to guarantee that it is also a virtual solution. These two facts remain true under our
assumptions. Indeed [11] ensures existence of a unique strong solution XN to (5) and
[3, Proposition 26, part (ii)] shows that XN is also a virtual solution.
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(Convergence of XN,m to XN ). Now we fix N and let m → ∞. Using [4, Theorem
2.4] we have
lim
m→∞P
(
sup
t∈[0,T ]
|XN,mt −XNt |d ≥ ε
)
= 0
for any ε > 0. The latter implies convergence in law for the process.
Combining the two steps above we obtain (7). 
Remark 3.2. The above result continues to hold, by the same arguments of proof, if
we assume bN ∈ C1b (Rd;Rd) (continuous with bounded first derivative). However, from
the point of view of numerical simulations the choice of the specific sequence (bN )N≥1
will in general affect the computational efficiency.
In Section 7 below we will construct a sequence (bN )N≥1 that satisfies the hypotheses
of Proposition 3.1 by using Haar wavelets, and we will implement it numerically in the
special case d = 1.
The main theoretical result of the paper is about the rate of convergence of the
numerical scheme in the one dimensional case (d = 1) with respect to a L1-norm. We
first find the rate of convergence of XN to X in terms of the rate of convergence of
bN to b (Theorem 3.3). Then, for fixed N , we obtain the rate of convergence of the
Euler-Maruyama scheme (Theorem 3.5).
A solution u ∈ C([0, T ];H1+δp ) to (4) can be found for (δ, p) ∈ K(β, q) (see details in
Section 4), where
K(β, q) := {(δ, p) | β < δ < 1− β, dδ < p < q}.(8)
The set K(β, q) is drawn in Figure 1 for the reader’s convenience and it is not empty
thanks to Assumption 1. For our proofs below we will need to assume d = 1 and
α > 1/2, where we recall that
α = δ − d/p
relates to the Ho¨lder space which the solution of (4) belongs to. Then, given β ∈ (0, 12 ),
we define
(9) Qβ :=
{
(p, q, δ) ∈ R3 : q ∈ ( 11−β , 1β ), (p, δ) ∈ K(β, q), α := δ − 1p > 12
}
.
Is is now easy to verify that Qβ 6= ∅ if and only if β ∈ (0, 14).
Below we state the result about the convergence rate of XN to X. The proof builds
on a number of lemmas and we give it in Section 5.
Theorem 3.3. Let Assumption 1 hold, let d = 1 and β ∈ (0, 14 ) and let (p, q, δ) ∈ Qβ,
where Qβ is given in (9). Then, for any ζ ∈ (0, 1) such that αζ > 1/2, there exists
Nζ > 0 such that
sup
0≤t≤T
E
[|XNt −Xt|] ≤ (1 + C1)‖bN − b‖2αζ−1H−βq˜,q(10)
for all N > Nζ and some C1 > 0.
Remark 3.4. The constant C1 is found explicitly, see (43).
Next we establish a rate of 1/2−ε for the convergence ofXN,m toXN asm→∞ in the
Euler-Maruyama scheme. To this aim, we further require that bN is piecewise Lipschitz
and bounded, in line with existing literature. As explained in the Introduction, here we
propose a method which is of independent interest and holds for the Euler-Maruyama
approximation of any one-dimensional SDE with unitary diffusion coefficient and whose
drift is piecewise Lipschitz and globally bounded.
The proof of the next theorem is given in Section 6.
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Theorem 3.5. Let d = 1 and let −∞ < x0 < x1 < . . . < xn < +∞ be a finite partition
of the real line. Fix N and assume that bN is piecewise Lipschitz on the partition
intervals, that is bN ∈ Lip((xi, xi+1)) for all i = 0, . . . n− 1 and bN ∈ Lip
(
R \ (x0, xn)
)
.
Assume moreover that bN is uniformly bounded on R by BN > 0. Then, for any
ε ∈ (0, 1/2) and m sufficiently large we have
sup
0≤t≤T
E
[
|XN,mt −XNt |
]
≤ (1 + C2)m−1/2+ε(11)
for some constant C2 = C2(N) > 0 depending on N but independent of ε.
Remark 3.6. The constant C2 is found explicitly, see (71).
Combining the theorems above we obtain the next corollary.
Corollary 3.7. Let Assumption 1 hold, let d = 1 and β ∈ (0, 14) and let (p, q, δ) ∈ Qβ,
where Qβ is given in (9). Assume that bN → b in H−βq˜,q as N → ∞ and that for each
N there exists a finite partition of R such that bN satisfies the assumptions of Theorem
3.5. Fix ζ ∈ (0, 1) such that αζ > 1/2. Then, there exists Nζ > 0 such that for all
N > Nζ and m sufficiently large we have
sup
0≤t≤T
E
[∣∣∣Xt −XN,mt ∣∣∣] ≤ (1 + C1)∥∥b− bN∥∥2αζ−1H−βq˜,q + (1 + C2)m−1/2+ε(12)
for all ε ∈ (0, 1/2).
4. Background material on virtual solutions
As anticipated, the proofs of our main results (Theorem 3.3 and Theorem 3.5) rely
upon a few technical lemmas. To set out clearly our arguments and keep the exposition
self-contained it is convenient to review some results from [3]. A reader familiar with
that material can move on directly to Sections 5 and 6.
As explained in Section 2, a virtual solution for (1) is understood in terms of (3).
The latter requires existence and uniqueness of the solution (in a suitable sense) for the
Cauchy problem (4). For the numerical scheme illustrated in Section 3 we also need to
consider the approximating PDE
(13)
{
∂tu
N + 12∆u
N + bN∇uN − (λ+ 1)uN = −bN on [0, T ]× Rd
uN (T ) = 0 on Rd,
where, for each N ≥ 1, bN is an actual function that belongs to a suitable subset of
H−βq,q˜ (see Proposition 3.1).
We will now review the arguments that guarantee existence, uniqueness and regularity
of the solutions to (4) and (13). First of all we need to restrict (δ, p) ∈ K(β, q) (recall
(8)). Then, [3, Theorem 14] guarantees that, for each λ > 0 there exists a unique
solution uλ ∈ C([0, T ];H1+δp ) to (4). Since the time derivative and the second spatial
derivative of uλ are not well defined, uλ is a so-called mild solution (for details see, e.g.,
[6]), and it is obtained as a fixed point in the space C([0, T ];H1+δp ) equipped with the
norm ‖·‖(ρ)∞,H1+δp , with ρ>λ sufficiently large.
Using fractional Morrey’s inequality [24, Thm. 2.8.1, Remark 2] it is possible to
embed the fractional Sobolev space H1+δp (R
d) in smoother spaces. In particular we
have that the solution uλ ∈ C([0, T ]; C1,α(Rd)) with α = δ − d/p. Analogously, (13)
admits a unique solution uNλ ∈ C([0, T ];H1+δp ) (regularity of uNλ could be upgraded by
virtue of higher regularity of bN but this will not be needed for our purposes).
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1
p
δ
β
1− β
1
q
β
d
1−β
d =:
1
q˜
Figure 1. The set K(β, q). Figure taken from [3].
Next, [3, Lemma 20] gives useful bounds for the gradient of uλ and u
N
λ . We give a
statement which is adapted to our notation1.
Lemma 4.1. Let (δ, p) ∈ K(β, q). There exists λ0 > 0 such that, given any λ >
λ0, letting u = uλ and u
N = uNλ be the mild solutions in C([0, T ];H1+δp (Rd)) to the
corresponding problems (4) and (13), respectively, we have
sup
(t,x)∈O
|∇u(t, x)|d ≤ 12 and sup
(t,x)∈O
|∇uN (t, x)|d ≤ 12 .(14)
Furthermore, [3, Lemma 21] also guarantees that
u, uN , ∇u, ∇uN ∈ C([0, T ] ×Rd).(15)
The next result is a refined statement of [3, Lemma 23]. In particular our equation (16)
is contained in the final part of the original proof in [3].
Lemma 4.2. Let (δ, p) ∈ K(β, q) and let u = uλ and uN = uNλ be the mild solutions
in C([0, T ];H1+δp ) to (4) and (13), respectively. Then, if bN → b in H−βq˜,q , there is a
constant c0 > 0 such that
‖u− uN‖(ρ)∞,H1+δp ≤ c0
(
‖u‖(ρ)∞,H1+δp + 1
)
ρ
δ+β−1
2
1− c0
(
‖b‖
H−βq,q˜
ρ
δ+β−1
2 + λρ−1
)‖b− bN‖
H−βq,q˜
,(16)
for any ρ > λ that is sufficiently large to guarantee that the denominator above is
positive.
For future reference we define
c(ρ) :=
c0
(
‖u‖(ρ)∞,H1+δp + 1
)
ρ
δ+β−1
2
1− c0
(
‖b‖
H−βq,q˜
ρ
δ+β−1
2 + λρ−1
) ,(17)
for ρ > 0 large enough so that the denominator is positive.
Remark 4.3. Notice that in Lemma 4.1 we can choose N ≥ N0, sufficiently large, so
that λ0 depends only on δ, β and ‖b‖H−βq,q˜ , because b
N → b in H−βq,q˜ . Then, in Lemma
4.2 we can choose ρ > ρ0 so that the denominator in (16) is positive and ρ0 > λ0 (as
needed for the fixed point in [3, Thm. 14]).
1We note that there is a typo in the statement of [3, Lemma 20]. Indeed it can be easily checked
from the proof that the condition ρ<λ is not needed therein.
NUMERICAL SCHEME FOR SDES WITH DISTRIBUTIONAL DRIFT 9
From now on we will simplify our notation and set u = uλ, for some λ sufficiently
large so that Lemma 4.1 holds. In order to solve equation (3) and find a virtual solution
of (1), one has to transform the SDE (3) into a more standard one. This is achieved by
setting Yt := ϕ(t,Xt) where
ϕ(t, x) := x+ u(t, x).(18)
Notice that ϕ ∈ C([0, T ]; C1) thanks to (15). Moreover by Lemma 4.1 x 7→ ϕ(t, x) is
invertible for each fixed t ∈ [0, T ] (see also [3]), with its inverse denoted by
ψ(t, ·) := ϕ−1(t, ·).(19)
By Lemma 4.1 ψ(t, ·) is 2-Lipschitz, uniformly in t. Then, solving (3) is equivalent to
solving the standard SDE for Y below
Yt = y0+(λ+ 1)
∫ t
0
u(s, ψ (s, Ys))ds+
∫ t
0
(∇u(s, ψ (s, Ys))+Id)dWs,(20)
where y0 = ϕ(0, x). Existence of a weak solution for (20) is guaranteed by [23, Theorem
10.2.2] since its coefficients b˜(t, y) := (λ+1)u(t, ψ(t, y)) and σ˜(t, y) := ∇u(t, ψ(t, y))+Id
are bounded continuous with σ˜ uniformly non-degenerate (see [3, Proposition 27] for
details).
Likewise, letting ϕN (t, x) := x+uN (t, x), yN0 := ϕ
N (0, x) and ψN (t, ·) := (ϕN)−1 (t, ·),
the analogue of (20) for the approximated SDE (5) is given by a SDE for Y N :=
ψN (t,XNt ). That is
Y Nt =y
N
0 +(λ+1)
∫ t
0
uN
(
s, ψN
(
s, Y Ns
))
ds(21)
+
∫ t
0
(∇uN (s, ψN (s, Y Ns ))+ Id) dWs.
Moreover, ψN (t, ·) is 2-Lipschitz, uniformly in t, by Lemma 4.1.
Finally, we recall that in [3, Section 3.3] the authors prove that the virtual solution
X is independent of λ.
Remark 4.4. Notice that in one dimension (d = 1) both equations (20) and (21) admit
a unique strong solution if α = δ−1/p > 1/2 because the diffusion coefficient is α-Ho¨lder
continuous, whilst the drift is Lipschitz. This result is used in the proof of Theorem 3.3
to justify the use of the same Brownian motion when estimating Y N − Y .
5. Convergence rate of XN −X
In this section we show our first main result, which we anticipated in Theorem 3.3.
It turns out that in order to show the convergence rate of XN to X stated in Theorem
3.3 we must provide an upper bound for the local time at zero of Y − Y N . Recall that
for any real-valued continuous semi-martingale Y¯ , the local time L0t (Y¯ ) is defined as
L0t (Y¯ ) = P- lim
ε→0
1
2ε
∫ t
0
1{|Y¯s|≤ε}d〈Y¯ 〉s(22)
for all t ≥ 0. Now we derive a bound on (22) that will be needed later on.
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y
ε
2ε
ε
gε(y)
Figure 2. The function y 7→ gε(y).
Lemma 5.1. For any ε ∈ (0, 1) and any real-valued, continuous semi-martingale Y¯ we
have
E
[
L0t (Y¯ )
] ≤4ε− 2E [∫ t
0
(
1{Y¯s∈(0,ε)} + 1{Y¯s≥ε}e
1−Y¯s/ε
)
dY¯s
]
(23)
+
1
ε
E
[∫ t
0
1{Y¯s>ε}e
1−Y¯s/εd〈Y¯ 〉s
]
.
Proof. For ε ∈ (0, 1) and y ∈ R we define (see Figure 2)
gε(y) := 0 · 1{y<0} + y1{0≤y<ε} + ε
[
2− e1−y/ε
]
1{y≥ε}.
Straightforward calculations allow to show that gε ∈ C1(R \{0}) and it is semi-concave,
in the sense that y 7→ gε(y)− y2 is concave. Moreover, we have
0 ≤ gε(y) ≤ 2ε, for y ∈ R(24)
g′ε(y) = 0 · 1{y<0} + 1{0≤y<ε} + e1−y/ε1{y≥ε}, for y ∈ R(25)
g′′ε |(−∞,0) = g′′ε |(0,ε) = 0,(26)
g′′ε (y) = −ε−1e1−y/ε, for y > ε.(27)
Now, an application of Itoˆ-Tanaka formula gives
gε(Y¯t)− gε(Y¯0)
=
∫ t
0
g′ε(Y¯s)1{Y¯s 6=0}dY¯s +
1
2
∫ t
0
g′′ε (Y¯s)1{Y¯s 6=0}∩{Y¯s 6=ε}d〈Y¯ 〉s(28)
+
1
2
[g′ε(0+)− g′ε(0−)]L0t (Y¯ )
where g′ε(0±) denotes the left/right limit of the derivative at zero. Rearranging terms,
taking expectations and using (24)–(27) gives (23). 
The next lemma controls the approximation error between u and uN . This result
holds for any d ≥ 1.
Lemma 5.2. Let (δ, p) ∈ K(β, q) and let u, uN ∈ C([0, T ];H1+δp ) be the mild solutions
to (4) and (13), respectively. Then, for ρ > ρ0 and N > N0 as in Remark 4.3, and all
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t ∈ [0, T ] we have 
∥∥uN (t)− u(t)∥∥
L∞
≤ κρ
∥∥b− bN∥∥
H−βq˜,q∥∥∇uN (t)−∇u(t)∥∥
L∞
≤ κρ
∥∥b− bN∥∥
H−βq˜,q
(29)
with
(30) κρ := c · c(ρ) · eρT ,
c(ρ) > 0 given in (17) and c > 0.
Proof. Let α = δ − d/p. Since α > 0, by the fractional Morrey’s inequality we have
H1+δp ⊂ C1,α and we can find c > 0 such that for all t ∈ [0, T ] it holds
(31)
{∥∥uN (t)− u(t)∥∥
L∞
≤ ∥∥uN (t)− u(t)∥∥C1,α ≤ c∥∥uN (t)− u(t)∥∥H1+δp∥∥∇uN (t)−∇u(t)∥∥
L∞
≤ ∥∥uN (t)− u(t)∥∥C1,α ≤ c∥∥uN (t)− u(t)∥∥H1+δp .
Then, recalling (2) and (16) we easily obtain
(32)
∥∥uN − u∥∥∞,H1+δp ≤ eρT ∥∥uN − u∥∥(ρ)∞,H1+δp ≤ c(ρ)eρT ∥∥b− bN∥∥H−βq˜,q .
Combining (31) and (32) gives (29).
Now we provide a bound on the difference ψ − ψN . This result holds for any d ≥ 1.
Lemma 5.3. Take ρ>ρ0 and N>N0 as in Remark 4.3 and κρ as in Lemma 5.2. Then
we have
(33) sup
(t,x)∈O
∣∣ψ (t, x)− ψN (t, x)∣∣ ≤ 2κρ ∥∥b− bN∥∥H−βq˜,q .
Proof. Recall that ϕ ∈ C([0, T ]; C1) was defined in (18). For any y, y′ ∈ Rd, denoting
〈·, ·〉 the scalar product in Rd, we have
|ϕ(t, y)− ϕ(t, y′)|2d
= |u(t, y)− u(t, y′)|2d + |y − y′|2d + 2〈u(t, y) − u(t, y′), y − y′〉
≥ |u(t, y)− u(t, y′)|2d + |y − y′|2d − 2|u(t, y) − u(t, y′)|d|y − y′|d
=
(|y − y′|d − |u(t, y)− u(t, y′)|d)2 ≥ 14 |y − y′|2d
where the first inequality uses Cauchy-Schwartz and the final one Lemma 4.1.
Now, taking y = ψ(t, x) and y′ = ψN (t, x) in the above inequality gives∣∣ϕ (t, ψ (t, x))− ϕ (t, ψN (t, x))∣∣ ≥ 1
2
∣∣ψ (t, x)− ψN (t, x)∣∣ .
The latter implies∣∣ψ (t, x)− ψN (t, x)∣∣ ≤ 2 ∣∣ϕ (t, ψ (t, x))− ϕ (t, ψN (t, x))∣∣
= 2
∣∣ϕN (t, ψN (t, x))− ϕ (t, ψN (t, x))∣∣
where the final equality uses ϕ(t, ψ(t, x)) = x = ϕN (t, ψN (t, x)). By definition of ϕ and
ϕN and (29) we also obtain∣∣ϕN (t, ψN (t, x))− ϕ (t, ψN (t, x))∣∣
=
∣∣uN (t, ψN (t, x))− u (t, ψN (t, x))∣∣
≤ ∥∥u(t)− uN (t)∥∥
L∞
≤ κρ‖b− bN‖H−βq˜,q .
Combining the above expressions we get (33). 
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In the next proposition we provide an upper bound for the local time at zero of
Y −Y N for d = 1. For r > 0 we denote by O(r) a generic function, defined on R+, with
the same asymptotic behaviour of r as r → 0.
Proposition 5.4. Under the assumptions of Theorem 3.3, for any ζ ∈ (0, 1) such that
αζ > 1/2, there is Nζ > 0 such that
E
[
L0t (Y
N − Y )] ≤ c‖bN − b‖2αζ−1
H−βq˜,q
+ c′E
[∫ t
0
|Y Ns − Ys|ds
]
+O(‖bN − b‖2α−1
H−βq˜,q
)(34)
for all t ∈ [0, T ] and all N > Nζ , where c = 3T22α‖u‖2∞,C1,α and c′ = 4(1 + λ).
Proof. By assumption, (p, q, δ) ∈ Qβ with β < 1/4, so we have α > 1/2. Thanks to
(20) and (21) it is easy to derive the dynamic of Y¯ := Y N −Y (recall also Remark 4.4).
Then, applying Lemma 5.1 we obtain
E
[
L0t (Y
N − Y )] ≤ 4ε
(35)
−2(1+λ)E
[ ∫ t
0
(
1{Y¯s∈(0,ε)}+1{Y¯s≥ε}e
1−Y¯s/ε
)(
uN (s, ψN (s, Y Ns ))−u(s, ψ(s, Ys))
)
ds
]
+
1
ε
E
[∫ t
0
1{Y Ns −Ys>ε}e
1−(Y Ns −Ys)/ε(∇uN (s, ψN (s, Y Ns ))−∇u(s, ψ(s, Ys)))2 ds]
where we have removed the martingale term.
Adding and subtracting terms we have∣∣uN (s, ψN (s, Y Ns ))−u(s, ψ(s, Ys))∣∣
≤ ∣∣uN (s, ψN (s, Y Ns ))−u(s, ψN (s, Y Ns ))∣∣+ ∣∣u(s, ψN (s, Y Ns ))−u(s, ψ(s, Y Ns ))∣∣
+
∣∣u(s, ψ(s, Y Ns ))−u(s, ψ(s, Ys))∣∣.
In order to estimate the right-hand side of the expression above we use Lemma 4.1,
Lemma 5.2 and Lemma 5.3, together with the fact that ψ(s, ·) and ψN (s, ·) are 2-
Lipschitz, and u(s, ·) and uN (s, ·) are 12 -Lipschitz, uniformly in s ∈ [0, T ]. That gives∣∣uN (s, ψN (s, Y Ns ))− u(s, ψ(s, Ys))∣∣ ≤ 2κρ‖b− bN‖H−βq˜,q + |Y Ns − Ys|,(36)
for ρ>ρ0 and N>N0 as in Remark 4.3 and κρ as in Lemma 5.2. Similarly, for the term
in (35) involving the gradient of u and uN we get∣∣∇uN (s, ψN (s, Y Ns ))−∇u(s, ψ(s, Ys))∣∣(37)
≤κρ‖b− bN‖H−βq˜,q + 2
α+1καρ ‖u‖∞,C1,α‖b− bN‖αH−βq˜,q
+
∣∣∇u(s, ψ(s, Y Ns ))−∇u(s, ψ(s, Ys))∣∣ .
Now, plugging (36) and (37) into (35) and using the well-known inequality
(x1 + x2 + . . .+ xk)
2 ≤ k(x21 + . . .+ x2k)
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we obtain
E
[
L0t (Y
N − Y )](38)
≤4ε+ 4(1+λ)
(
2κρt‖bN − b‖H−βq˜,q + E
[∫ t
0
|Y Ns − Ys|ds
])
+
1
ε
3t‖bN − b‖
H−βq˜,q
(
κ2ρ‖bN − b‖H−βq˜,q + 4(2κρ)
2α‖u‖2∞,C1,α‖bN − b‖2α−1H−βq˜,q
)
+
1
ε
3E
[∫ t
0
1{Y Ns −Ys>ε}e
1−(Y Ns −Ys)/ε
∣∣∇u(s, ψ(s, Y Ns ))−∇u(s, ψ(s, Ys))∣∣2 ds] .
For simplicity, we denote by IN,εt the last term in (38). To find an upper bound for
IN,ε we pick ζ ∈ (0, 1) such that αζ > 1/2 and recall that ε ∈ (0, 1) so that εζ > ε.
Using the fact that∇u(s, ·) is α-Ho¨lder continuous, uniformly in s ∈ [0, T ], with constant
‖u‖∞,C1,α and moreover ∇u is uniformly bounded by 1/2 thanks to Lemma 4.1, we get
IN,εt ≤
1
ε
3E
[∫ t
0
1{ε<Y Ns −Ys≤εζ}e
1−(Y Ns −Ys)/ε22α‖u‖2∞,C1,α |Y Ns −Ys|2αds
]
(39)
+
1
ε
3E
[∫ t
0
1{Y Ns −Ys>εζ}e
1−(Y Ns −Ys)/ε2‖∇u‖L∞ds
]
≤1
ε
(
3T22α‖u‖2∞,C1,αε2αζ + 3Te1−ε
ζ−1
)
.
With no loss of generality we can take ε = ‖bN − b‖
H−βq˜,q
. Combining (38) and (39) we
then find
E
[
L0t (Y
N − Y )]
≤c1‖bN − b‖H−βq˜,q + c2‖b
N − b‖2α−1
H−βq˜,q
+ c3‖bN − b‖2αζ−1
H−βq˜,q
+ c4‖bN − b‖−1
H−βq˜,q
exp
(
1− ‖bN − b‖ζ−1
H−βq˜,q
)
+ c5E
[∫ t
0
|Y Ns − Ys|ds
]
,
where
c1 = 4+8T (1 + λ)κρ + 3Tκ
2
ρ , c2 = 12T (2κρ)
2α‖u‖2∞,C1,α ,
c3 = 3T2
2α‖u‖2∞,C1,α , c4 = 3T , c5 = 4(1 + λ).
Since ζ ∈ (0, 1), the term containing the exponential goes to zero faster than any
polynomial as N →∞. Hence there exists Nζ ≥ N0 such that (34) holds and the proof
is complete with c = c3 and c
′ = c5. 
We are now ready to prove Theorem 3.3, which we recall below for the reader’s
convenience.
Theorem 3.3. Let Assumption 1 hold, let d = 1 and β ∈ (0, 14 ) and let (p, q, δ) ∈ Qβ,
where Qβ is given in (9). Then, for any ζ ∈ (0, 1) such that αζ > 1/2, there exists
Nζ > 0 such that
sup
0≤t≤T
E
[|XNt −Xt|] ≤ (1 + C1)‖bN − b‖2αζ−1H−βq˜,q(40)
for all N > Nζ and some C1 > 0.
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Proof. First we recall that the assumption (p, q, δ) ∈ Qβ with β < 1/4 implies that
α > 1/2 (see also Remark 4.4). Next we note that
|XNt −Xt| =|ψN (t, Y Nt )− ψ(t, Yt)|
≤|ψN (t, Y Nt )− ψ(t, Y Nt )|+ |ψ(t, Y Nt )− ψ(t, Yt)|
≤2κρ‖b− bN‖H−βq˜,q + 2|Y
N
t − Yt|,
where in the final inequality we have used Lemma 5.3 and that ψ(t, ·) is 2-Lipschitz,
uniformly in t ∈ [0, T ] (Lemma 4.1). Therefore it is sufficient to find a bound for
|Y Nt − Yt|.
From Itoˆ-Tanaka formula we get
|Y Nt − Yt| = |yN0 − y0|+
∫ t
0
sign(Y Ns − Ys)d(Y Ns − Ys) +
1
2
L0t (Y
N − Y ).
Taking expectation, using (20) and (21) and removing the martingale term we obtain
E
[|Y Nt −Yt|] = |uN (0, x) − u(0, x)| + 12E [L0t (Y N − Y )](41)
+(1+λ)E
[∫ t
0
sign(Y Ns −Ys)
(
uN (s, ψN (s, Y Ns ))−uN (s, ψ(s, Ys)
)
ds
]
≤|uN (0, x)− u(0, x)| + 1
2
E
[
L0t (Y
N − Y )]
+ 2(1+λ)tκρ‖b− bN‖H−βq˜,q + (1+λ)E
[∫ t
0
|Y Ns − Ys|ds
]
,
where the inequality follows from the bound (36) used in Proposition 5.4. Using (29)
we have
|uN (0, x) − u(0, x)| ≤ κρ‖bN − b‖H−βq˜,q .
Thanks to Proposition 5.4, we have an upper bound for the local time and, in particular,
for any ζ ∈ (0, 1) for which αζ > 1/2 we can find Nζ > 0 such that
E
[|Y Nt −Yt|] ≤ C‖bN − b‖2αζ−1H−βq˜,q + C ′E
[∫ t
0
|Y Ns − Ys|ds
]
+O
(‖bN − b‖2α−1
H−βq˜,q
)
,(42)
for all N > Nζ and where
C = 322
2αT‖u‖2∞,C1,α , C ′ = 3(1 + λ).
An application of Gronwall’s lemma concludes the proof. 
Remark 5.5. It is worth noticing that by (42) and (Gronwall’s lemma) we can find
the constant C1 > 0 explicitly as
C1 =
3
22
2αT‖u‖2∞,C1,αe3T (1+λ).(43)
6. Convergence rate for Euler-Maruyama scheme
In this section we prove our second main result, stated in Theorem 3.5, which is a
bound for
E
[
|XN,mt −XNt |
]
,(44)
where N is fixed and m tends to infinity. Some initial considerations are in order at
this point.
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If one tries to obtain an upper bound of (44) using directly the dynamics of XN,mt
and XNt , then an immediate difficulty arises. Indeed, one would have to estimate the
difference ∫ t
0
|bN (XN,mtk(s) )− bN (XNs )|ds.
Notice that, in this expression, the drift bN is evaluated at different points (in particular
at XN,mtk(s) and X
N
s ). Adding and subtracting b
N (XN,ms ) and using triangular inequality
the problem reduces to studying two terms, i.e.∫ t
0
|bN (XN,mtk(s) )− bN (XN,ms )|ds+
∫ t
0
|bN (XN,ms )− bN (XNs )|ds
The first term accounts for the error committed at the current time step (i.e. at tk(s))
while applying Euler-Maruyama’s scheme; the second term accounts for the distance
between the Euler-Maruyama approximation at time s and the real solution at time
s. As it turns out, controlling the second term is difficult because bN is only piecewise
Lipschitz.
In order to overcome this difficulty we use a transformation which is the analogue of
the one used to define the virtual solutions. That is, we transform the processes XN
and XN,m into new processes Y N and Y N,m whose dynamics are expressed in terms
of Itoˆ’s diffusions with ‘nice’ coefficients. We find it rather remarkable that while the
transformation relies on PDE theory, our algorithm does not require to evaluate uN
(hence there is no need to solve (13) numerically).
Throughout this section we work under the assumptions of Theorem 3.5. In particu-
lar, with no loss of generality we can take the right-continuous (in space) modification
of the drift coefficient, so that bN is defined uniquely at all points. Since the index N
is fixed throughout, it is convenient to simplify the notation and write
X̂ := XN , X̂m := XN,m, bˆ := bN , uˆ := uN .
Recall that thanks to [27, 28] the SDE
dX̂t = bˆ(X̂t)dt+ dWt, X̂0 = x
admits a unique strong solution. Let A := {x0, . . . , xn} with x0 < x1 < . . . < xn being
the collection of points in the spatial partition where bˆ is discontinuous. Moreover let
us define
Oi := [0, T ) × (xi, xi+1), i = 0, . . . n− 1
On := [0, T ) × (R \ [x0, xn]),
and denote
ϕˆ(t, x) := ϕN (t, x) = x+ uˆ(t, x) and ψˆ(t, x) := ψN (t, x).
Using this notation we can define Yˆt := ϕˆ(t, Xˆt) and Yˆ
m := ϕˆ(t, Xˆmt ) so that Xˆt =
ψˆ(t, Yˆt) and Xˆ
m = ψˆ(t, Yˆ mt ). Recalling that ψˆ(t, ·) is 2-Lipschitz, uniformly in t, we
obtain
(45) E
[
|Xˆmt − Xˆt|
]
≤ 2E
[
|Yˆ mt − Yˆt|
]
.
With the aim to estimate the right-hand side in the expression above, first we find
the dynamics of Yˆ and Yˆ m in the next lemma. For that it is convenient to state the
following two facts.
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(i) Since X̂ is a one-dimensional diffusion, it admits a density pˆ(·) with respect to its
speed measure (jointly continuous in all variables; see, e.g., [22, Ch. V.7, Thm. 50.11]).
The speed measure of X̂ is
s(dy) := 2 exp
(
2
∫ y
0
bˆ(z)dz
)
dy
and therefore the density of the process X̂ with respect to the Lebesgue measure reads
p(t, x, y) := pˆ(t, x, y)s′(y).(46)
(In a possible multi-dimensional extension of this result one may instead invoke Aron-
son’s estimates.)
(ii) The approximating process X̂m admits a density pˆm satisfying a Gaussian bound
of the form
0 ≤ pˆm(t, x, s, y) ≤ c(2π(s − t))−1/2 exp
(
−c(y − x)
2
2(s − t)
)
(47)
for some c > 0 (in our case depending on N) and all s > t (see [12, Theorem 2.1]).
We notice that in [12] the bound is given only for time points on the grid of the Euler-
Maruyama approximation. However, since the dynamic of X̂m is that of a Brownian
motion with constant drift in each time interval [tk, tk+1) the result can be easily ex-
tended to any time interval by using Chapman-Kolmogorov equation (see, e.g., [19,
Lemma 3.1]).
Lemma 6.1. Let the assumptions of Theorem 3.5 hold. Then for all t ∈ [0, T ] the
dynamic of Ŷ is given by
Ŷt = ϕˆ(0, x)+(1+λ)
∫ t
0
uˆ(s, ψˆ(s, Ŷs))ds+
∫ t
0
(∇uˆ(s, ψˆ(s, Ŷs))+1)dWs.(48)
Moreover, for any m and for all t ∈ [0, T ] the dynamic of Ŷ m is given by
Ŷ mt = ϕˆ(0, x)+(1+λ)
∫ t
0
uˆ(s, ψˆ(s, Ŷ ms ))ds+
∫ t
0
(∇uˆ(s, ψˆ(s, Ŷ ms ))+1)dWs+Emt ,(49)
where the ‘error’ process Em can be written in terms of X̂m as
Emt :=
∫ t
0
(
bˆ(X̂mtk(s))− bˆ(X̂ms )
)(
1 +∇uˆ(s, X̂ms )
)
ds.
Proof. We start by proving (48). We first observe that, since uˆ is the unique mild
solution of (13) in C([0, T ]; C1,α(R)), then it must be also its classical solution on each
domain Oi, i = 1, . . . n, and indeed uˆ ∈ C1,2(Oi) for all i = 0, . . . , n. Moreover, using
that ∇uˆ ∈ C([0, T ) × R) (see (15)) and bˆ is bounded, (13) implies that
∂tuˆ+
1
2∆uˆ ∈ L∞([0, T ) × R).
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Then, [21, Theorem 3.1] allows us to write2
uˆ(t, X̂t) =uˆ(0, x) +
∫ t
0
(
∂tuˆ+
1
2∆uˆ+ bˆ∇uˆ
)
(s, X̂s)1{X̂s /∈A}ds
+
∫ t
0
∇uˆ(s, X̂s)dWs
=uˆ(0, x) +
∫ t
0
(
(1 + λ)uˆ(s, X̂s)− bˆ(X̂s)
)
1{X̂s /∈A}ds
+
∫ t
0
∇uˆ(s, X̂s)dWs.
Plugging this into the definition of Ŷ and using the SDE (5) for X̂ we get
Ŷt =ϕˆ(t, X̂t)
=uˆ(t, X̂t) + X̂t
=ϕˆ(0, x)+(1+λ)
∫ t
0
uˆ(s, ψˆ(s, Ŷs))ds+
∫ t
0
(∇uˆ(s, ψˆ(s, Ŷs))+1)dWs
+
∫ t
0
(
bˆ(X̂s)− (1 + λ)uˆ(s, X̂s)
)
1{X̂s∈A}ds.
To obtain (48) it only remains to show that the last term above vanishes. Existence
of an absolutely continuous density with respect to the Lebesgue measure, as in (46),
implies P(X̂s /∈ A) = 1 for all s ∈ [0, T ]. Then (for N large enough so that ‖u‖∞,C1,α ≤
2‖uˆ‖∞,C1,α) we have
E
[∣∣∣∣∫ t
0
(
bˆ(X̂s)− (1 + λ)uˆ(s, X̂s)
)
1{X̂s∈A}ds
∣∣∣∣](50)
≤ (BN + 2(1 + λ)‖u‖∞,C1,α)
∫ t
0
P(X̂s ∈ A)ds = 0,
which implies ∫ t
0
(
bˆ(X̂s)− (1 + λ)uˆ(s, X̂s)
)
1{X̂s∈A}ds = 0, P-a.s.
and the proof of (48) is complete.
The proof of (49) follows the same ideas, but due to the special drift of X̂m in (6)
we end up with the additional error term Emt . First notice that by [21, Theorem 3.1]
we obtain
uˆ(t, X̂mt ) =uˆ(0, x) +
∫ t
0
(
∂tuˆ+
1
2∆uˆ
)
(s, X̂ms )1{X̂ms /∈A}ds
+
∫ t
0
bˆ(X̂mtk(s))∇uˆ(s, X̂ms )1{X̂ms /∈A}ds
+
∫ t
0
∇uˆ(s, X̂ms )dWs.
Now we add and subtract ∫ t
0
bˆ(X̂ms )∇uˆ(s, X̂ms )1{X̂ms /∈A}ds
2Notice that we can repeat the proof in [21] by simply taking Zi,εt := f
ε
i (X̂t) with f
ε
i (x) := (x∨ (xi+
ε)) ∧ (xi+1 − ε), for i = 0, . . . n− 1, f
ε
−1(x) := x ∧ (x0 − ε) and f
ε
n(x) := x ∨ (xn + ε).
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and set
E˜1,mt :=
∫ t
0
(
bˆ(X̂mtk(s))− bˆ(X̂ms )
)
∇uˆ(s, X̂ms )1{X̂ms /∈A}ds.(51)
Then we get
uˆ(t, X̂mt ) =uˆ(0, x) +
∫ t
0
(
(1 + λ)uˆ(s, X̂ms )− bˆ(X̂ms )
)
1{X̂ms /∈A}ds(52)
+
∫ t
0
∇uˆ(s, X̂ms )dWs + E˜1,mt ,
where we have again used the fact that uˆ is the unique classical solution of (13) on each
Oi, i = 1, . . . n. Next we are going to plug (52) into the definition of Ŷ m. Using the
SDE (5) for X̂m we get
Ŷ mt =X̂
m
t + uˆ(t, X̂
m
t )
=x+
∫ t
0
bˆ(X̂mtk(s))ds+Wt
+ uˆ(0, x) +
∫ t
0
(
(1 + λ)uˆ(s, X̂ms )− bˆ(X̂ms )
)
1{X̂ms /∈A}ds
+
∫ t
0
∇uˆ(s, X̂ms )dWs + E˜1,mt .
Thanks to (47) we have P(X̂ms ∈ A) = 0 for all s ∈ [0, T ]. Then by the same argument
as in (50) we obtain P-a.s.∫ t
0
((1 + λ)uˆ(s, X̂ms )− bˆ(X̂ms ))1{X̂ms /∈A}ds =
∫ t
0
((1 + λ)uˆ(s, X̂ms )− bˆ(X̂ms ))ds.
Similarly, we have P-a.s.
E˜1,mt =
∫ t
0
(
bˆ(X̂mtk(s))− bˆ(X̂ms )
)
∇uˆ(s, X̂ms )ds =: E1,mt .
Setting
E2,mt :=
∫ t
0
(
bˆ(X̂mtk(s))− bˆ(X̂ms )
)
ds
we then get
Ŷ mt =ϕˆ(0, x)+(1+λ)
∫ t
0
uˆ(s, ψˆ(s, Ŷ ms ))ds+
∫ t
0
(∇uˆ(s, ψˆ(s, Ŷ ms ))+1)dWs
+E1,mt +E
2,m
t
which is (49) with Emt = E
1,m
t + E
2,m
t . 
To find a bound for (45) and prove the rate of convergence of the scheme, we will
proceed similarly to the proof of Theorem 3.3. Indeed, we will apply Itoˆ-Tanaka formula
to |Ŷ m − Ŷ | and estimate the resulting terms. Preliminary bounds are obtained in the
next two lemmas. In what follows we denote by ON (m
r), with r ∈ R, a generic function,
depending on N , with the same asymptotic behaviour of mr as m→∞.
Lemma 6.2. Let s 7→ |dEms | be the infinitesimal variation of Em. Under the assump-
tions of Theorem 3.5 we have
E
[∫ t
0
|dEms |
]
≤ c1m−1/2−ε +ON (m−1/2)(53)
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for any ε ∈ (0, 1/2) and where
c1 := 12BN
c√
2π
(n+ 1)
√
T ,(54)
with c > 0 as in (47). (Note that c1 is independent of ε.)
Proof. By definition of Emt and using |∇uˆ(s, Xˆms )| ≤ 12 from Lemma 4.1 we have
E
[∫ t
0
|dEms |
]
(55)
≤
(
1
2
+ 1
)
E
[∫ t
0
∣∣∣bˆ(X̂mtk(s))− bˆ(X̂ms )∣∣∣ ds]
≤3
2
E
[∫ t1
0
∣∣∣bˆ(x)− bˆ(X̂ms )∣∣∣ ds]
+
3
2
E
k(t)−1∑
k=1
∫ tk+1
tk
∣∣∣bˆ(X̂mtk )− bˆ(X̂ms )∣∣∣ ds

+
3
2
E
[∫ t
tk(t)
∣∣∣bˆ(X̂mtk(t))− bˆ(X̂ms )∣∣∣ds
]
≤3
2
4 T
m
BN +
k(t)−1∑
k=1
E
[∫ tk+1
tk
∣∣∣bˆ(X̂mtk )− bˆ(X̂ms )∣∣∣ ds]
 ,
where we used that ‖bˆ‖∞ ≤ BN and that 0 ≤ t− tk(t) ≤ T/m.
Next we want to bound each integral term in the sum by using the piecewise Lipschitz
property of bˆ. To this aim, we introduce the following sets and stopping times. Let
0 < γ < T/(2m) and set
Λγ :=
n⋃
i=0
[xi − γ, xi + γ]
σkγ := inf{s ≥ tk : |X̂ms − X̂mtk | ≥ γ} ∧ T, for k = 1, . . . ,m.
For each term in the sum we have
E
[∫ tk+1
tk
∣∣bˆ(X̂ms )− bˆ(X̂mtk )∣∣ds](56)
= E
[∫ tk+1
tk
1{X̂mtk∈Λγ}
∣∣bˆ(X̂ms )− bˆ(X̂mtk )∣∣ds]
+ E
[∫ tk+1
tk
1{X̂mtk /∈Λγ}∩{σkγ≤s}
∣∣bˆ(X̂ms )− bˆ(X̂mtk )∣∣ds]
+ E
[∫ tk+1
tk
1{X̂mtk /∈Λγ}∩{σkγ>s}
∣∣bˆ(X̂ms )− bˆ(X̂mtk )∣∣ds]
≤ T
m
2BNP(X̂
m
tk
∈ Λγ)
+
T
m
2BNP(X̂
m
tk
/∈ Λγ , σkγ ≤ tk+1)
+ LE
[∫ tk+1
tk
∣∣X̂ms − X̂mtk ∣∣ds] ,
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where in the last term we have have used the piecewise Lipschitz property of bˆ on each
interval of R \ Λγ , with Lipschitz constant L.
We will now derive a bound for each of the three terms in (56). First, for the estimate
of the probability of {X̂mtk ∈ Λγ} we use (47) to get
P(X̂mtk ∈ Λγ) =
n∑
i=0
∫ xi+γ
xi−γ
pˆm(0, x, tk, y)dy
≤
n∑
i=0
c√
2πtk
∫ xi+γ
xi−γ
e
−c (x−y)2
2tk dy.
Setting z =
√
c
tk
(y − x) we get
P(X̂mtk ∈ Λγ) ≤
n∑
i=0
√
c√
2π
∫ √ c
tk
(xi−x+γ)
√
c
tk
(xi−x−γ)
e−
z2
2 dz(57)
≤ 2γ
n∑
i=0
c√
2π
√
1
tk
≤ 2γ c√
2π
(n+ 1)
√
1
tk
.
For the second term in (56) we write
P(X̂mtk /∈ Λγ , σkγ ≤ tk+1) =P
(
X̂mtk /∈ Λγ , sup
tk≤s≤tk+1
|X̂ms −X̂mtk | > γ
)
(58)
≤P
(
sup
tk≤s≤tk+1
|X̂ms −X̂mtk | > γ
)
≤ 1
γp
E
[
sup
tk≤s≤tk+1
|X̂ms −X̂mtk |p
]
,
where the last inequality follows from Markov’s inequality, for some p > 1.
It is useful to observe that for a ≥ 1∣∣∣X̂ms − X̂mtk ∣∣∣a = ∣∣∣bˆ(X̂mtk )(s− tk) +Ws −Wtk ∣∣∣a(59)
≤2a−1
(
BaN
( T
m
)a
+ |Ws −Wtk |a
)
.
In particular, for a > 1 Doob’s inequality and standard bounds for the a-th moment of
a Gaussian random variable give
E[ sup
tk≤s≤tk+1
|Ws −Wtk |a] ≤ aa−1ca( Tm )a/2.
Using these two facts in the final expression of (58) (recall p > 1) we obtain
P(X̂mtk /∈ Λγ , σkγ ≤ tk+1) ≤
1
γp
2p−1
(
BpN
( T
m
)p
+
p
p− 1cp
( T
m
)p/2)
(60)
≤c˜p
(
1
(γm)p
+
1
(γm1/2)p
)
,
having set c˜p := 2
p ·max{(BNT )p, pp−1cpT p/2}.
The last term in (56) is bounded using (59) with a = 1 and Jensen’s inequality to
obtain
E|Ws −Wtk | ≤ (E|Ws −Wtk |2)1/2.
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Indeed we have
E
[∫ tk+1
tk
∣∣X̂ms − X̂mtk ∣∣ds] ≤ Tm2
(
BN
T
m
+
( T
m
)1/2)
(61)
≤c˜L 1
m
(
1
m
+
1
m1/2
)
having set c˜L := 2T
3/2max{BNT 1/2, 1}.
Now, substituting (57), (60) and (61) into (56) and taking the sum over k we get
k(t)−1∑
k=1
E
[∫ tk+1
tk
∣∣∣bˆ(X̂mtk )− bˆ(X̂ms )∣∣∣ds](62)
≤
m∑
k=1
E
[∫ tk+1
tk
∣∣∣bˆ(X̂mtk )− bˆ(X̂ms )∣∣∣ ds]
≤2BN2γ c√
2π
(n+ 1)
m∑
k=1
T
m
1√
tk
+ 2BN c˜p
T
m
m
(
1
(γm)p
+
1
(γm1/2)p
)
+ Lc˜L
1
m
m
(
1
m
+
1
m1/2
)
.
We are interested in taking limits as m→∞ and as γ → 0. Notice that
lim
m→∞
m∑
k=1
T
m
√
1
tk
= lim
m→∞
m∑
k=1
(tk − tk−1)
√
1
tk
=
∫ T
0
1√
t
dt = 2
√
T .
Thus, for a given and fixed ε ∈ (0, 1/2), we set γ := m−1/2+ε and p = 1/ε in (62). Then
we obtain
k(t)−1∑
k=1
E
[∫ tk+1
tk
∣∣∣bˆ(X̂mtk )− bˆ(X̂ms )∣∣∣ ds]
≤8BN c√
2π
(n+ 1)
√
T
1
m1/2−ε
+ 2BN c˜1/εT
(
1
(m1/2+ε)1/ε
+
1
(mε)1/ε
)
+ Lc˜L
(
1
m
+
1
m1/2
)
≤c¯1 1
m1/2−ε
+ON (m
−1/2),
where c¯1 := 8BN
c√
2pi
(n+1)
√
T . Plugging this expression into (55) and setting c1 :=
3
2 c¯1
we conclude the proof. We remark that c¯1 does not depend on ε. 
Lemma 6.3. Under the assumptions of Theorem 3.5 we have
E
[
L0t (Ŷ − Ŷ m)
]
≤4(1 + λ)E
[∫ t
0
|Ŷ ms − Ŷs|ds
]
+ 2E
[∫ t
0
|dEms |
]
.(63)
Proof. This estimate uses arguments analogous to those in the proof of Proposition 5.4.
By Lemma 5.1 and using the dynamics (48) and (49), and the fact that uˆ(t, ·) and ψˆ(t, ·)
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are Lipschitz (uniformly in t ∈ [0, T ]) we obtain
E
[
L0t (Ŷ − Ŷ m)
]
(64)
≤4ε+4(1+λ)E
[∫ t
0
∣∣∣Ŷs−Ŷ ms ∣∣∣ds]+ 2E [∫ t
0
|dEms |
]
+
1
ε
E
[∫ t
0
1{Ŷs−Ŷms >ε}e
(1−(Ŷs−Ŷms )/ε)
∣∣∣∇uˆ(s, ψˆ(s, Ŷs))−∇uˆ(s, ψˆ(s, Ŷ ms ))∣∣∣2 ds]
having removed the martingale term. Notice that the last term is analogous to IN,εt in
(39) and with very similar calculations we get
1
ε
E
[∫ t
0
1{Ŷs−Ŷms >ε}e
1−(Ŷs−Ŷms )/ε
∣∣∣∇uˆ(s, ψˆ(s, Ŷs))−∇uˆ(s, ψˆ(s, Ŷ ms ))∣∣∣2 ds](65)
≤ 1
ε
(
‖uˆ‖2∞,C1,α22αTε2αζ + T exp(1− εζ−1)
)
,
with ζ ∈ (0, 1) such that 2αζ > 1. Hence the right-hand side of (65) tends to zero as
ε→ 0. Noting that also 4ε→ 0 in (64) concludes the proof. 
We are now ready to prove Theorem 3.5, which we recall below for the reader’s
convenience.
Theorem 3.5. Let d = 1 and let −∞ < x0 < x1 < . . . < xn < +∞ be a finite partition
of the real line. Fix N and assume that bN is piecewise Lipschitz on the partition
intervals, that is bN ∈ Lip((xi, xi+1)) for all i = 0, . . . n− 1 and bN ∈ Lip
(
R \ (x0, xn)
)
.
Assume moreover that bN is uniformly bounded on R by BN > 0. Then, for any
ε ∈ (0, 1/2) and m sufficiently large we have
sup
0≤t≤T
E
[
|XN,mt −XNt |
]
≤ (1 + C2)m−1/2+ε(66)
for some constant C2 = C2(N) > 0 depending on N but independent of ε.
Proof. For sufficiently large N we have that ψˆ(t, ·) = ψN (t, ·) is 2-Lipschitz, thus
E
[∣∣∣X̂mt − X̂t∣∣∣] = E [∣∣∣ψˆ(t, Ŷ mt )− ψˆ(t, Ŷt)∣∣∣] ≤ 2E [∣∣∣Ŷ mt − Ŷt∣∣∣] .(67)
By applying Itoˆ-Tanaka formula to
∣∣∣Ŷ mt − Ŷt∣∣∣, using (48) and (49), and removing the
martingale term by taking expectation, we obtain
E
[∣∣∣Ŷ mt − Ŷt∣∣∣]
=(1 + λ)E
[∫ t
0
sign(Ŷ ms − Ŷs)
(
uˆ(s, ψˆ(s, Ŷ ms ))− uˆ(s, ψˆ(s, Ŷs))
)
ds
]
+ E
[∫ t
0
sign(Ŷ ms − Ŷs)dEms
]
+
1
2
E
[
L0t (Ŷ
m − Ŷ )
]
≤(1 + λ)E
[∫ t
0
∣∣∣Ŷ ms − Ŷs∣∣∣ds]
+ E
[∫ t
0
|dEms |
]
+
1
2
E
[
L0t (Ŷ
m − Ŷ )
]
,
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where we have also used that, ψN (t, ·) is 2-Lipschitz, uniformly in t ∈ [0, T ] and uˆ is
1
2 -Lipschitz. Applying Lemma 6.3 to the term featuring the local time we get
E
[∣∣∣Ŷ mt − Ŷt∣∣∣] ≤ 3(1 + λ)E [∫ t
0
∣∣∣Ŷ ms − Ŷs∣∣∣ds]+ 2E [∫ t
0
|dEms |
]
.
Then, by Lemma 6.2 we obtain
E
[∣∣∣Ŷ mt − Ŷt∣∣∣](68)
≤3(1 + λ)E
[∫ t
0
∣∣∣Ŷ ms − Ŷs∣∣∣ ds]+ c1m−1/2+ε +ON (m−1/2)
with c1 > 0 as in Lemma 6.2. By Gronwall’s inequality we get
E
[∣∣∣Ŷ mt − Ŷt∣∣∣] ≤ c2m−1/2+ε +ON (m−1/2)(69)
where
c2 := c1e
3(1+λ)T .(70)
Then, finally plugging (69) into (67) we obtain (66) with C2 = 2c2. 
Remark 6.4. We can work out explicitly the constant C2 > 0 in (66) by combining
(70) and (54). Indeed we have
C2 = 12BN
c√
2π
(n+ 1)
√
Te3(1+λ)T(71)
where c is the same as in (47) (and it depends on N).
7. Implementation and Numerical Results
This section is devoted to implementing the algorithm for a specific example. Here the
drift b is given as the generalised derivative of one path of a fractional Brownian motion,
which can be shown to belong to the correct fractional Sobolev space. We explain how
to produce an example of b (more specifically of bN for any N) and furthermore we show
some plots of the numerical error obtained with the method proposed in this paper.
We restrict to d = 1. Of course, care is needed because the drift b is a distribution
and its definition cannot be given directly as in the case of functions. Let us consider
one realization of a two-sided fractional Brownian motion3 {BH(x), x ∈ R} for some
Hurst index H > 1/2. It is known that a.e. path is α-Ho¨lder continuous for any α < H.
We then choose an arbitrary large integer K and cut the fractional Brownian path
by multiplying it by a C∞ cut-off function, supported on [−K,K], which is constantly
equal to 1 on [−K + 1,K − 1]. We denote the cut path again by BH(x), by slight
abuse of notation. Notice that this path depends on the cut-off function and on the
size K of the support but we can ignore this because in practice we will always work
on a finite domain when performing numerical simulations. For more details on how
to simulate a path of a fractional Brownian motion we refer the reader to Appendix B.
It can be shown (see [6, Section 4.1]) that the path BH , which has been cut, belongs
to the fractional Sobolev space Hsq (R) for any s ∈ (12 ,H) and for any q ∈ [2,∞). Now
we take the generalised derivative of BH (derivative in the distributional sense) with
respect to x and we have ddxB
H(·) ∈ Hs−1q (R) for all q ∈ [2,∞) (see e.g. [25, Section
3.1.1, eq. (3.6)]).
3See Appendix B for the definition.
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Setting. Let H > 3/4 and fix s = H − ǫ > 3/4 for some ǫ > 0 small enough. We
further set q˜ := 2 and −β := s− 1. Then b := ddxBH ∈ Hs−1q (R) for all q ∈ [q˜, 1/β) and
β < 1/4, in particular b ∈ H−βq,q˜ (R) for all q ∈ (2, 1/β) as needed in Assumption 1.
Notice that H > 3/4 is needed in order to satisfy the assumptions α > 1/2 of
Theorem 3.3. One of the difficulties in implementing the algorithm is to ensure that
the approximations bN satisfy the assumptions of Theorem 3.3. At the same time we
aim at providing numerical tractability and ease of computing. We do so by using the
Haar and Faber systems, which are described in detail in Appendix A, for the reader’s
convenience. Haar and Faber functions provide bases systems for fractional Sobolev
spaces with certain orders. Since these functions are piecewise linear with compact
support, they are stored exactly (i.e. with no loss of precision) on machines as finite
dimensional vectors.
To be more precise, for any given N ≥ 1, we partition the (bounded) interval where
BH is supported in 2N equally spaced sub-intervals. We then use (a finite number
of) Haar functions to represent bN−1. In particular, bN−1 has an exact representation
in terms of 2N values which are associated to 2N Haar functions. It is important to
notice that the exactness of the representation is lost if we use smooth approximations
of b (e.g. by mollification we could obtain C∞c (R) ∋ bε → b as ε → 0). Indeed, the
representation on a machine of the mollification bε can only be an approximation, hence
introducing an extra layer of numerical error. Another interesting property of Haar
and Faber functions is the so-called multi resolution property : in order to refine the
approximation (e.g., by doubling the number of mesh points) one only needs to calculate
bN at the new mesh points. To give some intuition let us consider the following situation.
Suppose we have calculated BH on a mesh of 2N intervals (that is we have BH evaluated
in 2N + 1 points). Taking the ‘numerical derivative’ of this function we also have an
approximation of b, denoted bN−1, expressed in terms of 2N Haar functions (hence 2N
values). Suppose now that we double the number of points in the mesh, having 2N+1
intervals in total in the refined mesh. We then evaluate BH at the new points (for a
total of 2N new values). Using the Haar representation of bN−1 and the link between
Haar and Faber functions (the latter can be used to approximate BH at all points of
the mesh), we can refine the approximation from bN−1 to bN by keeping the ‘old’ 2N
Haar coefficients and calculating the ‘new’ Haar coefficients associated to the additional
mesh points. That is, we only need to calculate 2N new coefficients of Haar functions in
the refined mesh. This is in sharp contrast with approximation methods using smooth
functions. Those methods would indeed require, in each subsequent refinement of the
mesh, to re-calculate all the values for bN ; that means 2N+1 values in total in each
refinement. Hence the computational burden is doubled.
Let b be chosen according to the specifications in Setting above. We assume without
loss of generality that the path is supported on I := (0, 1). To ensure this, we simply
rescale the function BH to have support on I (by setting y = (x + K)/2K so that
BH(y) 6= 0 only if y ∈ I). Then we can rescale it back to its original domain once we have
calculated the Haar/Faber coefficients in the series representation for the approximation
bN of the drift b (see next paragraph).
By construction of BH it follows that supp(b) ⊂ I and b ∈ Hs−1q (R). By results
illustrated in Appendix A (see Lemma A.7) we can express b as an infinite sum. In
particular we have
(72) b = µ0h0 +
+∞∑
j=0
2j−1∑
m=0
µ˜j,mhj,m,
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with µ˜j,m defined in Remark A.3 (for k = 0) and µ0 defined in (83), both in the sense of
dual pairing, and {h0, hj,m} being the Haar system introduced in Definition A.5. The
idea is to cut the above series representation to a finite sum to obtain an approximation
for b that can be computed numerically. Let us define bN as
bN := µ0h0 +
N∑
j=0
2j−1∑
m=0
µ˜j,mhj,m.
By Theorem A.2 we know that bN converges to b in Hs−12,q (R). In particular, for each
given precision ε > 0, we can take N0 ∈ N such that ∀N ≥ N0, ‖b− bN‖Hs−12,q (R) < ε.
At this point it is not yet clear how to calculate the coefficients µ˜j,m and µ0 in
practice, because they are defined via dual pairing in fractional Sobolev spaces. To
overcome this problem we make use of the link between the Haar representation of b
and the Faber series representation of BH . This is helpful because BH is a function and
not a distribution and its coefficients in the Faber series representation can be explicitly
calculated. We know that BH ∈ Hsq (I) because supp(BH) ⊂ I and BH ∈ Hsq (R) (see
(81)). Thus by Theorem A.9 we have the representation
BH = µ¯0v0 + µ¯1v1 +
+∞∑
j=0
2j−1∑
m=0
µ¯j,mvj,m
in terms of the Faber system {v0, v1, vj,m} on I, introduced in Definition A.8. The
coefficients µ¯ are explicitly given in (85) in terms of the values of BH at the mesh
points of the partition. Moreover, as explained in Remark A.10, they are linked to the
coefficients appearing in the Haar expansion (72), so that the latter have the explicit
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Figure 3. Approximation of a fBm path (solid red line) with Hurst
parameter H = 0.85 and its derivative (dotted blue line) using Haar
functions with N = 2. Note that the scales on the vertical axis are
different for the two functions: we have [−1, 1] for the fBm (right) and
[−0.5, 0.5] for its derivative (left).
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representation {
µ0 = B
H(1)−BH(0)
µ˜j,m = −2j
(
BH(m+1
2j
)− 2BH(m+1/2
2j
) +BH(m
2j
)
)
as given in (87).
In Figure 3 we can see an example of the approximation bN of the drift b, by Haar
functions, and the approximation of BH by Faber functions. The domain in the picture
is (0, 1), N = 2 and the number of mesh points is 2N +1. For this choice of N we easily
see that the approximation bN of b is piecewise constant. We see the same path BH and
its derivative b approximated with higher resolution in Figure 4, where N = 8. Note
that the variation for the derivative of fBm increases dramatically: the range on the
vertical axis goes from [−0.5, 0.5] for N = 2 to [−10, 10] for N = 8. This is consistent
with the fact that, in the limit as N →∞, we must have an infinite variation, since the
function tends to a distribution.
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Figure 4. Approximation of a fBm path (solid red line) with Hurst
parameter H = 0.85 and its derivative (dotted blue line) using Haar
functions with N = 8. Note that the scales on the vertical axis are
different for the two functions: we have [−1, 1] for the fBm (right) and
[−10, 10] for its derivative (left).
To conclude, we employ Monte Carlo methods to evaluate numerically the error and
compare our results with the theoretical rates predicted by Theorem 3.3 (convergence
in mean of XN to X) and by Theorem 3.5 (convergence of the Euler-Maruyama scheme
for bN fixed).
We first look at the L1-convergence of the Euler approximation as m increases, for a
given fixed N0. The initial condition is X0 = 0. We choose N0 = 6, and pick m0 = 2
12
time points for the proxy of our true solution. Then we calculate the approximated
solution with m ∈ {25, 26, 27, 28, 29, 210} and N0 = 6. The simulation is performed with
a drift of regularity H−0.152,q for q ≥ 2. We observe in Figure 5 a numerical convergence
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Figure 5. Estimation of the L1-error (in log scale) of the Euler-
Maruyama scheme with N = 6 and m = 25, . . . , 210. A Monte-Carlo
confidence interval for 200 simulations is also plotted. We observe an
empirical slope of −0.49.
rate of 0.49; that is, we empirically have
log
(
sup
0≤t≤T
E[|XN0,mt −XN0,m0t |]
)
≈ −0.49 log(m)
which is in line with the theoretical rate of 0.5 predicted in Theorem 3.5.
Next we look at the mean convergence of the approximated solution XN to the
virtual solution X as N increases (for large m0 fixed in the Euler-Maruyama scheme
for both XN and X). We set again X0 = 0 and calculate all solutions with m0 = 2
12
time points. Then we calculate the approximated solutions with N ∈ {2, 3, 4, 5, 6}, and
compare their values with the proxy for the true solution, which is obtained with N0 = 7
and m0 = 2
12. The simulation is performed with a drift of regularity H−0.152,q for q ≥ 2.
In Figure 6 we observe a numerical convergence rate of 0.84, that is we empirically have
log
(
sup
0≤t≤T
E[|XN,m0t −XN0,m0t |]
)
≈ −0.84 log(N).(73)
Recall that Theorem 3.3 provides a result in terms of
∥∥bN − b∥∥ rather than N . By
reverse engineering, we can use the estimate in (73) combined with our theoretical rate
(10) to obtain a rate of convergence of bN to b. Indeed, suppose that ‖b− bN‖ ≈ Nγ for
some γ < 0; since β = −0.15 and ε ≈ 0 give 1− 4β − ε ≈ 0.4, then γ ≈ −0.840.4 = −2.1.
It is also worth mentioning that one could improve the estimate for the size of the
95% confidence interval in Figure 6 by increasing the number of realizations taken for
the Monte-Carlo method. However, this requires increasing computational time.
Appendix A. Haar and Faber basis
In this appendix we introduce Haar and Faber functions and discuss some of their
key properties. These functions form a basis for certain fractional Sobolev spaces, which
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Figure 6. Estimation of the L1-error for XN −X with respect to N
(in log scale), with N ∈ {2, 3, 4, 5, 6} and m = 212. A Monte-Carlo
confidence interval for 500 simulations is also plotted. We observe an
empirical slope of −0.84.
we use throughout the paper. Roughly speaking, Haar functions are step functions that
form a basis for Hsq with −1/2 < s < 1/q and 2 ≤ q < ∞, while Faber functions are
hat functions (obtained by integrating Haar functions) that form a basis for Hsq with
1/2 < s < 1/q + 1 and 2 ≤ q <∞.
Using these bases it is possible to represent an element f from either of those fractional
Sobolev spaces in terms of infinite sums. Moreover, the sums can be cut to finite sums as
a way of approximating the original function f . This procedure can be made rigorous
thanks to the theory of fractional Sobolev spaces and to the properties of Haar and
Faber function. Below we recall the key results and definitions that we use in this
paper.
Throughout the section we denote by S the space of Schwartz functions, and by S ′
its dual (the space of Schwartz distributions). Moreover we use D = C∞c to indicate
C∞-functions with compact support and D′ for its dual. Next we introduce the Haar
wavelet system on R, see [25, equations (2.93)–(2.96)].
Definition A.1 (Haar wavelets on R). Let us define the mother wavelet x 7→ hM (x) by
hM := 1[0, 12)
− 1[ 12 ,1). The Haar wavelet system on R is given by
(74) {hj,m : j ∈ N ∪ {−1}, m ∈ Z}
where h−1,m(x) :=
√
2 |hM (x−m)| for m ∈ Z, and hj,m(x) := hM (2jx−m) for j ∈ N
and m ∈ Z. Alternatively we can rearrange the system (74) as follows
(75) {hkj,m : j ∈ N ∪ {−1}, k ∈ Z, m = 0, . . . , 2j − 1}
where hk−1,0(x) := h−1,k(x) for all k ∈ Z, and hkj,m(x) := hj,m(x−k) for all j ∈ N, k ∈ Z
and m = 0, . . . , 2j − 1.
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Figure 7. The Haar wavelet hj,m for j ∈ N and m ∈ Z.
See Figure 7 for the plot of a generic Haar function hj,m. For future reference note
that
hj,m(x) =

1 if x ∈ [m
2j
, m+1/2
2j
)
−1 if x ∈ [m+1/2
2j
, m+1
2j
)
0 else.
(76)
It turns out that the Haar wavelets system (74) (or equivalently (75)) is an uncon-
ditional basis for fractional Sobolev spaces on R of order “close to zero” (i.e. −1/2 <
s < 1/q), as detailed in the theorem below which is taken from [26, Theorem 3.3 and
Remark 3.4].
Theorem A.2. Let 2 ≤ q < ∞, −12 < s < 1q , and let f ∈ S ′(R). Then f ∈ Hsq (R) if
and only if it can be represented as
(77) f =
+∞∑
j=−1
∑
k∈Z
2j−1∑
m=0
µkj,m2
−j
(
s− 1
q
)
hkj,m,
with unconditional convergence in S ′(R) and locally in any space Hσq (R) with σ < s.
Here
∑2j−1
m=0 means m = 0 when j = −1.
The representation is unique, with the coefficients given by
µkj,m := 2
j
(
s− 1
q
+1
) ∫
R
f(x)hkj,m(x)dx,
where the integral is to be understood in the sense of dual pairing. Moreover the system{
2
−j
(
s− 1
q
)
hkj,m : j ∈ N ∪ {−1}, k ∈ Z, m = 0, . . . , 2j − 1
}
is an unconditional normalised basis of Hsq (R).
It is shown in [25, Theorem 2.9 and Remark 2.12] that (77) can be equivalently
written as
f =
+∞∑
j=−1
∑
m∈Z
µj,m2
−j
(
s− 1
q
)
hj,m,(78)
where µj,m = µ
0
j,m and hj,m are as in (76).
Remark A.3. Let us denote
(79) µ˜kj,m := 2
j
∫
R
f(x)hkj,m(x) dx = 2
j
(
−s+ 1
q
)
µkj,m.
It follows from Theorem A.2 and (78) that µ˜0j,m = µ˜j,m, where µ˜j,m is defined as in (79)
but with hkj,m replaced by hj,m.
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Moreover, from (77) we get the more compact representation
(80) f =
+∞∑
j=−1
∑
k∈Z
2j−1∑
m=0
µ˜kj,mh
k
j,m.
Remark A.4. The coefficients µ˜kj,m do not actually depend on q. More precisely, if
f ∈ Hsq (R) ∩Hsqˆ (R) for some 2 ≤ q, qˆ < ∞ then the representation (80) is exactly the
same in both spaces, with the same coefficients.
In what follows we need fractional Sobolev spaces on the domain I = (0, 1). For that
we recall [25, Definition 1.24 (i)]: Let I be an open set in R, then
Hsq (I) := {f ∈ D′(I) : f = h|I for some h ∈ Hsq (R)}(81)
endowed with the norm
‖f‖Hsq (I) = inf{‖h‖Hsq (R); h ∈ Hsq (R) with f = h|I}.
Next we introduce the Haar wavelet system on I := (0, 1) (see [25, equations (2.128)
and (2.129)] for details) which is useful for the fractional Sobolev space Hsq (I).
Definition A.5 (Haar wavelets on I = (0, 1)). The Haar wavelet system on I is given
by
(82) {h0, hj,m : j ∈ N, m = 0, . . . , 2j − 1}
where
h0(x) := 1I(x)
and hj,m is as in (76).
Notice that the system (82) is essentially the restriction of (74) to the interval I. In
particular, hj,m is now restricted to values of m between 0 and 2
j−1 rather than m ∈ Z
as in Definition A.1. Moreover, the set of elements h−1,m, defined on R, with m ∈ Z,
has been replaced by h0, defined on I. For the fractional Sobolev spaces on H
s
q (I) we
have again a representation in terms of Haar functions, as illustrated below. For more
details see [25, Theorem 2.13].
Theorem A.6. Let 2 ≤ q < ∞, −12 < s < 1q , and let f ∈ D′(I). Then f ∈ Hsq (I) if
and only if it can be represented as
f = µ0h0 +
+∞∑
j=0
2j−1∑
m=0
µj,m2
−j
(
s− 1
q
)
hj,m,
with unconditional convergence in any space Hσq (I) with σ < s. The representation is
unique, with the coefficients given by
(83) µ0 :=
∫
I
f(x)h0(x)dx
and, for j ∈ N and m = 0, . . . , 2j − 1, by
µj,m := 2
j
(
s− 1
q
+1
) ∫
I
f(x)hj,m(x)dx,
where the integrals are to be understood in the sense of dual pairing. Moreover the
system {
h0, 2
−j
(
s− 1
q
)
hj,m : j ∈ N, m = 0, . . . , 2j − 1
}
is an unconditional normalised basis of Hsq (I).
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Notice that (84) can be written in terms of µ˜j,m (see Remark A.3) as
(84) f = µ0h0 +
+∞∑
j=0
2j−1∑
m=0
µ˜j,mhj,m.
Of course a distribution f defined on I can be seen as a distribution defined on R but
only supported on I (in the sense that f(φ) = 0 for all φ ∈ C∞c supported on R \ I).
The link between the series representations on I and on R is given in the next lemma.
Lemma A.7. If f ∈ Hsq (R) and supp(f) ⊂ I then its representation on R given by (80)
(or equivalently by (77)) coincides with its representation on I given by (84).
Proof. First we remark that in this case the restriction of f to I (denoted again by f)
belongs to Hsq (I) by definition of the latter space. Since supp(f) ⊂ I, it follows that
µ˜kj,m = 0 for all k 6= 0 because the functions hkj,m are supported on (k, k + 1) while f is
supported on (0, 1) which implies that the dual pairing between hkj,m and f is non-zero
only if k = 0. Hence the Haar representation (80) becomes
f =
+∞∑
j=−1
∑
k=0
2j−1∑
m=0
µ˜kj,mh
k
j,m
=
+∞∑
j=−1
2j−1∑
m=0
µ˜j,mhj,m
= µ˜−1,0h−1,0 +
+∞∑
j=0
2j−1∑
m=0
µ˜j,mhj,m,
where we used the fact that µ˜0j,m = µ˜j,m. The proof can be concluded by noticing that
µ˜−1,0h−1,0 = 2−1
∫
R
f(x)h−1,0(x)dxh−1,0
= 2−1
∫
R
f(x)
√
21(0,1)(x)dx
√
21(0,1)
=
∫
I
f(x)1(0,1)(x)dx1(0,1) = µ0h0. 
Next we recall the definition of Faber functions. They are denoted by vjm and are
hat-functions, defined as the normalised integrals of the Haar functions hjm on I. Notice
that the Faber series representation holds in general only on bounded domains in Rd.
Here we only recall their definition on the unit interval I = (0, 1). More details can be
found in [26, Section 3.2.1].
Definition A.8 (Faber basis on I). The Faber system on (0, 1) is given by{
v0, v1, vj,m : j ∈ N,m = 0, . . . , 2j − 1
}
where
v0(x) := 1− x and v1(x) := x
32 T. DE ANGELIS, M. GERMAIN, E. ISSOGLIO
for 0 ≤ x ≤ 1 (and zero outside I), and the hat-functions are defined as vj,m(x) =
2j+1
∫ x
0 hj,m(y)dy, that is
vj,m(x) :=

2j+1(x− 2−jm) if x ∈ [m
2j
, m+1/2
2j
)
2j+1(2−j(m+ 1)− x) if x ∈ [m+1/2
2j
, m+1
2j
)
0 else.
Using the Faber system on I it is possible to represent elements of fractional Sobolev
spaces on domain I for 1/2 < s < 1 + 1/q and 2 ≤ q <∞ as we see below. For a proof
see [25, Theorem 3.1 and Corollary 3.3].
Theorem A.9. Let g ∈ Hsq (I) for 2 ≤ q < ∞, and 12 < s < 1 + 1q . Then we have the
unique Faber representation for g
g = µ¯0v0 + µ¯1v1 +
+∞∑
j=0
2j−1∑
m=0
µ¯j,mvj,m
with unconditional convergence in C(I) and in Hσq (I) with σ < s. Here the coefficients
µ¯ are explicitly given by
(85)

µ¯j,m = −12
(
∆2
2−j−1
g
)
(2−jm)
µ¯0 = g(0)
µ¯1 = g(1)
and where (∆2hg)(x) := g(x+ 2h) − 2g(x + h) + g(x).
This representation of g using Faber functions is fundamental to calculate the coeffi-
cients for the Haar representation of g′, as we see below.
Remark A.10. In the proof of the above theorem (see [25, Thm. 3.1, Cor. 3.3]) the
following expansion for g′ ∈ Hs−1q (I) is derived
g′ = (µ¯1 − µ¯0)h0 +
+∞∑
j=0
2j−1∑
m=0
2j+1µ¯j,mhj,m.
Comparing it with (84) from Theorem A.6, with f = g′, we obtain an explicit represen-
tation of the coefficients µ˜j,m and µ0 that appear in (84), that is
µ0 = µ¯1 − µ¯0 and µ˜j,m = 2j+1µ¯j,m.(86)
The link expressed in (86) together with the explicit expression (85) is crucial to
evaluate numerically the coefficients in the Haar expansion of an element f ∈ Hs−1q (I).
Indeed to do so we only need to evaluate the associated function g at (a finite number
of) mesh points
(87)
{
µ0 = g(1) − g(0)
µ˜j,m = −2j
(
g(m+1
2j
)− 2g(m+1/2
2j
) + g(m
2j
)
)
.
Appendix B. Simulation of fractional Brownian motion
In this section we explain in detail how to implement the simulation of a fractional
Brownian motion (fBm) on a given mesh. Recall that a fBm is a centered Gaussian
process {BH(x), x ∈ R} with covariance given by
E
[
BH(x)BH(y)
]
=
1
2
(
x2H + y2H + |x− y|2H) .
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Sample path of a fractional brownian motion with Hurst index 0.85
(a) Sample path of a fBm with 64 points
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(b) Sample path of a fBm with 128 points
Figure 8. Simulation of a sample path of fBm with H = 0.85
Sometimes we will also use BH(x;ω) to emphasise explicitly the random nature of the
process.
Our aim is to simulate the values of a sample path of a fBm BH(x) on a finite
grid x := (xk)k=1,...,n. We consider n independent standard Gaussian random variables
(Gk)k=1,...,n and then correlate them with the positive-definite correlation matrix
Ci,j = E
[
BH(xi)B
H(xj)
]
=
1
2
(
x2Hi + x
2H
j + |xi − xj |2H
)
.
To do so, we use the Cholesky decomposition method and calculate the lower triangular
matrix M such that C = MM⊤. Then we set B :=MG where G is the n-dimensional
vector with components Gk. If we evaluate G for a given ω we get the path of a fBm
BH(·;ω) evaluated at the grid x, which is given by the vector B = B(ω) = MG(ω).
Figure 8 shows the path of one such simulation for H = 0.85. The plot in (8a) was
drawn with n = 64 mesh points and the one in (8b) with n = 128.
We conclude this appendix by discussing how to refine the path, namely how to add
new points in the mesh and new values for those points, while at the same time keeping
the old values fixed. This procedure has been referred to as multi-resolution property
for BH , in Section 7 of this paper.
Suppose we have simulated a fBm BH on a grid x := {xk, k = 0, 1, 2, . . . , n}, having
set BH(x0) = 0 for simplicity. Let us denote by B the n-dimensional vector with the
simulated fBm on x. We now refine our grid by adding another n points, in particular
by adding the midpoint of every interval to work with double precision. We denote
by x˜ := {x˜k, k = 1, 2, . . . , n} the new points in the mesh, where x˜k := xk+xk−12 . Our
aim is to find the values of the same path of the fBm BH at the new mesh points x˜.
In particular, we want to find a 2n-dimensional vector whose transpose reads B⊤1 :=
(B⊤, B˜⊤) where the component B˜ contains the values of the fBm on the new points x˜.
Once we have this, reordering the vector B1 will give us the same path of fBm B
H but
on the refined mesh {x˜1, x1, x˜2, . . . , xn}.
Next we construct B˜. Let us denote by G˜ another n-dimensional vector of indepen-
dent standard Gaussian random variables, and let G⊤1 := (G
⊤, G˜⊤). Let C1 be the new
correlation matrix of the fBm evaluated at the (not ordered) refined mesh {x, x˜}. This
matrix must be of the form
C1 =
(
C A
A⊤ C˜
)
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with C˜, A ∈ Rn×n given by
Ai,j = E
[
BH(xi)B
H(x˜j)
]
=
1
2
(
x2Hi + x˜
2H
j + |xi − x˜j|2H
)
C˜i,j = E
[
BH(x˜i)B
H(x˜j)
]
=
1
2
(
x˜2Hi + x˜
2H
j + |x˜i − x˜j|2H
)
and C the correlation matrix associated to the original mesh points x.
The Cholesky root M1 of C1 must be of the form
M1 =
(
M 0
N P
)
with P being lower triangular and M being the root of C. Note that N and P can be
calculated. Then from B1 =M1G1 we get that B˜ = NG+ PG˜.
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