A recent trend in computer vision is to represent images through covariance matrices, which can be treated as points on a special class of Riemannian manifolds. A popular way of analysing such manifolds is to embed them in Euclidean spaces, a process which can be interpreted as warping the feature space. Embedding manifolds is not without problems, as the manifold structure may not be accurately preserved. In this paper, we propose a new method for analysing Riemannian manifolds, where embedding into Euclidean spaces is not explicitly required. To this end, we propose to represent Riemannian points through their similarities to a set of reference points on the manifold, with the aid of the recently proposed Stein divergence, which is a symmetrised version of Bregman matrix divergence. Classification problems on manifolds are then effectively converted into the problem of finding appropriate machinery over the space of similarities, which can be tackled by conventional Euclidean learning methods such as linear discriminant analysis. Experiments on face recognition, person re-identification and texture classification show that the proposed method outperforms state-of-the-art approaches, such as Tensor Sparse Coding, Histogram Plus Epitome and the recent Riemannian Locality Preserving Projection.
Introduction
Symmetric positive definite matrices (SPD) arise in various problems in machine learning and computer vision. They can be used to describe images and videos [7, 17, 22] , as they naturally emerge in the form of covariance matrices and therefore provide compact and informative feature descriptors [4] . In addition to capturing feature correlations compactly, covariance matrices are known to be robust to noise [1] . A key aspect of covariance matrices is their natural geometric property [14] , ie., they form a connected Riemannian manifold. As such, the underlying distance and similarity functions might not be accurately defined in Euclidean spaces [9, 29] .
While the theory of learning in Euclidean spaces has been extensively developed, extensions to non-Euclidean spaces like Riemannian manifolds have received relatively little attention. This is mainly due to difficulties of handling the Riemannian structure as compared to straightforward Euclidean geometry. For example, the manifold of SPD matrices is not closed under normal matrix subtraction. As such, efficiently handling this structure is nontrivial, due largely to two main challenges [27] : (i) defining divergence, distance, or kernel functions on covariances is not easy; (ii) the numerical burden is substantial, even for basic computations such as distances and clustering.
To simplify the handling of Riemannian manifolds, inference is traditionally achieved through first embedding the manifolds in higher dimensional Euclidean spaces. A popular choice for embedding manifolds is through considering tangent spaces [16, 19, 29, 30] . The use of tangent spaces is not free from drawbacks. For instance, only distances between points to the tangent pole are equal to true geodesic distances. This restriction might result in inaccurate modelling, as the structure of the manifolds is only partially taken into account [10] . A recent alternative approach is to embed the manifolds into reproducing kernel Hilbert spaces (RKHS) [24] , through dedicated Riemannian kernels [8, 10] . While this approach allows employing the multitude of kernel-based machine learning algorithms, existing Riemannian kernels are either only applicable to subtypes of Riemannian manifolds (eg., Grassmann manifolds) [8] , or are pseudo-kernels [10] , meaning they do not satisfy all the conditions of true kernel functions [24] .
In this paper, we introduce a new way of analysing Riemannian manifolds where embedding into Euclidean spaces or RKHS is not required. Given a set of training points on a manifold, the idea is to employ the similarity between points as features. More specifically, for each query point to be classified, a similarity to each class is obtained, forming a similarity vector. We obtain each similarity with the aid of the recently proposed Stein divergence [26] . The classification task on manifolds is hence converted into a task in the space of similarity vectors, which can be tackled using learning methods devised for Euclidean spaces. Experiments on several vision tasks (person re-identification, face recognition and texture recognition), show that this new approach outperforms several state-of-the-art methods.
We continue the paper as follows. Section 2 provides a brief overview of Riemannian manifolds and associated divergence measures. We then detail the proposed approach in Section 3, and note its computational complexity in Section 4. In Section 5 we compare the performance of the proposed method with previous approaches on the abovementioned visual classification tasks. The main findings and possible future directions are summarised in Section 6.
Manifold Metrics and Divergences
Without delving too deeply into differential geometry and related topics, Riemannian manifolds are differentiable and smooth manifolds endowed with a Riemannian metric, allowing the notion of lengths and angles to be extended from familiar Euclidean space to curved and non-flat spaces [12] . Points on a Riemannian manifold are connected through smooth curves. The curve with the minimum length and its length are called geodesic and geodesic distance, respectively. Attached to every point of a Riemannian manifold there is a vector space that can be thought of as the set of allowed velocities, constraining the movement of the point on the manifold. This vector space is called the tangent space and enables us to perform differential calculus on the manifold.
The Riemannian structure induced by considering the Affine Invariant Riemannian Metric (AIRM) has been shown to be advantageous for analysing SPD matrices [11, 21] .
++ is the space of positive definite matrices of size d × d, the AIRM is defined as:
where log(·) is the principal matrix logarithm [26] . Though the Riemannian structure induced by AIRM is attractive in many aspects, it comes with several difficulties. Firstly, the metric is computationally demanding as it essentially needs eigen-decomposition of X and Y . More importantly, the resulting structure has negative curvature which prevents us from employing conventional learning algorithms for classification purposes. In this work, to measure dissimilarity between two SPD matrices X and Y , we use a version of Bregman matrix divergence known as the Stein divergence [26] . The Bregman matrix divergence for SPD matrices is defined as [13] :
where
++ → R is a realvalued, strictly convex and differentiable function. The Bregman divergence in (2) is asymmetric which is undesirable in many applications. The Jensen-Shannon symmetrisation of Bregman divergence is defined as [13] :
If φ in (3) is chosen as − log (det (X)), which is the barrier function of semidefinite cone [26] , we arrive at the symmetric Stein divergence, also known as the Jensen Bregman Log-Det divergence [4] :
The symmetric Stein divergence is invariant under congruence transformations and inversion [4] . It is computationally less expensive than AIRM, and is related to AIRM in several aspects, such as the sandwiching property (elucidated below) which establishes a bound between the divergence and AIRM [4] .
−1´b e the vector of eigenvalues of XY −1 . The following inequality between the symmetric Stein divergence and Riemannian metric exists [26] :
where δT (X, Y ) = max 1≤i≤d {| log Λ`XY −1´| } is the Thompson metric [28] .
Relational Divergence Classification
We aim to solve classification tasks originally formulated on Riemannian manifolds by avoiding the traditional approach of using tangent spaces, or embedding into RKHS. More specifically, for each query point (an SPD matrix) to be classified, a similarity to each training class is obtained, forming a similarity vector. We obtain each similarity with the aid of the Stein divergence described in the preceding section. The classification task on manifolds is hence converted into a task in the space of similarity vectors, which can be tackled using learning methods devised for Euclidean spaces, such as linear discriminant analysis, support vector machines or k-nearest neighbours. In this work we have chosen linear discriminant analysis as a starting point.
Let us define a training set C from the underlying Riemannian manifold S d ++ as:
where y i ∈ 1, 2, . . . , m is a class label, with m representing the number of classes. We define the similarity between matrix C i and class l as:
where δ(·) is the discrete Dirac function and
with n l indicating the number of training matrices in class l. Using Eqn. (6) we calculate the similarity between Ci and all classes, where i ∈˘1, 2, . . . , n¯. Having the similarity values at our disposal, we represent each Riemannian point C i by a similarity pattern:
The classification task on Riemannian manifolds can now be reinterpreted as a learning task in R m . Given the similarity vectors of training data: (cf. Eqn. 5),
we are interested in finding a machinery to label a query matrix Cq, represented by a similarity vector
T which contains the similarity to all m training classes.
One approach is to use P to first find a mapping that minimises the intra-class distances between similarity patterns while simultaneously maximising the inter-class distances. This can be achieved by applying linear discriminant analysis [3] , to obtain a mapping W * , as follows:
where SB and SW are the between class and within class scatter matrices:
In Eqns. (11) and (12), µ l andμ are the mean of class l and overall mean of data in P, ie.,
Niµ i , where N l is the number of points in class i and n is the total number of points.
The query similarity vector p q can then be mapped into the new space via:
We can now use a straightforward nearest neighbour classifier [3] to assign a class label to xq. We refer to this approach as Relational Divergence Classification (RDC).
Computational Complexity
Computational complexity of the training algorithm depends on the complexity of two elements: computing similarity vectors of all training data P (Eqn. 5) which requires O(n 2 d 3 ) operations, and mapping W * (Eqn. 10) which requires O(nm 2 + m 3 ) operations (O(nm 2 ) operations to compute the within and between scatter matrices and O(m 3 ) to solve Eqn. (10) through eigenanalysis). We note that the training can be done offline. The computational complexity of classifying a query point depends on three factors: calculating its similarity vector which requires O(nd 3 ) operations, mapping the resulting similarity vector into R m by W * (Eqn. 13) which demands O(m 2 ) operations, and finally applying nearest neighbour classifier [3] in R m which can be done with O(mn) operations. Hence the complexity of classification for a single query data is equal to O(nd 3 + m 2 + mn).
Experiments and Discussion
We compare the performance of the proposed approach with several state-of-the-art methods on three classification tasks: texture classification, face recognition and person reidentification.
Texture Classification
We use the Brodatz texture dataset [20] and follow the test protocol presented in [25] . Nine test scenarios with various number of classes were generated. The test scenarios include 5-texture ('5c', '5m', '5v', '5v2', '5v3'), 10-texture ('10', '10v') and 16-texture ('16c', '16v') mosaics. See Fig. 1 for examples.
To create a Riemannian manifold, each image was downsampled to 256×256, followed by splitting into 64 regions of size 32 × 32. A feature vector for each pixel I (x, y) is calculated as F (x, y) = h I (x, y) ,˛∂ I ∂x˛,˛∂ I ∂y˛,˛∂ 2 I ∂x 2˛,˛∂ 2 I ∂y 2˛i . Each region is described by a 5×5 covariance matrix formed from these vectors. For each test scenario, 25 covariance matrices per class were randomly selected to construct training data and the rest was used for testing. The random selection was repeated 10 times and the mean results are reported. Fig. 2 shows the performance of the proposed RDC method against several state of the art methods: logEuclidean sparse representation (logE-SR) [7, 31] , Tensor Sparse Coding (TSC) [25] and Locality Preserving Projection (RLPP) [10] . The results indicate that RDC achieves better performance in 7 out of 9 tests. Figure 2 . Performance on the Brodatz texture dataset [20] for LogE-SR [7, 31] , Tensor Sparse Coding (TSC) [25] , Riemannian Locality Preserving Projection (RLPP) [10] and the proposed RDC method.
Face Recognition
For face recognition task, we used the 'b' subset of the FERET dataset [18] , containing 1400 images of 198 subjects. Each image is closely cropped to include only the face and then downsampled to 64 × 64. See Fig. 3 for examples.
To evaluate the performance, we created tests with various pose angles. In all tests, training data consisted of the images labelled as 'ba', 'bk' and 'bf' (ie., frontal images with illumination, expression and small pose variations). Images marked as 'bd' and 'bg' (ie., non-frontal images) were used as separate test sets.
Each face image is represented by a 43 × 43 covariance matrix. To this end, for every pixel I(x, y) we computed the following feature vector:
where Gu,v(x, y) is the response of a 2D Gabor wavelet centered at x, y with orientation u and scale v [15] :
where E=(e . Table 1 compares the performance of the proposed RDC approach against three state of the art methods: LogE-SR [7] , TSC [25] and RLPP [10] . The results show that RDC obtains considerably better accuracy. Table 1 . Recognition accuracy (in %) for the face recognition task using log-Euclidean sparse representation (logE-SR) [7, 31] , Tensor Sparse Coding (TSC) [25] , Riemannian Locality Preserving Projection (RLPP) [10] and the proposed RDC method.
Person Re-identification
In this section we test the performance of the proposed RDC method for the person re-identification task on the modified version [23] of the ETHZ dataset [5] . The dataset was captured from a moving camera, with the images of pedestrians containing occlusions and wide variations in appearance. Sequence 1 contains 83 pedestrians (4857 images), while Sequence 2 contains 35 pedestrians (1936 images). See Fig. 4 for examples.
We downsampled all the images to 64 × 32. For each subject, the training set consisted of 10 randomly selected images, with the rest used for the test set. The random selection of the training and testing data was repeated 20 times. Each image was represented as a covariance matrix formed from feature vectors obtained for each pixel: We compared the proposed RDC with several stateof-the-arts algorithms for person re-identification: Histogram Plus Epitome (HPE) [2] , Symmetry-Driven Accumulation of Local Features (SDALF) [6] , Partial Least Squares (PLS) [23] and RLPP [10] . The performance of TSC [25] was not evaluated due to the method's high computational demands: it would take approximately 200 hours on the ETHZ dataset.
The results are shown in Fig. 5 , in terms of Cumulative Matching Characteristic (CMC) curves. A CMC curve represents the expectation of finding the correct match in the top n matches. For n > 2, the proposed RDC method obtains better performance than the other techniques. Table 2 compares the total wall-clock time for training and classification required for the proposed RDC approach and the RLPP method [10] . RLPP is a Riemannian manifold based method that employs geodesic distance. The results show that the RDC approach is roughly five times faster than RLPP. Table 2 . Average time (secs) to run the RDC and RLPP algorithms on a 3 GHz machine (Matlab implementation).
Time Comparison

Main Findings and Future Directions
A recent trend in computer vision is to represent images through covariance matrices, which can be treated as points on a special class of Riemannian manifolds. To simplify the handling of such manifolds, inference is traditionally achieved through first embedding the manifolds in higher dimensional Euclidean spaces. While the popular choice for embedding manifolds is through considering tangent spaces, this is not free from drawbacks, as only distances between points to the tangent pole are equal to true geodesic distances. This restriction might result in inaccurate modelling, as the structure of the manifolds is only partially taken into account
In this paper we proposed a new method for analysing Riemannian manifolds, where embedding into Euclidean spaces is not explicitly required. To this end, we proposed to represent Riemannian points through their similarities to a set of reference points on the manifold, with the aid of the recently proposed Stein divergence, which is a symmetrised version of Bregman matrix divergence. Classification problems on manifolds are then effectively converted into the problem of finding appropriate machinery over the space of similarities, which can be tackled by conventional Euclidean learning methods such as linear discriminant analysis.
Experiments on face recognition, person reidentification and texture classification show that the proposed method outperforms state-of-the-art approaches, such as Tensor Sparse Coding, Histogram Plus Epitome, log-Euclidean Sparse Representation, and the recent Riemannian Locality Preserving Projection (RLPP). We have also shown that the proposed method is approximately 5 times faster than RLPP.
In the proposed approach we have currently used all training samples as reference points (see Eqn. 6). While this approach is effective, it might be affected by outliers. Furthermore, for classes with many examples, this approach may not be scalable. As such, future avenues of research include defining alternative methods of creating class representers, such clustering directly on the manifold.
