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Estimation of ordinary differential equation models
with discretization error quantification
Takeru Matsuda∗ and Yuto Miyatake†
Abstract. We consider estimation of ordinary differential equation (ODE) models from noisy observations. For
this problem, one conventional approach is to fit numerical solutions (e.g., Euler, Runge–Kutta) of
ODEs to data. However, such a method does not account for the discretization error in numerical
solutions and has limited estimation accuracy. In this study, we develop an estimation method
that quantifies the discretization error based on data. The key idea is to model the discretization
error as random variables and estimate their variance simultaneously with the ODE parameter. The
proposed method has the form of iteratively reweighted least squares, where the discretization error
variance is updated with the isotonic regression algorithm and the ODE parameter is updated by
solving a weighted least squares problem using the adjoint system. Experimental results demonstrate
that the proposed method improves estimation accuracy by accounting for the discretization error
in a data-driven manner.
Key words. discretization error, isotonic regression, parameter estimation, probabilistic numerics
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1. Introduction. A system of ordinary differential equations (ODEs) is a fundamental tool
for modeling a dynamical system in many fields. For example, the spiking neuron activity is
simply described by the FitzHugh–Nagumo model [9, 20]:
dV
dt
= c
(
V −
V 3
3
+R
)
,
dR
dt
= −
1
c
(V − a+ bR).
In practice, ODE models often include unknown system parameters (e.g., a, b, and c in the
above model) or unknown initial state (e.g., V (0) and R(0) in the above model). In this study,
we focus on estimation of ODE models from noisy data. Specifically, consider an ODE model
d
dt
x(t; θ) = f(x(t; θ), θ), x(0; θ) = x0(θ),
where θ ∈ Θ ⊂ RD is an unknown parameter. Suppose that we have noisy observations
y1, . . . , yK of x(t; θ) at several time points t1, . . . , tK :
yk = Hx(tk; θ) + εk, εk ∼ N(0,Γ), k = 1, . . . ,K,(1.1)
where H is a given linear map and εk is the observation noise with covariance Γ. In this
setting, our goal is to estimate θ based on y1, . . . , yK .
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Estimation of ODE models has a distinct feature due to the intractability of the initial
value problems. Namely, ODEs do not have a closed-form solution in general, and thus, we
do not have access to the exact solution x(tk; θ) in (1.1). In this sense, our problem here is
essentially different from the usual nonlinear regression. Instead of the exact solution x(tk; θ),
its approximation x˜(tk; θ) is obtained by using numerical methods for ODEs such as Euler
and Runge–Kutta [5, 13]. Thus, one simple conventional approach to parameter estimation in
ODE models is to fit the numerical solutions to data directly. However, this approach requires
numerical solutions to be sufficiently accurate, which is computationally intensive in general.
In other words, the difference x˜(tk; θ) − x(tk; θ) between the numerical and exact solutions,
which we call the discretization error in the following, is not negligible.
In this study, we develop a method for estimating ODE models that quantifies the dis-
cretization error based on data. The key idea is to model the discretization error as random
variables, which is inspired from the recent studies on probabilistic numerics for differen-
tial equations [8, 15, 18], and estimate their variance simultaneously with the ODE parame-
ter. Specifically, the proposed method has the form of Iteratively Reweighted Least Squares
(IRLS), where the discretization error variance and ODE parameter are alternately updated.
The update of the discretization error variance is efficiently solved by the isotonic regression
algorithm [3, 22, 30]. On the other hand, the update of the ODE parameter is formulated
as a weighted least squares problem and solved by using the exact gradient of the objec-
tive function, which is computed by the adjoint system of (1.1) and symplectic partitioned
Runge–Kutta methods [24]. Experimental results on several ODE models demonstrate that
the proposed method successfully quantifies the discretization error and thus has better es-
timation accuracy than the conventional method. Note that, whereas several recent studies
investigated Bayesian probabilistic numerical methods for ODE models [6, 7, 21], we focus on
parameter estimation with maximum likelihood in this study.
This paper is organized as follows. After presenting the problem setting in Section 2, we
explain the detail of the proposed method in Section 3. In Section 4, we show the experimental
results for several ODE models. In Section 5, we give concluding remarks. Several technical
details are provided in the appendices.
2. Problem setting. Consider an M -dimensional ODE model
d
dt
x(t; θ) = f(x(t; θ), θ), x(0; θ) = x0(θ),(2.1)
where f : RM × RD → RM and θ ∈ Θ ⊂ RD is an unknown parameter. Suppose that
we have noisy observations y1, . . . , yK of J (≤ M) components of x(t; θ) at K time points
0 ≤ t1 < t2 < · · · < tK :
yk = Hxk(θ) + εk, εk ∼ N(0,Γ), k = 1, . . . ,K,(2.2)
where H ∈ RJ×M is a submatrix of the identity matrix of size M , xk(θ) := x(tk; θ) is the
exact solution of (2.1) at t = tk, and ε1, . . . , εK are i.i.d. observation noise. For simplicity, we
assume the covariance matrix Γ of the observation noise εk to be a known diagonal matrix:
Γ = diag(γ21 , . . . , γ
2
J) with γ
2
j > 0 given. We denote the j-th element of yk and Hxk by yk,j
and Hjxk, respectively, for j = 1, . . . , J .
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Our goal is to estimate θ based on y1, . . . , yK . From (2.2), the likelihood function is given
by
L(θ) = p(y1, . . . , yK | θ)
=
K∏
k=1
1
(2pi)J/2|Γ|1/2
exp
(
−
1
2
(yk −Hxk(θ))
⊤Γ−1(yk −Hxk(θ))
)
.
Therefore, the maximum likelihood (ML) estimate is the solution of the least squares problem:
θˆML = argmax
θ
logL(θ) = argmin
θ
K∑
k=1
(yk −Hxk(θ))
⊤Γ−1(yk −Hxk(θ)).(2.3)
Although the maximum likelihood estimate θˆML in (2.3) has desirable properties including
asymptotic efficiency, it involves the exact solution xk(θ) of the ODE model (2.1), which is
not available in practice. Thus, one conventional method is to substitute a numerical solution
x˜k(θ) such as Euler and Runge–Kutta [5, 13], which we call the quasi-maximum likelihood
(QML) estimate:
θˆQML = argmin
θ
K∑
k=1
(yk −Hx˜k(θ))
⊤Γ−1(yk −Hx˜k(θ)).(2.4)
If the numerical solution x˜k(θ) is sufficiently accurate, then the estimate θˆQML in (2.4) is
considered to be close to the maximum likelihood estimate (2.3). However, the discretization
error x˜k(θ)−xk(θ) is not negligible in general, and thus, the estimate θˆQML in (2.4) has limited
estimation accuracy. We give one simple example in the following.
Example 2.1. Consider initial value estimation in the one-dimensional linear ODE model:
d
dt
x(t; θ) = λx(t; θ), x(0; θ) = θ,
with observations
yk = x(tk; θ) + rk, rk ∼ N(0, γ
2), k = 1, . . . ,K,
where λ > 0 and tk = kh. This ODE model has the closed-form solution given by
xk(θ) = exp(λkh)θ.
On the other hand, if we solve this ODE with the explicit Euler scheme with step size h, then
the numerical solution is given by
x˜k(θ) = (1 + λh)
kθ.
Thus, if we adopt this numerical solution, the quasi-maximum likelihood estimate of θ in (2.4)
is given by
θˆQML = argmin
θ
K∑
k=1
(yk − (1 + λh)
kθ)2.
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This estimator is biased, and its bias is calculated as
Eθ[θˆQML]− θ =
∑K
k=1 exp(λkh)(1 + λh)
k∑K
k=1(1 + λh)
2k
,
which diverges as K →∞.
3. Proposed method. In this section, we develop a method for parameter estimation in
ODE models (2.1) that quantifies the discretization error in a data-driven manner. In Sec-
tion 3.1, we introduce the main idea of modeling the discretization error as random variables
and formulate the problem to simultaneous estimation of the discretization error variance and
ODE parameter. In Section 3.2, we propose Iteratively Reweighted Least Squares (IRLS)
algorithms where the discretization error variance and ODE parameter are alternately up-
dated. The update schemes for the discretization error variance and the ODE parameter are
explained in Sections 3.3 and 3.4, respectively.
3.1. Discretization error as random variable. Let ξk := x˜k − xk be the discretization
error at k-th step. We model ξ1, . . . , ξK as independent Gaussian random variables:
ξk ∼ N(0, Vk), k = 1, . . . ,K,(3.1)
where the variance Vk = diag(vk,1, . . . , vk,J) quantifies the magnitude of ξk. Since the dis-
cretization error is considered to accumulate in every step of numerical integration, we assume
the discretization error variances to be non-decreasing:
0 ≤ v1,j ≤ v2,j ≤ · · · ≤ vK,j, j = 1, . . . , J.(3.2)
By substituting (3.1) into (2.2), we obtain
yk = Hx˜k(θ) + ek, ek ∼ N(0,Γ + Σk), k = 1, . . . ,K,(3.3)
where ek := −Hξk + εk and Σk := HVkH
⊤. Note that we used the independence of the
discretization error ξ1, . . . , ξK and the observation noise ε1, . . . , εK . Since H ∈ R
J×M is a
submatrix of the identity matrix of size M and Vk has the order constraint (3.2), we have
Σk = diag(σ
2
k,1, . . . , σ
2
k,J), k = 1, . . . ,K,
where
0 ≤ σ21,j ≤ σ
2
2,j ≤ · · · ≤ σ
2
K,j, j = 1, . . . , J.(3.4)
We estimate the discretization error variance Σ := (Σ1, . . . ,ΣK) simultaneously with the
ODE parameter θ by maximum likelihood. From (3.3), the likelihood function is given by
L(θ,Σ) = p(y1, . . . , yK | θ,Σ)
=
K∏
k=1
1
(2pi)J/2|Γ + Σk|1/2
exp
(
−
1
2
(yk −Hx˜k(θ))
⊤(Γ + Σk)
−1(yk −Hx˜k(θ))
)
.
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Thus, the estimate is defined as
(θˆ, Σˆ) = argmax
θ,Σ
logL(θ,Σ)
= argmin
θ,Σ
K∑
k=1
(
log |Γ + Σn|+ (yk −Hx˜k(θ))
⊤(Γ + Σk)
−1(yk −Hx˜k(θ))
)
= argmin
θ,Σ
K∑
k=1
J∑
j=1
(
log(γ2j + σ
2
k,j) +
r2k,j(θ)
γ2j + σ
2
k,j
)
,(3.5)
where rk,j(θ) is the residual defined by
rk,j(θ) = yk,j −Hjx˜k(θ).(3.6)
Remark 3.1. The idea of modeling the discretization error by random variables was dis-
cussed recently by, for example, Arnold et al. [2] and Conrad et al. [8]. In [8], by modeling the
local truncation error by Gaussian random variables, the authors proposed to quantify the
forward uncertainty by doing a number of simulations and applied this method to improve
the Bayesian inference. Convergence analyses are given in [18]. To preserve properties such
as positivity and symplecticity, Abdulle and Garegnani [1] proposed to perturb the time step
size instead. On the other hand, several studies have investigated the relationship between
ODE solvers and Gaussian process models [26, 27, 28] and its implications for uncertainty
quantification [6, 16, 14, 27, 29]. We also note that probabilistic models have been used in
the context of numerical analysis, see, e.g., Hairer et al. [12].
3.2. Iteratively reweighted least squares. Now, we develop Iteratively Reweighted Least
Squares (IRLS) algorithms for solving (3.5).
We introduce the weights w = (wk,j) defined by
wk,j =
1
γ2j + σ
2
k,j
, k = 1, . . . ,K, j = 1, . . . , J.
From (3.4), the weights have the order constraint:
0 < wK,j ≤ wK−1,j ≤ · · · ≤ w1,j ≤
1
γ2j
, j = 1, . . . , J.(3.7)
By transforming from (θ,Σ) to (θ,w), the minimization problem in (3.5) is rewritten as
(θˆ, wˆ) = argmin
θ,w
g(θ,w),(3.8)
where
g(θ,w) =
K∑
k=1
J∑
j=1
(
− logwk,j + wk,jr
2
k,j(θ)
)
.(3.9)
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We solve (3.8) by alternating minimization with respect to θ and w. Specifically, starting
from an initial guess θ(0) of the ODE parameter, we iterate the following two steps:
w(l) = argmin
w
g(θ(l−1), w),(3.10)
θ(l) = argmin
θ
g(θ,w(l)).(3.11)
The detail of each update will be explained in the following two subsections. Since the update
of θ in (3.11) is interpreted as a weighted least squares with weights w, we refer to the algorithm
that iterates (3.10) and (3.11) until convergence as the Iteratively Reweighted Least Squares
(IRLS) algorithm (Algorithm 3.1). In addition, we call L iterations of (3.10) and (3.11) the
IRLS(L) algorithm (Algorithm 3.2). From the order constraint (3.7), the estimated weights
wˆk,j are non-increasing with respect to k and they are interpreted as describing the reliability
of the numerical solution x˜k,j(θ) in estimating θ.
Algorithm 3.1 Iteratively reweighted least squares (IRLS) for solving (3.8)
1: Set the initial guess θ(0)
2: for l = 1, 2, . . . do
3: Solve (3.10) by PAVA (Section 3.3)
4: Solve (3.11) by numerical optimization (Section 3.4)
5: if stopping criterion is satisfied then
6: Return w(l) and θ(l)
7: end if
8: end for
Algorithm 3.2 Iteratively reweighted least squares (L) (IRLS(L)) for solving (3.8)
1: Set the initial guess θ(0)
2: for l = 1, 2, . . . , L do
3: Solve (3.10) by PAVA (Section 3.3)
4: Solve (3.11) by numerical optimization (Section 3.4)
5: end for
6: Return w(L) and θ(L)
3.3. Update of the weights. Here, we provide an efficient method for the update of the
weights w in (3.10).
The update of the weights (3.10) is solved as follows. Its proof is given in Appendix A.
Theorem 3.2. Let (µ1,j, . . . , µK,j) be the optimal solution of
min
µ1,j≤···≤µK,j<0
K∑
k=1
(
Φ(µk,j)− µk,jrk,j(θ
(l−1))2
)
,(3.12)
where Φ(µ) = − log(−µ), for j = 1, . . . , J . Then, the solution of (3.10) is given by w
(l)
k,j =
−max(µk,j,−1/γ
2
j ) for j = 1, . . . , J .
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The optimization problem (3.12) is efficiently solved by an algorithm called the pool
adjacent violators algorithm (PAVA) [3, 22, 30]. Specifically, let S0 = 0 and Sk = r
2
1,j+· · ·+r
2
k,j
for k = 1, · · · ,K. Consider the line graph connecting (0, S0), (1, S1), . . . , (K,SK) (dashed line
in Figure 3.1). We can efficiently compute the maximal convex function, called the greatest
convex minorant, on [0,K] which lies entirely below this graph (solid line in Figure 3.1). Let
Sk be the value of the greatest convex minorant at k for k = 0, 1, . . . ,K. Then, the optimal
solution to (3.12) is given by
µˆk = φ
−1(Sk − Sk−1) = −
1
Sk − Sk−1
, k = 1, . . . ,K,
where φ(µ) = Φ′(µ) = −1/µ. See [22] for the proof.
The computational cost for updating the weights is much cheaper than that for a single
numerical integration of the system of ODEs (2.1) in most cases. Note also that the weights
w = (wk,j) for different j can be updated in parallel.
k
S
1 2 3 4 5
(0, S0)
(1, S1)
(2, S2)
(3, S3)
(4, S4) (5, S5)
Figure 3.1. The line graph with K = 5 (dashed line) and its greatest convex minorant (solid line).
Remark 3.3. PAVA is a general algorithm for the problem of estimating ordered natural
parameters of exponential families, which is called the generalized isotonic regression [3, 22,
30], and the update of the weights is naturally interpreted in this context. Namely, from (3.3),
the square of the residual (3.6) follows the chi-square distribution:
rk,j(θ)
2 ∼ (γ2j + σ
2
k,j)χ
2
1.
In other words, rk,j(θ)
2 follows the Gamma distribution with shape parameter 1/2 and scale
parameter w−1k,j = γ
2
j + σ
2
k,j:
rk,j(θ)
2 ∼ Gamma
(
1
2
,
1
wk,j
)
.
In this way, the procedure above can be interpreted as applying PAVA to the maximum
likelihood estimation of ordered scale parameters of Gamma distributions (see Example 1.5.3
in [22]).
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3.4. Update of the ODE parameter. The update of the ODE parameter θ in (3.11) is
interpreted as solving the weighted least squares problem:
θ(l) = argmin
θ
R˜(θ),(3.13)
where
R˜(θ) =
K∑
k=1
R˜k(θ), R˜k(θ) =
J∑
j=1
w
(l)
k,j(yk,j −Hj x˜k(θ))
2.(3.14)
We employ numerical optimization to solve (3.13). In order to use a gradient method such
as the quasi-Newton method and nonlinear conjugate gradient method, the gradient ∇θR˜(θ)
of the objective function R˜(θ) is necessary. However, since the objective function R˜(θ) is
implicitly defined through the ODE solver x˜k(θ), computation of its gradient is not trivial.
In this subsection, we briefly review a method for efficiently computing the exact gradient of
R˜(θ). The key ingredients are the adjoint system and symplectic partitioned Runge–Kutta
scheme [23]. See [24] for more detail.
Let us focus on an M -dimensional ODE model with unknown initial state:
d
dt
x(t; θ) = f(x(t; θ)), x(0; θ) = θ.(3.15)
The adjoint system of (3.15) is defined as
d
dt
λ(t) = −∇xf(x(t; θ))
⊤λ(t),(3.16)
where λ(t) ∈ RM and ∇xf(x(t; θ)) denotes the Jacobian matrix of f at zx(t; θ). For a function
of the form R(θ) = J(x(T ; θ)), the backward solution of the adjoint system (3.16) with the
final state condition λ(T ) = ∇xJ(x(T ; θ)) satisfies λ(0) = ∇θR(θ) (see Proposition 3.1 in [24]).
Similar relation holds when the original system (3.15) and adjoint system (3.16) are discretized
by a symplectic partitioned Runge–Kutta scheme [23], which is a well-known scheme in the
context of Geometric Integration [11, 25] (see Appendix B for a brief introduction of geometric
integration and symplectic partitioned Runge–Kutta methods). Specifically, let x˜k(θ) and λ˜k
be the numerical solution of (3.15) and (3.16) by a symplectic partitioned Runge–Kutta
scheme. Then, for a function of the form R˜(θ) = J(x˜K(θ)), the backward solution of the
adjoint system (3.16) with the final state condition λ˜K = ∇xJ(x˜K(θ)) satisfies λ˜0 = ∇θR˜(θ)
(see Theorem 3.4 in [24]). For example, if the ODE model (3.15) is discretized by the explicit
Euler scheme
x˜k+1(θ)− x˜k(θ)
tk+1 − tk
= f(x˜k(θ)),(3.17)
then the adjoint system (3.16) should be discretized as
λ˜k+1 − λ˜k
tk+1 − tk
= −∇xf(x˜k(θ))
⊤λ˜k+1,(3.18)
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which is an explicit scheme for backward integration.
The objective function R˜(θ) in (3.13) is a sum of R˜k(θ) in (3.14). Therefore, when we adopt
the explicit Euler method (3.17) for the numerical solution x˜k, the procedure of computing the
gradient of R˜(θ) is given by Algorithm 3.3. Its output λ˜0 coincides with ∇θR˜(θ). Of course,
this procedure can be extended straightforwardly to more general Runge–Kutta schemes.
In Section 4.3, we will use the Sto¨rmer–Verlet method (see Appendix C) for the numerical
solution of the Kepler equation. Also note that, in practice, we can adopt a composition of
Runge–Kutta schemes with time step sizes smaller than the observation interval tk+1− tk, as
will be done in Section 4.
Algorithm 3.3 Exact calculation of the gradient ∇θR˜(θ) of R˜(θ) in (3.14)
1: Compute the numerical solutions x˜1, . . . , x˜K for (3.15) using the Euler method (3.17)
2: Set λ˜K = ∇xR˜k(x˜K(θ))
3: for k = 1, . . . ,K do
4: Calculate λ˜K−k using (3.18)
5: if k = K then
6: Return λ˜0
7: end if
8: λ˜K−k ← λ˜K−k +∇xR˜K−k(x˜K−k(θ))
9: end for
Although we focused on the ODE model with unknown initial state (3.15), the above
method is applicable to the ODE model (2.1) with unknown system parameter as well. Specif-
ically, if the ODE model (2.1) includes the unknown system parameter θS, then it is reduced
to the form of (3.15) as follows:
d
dt
[
x(t; θ)
u(t; θ)
]
=
[
f(x(t; θ), u(t; θ))
0
]
,
[
x(0; θ)
u(0; θ)
]
=
[
x0(θ)
θS
]
.
Thus, the above method efficiently computes the gradient of R˜(θ) in (3.14).
4. Numerical experiments. In this section, we investigate the performance of the IRLS al-
gorithms by numerical experiments on three ODE models: Lorenz system, FitzHugh–Nagumo
model and Kepler equation. Experiments were performed in a computation environment with
1.6 GHz Intel Core i5, 16 GB memory, Mac OS X 10.14.4, and MATLAB (R2019a).
In each experiment, we generated observation data y1, . . . , yK by solving the ODE model
(2.1) with the MATLAB function ode45 and then adding Gaussian observation noise following
(2.2). In ode45, both relative and absolute error tolerances were set to 3.0 × 10−14, which is
much smaller than the observation noise variance employed below.
For the Lorenz system and FitzHugh–Nagumo model, we employed the explicit Euler
method for the numerical solution x˜(t; θ). On the other hand, for the Kepler equation, we
used the Sto¨rmer–Verlet method, which is a symplectic integrator for Hamiltonian systems [11]
(see Appendix C). Note that the time step size was set to be smaller than the observation
interval in all cases.
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To solve the weighted least squares in (3.11), we used the MATLAB function fminunc
(quasi-Newton algorithm; BFGS) with the gradient computed by the method in Section 3.4.
We have also tested fminunc (trust-region algorithm) and the nonlinear conjugate gradient
method, but the quasi-Newton algorithm was the fastest in many cases.
As shown in Figure 4.1, the IRLS algorithms converged within a few iterations in most
cases. Thus, instead of providing a specific stopping criterion for IRLS (Algorithm 3.1), we
simply identify IRLS(20) (Algorithm 3.2) as IRLS (Algorithm 3.1).
4.1. Lorenz system. Here, we consider the Lorenz system [19]:
d
dt

x1x2
x3

 =

 σ(−x1 + x2)x1(ρ− x3)− x2
x1x2 − βx3

 ,

x1(0)x2(0)
x3(0)

 = θ,
where (σ, ρ, β) = (10, 28, 8/3).
We focus on estimation of the initial state θ = [−10,−1, 40]⊤ from the observation of
(x1, x2, x3). Namely, the observation matrix H in (2.2) is the identity matrix. The observation
is taken at tk = (k − 1)h for k = 1, . . . ,K, where h = 0.01 and K = 201, and the observation
noise variance is set to Γ = diag(0.1, 0.01, 0.01). Note that similar results were obtained for
other settings of Γ. For the ODE solver x˜k(θ), we employ the explicit Euler method with step
size ∆t = 1.0× 10−2, 5.0× 10−4, or 1.0× 10−4.
4.1.1. Estimation accuracy. First, we check the estimation accuracy of the IRLS algo-
rithms.
Figure 4.1 plots the objective function g(θ(l), w(l)) in (3.9) and squared error ‖θˆ(l) − θ‖2
with respect to the iteration count l for different step sizes. The initial guess was set to
θ(0) = [−9,−1.5, 39]⊤. The IRLS algorithms converge within 10 iterations, and the estimation
accuracy is better for smaller step size.
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Figure 4.1. Plots of the objective function g(θ(l), w(l)) in (3.9) (left) and the squared error ‖θ(l) − θ‖2
(right) of IRLS (Algorithm 3.1) with three different step sizes for the Lorenz system.
Figure 4.2 plots the estimated weights w
(20)
k,j at the 20th iteration for different step sizes.
The initial guess was set to θ(0) = [−9,−1.5, 39]⊤. Note that, from (3.7), the weight wk,j does
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not exceed 1/γ2j , which is 10 for j = 1 and 100 for j = 2, 3. The estimated weights tend to
be larger for smaller step sizes, which implies that the numerical solution is more reliable. In
particular, the weights w
(20)
k,1 for x1 are constant when ∆t = 1.0 × 10
−4, which indicates that
the numerical solution is accurate enough compared to the observation noise. In this way,
the IRLS algorithms provide information about the accuracy of the numerical solution as a
byproduct.
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Figure 4.2. The estimates of weights w
(20)
k,j by IRLS(20) (Algorithm 3.2) for the Lorenz system.
Figure 4.3 compares the estimation accuracy of the IRLS algorithms with the conventional
method θˆQML in (2.4), which does not account for the discretization error, for two choices of the
initial guess: θ(0) = [−9,−1.5, 39]⊤ and θ(0) = [−9.9,−0.9, 40.5]⊤ . The IRLS algorithms have
better estimation accuracy than the conventional method. In particular, the IRLS algorithms
are more robust with respect to the choice of the initial guess.
4.1.2. Discretization error quantification. Now, we confirm that the IRLS algorithms
successfully quantify the discretization error. Here, we regard the output of ode45 with the
true initial state as x(t; θ) and fix the time step size for x˜(tk; θ) to ∆t = 5.0 × 10
−4.
Figure 4.4 shows the observation data y1, . . . , yK and the numerical solution x˜(t; θ) with
the true initial state. It implies that the discretization error x˜(t; θ) − x(t; θ) becomes large
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Figure 4.3. Comparison of squared errors ‖θˆ−θ‖2 of IRLS (Algorithm 3.1), IRLS(L) (Algorithm 3.2) with
several values of L, and the conventional method in (2.4) for the Lorenz system. Left: θ(0) = [−9,−1.5, 39]⊤.
Right: θ(0) = [−9.9,−0.9, 40.5]⊤.
around t = 1.5.
Figure 4.5 plots the estimated weights wˆk,j, the square root of the estimated discretization
error variance σˆk,j, and the actual discretization error |xj(tk; θ) − x˜j(tk; θ)| for each j. The
estimates of discretization error variance quantify the actual discretization error well. In
particular, the actual discretization error grows rapidly after t = 1.5 and this behavior is well
reproduced by the estimates of discretization error variance.
4.2. FitzHugh–Nagumo model. Here, we consider the FitzHugh–Nagumo model [9, 20]:
d
dt
[
V
R
]
=


c
(
V −
V 3
3
+R
)
−
1
c
(V − a+ bR)

 ,
[
V (0)
R(0)
]
=
[
−1
−1
]
.
We consider estimation of the system parameter θ = [a, b, c] = [0.2, 0.2, 3] from the ob-
servation of V . Namely, the observation matrix H in (2.2) is H = [1, 0]. The observation is
taken at tk = (k − 1)h for k = 1, . . . ,K, where h = 0.2 and K = 201, and the observation
noise variance is set to Γ = 0.01.
Figure 4.6 (top left, top right) plots the objective function g(θ(l), w(l)) in (3.9) and squared
error ‖θˆ(l) − θ‖2 with respect to the iteration count l for different step sizes. The initial guess
was set to θ(0) = [1, 1, 1]. Similarly to the Lorenz system, estimation accuracy is better for
smaller step sizes. Also, Figure 4.6 (bottom) shows the estimates of weights w
(20)
k,j , which
indicates that the numerical solution with smaller step size is more reliable.
Figure 4.7 plots the squared errors of the IRLS algorithms and the conventional method
with respect to the step size. The IRLS algorithms have better estimation accuracy when the
step sizes are smaller than 10−2, whereas both methods attain almost the same estimation
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Figure 4.4. The observation data y1, . . . , yK and the numerical solution x˜(t; θ) with step size ∆t = 5.0×10
−4
for the Lorenz system.
accuracy for relatively large step sizes. Since the plots for IRLS(2), IRLS(3) and IRLS almost
overlap each other, IRLS algorithms are considered to converge in two iterations.
4.3. Kepler equation. Finally, we consider the Kepler equation:
d
dt


q1
q2
p1
p2

 =


p1
p2
−
q1
(q21 + q
2
2)
3/2
−
q2
(q21 + q
2
2)
3/2


,


q1(0)
q2(0)
p1(0)
p2(0)

 = θ.
We consider estimation of the initial state θ = [1−e, 0, 0,
√
(1 + e)/(1 − e)]⊤ = [0.4, 0, 0, 2]⊤
with the eccentricity e = 0.6 from the observation of q1 and q2. Namely, the observation matrix
H in (2.2) is
H =
[
1 0 0 0
0 1 0 0
]
.
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Figure 4.5. Estimates of weights wˆk,j, estimates of discretization error σˆk,j, and the actual discretization
error |xj(tk; θ)− x˜j(tk; θ)| for the Lorenz system.
The observation is taken at tk = (k − 1)h for k = 1, . . . ,K, where h = 0.2 and K = 101, and
the observation noise variance is set to Γ = diag(1× 10−4, 1× 10−4).
The Kepler equation is a Hamiltonian system, and symplectic integrators are often em-
ployed for solving Hamiltonian systems in practical computations [11]. Thus, we use the
Sto¨rmer–Verlet method for the numerical solution x˜(t; θ) (see Appendix C for details).
Figure 4.8 plots the squared errors of the IRLS algorithms and the conventional method
with respect to the step size. We set the initial guess to θ(0) = [0.5, 0.05,−0.05, 2.5]⊤ . Similar
to the left figure in Figure 4.3, the IRLS algorithms have better estimation accuracy than the
conventional method, even with a single iteration (L = 1).
Figure 4.9 shows the numerical solution of the Sto¨rmer–Verlet method with the initial state
set to the estimate of IRLS(1) or the conventional method. The trajectory from the estimate
of IRLS(1) is fairly close to the observations and well exhibit the elliptic orbit, whereas the
one from the estimate of the conventional method does not reproduce the elliptic orbit.
5. Concluding remarks. In this paper, we developed a method for estimating ODE models
that quantifies the discretization error in a data-driven manner. By modeling the discretiza-
tion error as random variables, the proposed method alternately updates the discretization
error variance and the ODE parameter. The isotonic regression algorithm [3, 22, 30] is em-
ployed for the update of the discretization error variance, whereas the adjoint system and
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Figure 4.6. Plots of the objective function g(θ(l), w(l)) in (3.9) (top left), the squared error ‖θ(l) − θ‖2 (top
right) and the estimated weights w
(20)
k,j after 20 iterations (bottom) of IRLS (Algorithm 3.1) with two different
step sizes for the FitzHugh–Nagumo model.
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Figure 4.7. Comparison of the squared error ‖θˆ − θ‖2 of IRLS (Algorithm 3.1), IRLS(L) (Algorithm 3.2)
with several values of L, and the conventional method in (2.4) for the FitzHugh–Nagumo model. The plots for
IRLS(2), IRLS(3), IRLS almost overlap each other.
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Figure 4.8. Comparison of the squared error ‖θˆ − θ‖2 of IRLS (Algorithm 3.1), IRLS(L) (Algorithm 3.2)
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Figure 4.9. Numerical solutions of the Sto¨rmer–Verlet method (step size ∆t = 0.02) with the initial state
set to the estimate of IRLS(1) and the conventional method in (2.4) for the Kepler equation. The true initial
state is indicated by the square mark.
symplectic partitioned Runge–Kutta method [24] are used for the update of the ODE param-
eter. Experimental results on several ODE models demonstrated that the proposed method
improves estimation accuracy by successfully quantifying the discretization error based on
data. Since the proposed method converged in a few iterations in most cases, even one or two
iterations is expected to provide better estimate than the conventional method in practice.
We point out several directions for future work. First, although we assumed that the
observation noise variance is given, it is important to eliminate this assumption and develop a
method for estimating the observation noise variance. Next, while we modeled the discretiza-
tion error by random variables and assumed these random variables to be independent, this
assumption may not be suitable in some cases. For example, for an ODE system with almost
periodic orbit, the discretization error is also considered to be almost periodic. Thus, it is
important to extend the IRLS algorithms to account for the dependence between discretiza-
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tion error at different time points. Finally, it is an interesting problem from the viewpoint of
numerical analysis to investigate the behavior of the estimates of discretization error variance
theoretically.
Appendix A. Proof of Theorem 3.2.
We prove the following more general statement, of which Theorem 3.2 is a special case.
Theorem A.1. Let νˆ = (νˆ1, . . . , νˆK) be the optimal solution of the minimization problem
min
ν1≤···≤νK
K∑
k=1
(Φ(νk)− νksk),(A.1)
where Φ is a strictly convex function. Then, the optimal solution µˆ = (µˆ1, . . . , µˆK) of the
minimization problem
min
α≤µ1≤···≤µK
K∑
k=1
(Φ(µk)− µksk)(A.2)
is given by µˆk = max(νˆk, α).
The Lagrangian function for (A.1) is given by
L(ν, η) =
K∑
k=1
(Φ(νk)− νksk) +
K−1∑
k=1
ηk(νk − νk+1).
The optimal solution νˆ and its corresponding multiplier ηˆ satisfy the KKT condition [4]:
∂F
∂νk
∣∣∣∣
ν=νˆ, η=ηˆ
= Φ′(νˆk)− sk + ηˆk − ηˆk−1 = 0, k = 1, . . . ,K,(A.3)
where ηˆ0 = ηˆK = 0, and
ηˆk ≥ 0, νˆk − νˆk+1 ≤ 0, ηˆk(νˆk − νˆk+1) = 0, k = 1, . . . ,K − 1.(A.4)
Similarly, the Lagrangian function for (A.2) is defined as
L(µ, λ) =
K∑
k=1
(Φ(µk)− µksk) +
K−1∑
k=0
λk(µk − µk+1),
where µ0 = α. The KKT condition for the optimal solution µˆ and its corresponding multiplier
λˆ is given by
∂F
∂µk
∣∣∣∣
µ=µˆ, λ=λˆ
= Φ′(µˆk)− sk + λˆk − λˆk−1 = 0, k = 1, . . . ,K,(A.5)
where νˆK = 0, and
λˆk ≥ 0, µˆk − µˆk+1 ≤ 0, λˆk(µˆk − µˆk+1) = 0, k = 0, . . . ,K − 1,(A.6)
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where µˆ0 = α. Note that the KKT condition (A.5) and (A.6) is not only necessary but also
sufficient for the optimality of µˆ, since both the objective function and feasible region are
convex [4].
Without loss of generality, assume
νˆ1 ≤ · · · ≤ νˆK ′ < α ≤ νˆK ′+1 ≤ · · · ≤ νˆK .
Let µˆk = α for k = 1, . . . ,K
′ and µˆk = νˆk for k = K
′ + 1, . . . ,K. Also, let λˆk = ηˆk for
k = K ′, . . . ,K − 1 and define λˆK ′−1, . . . , λˆ0 backwardly by λˆk = Φ
′(µˆk+1)− sk+1 + λˆk+1. We
show that (µˆ, λˆ) satisfies (A.5) and (A.6), which completes the proof.
First, from λˆk = Φ
′(µˆk+1) − sk+1 + λˆk+1 for k = 0, . . . ,K
′ − 1, the condition (A.5) is
satisfied for k = 1, . . . ,K ′. Also, since µˆk = νˆk and λˆk = ηˆk for k = K
′ + 1, . . . ,K and (A.3)
holds, the condition (A.5) is satisfied for k = K ′ + 1, . . . ,K.
From the third condition in (A.4) for k = K ′ and the assumption νˆK ′ < νˆK ′+1, we have
λˆK ′ = ηˆK ′ = 0. Since Φ is strictly convex,
λˆK ′−1 = Φ
′(µˆK ′)− sK ′ + λˆK ′ ≥ Φ
′(νˆK ′)− sK ′ + ηˆK ′ = ηˆK ′−1.
By induction, we have λˆk ≥ ηˆk for k = 0, . . . ,K
′ − 1. Thus, from the first condition in
(A.4), the first condition in (A.6) is satisfied for k = 0, . . . ,K ′ − 1. Also, from λˆk = ηˆk for
k = K ′, . . . ,K − 1, the first condition in (A.6) is satisfied for k = K ′, . . . ,K − 1.
From the definition of µˆ, the second condition in (A.6) is satisfied for k = 0, . . . ,K − 1.
Finally, from λˆK ′ = 0 and µˆk = α for k = 0, . . . ,K
′, the third condition in (A.6) are
satisfied for k = 0, . . . ,K ′. In addition, from µˆk = νˆk and λˆk = ηˆk for k = K
′ + 1, . . . ,K − 1
and the third condition in (A.4), the third condition in (A.6) is also satisfied for k = K ′ +
1, . . . ,K − 1.
Appendix B. Geometric Integration and symplectic partitioned Runge–Kutta methods.
Geometric numerical integration methods or structure-preserving numerical methods are
numerical methods that preserve or inherit the underlying geometric properties of differential
equations. The main advantage of geometric numerical integration methods is that in many
cases we can expect qualitatively better numerical solutions, especially over a long period of
time, than general-purpose methods. For more details on this subject, see [10, 11, 17].
Consider a coupled system
d
dt
[
x
z
]
=
[
f1(x, z, t)
f2(x, z, t)
]
,
[
x(0)
z(0)
]
=
[
x0
z0
]
,(B.1)
where x ∈ RM1 and z ∈ RM2 are time-dependent vectors and f1 : R
M1 × RM2 × R → RM1 ,
f2 : R
M1 × RM2 × R → RM2 . A partitioned Runge–Kutta (PRK) method applied to (B.1)
reads
xn+1 = xn +∆tn
s∑
i=1
bikn,i, zn+1 = zn +∆tn
s∑
i=1
Biln,i,
where
kn,i = f1(Xn,i, Zn,i, tn + ci∆tn), ln,i = f2(Xn,i, Zn,i, tn + Ci∆tn),
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and the internal stages Xn,i, Zn,i for i = 1, . . . , s are defined by
Xn,i = xn +∆tn
s∑
i=1
aijkn,j, Zn,i = zn +∆tn
s∑
i=1
Aijkn,j.
Note that in this appendix tn does note mean the time points the observations are made, but
it simply means the time grid of the numerical method: tn+1 − tn = ∆tn.
It is known that a PRK method preserves certain quadratic invariants if the coefficients
of the method satisfies a certain condition. More precisely, the following theorem holds.
Theorem B.1 (e.g. [11, Chapter IV, Theorem 2.4], [24, Theorem 2.4]). Assume that S :
R
M1 × RM2 → R is a real valued bilinear map, and the solution to (B.1) satisfies
d
dt
S(x(t), z(t)) = 0.
If the PRK coefficients satisfy
bi = Bi, i = 1, . . . , s, biAij +Bjaji = biBi, i, j = 1, . . . , s(B.2)
and
ci = Ci, i = 1, . . . , s,(B.3)
it follows that for the solution to the PRK method S(xn, zn) is constant, i.e. it is independent
of n.
A PRK method is called a symplectic PRK method if its coefficients satisfy (B.2), be-
cause such a PRK method exactly preserves the symplecticity when applied to Hamiltonian
systems [11].
The key idea to obtaining the exact gradient in Section 3.4 is to couple the original
system (3.15) and the adjoint system, and to apply a symplectic PRK method (precisely
speaking, the variational equations δ˙ = ∇xf(x)δ should be taken into account, but we omit
the detail since in practice there is no need to integrate the variational equations). For
example, when s = 1, if the original system is integrated by using the explicit Euler method
(3.17), i.e. (a, b, c) = (1, 1, 1), then the adjoint system should be solved by the method
(A,B,C) = (0, 1, 1) so that the pairs of the coefficients satisfy the conditions (B.2) and (B.3).
The choice (A,B,C) = (0, 1, 1) leads to the scheme (3.18).
Appendix C. The Sto¨rmer–Verlet method.
The Sto¨rmer–Verlet method is a typical symplectic partitioned Runge–Kutta method [11].
It has been widely used to integrate Hamiltonian systems, especially those from celestial
mechanics and molecular dynamics. We employ the Sto¨rmer–Verlet method to integrate the
Kepler equation in Section 4.3.
In general, for a system of ODEs of the form
d
dt
[
q
p
]
=
[
p
−f(q)
]
,(C.1)
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the one step formula (q˜n, p˜n) 7→ (q˜n+1, p˜n+1) of the Sto¨rmer–Verlet method is defined by
q˜n+1/2 = q˜n +
∆tn
2
p˜n,
p˜n+1 = p˜n −∆tnf(q˜n+1/2),
q˜n+1 = q˜n+1/2 +
∆tn
2
p˜n+1,
where ∆tn is the time step size.
The adjoint system (3.16) for (C.1) is
d
dt
[
λ
ν
]
=
[
∇qf(q)
⊤ν
−λ
]
.(C.2)
To obtain the exact gradient defined with the numerical solutions of the Sto¨rmer–Verlet
method, we need to follow the discussion in Appendix B. But the difficulty is that while
in Appendix B (and [24]) the original equation is assumed to be solved by a standard Runge–
Kutta method, in this case the original equation is solved by the PRK method. It turns out
that the discussion in Appendix B can be extended to the case that the original equation
itself is solved by a PRK method. To obtain the exact gradient defined with the numeri-
cal solutions of the Sto¨rmer–Verlet method, the adjoint system (C.2) should be numerically
integrated backwardly by the formula
ν˜n+1/2 = ν˜n −
∆tn
2
λ˜n
λ˜n+1 = λ˜n +∆tn∇qf(q˜n+1/2)
⊤ν˜n+1/2,
ν˜n+1 = ν˜n+1/2 −
∆tn
2
λ˜n+1.
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