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Abstract
This paper applies the classical prediction error method (PEM) to the estimation of nonlinear discrete-time models of
neuronal systems subject to input-additive noise. While the nonlinear system exhibits excitability, bifurcations, and limit-
cycle oscillations, we prove consistency of the parameter estimation procedure under output feedback. Hence, this paper
provides a rigorous framework for the application of conventional nonlinear system identification methods to discrete-time
stochastic neuronal systems. The main result exploits the elementary property that conductance-based models of neurons have
an exponentially contracting inverse dynamics. This property is implied by the voltage-clamp experiment, which has been the
fundamental modeling experiment of neurons ever since the pioneering work of Hodgkin and Huxley.
Key words: Closed-loop identification, nonlinear system identification, prediction error methods, contraction theory,
neuronal systems, output feedback.
1 Introduction
The estimation of models for biological neuronal sys-
tems is a topic that has attracted considerable inter-
est in the scientific community over the past decades
[32,13,19,24,31]. However, the asymptotic properties of
published estimation methods are rarely discussed. This
is understandable for models that exhibit highly non-
linear dynamics including excitable behaviors and limit
cycle oscillations.
The goal of this paper is to show that rigorous con-
vergence results can be established in the most classi-
cal framework of the prediction error method (PEM)
[25,26]. In nonlinear system identification, the conver-
gence and consistency analysis of the PEM depends on
the assumption that the signals are generated within a
process with some form of input-output stability — for
instance, a fading memory [4], input-output exponential
stability [25,33,1], or mean square convergence of the
output to that of a Volterra series [34,38]. In addition,
the analysis is greatly simplified by the assumption that
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the true system is affected by output-additive noise only
[38,27].
Neuronal models are nonlinear systems that fail to
satisfy the stability and the output-additive noise as-
sumptions. First, neuronal systems are primarily sub-
ject to input-additive noise. This type of noise models
the stochastic fluctuations of currents traversing the
neuronal membrane. For a review of the modeling of
noise in neuronal systems, see [15,14]. Furthermore, the
non-equilibrium nature of neuronal behaviors precludes
any reasonable exponential stability or fading memory
assumption.
Previous works have studied the application of the PEM
under these unfavorable conditions. When the noise is
input-additive, the difficulty lies in the intractability of
analytically computing the optimal one-step-ahead pre-
dictor (see [37] for a discussion). As long as the data-
generating process is input-output exponentially stable,
consistent parameter estimates can be obtained in some
cases, e.g., when predictor models are linear in the past
outputs [1] or when LTI elements of a block-oriented
model structure are known [33]. When input-output sta-
bility is not guaranteed, as in the case of oscillatory sys-
tems, an alternative to standard PEM analysis must be
found. In [7], the authors justify with dynamical systems
theory the application of the PEM to identify the linear
element of a Lure-type system with a limit cycle; the au-
Preprint submitted to Automatica 30 July 2020
ar
X
iv
:2
00
2.
09
62
6v
2 
 [e
es
s.S
Y]
  2
9 J
ul 
20
20
thors assume ergodicity of the system’s signals in order
to bypass the question of stability. In [29], the authors
develop a method based on transverse contraction anal-
ysis to identify oscillatory systems under the assump-
tion that all states of the model are available; no noise
considerations are made.
The main observation underlying the present paper is
that while the assumptions that make PEM analysis
tractable are not verified for conductance-based neu-
ronal models, they hold for their inverse. In other words,
conductance-based models verify these assumptions un-
der high-gain output feedback. This means that neu-
ronal systems can be identified with classical techniques
by relying on the direct approach of closed-loop system
identification [12]. Using contraction theory [28], we rig-
orously justify the use of the direct approach to consis-
tently estimate discrete-time neuronal models.
We show that the closed-loop approach to the neuronal
system identification problem is fully consistent with the
classical voltage-clamp experiment of Hodgkin and Hux-
ley [17]. Voltage-clamp has remained to date the key ex-
perimental methodology to derive a state-space model
of a neuron. We show that there is flexibility in designing
a contracting output feedback law beyond the high-gain
implementation of voltage-clamp. As in previous work
dealing with Lure systems [5], we advocate that feedback
design is an integral element of neuronal system iden-
tification, which makes this an attractive application of
closed-loop system identification theory.
The paper is organized as follows: in Section 2, we review
a number of classical tools of nonlinear system identifica-
tion and analysis. In Section 3, we introduce the general
class of conductance-based models and show that they
have a contracting inverse. In Section 4, we detail the
identification of the inverse dynamics of discrete-time
neuronal systems with the PEM and discuss the plausi-
bility of the required assumptions. In Section 5, we illus-
trate our results using data from numerical simulations.
2 Preliminaries
This section reviews two classical results of system the-
ory: the convergence properties of the prediction error
method [25] and the system property of contraction [28].
We use the following notation: For a discrete-time
variable xk, the signal up to time k is denoted by
x[0,k] = (xk, xk−1, . . . , x0). We write R+ = [0,∞) and
Z+ = {0, 1, . . . }, and the number 0 is treated as a
scalar or as a vector, with the dimension implied by
the context in which it is used. The norm ‖ · ‖ denotes
the Euclidean norm, and σmax[ · ] denotes the largest
singular value of a matrix. For arbitrary β > 0, the
class of nu-valued sequences u : Z+ → Rnu such that
supk∈Z+ maxj |uj,k| < β is denoted by Unuβ .
2.1 Parametric Identification of nonlinear systems with
the Prediction Error Method
Consider a nonlinear stochastic discrete-time system
represented by
yk = Fk
(
u[0,k];x0
)
+ ek (1)
where uk ∈ Rnu is the system’s input, yk ∈ Rny is the
system’s output, ek ∈ Rny is a stochastic process such
that E[ek | e[0,k−1]] = 0, Fk(·) is a sequence of deter-
ministic mappings, and x0 is an initial state.
Assume that the system (1) is in a feedback loop with
an adaptive feedback element given by
uk = Hk
(
y[0,k−1], u[0,k−1], rk
)
(2)
where uk is the feedback element’s output, yk is the out-
put of (1), and rk ∈ Rnr is an external signal.
In the prediction error framework, the system (1) is iden-
tified based on N collected input-output data points,
given by the sequences y[0,N ] and u[0,N ]. For this pur-
pose, a parametric model is used to obtain a prediction
yˆk of the output yk. In this paper, we work with an out-
put error predictor model, which is represented by a se-
quence of operators Fˆk such that
yˆk(θ) = Fˆk
(
u[0,k]; θ
)
(3)
where θ ∈ D denotes a vector of parameters, and D is
a subset of Rnθ , with nθ the number of parameters 1 .
The assumption on the process ek implies that (3) is the
optimal mean squared error predictor of yk, given y0:k−1
and u0:k.
A simple criterion that can be used to obtain estimates
for the parameters in the vector θ is the minimization of
the cost function
VN (θ) =
1
N
N∑
k=1
(yk − yˆk(θ))2 , (4)
resulting in the parameter estimates
θˆN = arg min
θ∈D
VN (θ) (5)
The asymptotic behavior of the parameter estimates θˆN
as the number of data pointsN grows to infinity depends
1 In (1) and (3), we allow the input to affect the output
without a delay. This differs from the text in [25], where a
time delay is assumed. However, as remarked in [25], this
delay is not essential for their results. To make clear that
algebraic loops are not allowed in the system, we included
an explicit time delay in the subsystem (2).
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on the asymptotic behavior of the function VN (θ). Since
the system is stochastic, VN (θ) is a random variable. To
guarantee that the identified model is independent of the
specific realization of the noise entering the system, we
need the prediction error εk(θ) = yk− yˆk(θ) to satisfy an
ergodicity property: VN (θ) must converge to its expected
value as N → ∞. This property is achieved by means
of two fundamental conditions: one on the system that
generates the data, and one on the predictor.
Condition 1 ([25],[12]). The closed-loop system (1)-(2)
is such that for each k, s ∈ Z+, k ≥ s, there exist random
variables y¯k,s and u¯k,s, independent of r[0,s] and e[0,s]
but not independent of r[0,k] and e[0,k], such that
E
[‖yk − y¯k,s‖4] < Cαk−s (6a)
E
[‖uk − u¯k,s‖4] < Cαk−s (6b)
for some C > 0 and α < 1. Here, y¯s,s = u¯s,s = 0.
Condition 2 ([25]). The mappings Fˆk are differentiable
with respect to θ for all θ ∈ D, where D is a closed
and bounded subset of Rnθ . Furthermore, there exist a
C <∞ and α ∈ (0, 1) such that∥∥Fˆk (u[0,k]; θ)−Fˆk (u˜[0,k]; θ) ∥∥
≤ C
k∑
m=0
αk−m ‖um − u˜m‖
(7)
and ∥∥Fˆk (0[0,k]; θ) ∥∥ ≤ C (8)
for all k, u[0,k], u˜[0,k], and θ belongs to an open neigh-
borhood ofD. The (d/dθ)Fˆk are subject to an inequality
analogous to (7).
When the model (3) satisfies Condition 2, then the map-
ping θ 7→ {Fˆk( · ; θ)}k∈Z+ is called a model structure [26,
Section 5.7]. Thus (3) is called a model structure when
viewed as a function of θ.
The main result of [25] can now be stated as follows.
Lemma 1 ([25]). Consider the feedback system (1)-(2)
subject to Condition 1, and the model (3) subject to
Condition 2. Consider VN (θ) given by (4). Then
sup
θ∈D
|VN (θ)− E [VN (θ)]| → 0 w.p. 1 as N →∞
2.2 Contracting discrete-time dynamics
Neuronal systems are most commonly represented by
state-space models, and so we will rely on the state-space
formalism of contraction theory [28] to analyze the iden-
tification problem. We present both the discrete-time
and continuous-time definitions in sequence, as they are
both relevant to us.
First, consider the discrete-time system
xk+1 = f(xk, uk) (9a)
yk = h(xk, uk) (9b)
where f and h are continuously differentiable functions,
u : Z+ → Rnu is the input signal, y : Z+ → Rny is the
output signal, and x : Z+ → Rnx is the state vector.
We denote by xk = φk,s(u, xs) the solution of (9a) that
starts at time s and is evaluated at time k ≥ s, when
(9a) is subject to the input sequence u = u[0,∞] and
initial condition xs. We say a set X ⊆ Rnx is positively
invariant, uniformly on U ⊆ Rnu , if φk,0(u, x0) ∈ X for
x0 ∈ X, uk ∈ U , and k ∈ Z+.
Definition 1 ([28]). The discrete-time dynamics (9a) is
said to be exponentially contracting in a set X ⊆ Rnx ,
uniformly (in u) on U ⊆ Rnu , if there exist a symmetric
matrix sequence Pk(x) ≥ I > 0 and a constant α ∈
(0, 1) such that
∂f
∂x
>
Pk+1(f(x, u))
∂f
∂x
≤ α2Pk(x) (10)
for all k ∈ Z+, x ∈ X, and u ∈ U .
We call Pk(x) the contraction metric, and α the contrac-
tion rate. The result below will be instrumental in con-
necting the contraction property to the PEM conditions
of the previous section. For simplicity, we work with a
constant contraction metric.
Lemma 2. Consider the discrete-time system (9). Let
yk = Fk(u[0,k];x0) = h(φk,0(u, x0), uk) (11)
For some β > 0, assume (9a) is exponentially contracting
in a positively invariant, convex, closed and bounded set
X, uniformly on U = [−β, β]nu , with a constant P > 0.
Then there are C1, C2 > 0 and α ∈ (0, 1) such that∥∥Fk (u[0,k];x0)− Fk (u˜[0,k]; x˜0) ∥∥
≤ C1
k∑
m=0
αk−m‖um − u˜m‖+ C2 αk‖x0 − x˜0‖
(12)
for all k ≥ 0, u, u˜ ∈ Unuβ , and x0, x˜0 ∈ X.
Proof. See the Appendix A.1.
3
2.3 Contracting continuous-time dynamics
Consider the continuous-time nonlinear system
x˙(t) = f(x(t), u(t)) (13)
where f is a continuously differentiable function,
u : R+ → Rnu is an input signal and x : R+ → Rnx is
the state vector.
Definition 2. The continuous-time dynamics (13) is
said to be exponentially contracting in a set X ⊆ Rnx ,
uniformly (in u) on U ⊆ Rnu , if there exists a continu-
ously differentiable symmetric matrix P (x, t) ≥ I > 0
and a constant λ > 0 such that
∂f
∂x
>
P (x, t)+P (x, t)
∂f
∂x
+P˙ (x, u, t) ≤ −2λP (x, t) (14)
for all t ∈ R+, x ∈ X, and u ∈ U .
Alternatively, by writing P = Θ>Θ, (14) can be written
as 12
(
F + F>
) ≤ −λI, with
F =
(
Θ˙ + Θ
∂f
∂x
)
Θ−1,
3 Conductance-based models under feedback
Conductance-based models are biophysical neuronal
models that admit the circuit representation shown
in Figure 1. While the framework of the present pa-
per holds for multiple-input-multiple-output models,
we focus on the single-input single-output case. Such
models were first introduced in the seminal work of
Hodgkin and Huxley [17]. For a general introduction,
the reader is referred to Chapters 3 and 5 in [21], or
textbooks of neurophysiology such as [16,20,11]. To
date, conductance-based modeling remains the central
paradigm of biophysical neuronal modeling [2].
Our main results will concern the identification of
discrete-time stochastic conductance-based models.
However, it is relevant to first introduce these models
in a continuous-time and deterministic setting (Section
3.1). This allows us to prove the output contraction prop-
erty (Section 3.2), which is central to our results. This
property is also satisfied by discrete-time conductance-
based models, which we introduce, along with the noise
setting, at the end of the section.
3.1 Conductance-based models
In a conductance-based model, the neuronal membrane
is modeled by an ideal capacitor of capacitance c > 0.
The voltage across the membrane, which is the output
c
−
+
v(t)
· · ·
· · ·
g¯0
ν0
i0(t)
g1(t)
ν1
i1(t)
gnc(t)
νnc
inc(t)
i(t)
Fig. 1. Schematic representation of a neuronal system.
of the model, is given by v(t) ∈ R. The neuron possesses
nc ∈ N different types of ion channels embedded in its
membrane. These ion channels allow ionic currents to
flow across the membrane according to Kirchhoff’s law,
c v˙(t) = −
nc∑
j=0
ij(t) + i(t) (15)
where each current ij(t), j = 1, . . . , nc, models an ionic
current. The ionic currents not explicitly included in the
model are lumped in a leak current i0(t). In addition,
the membrane voltage is affected by an external input
current i(t).
All currents in a conductance-based model obey Ohm’s
law. The leak current
i0(t) = g¯0(v(t)− ν0) (16)
is characterized by a constant conductance g¯0 > 0 and a
constant reversal potential ν0 ∈ R. In contrast, the con-
ductances of the ionic currents are voltage-dependent.
This dependence is the key source of nonlinearity of
conductance-based models. Owing to the original pro-
posal of Hodgkin and Huxley, each ionic current has a
nonlinear state-space model of the form
τm,j(v) m˙j = −mj +m∞,j(v) (17a)
τh,j(v) h˙j = −hj + h∞,j(v) (17b)
ij(t) = g¯jmj(t)
αjhj(t)
βj (v(t)− νj) (17c)
with j = 1, . . . , nc. The constants g¯j > 0 are called the
maximal conductances, and νj ∈ R are called reversal
potentials. The variables mj and hj are called gating
variables, and take values in the closed interval [0, 1].
Their dynamics are defined by the continuously differ-
entiable time-constant functions
τm,j , τh,j : R→ [τmin, τmax] ⊂ R+
and activation functions
m∞,j , h∞,j : R→ [0, 1]
4
where τmin > 0. The gating variables modulate the cur-
rent conductance with a voltage-dependent first-order
lag dynamics. The exponents αj and βj belong to Z+,
and whenever αj∗ = 0 or βj∗ = 0, we ignore (17a) or
(17b) for j = j∗, respectively. These exponents, along
with the gating variable dynamics (17a)-(17b), consti-
tute the kinetic model of the jth ion channel [21,16].
A compact representation of the entire model (15)-(17)
has the state-space structure
c v˙ = −g(v, w) + i (18a)
w˙ = A(v)w + b(v) (18b)
where the vector w ∈ [0, 1]nw collects all the gating vari-
ables mj and hj for which αj > 0 and βj > 0, respec-
tively, and
g(v, w) = g¯0(v − ν0) +
nc∑
j=1
g¯jm
αj
j h
βj
j (v − νj) (19)
denotes the total membrane internal current. Note that
the matrix A(v) is diagonal, and b(v) is a vector-valued
function of v. The model (18), with input i and output
v, is in the standard global normal form of nonlinear
systems [6]. The dynamics (18b) are called the internal
dynamics of the system. An important fact about (18) is
that the first derivative of the output explicitly depends
on the input, while the internal dynamics does not — in
other words, (18) has a relative degree of one. This fact
will be explored later on.
Example 1. The Hodgkin-Huxley (HH) model [17] is
the prototypical conductance-based model. It is given by
(15), with c = 1 µF/cm2, and it has two ionic currents
(nc = 2): a sodium current iNa, and a potassium current
iK. It also includes a leak current iL. The currents are
given by
i0 = iL = 0.3 (v + 54.4)
i1 = iNa = 120m
3
NahNa(v − 55)
i2 = iK = 36m
4
K(v + 77)
(20)
The three internal variables are the sodium acti-
vation m1 = mNa, sodium inactivation h1 = hNa,
and potassium activation m2 = mK (there is no
potassium inactivation in the model, i.e., β2 = 0).
The vector w collecting these variables is given by
w = (m1, h1,m2)
> = (mNa, hNa,mK)>. The different
voltage dependent time-constants τ(v) and activation
functions m∞(v) and h∞(v) are illustrated in Figure 2,
and are detailed in Appendix B.
Each gating variable remains in the interval [0, 1], and,
in the absence of external inputs, the voltage remains in
the interval [ν2, ν1] = [νK, νNa] = [−77, 55]. This is illus-
trated in Figure 3, where a spiking limit cycle oscillation
occurs in response to a small constant input.
−100 −50 0 50
0
5
8.6
10
v[mV]
τm,1
τh,1
τm,2
−100 −50 0 50
0
1
v[mV]
m∞,1
h∞,1
m∞,2
Fig. 2. Left: Time constant functions in the Hodgkin-Huxley
model. Right: Activation functions in the Hodgkin-Huxley
model.
The internal dynamics (18b) of the Hodgkin-Huxley
model in Example 1 are exponentially contracting in R3,
uniformly in v on R (see Definition 2). This is verified
with the constant metric P = pI, for any p > 0, and
any λ such that 0 < λ < 1/τmax: in that case, we have
−2 p diag
(
1
τm,1(v)
, 1τh,1(v) ,
1
τm,2(v)
)
≤ − 2τmax pI
and we could pick, for instance, λ < 1/8.6 (see Figure 2,
left). This is in fact a general property of conductance-
based models:
Proposition 1. The internal dynamics (18b) of (17)-
(19) are exponentially contracting in Rnw , uniformly in
v on R, i.e., there is a Pw > 0 and a λw > 0 such that
PwA(v) +A(v)
>Pw ≤ −2λwPw (21)
for all v ∈ R.
0 20 40 60 80 100
−77
0
55
t [ms]
v
(t
)
[m
V
]
0 20 40 60 80 100
0
1
t [ms]
w
(t
)
m1
h1
m2
Fig. 3. Simulated state trajectories of the Hodgkin-Huxley
model (Example 1) for i(t) = 10 µA/cm2.
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3.2 Output feedback contraction
A direct consequence of Proposition 1 is that a
conductance-based model has a stable inverse. More
precisely, using a static output feedback law, the closed-
loop dynamics can be made exponentially contracting:
Proposition 2. Consider a conductance-based model
(17)-(19) subject to the output feedback law
i(t) = γ(r(t)− v(t)), (22)
where γ > 0 is a constant gain, and r(t) ∈ R is a refer-
ence input. Let {Vγ} be a family of closed and bounded
intervals of the real line, uniformly in γ > 0. Then,
there is a gain γ > 0 such that the closed-loop dynam-
ics given by (18) and (22) is exponentially contracting
in Vγ × [0, 1]nw , uniformly in r on R.
Proof. We follow an argument similar to [40, Section
2.2]. The Jacobian (with respect to the states) of the
closed-loop dynamics (18), (22) is given by
J =
[
− 1c (∂g∂v + γ) − 1c ∂g∂w
∂A
∂v w +
∂b
∂v A(v)
]
(we omit dependencies onw and v for clarity). By Propo-
sition 1, the internal dynamics (18b) has a contraction
metric Pw = Θ
>
wΘw > 0 associated with the rate λw >
0. We will use the matrix
Θ =
[
c 0
0 Θw
]
to define a contraction metric P = Θ>Θ for the closed-
loop system. Define F = ΘJΘ−1 (this is the generalized
Jacobian of the closed-loop system). Then
F =
[
F11 − ∂g∂w Θ−1w
1
cΘw
(
∂A
∂v w +
∂b
∂v
)
F22
]
with
F11 = − 1c
(
∂g
∂v + γ
)
(23)
and
F22 = ΘwA(v)Θ
−1
w (24)
We will use F ≺ 0 to denote 12 (F + F>) ≤ −I for all
(v, w>) ∈ Vγ × [0, 1]nw and some  > 0. By Definition 2,
to demonstrate contraction of the closed-loop system,
we have to show that F ≺ 0. To do that, we will require
that F11 ≺ 0 and F22 ≺ 0. Contraction of the internal
dynamics (Proposition 1) automatically implies
1
2
(
F22 + F
>
22
) ≤ −λwI (25)
for all (v, w>) ∈ Rnw+1, and thus F22 ≺ 0. Furthermore,
∂g
∂v
(v, w) = g¯0 +
nc∑
j=1
g¯jm
αj
j h
βj
j ≥ g¯0 > 0 (26)
for w ∈ [0, 1]nw and thus F11 ≺ 0 as well. Since F11 ≺ 0,
by a standard Schur complement result [18, pp. 472], we
have F ≺ 0 if and only if
1
2 (F22 + F
>
22) < Q
>F−111 Q (27)
where Q is the row vector given by
Q =
1
2
(
− ∂g∂w Θ−1w + 1c
(
∂A
∂v w +
∂b
∂v
)>
Θ>w
)
(28)
From (23), (26), (25) and (27), F ≺ 0 if and only if
γI > c
[− 12 (F22 + F>22)]−1Q>Q− ∂g∂v (29)
By (25) and (26), a sufficient condition for (29) to hold is
γ >
c
λw
σmax[Q]
2 (30)
where σmax[Q] is the largest singular value of Q.
Since the continuous functions ∂g/∂w, ∂A/∂v and
∂b/∂v in (28) are bounded on any closed and bounded
Vγ × [0, 1]nw , it follows that σmax[Q] is also bounded
on such a set. Since, by assumption, Vγ is uniformly
bounded in γ, a sufficiently large γ ensures that (30) is
satisfied on some Vγ × [0, 1]nw .
The expressions (29) and (30) can be used to estimate
a lower bound on the gain that is necessary to make a
conductance-based model contracting in a given region
of state-space. Depending on the choice of the contrac-
tion metric Pw, this bound can of course be conservative,
as illustrated by the following example.
Example 2. For the Hodgkin-Huxley model (Exam-
ple 1), choose Pw = I and λw = 1/8.6 < 1/τmax. Con-
sider the set [−77, 55] × [0, 1]3. Computing the right-
hand side of (29) for v = −77, m1 = h1 = m2 = 1, and
Θw = I, leads to the lower bound of 5.1×108 mS/cm2 on
the gain necessary to ensure exponential contraction of
the closed-loop system. Alternatively, consider the con-
traction metric Pw = 10
6×diag(0.21, 3.80, 3.16). In this
case, a random search over the set [−77, 55]×[0, 1]3 gives
a less conservative lower bound of 2.7× 103 mS/cm2.
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3.2.1 Non-ohmic ion currents
Instead of the Ohmic ionic current (17c), we could have
used the more general formulation
ij = g¯jm
αj
j h
βj
j pj(v)
with
pj(v) =
dj∑
`=0
η` v
`
where each dj is an arbitrarily large polynomial degree,
and η` ∈ R. In most non-Ohmic ionic current models,
pj(v) is a monotonically increasing function [21, Chapter
3], and the reversal potential νj ∈ R is the value where
p(νj) = 0. In this case, just as in the Ohmic case, we have
sign(pj(v)) = sign(v − νj), (31)
where by convention sign 0 = 0. Since the vast major-
ity of ionic current models is Ohmic, we keep the for-
mulation (17c), noting that all our results can be eas-
ily adapted to encompass non-Ohmic currents such that
(31) holds.
3.2.2 The voltage-clamp experiment
The output contraction property of conductance-based
models is a consequence of the very experimental pro-
tocol that has been used to identify neuronal systems
in the past: the voltage-clamp experiment, pioneered by
Hodgkin and Huxley. The voltage-clamp experiment is
nothing but a high-gain output feedback experimental
protocol employed to stabilize the neuron and to deter-
mine its inverse dynamics through step response exper-
iments. The principle of that experiment is illustrated
in Figure 4. In the limit of high-gain feedback, the cur-
rent drawn from the amplifier to clamp the voltage to
the reference r(t) is by definition the output of the in-
ternal dynamics driven by the voltage v(t) = r(t). Elec-
trophysiologists rely on the stability of that inverse sys-
tem to model the internal dynamics through a series of
step responses. In that sense, the contraction property
of conductance-based models is an experimental prop-
erty of neurons rather than the property of a specific
mathematical model of the ionic currents.
Models of specific ion channel types have been accu-
mulated over time by electrophysiologists. Today, online
databases such as ModelDB [30] contain large libraries
of ion channels models. The structure of those models
is often used in parametric identification of new types
of neurons (see, e.g., [10,19]). The identified parameters
include the maximal conductances g¯j and the Nersnt
potentials νj . The purpose of the next sections will be
to show that the classical PEM provides consistent esti-
mates for these parameters.
Neuronal
membrane
(Fig. 1)
−
+
r(t) g¯e
i(t)
γ¯
−
+
v(t)
1
Fig. 4. The voltage-clamp experiment: electrodes are used
to inject the current i(t) and measure the voltage v(t) of
the neuronal membrane. The amplifiers are ideal differential
amplifiers, and g¯e models the electrode conductance. When
γ¯  1, this implements the feedback law (22) with γ = γ¯g¯e.
3.3 Discrete-time stochastic conductance-based models
We now turn to the task of identifying a conductance-
based model from sampled current-voltage data, while
taking into account the intrinsic noise that affects neu-
ronal systems. Given a sampling period ts > 0, we will
consider the discrete-time stochastic model
vk+1−vk
ts
= −g(vk, wk) + γ(rk − vk) + ek (32a)
wk+1−wk
ts
= A(vk)wk + b(vk), (32b)
which is a forward-Euler discretization of the closed-loop
system given by (17)-(19) and (22), with an additive
noise ek on the input current. The noise current ek is used
to model the aggregate effect of ion channel fluctuations
[15,35] and background neuronal activity [14, Chapter
8]. This system is illustrated in Figure 5.
Eq. (32)
rk
ek
vk
Fig. 5. Block-diagram of the system (32).
The discretization scheme leading to (32) is classical in
system identification of biological neurons [19] and in
simulations of neuronal behavior [23,39,3]. While more
advanced discretization schemes could be considered, we
stress that both the stochastic discrete-time model (32)
and the deterministic continuous-time model (17)-(19)
are empirical mean-field approximations of the molecu-
lar dynamics governing the opening and closing of ion
channels [16]. For this reason, one should not regard
(32) as an approximation of the continuous-time model,
but merely as its discrete-time stochastic counterpart.
It is also worth noting that an advanced discretization
method tailored for nonlinear systems in global normal
form [41] cannot improve on the forward-Euler scheme
when the continuous-time system has a relative degree
of one — which is the case for (18).
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The remainder of the paper will address the parametric
identification of (32). The next result shows that when
the inputs are bounded, we can always find a positively
invariant set in which discrete-time conductance-based
models can be made contracting by output feedback:
Proposition 3. Consider the system (32). Assume
that |rk|, |ek| < β for all k ≥ 0; there exist a large
enough γ > 0, a small enough ts > 0, and an interval
[vmin, vmax] ⊂ R such that [vmin, vmax] × [0, 1]nw is a
positively invariant set for (32), and (32) is exponen-
tially contracting in [vmin, vmax] × [0, 1]nw , uniformly in
(r, e) on [−β, β]2. Furthermore, there is a small enough
ts > 0 such that [0, 1]
nw is a positively invariant set
for the subsystem (32b), and (32b) is exponentially
contracting in [0, 1]nw , uniformly in v on R.
Proof. See Appendix A.2.
4 Identification of neuronal models with the
PEM
In this section, we discuss the problem of para-
metric identification of the discrete-time stochastic
conductance-based model (32). In Section 4.1, we frame
the problem as one of closed-loop system identification,
and in Section 4.2, we treat the case in which we can
consistently identify the system’s capacitance, maximal
conductances and reversal potentials.
4.1 Data-generating system
Since the data is generated by (32), we could attempt
to identify a discrete-time conductance-based model by
considering the setup shown in Figure 5. However, in
that setup, the input-additive noise and the system non-
linearities make it difficult to obtain an optimal one-
step-ahead predictor for the output vk. If the noise in the
measurements of vk is negligible, we can avoid this issue
by viewing (32) as a feedback interconnection, and iden-
tifying the component in the interconnection for which
ek becomes output-additive noise, and vk becomes an
input. This is achieved by partitioning (32) into
vk+1 = vk − tsyk (33a)
uk =
[
u1,k
u2,k
]
=
[
γ(rk − vk)
vk
]
(33b)
and
wk+1 = wk + ts (A(u2,k)wk + b(u2,k) ) (34a)
yk =
1
c
(
nc∑
j=1
g¯jm
αj
j,k h
βj
j,k(u2,k − νj) (34b)
+ g¯0(u2,k − ν0)− u1,k − ek )
where w collects the states mj and hj for which
αj , βj > 0, and A(·), b(·) are determined by (17a)-
(17b).
Most of the dynamics (and any unknown parameters)
of (32) are concentrated in the subsystem (34), which
has an input uk, an output yk, and is subject to output-
additive noise −ek/c. It is on the identification of (34)
that we will focus. This is a closed-loop identification
problem (see Section 2.1): in particular, if φwk,0(u2, w0)
is the solution of (34a), the signal yk can be written in
the form (1), with
Fk
(
u[0,k];w0
)
= 1c
(
g(u2,k, φ
w
k,0(u2, w0) )− u1,k
)
(35)
where g(·, ·) is given by (19). Similarly, uk can be written
in the form (2). This leads to the setup in Figure 6.
Assumption 1. The noise ek in (34b) is a sequence
of independent random variables with E[ek] = 0 and
a finite variance E[e2k] = σ
2
e > 0. All realizations of e
belong to Uβ .
Assumption 2. The signals rk and vk are exactly
known (no measurement noise), and r is a deterministic
signal that belongs to Uβ .
Assumption 2 is consistent with the voltage-clamp ex-
periment: it allows for current noise but assumes that
the voltage is perfectly measured.
Assumption 3. The closed-loop dynamics (33)-(34) is
exponentially contracting in a positively invariant set
[vmin, vmax] × [0, 1]nw , uniformly on [−β, β]2. Addition-
ally, (v0, w
>
0 ) ∈ [vmin, vmax]× [0, 1]nw .
It follows directly from Proposition 3 that Assumption 3
can always be verified 2 for large enough γ > 0 and small
enough ts > 0. Notice that since the system parameters
are unknown prior to identification, in practice we can-
not check contraction of the closed-loop system by direct
calculations. An experimental alternative is to probe the
system and check whether input-output properties im-
plied by contraction are verified. Such properties include
exponential convergence to a unique equilibrium point,
under constant input (implied by Lemma 2), and en-
trainment by periodic inputs [36, Theorem 2]. We will
return to this point in Section 5.
Lemma 3. Under Assumptions 1-3, the closed-loop sys-
tem (33)-(34) satisfies Condition 1.
Proof. See the Appendix A.3.
2 There is a tradeoff in the choice of the values of γ and ts,
which is made clear in the proof of Proposition 3. Increasing
the value of γ might require decreasing the value of ts so
that contraction of the discrete-time system is preserved.
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Fk
(
u[0,k];w0
)
Eq. (33)
+
−
1
c ek
rk
yk
uk
Fig. 6. Block-diagram of the feedback system (33)-(34). The
mappings Fk are given by (35).
4.2 Identification with fixed ion channel kinetics
Recall that the dynamics (34a), as well as the exponents
αj , βj in (34b), are determined by ion channel kinetic
models. Given a library of known ion channel kinetic
models, we will concentrate on identifying the parame-
ters c, g¯j , and νj in (34b), for j = 0, 1, . . . , nc. This can
be achieved by postulating a predictor model contain-
ing nm ≥ nc known ion channel kinetic models, chosen
a priori.
For j = 1, . . . , nm, let the predictor states be given by
mˆj and hˆj ; to each of these states, we associate the ex-
ponents αˆj ∈ Z+ and βˆj ∈ Z+, respectively. We define
the predictor by
wˆk+1 = wˆk + ts(Aˆ(u2,k)wˆk + bˆ(u2,k)) (36a)
yˆk(θ) =
nm∑
j=1
mˆ
αˆj
j,k hˆ
βˆj
j,k (θ
(1)
j + θ
(2)
j u2,k) (36b)
+ θ
(1)
0 + θ
(2)
0 u2,k + θ
(3)u1,k
where u1,k and u2,k are given by (33b), the vector wˆ col-
lects the gating variables mˆj and hˆj for which αˆj > 0 and
βˆj > 0, respectively, and θ
(1), θ(2) ∈ Rnm×1 and θ(3) ∈ R
are predictor parameters. The predictor states evolve
analogously to the (forward-Euler) discretized version
of (17a)-(17b), but with activation and time constant
functions given by τˆm,j(·), τˆh,j(·), mˆ∞,j(·) and hˆ∞,j(·).
Comparing (34b) with (36b), we see that the predictor
parameters θ
(1)
j , θ
(2)
j and θ
(3) are meant to identify ex-
pressions involving the true system parameters c, g¯j and
νj . To formalize this, we make the following assumption:
Assumption 4. The model structure (36) contains the
true system (34): we have τˆm,j = τm,j , τˆh,j = τh,j ,
mˆ∞,j = m∞,j , hˆ∞,j = h∞,j , αˆj = αj and βˆj = βj for
j = 1, . . . , nc ≤ nm. Additionally, the dynamics (36a) is
exponentially contracting in the positively invariant set
[0, 1]nwˆ , uniformly in v on R.
Again, it follows from Proposition 3 that Assumption 4
can always be verified for small enough ts > 0. Under
Assumption 4, we now see that the true parameter vec-
tor, denoted by θ¯ = (θ¯(1)>, θ¯(2)>, θ¯(3))>, is given by
θ¯
(1)
j =
{
−g¯jνj/c, j = 0, 1, . . . , nc
0, j > nc
θ¯
(2)
j =
{
g¯j/c, j = 0, 1, . . . , nc
0, j > nc
θ¯(3) = −1/c
(37)
To simplify our results, we will assume the following:
Assumption 5. The initial states of the true system
and of the predictor satisfy mˆj,0 = mj,0, hˆj,0 = hj,0 for
1 ≤ j ≤ nc, and mˆj,0, hˆj,0 ∈ [0, 1] for nc < j ≤ nm.
As long as Assumption 4 is verified, given the contraction
of the internal dynamics, Assumption 5 can be verified
in practice by discarding initial segments of the data.
Under Assumptions 1, 2, 4 and 5, (36) is the optimal
mean squared error one-step-ahead predictor of yk in
(34). The closed-loop identification approach thus avoids
the intractability in the computation of an optimal pre-
dictor for the forward dynamics output vk.
Collecting the parameters in a single vector θ ∈ R2nc+1
given by
θ = (θ(1)>, θ(2)>, θ(3))>,
we can more compactly write (36b) as
yˆk(θ) = ψkθ
with the row vector ψk ∈ R1×(2nm+1) given by
ψk =
(
1, mˆαˆ11,k hˆ
βˆ1
1,k , . . . , mˆ
αˆnm
nm,k
hˆ
βˆnm
nm,k
, u2,k ,
u2,k mˆ
αˆ1
1,k hˆ
βˆ1
1,k, . . . , u2,k mˆ
αˆnm
nm,k
hˆ
βˆnm
nm,k
, u1,k
)
Gathering ψk in a matrix ΨN ∈ R(N+1)×(2nm+1) given
by
ΨN =
[
ψ>N , ψ
>
N−1, . . . , ψ
>
0
]>
(38)
we find that the vector of model structure outputs from
time k = N down to time k = 0 is given by
yˆ>[0,N ](θ) = ΨNθ
The above formulation shows that the ion channel ki-
netic models act as basis operators mapping the input
sequence u[0,N ], given by (33b), to the columns of ΨN .
Assumption 6 (Persistency of excitation). There is
a N∗ > 0 such that 1NΨ
>
NΨN and E
[
1
NΨ
>
NΨN
]
are
positive-definite for all N > N∗.
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Assumption 6 is an assumption both on the model struc-
ture and on rk, the signal used to excite the true system.
Intuitively, we should not include two identical ion chan-
nel kinetics in the model structure, and the excitation
signal rk should be sufficiently rich.
Under Assumption 2, we are able to compute
yk = −vk+1 − vk
ts
from the measurements, and thus we can form the cost
function VN (θ) given by (4). There is practical relevance
in the fact that a single forward difference of the voltage
yields yk, which is a consequence of the relative degree
one property of neuronal models. We can now state the
main identification result:
Theorem 1. Let Assumptions 1-5 be satisfied. LetN >
N∗, and let θˆN = (θˆ
(1)>
N , θˆ
(2)>
N , θˆ
(3)
N )
> be given by
θˆN = arg min
θ∈D
VN (θ)
= arg min
θ∈D
1
N
‖y>[0,N ] −ΨNθ‖2
(39)
where yk and ΨN are given by (34b) and (38), respec-
tively, and D is a compact parameter domain containing
θ¯, the true parameter vector (37). Then, we have θˆN → θ¯
w.p. 1 as N →∞.
Proof. By Assumptions 4 and 5, the true output yk,
given by (34b), can be written as
y>[0,N ] = ΨN θ¯ − 1c e>[0,N ]
and thus we can write
E [VN (θ)] =
1
NE
[
‖ΨN (θ¯ − θ)− 1c e>[0,N ]‖2
]
By Assumption 1, the time-delay present in the system
ensures that vk and wk do not depend on ek. We then
have that
E
[
Ψ>Ne
>
[0,N ]
]
= 0
and thus
E [VN (θ)] =
1
N (θ¯ − θ)>E
[
Ψ>NΨN
]
(θ¯ − θ) + 1cσ2e
Using Assumption 6, we have
arg min
θ∈D
E [VN (θ)] = θ¯ (40)
for all N > N∗.
It remains to show that θˆN converges to (40) w.p. 1 as
N →∞. This is done by verifying Conditions 1 and 2 of
Lemma 1. Condition 1 is satisfied due to Lemma 3. By
Assumptions 2 and 3, (vk, rk) remains in the bounded
set [vmin, vmax] × [−β, β], and thus the predictor input
(33b) belongs to U2β∗ for some β∗ > 0. By Assumptions
3 and 5, wˆ0 ∈ [0, 1]nwˆ . It follows by Assumption 4 and
Lemma 2 that the predictor (36) verifies Condition 2. Fi-
nally, Lemma 1 ensures that VN (θ) converges uniformly
to E [VN (θ)] on the compact set D. In view of (39) and
(40), this ensures the result of the theorem.
An immediate consequence of Theorem 1 is that we
are able to obtain consistent estimates cˆ, ˆ¯gj and νˆj of
the original unknown parameters of the system (34b),
for j = 0, 1, . . . , nc. They can be recovered from cˆN =
−1/θˆ(3)N , νˆj,N = −θˆ(1)j,N/θˆ(2)j,N and ˆ¯gj,N = −θˆ(2)j,N/θˆ(3)j,N .
5 Examples
In this section, we illustrate the results of Section 4.2 by
identifying various discrete-time neuronal models. All
discrete-time models are obtained by forward-Euler dis-
cretization of their continuous-time counterparts with
ts = 0.005 ms.
Example 3. In this example, we identify the discrete-
time Hodgkin-Huxley (HH) model
vk+1−vk
ts
= −0.3(vk + 54.4)−
2∑
j=1
ij,k + γ(rk − vk) + ek
i1,k = 120m
3
1,kh1,k(vk − 55)
i2,k = 36m
4
2,k(vk + 77)
where the states mj and hj are given by the forward-
Euler discretization of (17a) and (17b), respectively,
with activation and time-constant functions as in Ex-
ample 1. We include in the model structure the two ion
channel kinetics present in the true model, and identify
the values of c, g¯j , and νj using the parameter vector θ.
Comparing the above expression to (36b), we have the
following true parameters:
θ¯
(1)
0 θ¯
(2)
0 θ¯
(1)
1 θ¯
(2)
1 θ¯
(1)
2 θ¯
(2)
2 θ¯
(3)
0.3 · 54.4 0.3 120 · −55 120 36 · 77 36 −1
We simulated an identification experiment in which
γ = 50, and rk = −45 + r˜k, where r˜k is white Gaussian
noise of standard deviation σr = 100 that is filtered
by the zero-order hold discretization of the system
102/(s + 10)2. The input noise ek is white Gaussian
noise with σe = 2.5 and was truncated so that ek = 100
whenever ek ≥ 100. This setup resulted in a signal-to-
noise ratio (between yk and ek) of around 30.8 dB. A
100 ms sample of the output vk used for identification
is shown in Figure 7 (bottom).
10
0 5 10 15 20 25 30
−80
−60
−40
−20
0
kts [ms]
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Fig. 7. Voltage output vk of the discrete-time Hodgkin-Hux-
ley model identified in Example 3 subject to different ref-
erence inputs rk. Top: six experiments in which rk is first
set to different baseline values (−80,−60,−40,−20, 0 and
20 mV) and then stepped (at 10 ms) to the same final value
(−45 mV). Bottom: a 100 ms sample of the voltage output
used for identification.
As mentioned in Section 4.1, contraction of the closed-
loop dynamics can be verified empirically. Figure 7
(top) illustrates the contraction observed for the gain of
γ = 50 in a series of step response experiments where
the reference rk is first set to different baseline values,
and then stepped to the same final value. In the case
shown in Figure 7 (top), the voltage vk converges to the
same steady-state 3 no matter what the initial value
was at t = 10 ms. Notice that the step experiments ex-
plore a voltage interval similar to that explored in the
data-gathering experiment (bottom panel).
Figure 8 shows the estimation error θ¯ − θˆN for N =
5×105 to 5×106 (corresponding to experiment times of
0.5 to 5 seconds) for 20 different realizations of the ex-
periment, as well as their average; to eliminate transient
effects and satisfy Assumption 5 as close as possible, we
eliminated the initial 0.5 seconds of measurement (cor-
responding to 105 samples) from all datasets. We can
see from the figure that the estimates steadily converge
to the true parameters.
Example 4. In this example, we illustrate how a library
of pre-established set of ion channel kinetic models can
be used to identify different neuronal models. We con-
sider three models, all of which are based on the system
3 Because of input noise, the voltage actually oscillates ran-
domly inside a small interval.
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Fig. 8. The log10× log10 plots above show how the errors in
the estimated parameters of Example 3 fall as the number
of data points N increases. In grey: errors in each of the 20
realizations of the identification experiment as computed for
N = 5× 105 to 5× 106 (ts = 0.005). In blue: average of the
20 error traces.
given by
vk+1−vk
ts
= −0.3(vk + 17)−
4∑
j=1
ij,k + γ(rk − vk) + ek
i1,k = 120m
3
1,k h1,k(vk − 55)
i2,k = 20m
4
2,k(vk + 75)
i3,k = g¯3m
3
3,k h3,k(vk + 75)
i4,k = g¯4m
2
4,k(vk − 120)
where the states mj and hj are given by the forward-
Euler discretization of (17a) and (17b), respectively. The
functionsm∞,j , h∞,j , τm,j and τh,j are plotted in Figure
9, and are described in Appendix C.
The above system, taken from [9], defines a modified
version of the Connor-Stevens neuronal model [8]. The
values of the variables g¯3 and g¯4 are the distinguishing
factors between the three models we use in this example.
We call them Connor-Stevens (CS) models A, B, and C,
according to the following maximal conductance values:
CS model A B C
g¯3 0 90 0
g¯4 0 0 0.4
Connor Stevens model A is similar to the HH model of
the previous example, while models B and C differ from
A due to the addition of ion currents i3 and i4, respec-
tively (these currents represent an “A-type” potassium
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current and a calcium current, respectively). It can be
verified through simulations that the addition of i3 or
i4 makes the qualitative input-output behavior (from i
to v) of models B and C differ from that of model A. In
particular, models B and C can fire periodic spikes with
arbitrarily low frequency, while model A does not have
that property (see, for instance, Figure 2 of [9]). The
property of spiking with arbitrarily low frequency has
important neurocomputational consequences. It under-
lies the classical distinction between Type I and Type
II neuronal excitability first proposed by Hodgkin and
Huxley (see [20, Chapter 7]).
To identify the models A, B and C, we include in a single
model structure all four of the ion channels shared by
those models. We simulated a identification experiments
in which γ = 50 and rk = −45 + r˜k, where r˜k is given
by white Gaussian noise of standard deviation σr = 30
that is filtered by the zero-order hold discretization of
the system 102/(s + 10)2. The input noise ek was gen-
erated with σe = 1 and was truncated so that ek = 100
whenever ek ≥ 100. This setup resulted in a signal-to-
noise ratio (between yk and ek) of around 28 dB, 26 dB
and 29 dB for the CS models A, B and C, respectively
(again, we eliminated the first 0.5 seconds of measure-
ment from all datasets).
Figure 10 shows the evolution of the estimates of g¯j ob-
tained by identifying each of the CS models A, B and C
(for brevity, we do not show the evolution of all param-
eter estimates). It can be seen that the estimates of g¯3
(or g¯4) for models that do not contain i3 (or i4) tend to-
wards zero, while the other estimates tend towards their
true values.
6 Conclusion
In this paper, we studied the identification of discrete-
time neuronal systems under the assumption of current-
additive zero-mean white noise and negligible voltage
measurement noise. We showed that by treating a neu-
ronal model as a closed-loop system, we can solve the
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m∞,3
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Fig. 9. Left: time constant functions τm,j and τh,j in the
Connor-Stevens model. Right: nonlinear activation functions
m∞,j and h∞,j in the Connor-Stevens model.
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Fig. 10. Evolution of the estimates of g¯j , with respect to the
number of samples, for each of the identified Connor-Stevens
models A (blue), B (red) and C (green). The sampling period
is ts = 0.005, and the experimental setup is described in
Example 4.
identification problem by identifying the inverse dy-
namics with an output-error model structure. We have
demonstrated that consistent parameter estimates are
obtained when the model structure contains the internal
dynamics of the system being identified. This is a com-
mon strategy adopted in neuroscience, where kinetic
models of ion channels are estimated in separate experi-
ments (see, e.g., [30]). It is worth noting that the results
in this paper may hold for ion channel models which are
more general than (17a)-(17b); the key requirement is
that the ion channels possess a contracting dynamics,
so that (21) is satisfied. Thus, this work rigorously jus-
tifies neuronal system identification using conventional
methods of nonlinear identification.
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A Proofs
A.1 Proof of Lemma 2
Let P = Θ>Θ, where Θ > 0. Applying the change of
coordinates zk = Θxk, we obtain the discrete-time dy-
namics
zk+1 = fΘ(zk, uk), (A.1)
where fΘ is given by
fΘ(ζ, υ) = Θf
(
Θ−1ζ, υ
)
. (A.2)
By the assumptions on X, the set
Z = {ζ ∈ Rnx | ζ = Θξ, ξ ∈ X}.
is closed, bounded and convex. Furthermore, Z is a pos-
itively invariant set for (A.1), uniformly in [−β, β]nu .
Since P = Θ>Θ with Θ invertible, the inequality (10)
implies
σmax
[
Θ
∂f
∂x
(x, u)Θ−1
]
≤ α < 1
for all k ∈ Z+, x ∈ X, and u ∈ U . From (A.2), this
implies that σmax [∂fΘ/∂ζ] ≤ α on Z × [−β, β]nu . Fur-
thermore, since ∂fΘ/∂υ is a continuous function and
Z × [−β, β]nu is closed and bounded, there is some
L1 > 0 such that σmax [∂fΘ/∂υ] ≤ L1 on Z × [−β, β]nu .
Now, let ζ, ζ˜ ∈ Z and υ, υ˜ ∈ [−β, β]nu . Let also
γ1(s) = (1− s)ζ˜ + sζ and γ2(s) = (1− s)υ˜ + sυ, with
s ∈ [0, 1]. It can be shown, using the mean value theo-
rem (see, e.g., the proof of [22, Lemma 3.1]), that there
is an s∗ ∈ (0, 1) such that
‖fΘ(ζ, υ)− fΘ(ζ˜, υ˜)‖ ≤
∥∥∥∥∂fΘ∂ζ (γ1(s∗), γ2(s∗))(ζ − ζ˜)
+
∂fΘ
∂υ
(γ1(s
∗), γ2(s∗))(υ − υ˜)
∥∥∥∥
By the triangle inequality and convexity ofZ×[−β, β]nu ,
the above implies
‖fΘ(ζ, υ)− fΘ(ζ˜, υ˜)‖ ≤ α‖ζ − ζ˜‖+ L1‖υ − υ˜‖ (A.3)
on Z × [−β, β]nu . By positive invariance of Z, we are
allowed to apply (A.1) and (A.3) recursively, obtaining
‖zk − z˜k‖ ≤ L1
k∑
m=1
αm−1‖uk−m − u˜k−m‖+ αk‖z0 − z˜0‖
for k ≥ 0. Multiplying both sides of the inequality by
σmax
[
Θ−1
]
and substituting zk = Θxk, we have
‖xk − x˜k‖ ≤ L1
σmin
k∑
m=1
αm−1‖uk−m − u˜k−m‖
+
σmax
σmin
αk ‖x0 − x˜0‖
(A.4)
for k ≥ 0, where σmax and σmin denote the largest and
the smallest singular values of Θ, respectively.
By arguments similar to those used above, there are
L2, L3 > 0 such that
‖yk − y˜k‖ ≤ L2‖xk − x˜k‖+ L3‖uk − u˜k‖ (A.5)
The result (12) follows directly from (A.5) and (A.4)
by setting C1 = max{(ασmin)−1L1L2, L3} and C2 =
L2σmax(σmin)
−1.
A.2 Proof of Proposition 3
To prove Proposition 3, we first state a result concerning
the contraction of forward-Euler discretized systems:
Lemma 4. Consider the continuous-time dynamics
x˙(t) = f(x(t), u(t)) +Br r(t), (A.6)
where x(t) ∈ Rnx , u(t) ∈ Rnu , r(t) ∈ Rnr , Br is a
constant matrix, and f is continuously differentiable.
Assume (A.6) is exponentially contracting in a set X,
uniformly in (u, r) on Rnu+nr , with constant P > 0 and
λ > 0. Assume ∂f/∂x is bounded on X × Rnu . Let
xk+1 = fd(xk, uk, dk)
:= xk + ts(f(xk, uk) +Bd dk)
(A.7)
where ts > 0 is a sampling period, dk ∈ Rnd , and Bd
is a constant matrix. Then, there exists a sufficiently
small ts such that (A.7) is exponentially contracting in
X, uniformly in (u, d) on Rnu+nd .
Proof. Since ∂f/∂x is bounded on X × Rnu , there is a
number σ¯ such that σ¯ ≥ σmax[∂f/∂x] on that set. Using
contraction of the continuous-time system, we have
∂f>d
∂x
P
∂fd
∂x
=
(
I + ts
∂f>
∂x
)
P
(
I + ts
∂f
∂x
)
≤ (1− 2tsλ)P + t2s
∂f>
∂x
P
∂f
∂x
≤
(
1− 2tsλ+ t2s
λmax[P ]
λmin[P ]
σ¯2
)
P
= α(ts)
2P
(A.8)
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for all x ∈ X and u ∈ Rnu . The second inequality above
follows from the fact that A>PA ≤ λmax[P ]σ2max[A]I
and I ≤ 1/λmin[P ]P . Making ts < 1 small enough en-
sures that α(ts)
2 < 1, concluding the proof.
We now carry on with the proof Proposition 3. The dis-
cretization of (17a) is given by
mj,k+1 = mj,k +
ts
τm,j(vk)
(−mj,k +m∞,j(vk))
= mj,k
(
1− tsτm,j(vk)
)
+ tsτm,j(vk)m∞,j(vk)
wherem∞,j(vk) ∈ [0, 1] and τm,j(vk) ∈ [τmin, τmax], with
τmin > 0. It directly follows that for any ts ≤ τmin, for all
mj,k ∈ [0, 1], and for all vk ∈ R, we have mj,k+1 ∈ [0, 1].
An analogous fact holds for hj,k. Thus for any ts ≤ τmin,
w0 ∈ [0, 1]nw implies wk ∈ [0, 1]nw for all k ≥ 0, and
[0, 1]nw is positively invariant for the subsystem (32b),
uniformly in v on R. Since A(v) = −diag(1/τm,1(v), . . . )
is bounded on R, Proposition 1 together with Lemma
4 imply the existence of a ts ≤ τmin such that (32b) is
exponentially contracting in [0, 1]nw , uniformly on R.
Now, let Vγ ⊂ R be the interval
Vγ =
[
min
j
{νj ,−β γ+1γ },maxj {νj , β
γ+1
γ }
]
Let t∗s(γ) = min{τmin, 1/γ}, and let
vmax(γ) = maxvk,wk,
rk,ek
vk − t∗s(γ)(g(vk, wk)− γ(rk − vk)− ek)
where the maximum is over the closed and bounded set
Vγ × [0, 1]nw × [−β, β]2. Defining vmin(γ) analogously,
we observe that vk+1 ∈ [vmin(γ), vmax(γ)] whenever
(vk, w
>
k ) ∈ Vγ × [0, 1]nw and (rk, ek) ∈ [−β, β]2.
We claim that for all γ > 0, [vmin(γ), vmax(γ)]×[0, 1]nw is
a positively invariant set for (32), uniformly on [−β, β]2.
If [vmin(γ), vmax(γ)] ⊆ Vγ , then the claim follows imme-
diately from the previous observation. If, alternatively,
Vγ ⊂ [vmin(γ), vmax(γ)], then the claim follows from the
fact that
vk+1 ≥ vk for all vk ≤ minj{νj ,−β(γ + 1)/γ}
vk+1 ≤ vk for all vk ≥ maxj{νj , β(γ + 1)/γ}
whenever wk ∈ [0, 1]nw and (rk, ek) ∈ [−β, β]2.
Since [vmin(γ), vmax(γ)] is uniformly bounded in γ > 0,
Proposition 2 together with Lemma 4 imply the exis-
tence of a γ > 0 and a ts ≤ t∗s(γ) such that (32) is ex-
ponentially contracting in [vmin(γ), vmax(γ)] × [0, 1]nw ,
uniformly in [−β, β]nw . This concludes the proof.
A.3 Proof of Lemma 3
Consider two different solutions of (33)-(34) (which,
combined, can be written as (32)). The first is given by
(vk, w
>
k )
> = φk,0((r, e)>, (v0, w>0 )
>) (A.9)
for k ≥ 0, and the second is given by
(v¯k,s+1, w¯
>
k,s+1)
> = φk,s+1((r, e)>, (v¯s+1, w¯>s+1)
>)
(v¯s+1, w¯
>
s+1)
> = 0
(A.10)
for k ≥ s+ 1.
We will use the solutions above to construct the random
variables y¯k,s involved in Condition 1. First, for each
s ∈ Z+, we set y¯s,s = 0. From (34b), we compute the
sequence yk using (A.9), for k ≥ 0, and the sequence
y¯k,s+1 using (A.10), for k ≥ s + 1. We have that y¯k,s
is independent of e[0,s], since e[s+1,k] is independent of
e[0,s]; furthermore, rk is deterministic; thus the indepen-
dence required in Condition 1 is satisfied. We now need
to verify (6a) for k ≥ s. For k = s, we have
|ys − y¯s,s| = |ys| = 1c
∣∣g(vs, ws)− γ(rs − vs)− es∣∣
≤ 1c
(|g(vs, ws) + γvs|+ (γ + 1)β)
≤ C1
(A.11)
for some C1 > 0 and for each s ∈ Z+. To ensure this
bound, we have used (from Assumptions 1-3) the fact
that (r, e) ∈ U2β , and the fact that g(v, w) + γv is a
continuous function on the set [vmin, vmax]× [0, 1]nw .
Now, we make use of Assumption 3. Let αc < 1 be the
contraction rate of the closed-loop dynamics (33)-(34).
Since (r, e) ∈ U2β , we can apply Lemma 2 (with the time
origin shifted to s+ 1) to see that there is a C2 > 0 such
that
|yk − y¯k,s+1| ≤ C2αk−(s+1)c ‖(vs+1, w>s+1)− (v¯s+1, w¯>s+1)‖
= α−1c C2 α
k−s
c ‖(vs+1, w>s+1)‖
≤ α−1c C2 C3 αk−sc
(A.12)
for each s ∈ Z+ and k ≥ s+1, where the constantC3 > 0
comes from the boundedness of [vmin, vmax] × [0, 1]nw .
Taking E[ · 4] on both sides of (A.11) and (A.12), we
verify (6a) withC = max{C41 , (α−1c C2C3)4} andα = α4c .
The random variables u¯k,s of Condition 1 can be con-
structed in a completely analogous way, and thus we
omit this part of the proof.
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B Hodgkin-Huxley kinetic functions
To define the ion channel kinetics of the Hodgkin-Huxley
model, we first set
αm,1(v) = 0.1
−40− v
exp
(−40−v
10
)− 1 βm,1(v) = 4 exp (−v−6518 )
αh,1(v) = 0.07 exp
(−v−65
20
)
βh,1(v) =
1
exp
(−35−v
10
)
+ 1
αm,2(v) = 0.01
−55− v
exp
(−55−v
10
)− 1 βm,2(v) = 0.125 exp (−v−6580 )
Then, the functions τm,j and m∞,j , j = 1, 2, are given
by
τm,j(v) =
1
αm,j(v) + βm,j(v)
m∞,j(v) =
αm,j(v)
αm,j(v) + βm,j(v)
(B.1)
The same relationships are used to define τh,1 and h∞,1.
C Connor-Stevens kinetic functions
The ion channel kinetics of the CS models are given by
the relationships (B.1), with
αm,1(v) = 0.38
−29.7− v
exp
(−29.7−v
10
)− 1 βm,1(v) = 15.2 exp (−54.7−v18 )
αh,1(v) = 0.266 exp
(−v−48
20
)
βh,1(v) = 3.8
1
exp
(−18−v
10
)
+ 1
αm,2(v) = 0.019
−45.7− v
exp
(−45.7−v
10
)− 1 βm,2(v) = 0.2375 exp (−55.7−v80 )
The remaining functions are given by
τm,3(v) = 0.3632 +
1.158
(1 + exp
(
v+55.96
20.12
)
m∞,3(v) =
(
0.0761
exp
(
v+94.22
31.84
)
1 + exp
(
v+1.17
28.93
)) 13
τh,3(v) = 1.24 +
2.678
1 + exp
(
v+50
16.027
)
h∞,3(v) =
1(
1 + exp
(
v+53.3
14.54
))4
and
τm,4(v) = 2.35
m∞,4(v) =
1
1 + exp(−0.15(v + 50))
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