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Abstract
With the general aim to classify BPS solutions in N = 2, D = 5 supergravities interacting
with an arbitrary number of vector, tensor and hypermultiplets, here we begin consid-
ering the most general electrostatic, spherical-symmetric BPS solutions in the presence
of hypermultiplet couplings. We discuss the properties of the BPS equations and the
restrictions imposed by their integrability conditions. We exhibit explicit solutions for





In recent years ve-dimensional N = 2 gauged supergravity theories have received con-
siderable attention primarily for their relevance to the AdS/CFT correspondence [1]. In
particular much interest has been directed toward the study of domain-wall supergrav-
ity solutions [2], [3] as duals of renormalization group (RG) flows in the corresponding
eld theory [4]. Also a strong motivation in this direction derives from phenomenolog-
ical requests in brane-world scenarios obtained via M-theory compactications and/or
domain-wall type models [5].
Finding supersymmetric solutions of N = 2, D = 5 supergravities is never an easy
exercise; it becomes a quite dicult task if one considers general couplings to matter and
general gaugings. Partial results have been obtained so far, i.e. for cases where only
special vector or hypermultiplet gaugings have been considered [6], [7]. Here we start a
systematic program with the general aim to classify BPS solutions with vector, tensor and
hypermultiplet couplings. The introduction of the hypermultiplets is crucial for widening
the variety of solutions as compared to the case where only vector multiplets are present
[8], [9]. In particular, aside for the special example analyzed in [7], the existence of
BPS black-hole solutions has not been investigated systematically. Of course, black-hole
solutions would be especially relevant since, via the AdS/CFT correspondence, they could
describe the RG flows between eld theories in dierent dimensions [10].
In this paper we restrict ourselves to the case of hypermultiplet couplings, with generic
gauging, and a static SO(4) symmetric ansatz for the metric. In this setting we study the
integrability conditions that follow from the BPS equations and nd a set of equations that
impose quite severe restrictions on the allowed geometries. These quaternionic geometries
give equations for the scalars which are a generalization of the ones found in [8] . Then we
specialize these equations to black-hole type metrics and check directly that they satisfy
the equations of motion. We nd that the equations of motion are less restrictive than
the BPS relations. Therefore one can obtain a family of solutions which in general are
not supersymmetric.
The geometrical restrictions appear because charged solutions are considered. Their
analysis indicates which gauging isometries are allowed, i.e. which Killing vectors one can
choose. This is crucial for the existence of non singular black holes (i.e. with an horizon
at r = rh 6= 0 instead of a point singularity) or equivalently of xed points.
As an example we exhibit an explicit solution in the presence of one (the so called
universal [11]) hypermultiplet. In this case the allowed isometries are only translations
and dilatations; this result rules out the possibility to have RG flows between xed points.1
Thus, in order to obtain a true black-hole solution or a No-go theorem one should
study the implications of the geometrical restrictions we have found in a complete general
framework.
Our paper is organized as follows: in the next section we introduce the model and the
basic ingredients. For the construction of the most general N=2 gauged supergravities
1As argued in [12] and [8], a necessary condition for a point of the moduli space to be a fixed point is
that the Killing vector is in its isotropy group.
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and for technical details we refer the reader to the existing literature [12] and to references
therein. We describe the form of the solutions we are looking for: obviously this choice
determines the physics contained in the solution. Then we focus on the derivation of the
BPS equations and study their integrability conditions. We analyze in complete generality
which restrictions they impose on the geometry. In section 3 we consider metrics which
have black-hole type solutions and restrict the integrability conditions to this case. In
section 4 we show that the family of solutions we have found satisfy the equations of
motion. In section 5 we discuss the geometrical restrictions and as an example we present
an explicit solution for the case of one hypermultiplet matter coupling. We conclude with
some nal remarks. Our notations and conventions are summarized in an Appendix.
2 The model and its BPS equations
We consider N=2 gauged supergravities in ve dimensions interacting with an arbitrary
number of hypermultiplets. (In this paper we do not study vector and tensor multiplet
couplings.) The eld content of the theory is the following
 the supergravity multiplet
feaµ ;  iµ ; Aµg (2.1)
containing the graviton eaµ, two gravitini  
i
µ and the graviphoton Aµ, which is the
only (abelian) gauge eld present in the theory;
 nH hypermultiplets
fA ; qXg (2.2)
containing the hyperini A with A = 1; 2; : : : ; 2nH, and the scalars q
X with X =
1; 2; : : : ; 4nH which dene a quaternionic Ka¨hler manifold
2 with metric gXY .
The bosonic sector of the theory is described by the Lagrangian density presented in [12]






















where KX(q) is a Killing vector on the quaternionic manifold and V(q) is the scalar
potential as given in Appendix.
We look for electrostatic spherical solutions that preserve half of the N = 2 super-
symmetries. To this end we make the following ansatz for the supergravity elds: we
2We collect the basic geometrical notions in the Appendix.
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choose a metric which is SO(4) symmetric with all the other elds that only depend on
the holographic space-time coordinate r. Moreover we x the gauge for the graviphoton
keeping only the At component dierent from zero.
Introducing spherical coordinates (t; r; ; ;  ) we write [7]
ds2 = −e2vdt2 + e2w[dr2 + f 2r2(d2 + sin2 d2 + cos2 d 2)] (2.4)
where all the functions v, w and f depend on r only. The variations of the fermionic elds
under supersymmetry transformations give rise to the following BPS equations: for the
gravitini we have [13]
0 =  µi = @µi +
1
4











For the hyperini the equations 














where we have set q0X = @rqX

















































j = 0 (2.9)

 ji @θ −
1
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j = 0 (2.10)







(frw0 + rf 0 + f) sin γ1γ3 − 1
2
cos γ2γ3 + i
rf
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(frw0 + rf 0 + f) cos γ1γ4 +
1
2
sin γ2γ4 + i
rf
4










j = 0 (2.12)
At this point, using (A.6) and the SU(2) projection as in (A.8), we can rewrite the
algebraic relations in (2.6) as 














i = 0 (2.13)
We will make use of the above expression in the following.
2.1 Integrability conditions
Now we want to discuss the integrability of the gravitini equations in order to insure the
existence of a Killing spinor (i.e of residual supersymmetry). The standard procedure is
to impose the vanishing of the various commutators. In this way one obtains equations
that combined with the hyperini ones determine the unknown functions in the ansatz and
impose restrictions on the geometry (gauging). We nd it useful to adopt the following
notation: given the vectors P s and hs = KXpsX , s = 1; 2; 3 we introduce the phases
~Q











We nd ve independent4 integrability conditions that we list below:
from the commutators between the BPS equations (2.10), (2.11) and (2.12) we obtain
iγ0

1− (rfw0 + rf 0 + f)2 − r
2f 2
4





rf (rfw0 + rf 0 + f) (v0a+ a0)

 ji + γ1

gRe








4Symmetry arguments show that the angular equations lead to only one independent condition.
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The commutators between (2.8) and the angular components give the conditionsn
γ0

v0(rfw0 + rf 0 + f)− gR2e2wrfW 2










































j = 0 (2.17)
















































2ev+wW 2 + ev−w
1
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j = 0 (2.18)







l γ1)k = l (2.19)
where
f r = − gRe
wrfWQr
rfw0 + rf 0 + f
(2.20)
f 0 = −1− (rfw
0 + rf 0 + f)2 − r2f2
4
(v0a+ a0)2 + gR2e2wr2f 2W 2
rf(rfw0 + rf 0 + f)(v0a+ a0)
(2.21)





(f r)2 = 1 (2.22)
Now we compare the above results with the content from the hyperini equation in (2.13).


































































j = 0 (2.23)
The above equation is compatible with (2.19) only if the conditions
q0X(gX(ZKZ˜) − 4RrX(ZRsZ˜)YKY rs) = 0 (2.24)
are satised. If this is the case then (2.23) becomes"



















:= Rr(ZjXjKZ˜) − gX(ZRrZ˜)YKY + 2RtX(ZRsZ˜)YKY tsr (2.26)


















The above equations have important consequences for the geometry of the moduli space;
we will discuss them in the next section.
At this point from the angular integrability condition and the hyperini supersymmetry









f 0 = −a (2.29)
The above result and the relation in (2.22) x f r to be
f r = 
p
1− a2Qr (2.30)
In addition from the vector relation5 (2.28) we have
q0XDXQr = 0 (2.31)
gewjKj2p1− a2 = 2W 0 (2.32)
5QrQr = 1 imply (DXQr)Qr = 0
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If we use (2.29) and (2.30) in (2.21) and (2.20) then we nd
(rfw0 + rf 0 + f)
p
1− a2 = gRewrfW (2.33)
a =
1− (rfw0 + rf 0 + f)2 − r2f2
4
(v0a+ a0)2 + gR2e2wr2f 2W 2
rf(rfw0 + rf 0 + f)(v0a + a0)
(2.34)
Finally inserting (2.33) into (2.34) we obtain
1 = a2










We postpone the discussion of the other consistency conditions and analyze next the
implications of what we have just found for the geometric structure of the moduli space.
2.2 Geometric restrictions
Now we want to consider the equations in (2.24) and (2.27) and show that they determine
the space-time r-dependence of the scalars, i.e. of all the quantities that enter in the
description of the quaternionic geometry like the prepotential P r and the Killing vectors.
In order to elucidate their meaning in a transparent manner it is convenient to proceed as
follows. First a double contraction of (2.24) with the Killing vector leads to q0XKX = 0.




The above equation is quite important: it describes the path in the moduli space asso-
ciated to the BPS solution. It shows explicitly that, if we exclude the case a2 = 1, the
condition to have a xed point is @ZW = 0 which corresponds to a local minimum of the
potential as observed in [8].
From (2.36) using q0ZWZ = W 0 we obtain
jq0j2 = 3gew
p
1− a2W 0 (2.37)






Acting now with KZ one obtains
jKj2jq0j2 = 6W 02 (2.39)





which is in agreement with the fact that the Killing vector KX has to be null at the xed





Now we consider (2.27) rewritten as
jKj2q0XU r
XZZ˜
= − KZKZ˜ + 4KTKYRtZTRsZ˜Y ts q0XDXP r (2.42)
Contracting with KZ˜ and using KXDXP






W 0QsKZ − 3WW 0QtDZQrtrs (2.43)
Moreover contracting (2.42) with q0Z˜ and using (2.39) we nd
jq0j2@ZW = q0ZW 0 (2.44)
(which can be obtained also from (2.40) and (2.41)) and
jq0j2WDZQr + 2RtZXW 0q0XQstsr = 0 (2.45)
which after use of (2.43) gives (2.39).









Finally the contraction of (2.43) with Qrsrt gives
3WW 0DZQt = jKj2Qrq0XRsZXsrt (2.48)
Note that from (2.36) and (2.37) we also have






















W 0QsKZ − 3WW 0QtDZQr str (2.54)
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3WW 0DZQt = jKj2Qrq0XRsZXsrt (2.58)
KXq
0X = 0 (2.59)
Now it is straightforward to verify that these conditions solve (2.24) and (2.27) identically.
Finally we note that (2.59) gives
q0XDXQr = 0 (2.60)
It is interesting and not at all obvious that (2.36) and the other relations we have
found in this section look like a simple generalization of those obtained for flat domain
wall solutions (where the gauge elds are zero). This is suggestive of an underlying general
structure, independently of the form of the space-time solution.
2.3 Further restrictions
The equation obtained in the previous subsection are quite general. Now we have to
consider the other integrability conditions together with (2.19). They will determine the
functions in the ansatz and in addition they will impose strong restrictions on the possible
choices of the scalar gauging. We start considering (2.16): it is easy to show that either
all the coecients vanish or it must be equivalent to (2.19). The rst case reduces to the
case in which all the coecients of (2.19) vanish. The second case is veried when the
following conditions are true:
f 0 = −v
0(rfw0 + rf 0 + f)− gR2e2wrfW 2
(v0a + a0)(rfw0 + rf 0 + f)
(2.61)
f r = − gRe
wrfWQr
rfw0 + rf 0 + f
(2.62)
with hr parallel to Qr which is equivalent to
KX@X ~Q = 0 (2.63)
The last condition is quite restrictive: for example we will show that in the case of the
universal hypermultiplet it selects only the Killing vectors which generate translations
and dilatations. In general for an arbitrary number of hypermultiplets, in order to study
the flows associated to this type of solutions , it is necessary to undercover the geometrical
meaning of (2.63) and to nd the corresponding isometries .
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Other consequences of (2.16) are the following:
from (2.61) and (2.21) we nd
1 + 2gR














while inserting (2.33) into (2.61) we obtain
a =
rfv0 − (rfw0 + rf 0 + f)(1− a2)
rf(v0a+ a0)
(2.65)
Now we consider the integrability condition (2.17): by means of (2.19) we obtain the
equations6
gRrf(v
0a+ a0)ewW + gRaewrfW 0  1
2
p
1− a2@r[rf(v0a+ a0)] = 0 ; (2.66)
gRrf(v0a + a0)ew
p
1− a2W + a@r(rfw0 + rf 0 + f)
− gR2ae2wrfW 2 + 1
2
@r[rf(v
0a + a0)] = 0 : (2.67)























evW 0Qs = 0 ; (2.68)
gR
p











2 − @r(v0ev−w = 0 ; (2.69)
where we have dened




In the next section we analyze the system of rst order dierential equations obtained
above for the case of a black-hole metric.
6These two equations give again the condition (2.60).
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3 Static BPS black holes
In order to focus our attention on black-hole type solutions we impose a further restriction
on the metric choosing 7
f = e−w (3.1)















1− a2 = gRrWew (3.3)






where r0 is an integration constant. Using (3.3) this can be rewritten as
1 = gRr0Wev+w (3.5)
We focus on the equations obtained in the previous section and study their behavior
within the above black-hole type ansatz. We start with the equation (2.66). Using (3.1)









It is straightforward to verify that (3.6) is satised by (3.5) and (3.2). So (2.66) is
identically satised.
We turn to the analysis of the equation (2.67). It becomes
gR
p
1− a2(v0a + a0)rW − aw0e−w − gR2aewrW 2 + 1
2
@r[re
−w(v0a+ a0)] = 0 (3.7)
Using
rv0a + ra0 = a− ra
0










7Excluding pathological cases this can be viewed as a coordinate transformation.
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which is solved by (3.2). Thus we conclude that the equation (2.67) is identically satised.




e−2w(v0a+ a0)2 = a2e−2w + ae−2wr(v0a+ a0) (3.10)
Inserting this expression into (2.64) we obtain
2gR
2r2W 2 − e−2w(1 + rv0) + ae−2wr(v0a + a0) + a2e−2w = 0 (3.11)
Using (3.3) in the rst term and multiplying by e2w we have
1− a2 − rv0 + ar(v0a+ a0) = 0 (3.12)
which is equivalent to (3.4).
In a similar way we can study the equation (2.69). If we use (3.3) in the rst term of
(2.69):
gR









2 − @r(v0ev−w = 0 (3.13)
This can be rewritten in the form
gR
2ev+wrWW 0 + gR2ev+wW 2 + @r(aev−w(v0a+ a0)− v0ev−w) = 0 (3.14)
If we now multiply by r and then add and subtract the quantity ev−w(a(v0a + a0) − v0)






2W 2)− ev−w(a(v0a + a0)− v0) + @r(ev−w(a2 − 1)) = 0 (3.15)
Now we use g2Rr
2W 2 = (1− a2)e−2w and obtain
ev+w
2
@r[(1− a2)e−2w]− ev−w(a(v0a + a0)− v0) + @r(ev−w(a2 − 1)) = 0 (3.16)
This shows that (2.69) is identically satised.
































evW 0 = 0 (3.17)

























































































= gRevW (3.18) becomes
@r (ae
vZ) = 0 (3.21)
To solve this equation is the key to obtain explicit solutions for an arbitrary number of
hypermultiplets. We remind that (cfr (2.14)) Z is the modulus of hs = KXpsX (with
KX the Killing vector and psX the SU(2)-connection of the quaternionic space) and h
s
must be parallel to the prepotential P s, according to (2.63). So we need to know Z as
a function of the scalars and of the gauging, i.e. we need Z = Z(q;K). There are two
dierent ways to approach this problem: the rst one is to compute Z directly in some
coordinate system. This we can do for the few cases in which an explicit expression for
the quaternionic metric gXY is known (for example the universal hypermultiplet). The
second approach would consist in classifying all the isometries that are consistent with
the requirement in (2.63) and in determining the relation between Z and W . In section
5 we show that for the scalar manifold of the universal hypermultiplet [11] one obtains
Z = W . The generality of the above result is under investigation .
In the next section we verify that BPS solutions we have obtained so far satisfy the
equations of motion.
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4 Equations of motion









g2e2vjKj2a2 = 0 ; (4.1)
ew−v@r(v0ev−w)− 3
r
w0 + jq0j2 − (v0a + a0)2 − g
2
2
e2w(8W 2 + jKj2) = 0 ; (4.2)
re−2w
(






























g2a2@Z jKj2 − g2@Z







3e−2w(v0a+ a0) + r@r(e−w(v0a+ a0)) = graewjKj2 ; (4.6)
ge−2wKXq0X = 0 : (4.7)
where (4.1), (4.2), (4.3) and (4.4) are the Einstein equations, (4.5) is the equation for the
scalar elds and (4.6), (4.7) are the Maxwell equations.
First we observe that both (4.4) and (4.7) are an immediate consequence of (2.59).





(v0 + w0) : (4.8)
This is solved by (3.5), (3.3) and (2.32) if
g = gR (4.9)
This is the only extra condition imposed on the BPS solutions by the request to satisfy
the equations of motion: it is not a real restriction but rather a relation between the
SU(2) and the electric gaugings.
It is straightforward to check that all the equations are indeed satised:
equation (4.1) is solved using (4.8), (3.13), (3.5), (3.3), (3.2) and (3.4).
Equation (4.3) is solved by (4.8) and (2.64).
Equation (4.5) is solved using (2.50), (4.8), (2.57), (3.3) and (3.4).
Finally (4.6) is solved by (3.2) and (4.8).
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We conclude observing that in order to satisfy the equations of motion we have used
only some of the BPS equations, namely (2.32), (2.50), (2.55), (2.57), (2.59), (3.2), (3.3),
(3.4), (3.5), (2.64) and (3.13). Thus the on-shell solutions correspond to a family of
solutions in general not necessarily supersymmetric.
5 The Universal Hypermultiplet case
Now we present the explicit solution of the BPS equations in the case nH = 1 hypermul-
tiplet, i.e. the so called universal hypermultiplet. We choose a coordinate system and
notations for the description of this manifold as in [8].
It can be checked directly that four of the eight Killing vectors satisfy the condition
(2.63): ( ~K1 ; ~K2 ; ~K3) associated to translations and ( ~K5) to a dilatation. For all those
isometries the relation
Z = W (5.1)
holds. Then (3.21) becomes
@r (ae
vW ) = 0 (5.2)
which gives
aevW = C (5.3)











ew =  g0
gR
a : (5.6)











a(a2 − 1) (5.7)














































































We remark that since W and W 0 have to be opposite in sign (cfr (2.28))  has to satisfy
the condition:
  1 (5.15)
The case  = 1 corresponds to a chargeless solution (in fact in this case At = constant
and we can use the residual gauge freedom to set it to zero) with W = constant.
Within the class of solutions described above the only quantities which depend on the












which can be integrated using the explicit expressions of W = W (q) given in [8] for the
various isometries.
We conclude by observing that choosing  = 0 (i.e. a = constant) and K1 as Killing
vector (axion shift) we recover the solution found in [7].
8This corresponds to choose a hence the electromagnetic field positive. Thus the sign of W is the
same of g0.
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6 Discussion and Outlook
In this work we have studied electrostatic spherical BPS (N = 1) solutions in N = 2 gauged
supergravity in ve dimensions with hypermultiplet couplings. In particular we have
studied black-hole like solutions. The main results we have obtained can be summarized
as follows: rst of all we have derived the BPS equations in a general setting, going beyond
special cases treated with restrictive ansatz [7].
Then we have discussed the structure of the integrability conditions and in particular
of the hyperini equations. We have obtained relations which appear to be a generalization
of those found in [8] for flat domain walls. This result is somewhat surprising since our
ansatz is quite dierent from the one in [8]. In addition we have considered a conguration
with a non-vanishing gauge eld whose presence complicates considerably the structure
of the equations.
As a new feature we have obtained from quaternionic geometry a strong restriction
on the admissible gaugings, i.e. on the choice of the isometries of the scalar manifold.
The main consequence of this restriction is the absence of xed points in the case of one
hypermultiplet.
We have veried that our BPS solutions satisfy the equations of motion. The only
additional condition is a relation between the SU(2) and the electric gauge coupling.
Finally we have obtained an explicit solution in the presence of one hypermultiplet.
We have exhibited the explicit expressions of the static metric, the vector potential and
the superpotential and we have written the dierential equations for the scalars which are
the only quantities that depend on the choice of the gauging.
The above results leave much space for further investigations. First of all it would be
interesting to explore if and under which conditions the structure found for the hyperini
equation is maintained when more general ansatzs are considered or/and vector multi-
plets are introduced . Moreover one would like to understand all the implications of the
restriction on the gauging and in particular one should gure out if more general settings
with hypermultiplets and vector multiplets would allow nontrivial RG flows [14].
As a last comment we remark that the equations of motion, that are a sub-class of the
BPS equations, could be used for identifying non extreme BHs in the contest of gauged
supergravities with hypermultiplets along the lines of what has been done for the case of
vector multiplets only [15].
These open problems are currently under investigations.
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In this appendix we present some denitions and properties that we use in our work.
With
qX X = 1; : : : ; 4nH (A.1)
we denote the scalars of hypermultiplets which are the coordinates of a quaternionic
manifold. We introduce the 4nHbeins as
f iAX (q
Y ) ; i = 1; 2 2 SU(2) ; A = 1; : : : ; 2nH 2 Sp(2nH) (A.2)
The splitting of the flat indices in i and A reflects the factorization of holonomy
group in USp(2)(’ SU(2)) ⊗ USp(2nH) which is the main feature of those spaces. The
indices as a consequence of the symplectic structure are highered and lowered with the
antisymmetric matrices
ij ; CAB (A.3)
ij = 
ij ; 12 = 1 (A.4)
CABC
CB =  CA ; C
AB = (CAB)
 : (A.5)







ijgXY +RXY ij (A.6)
can be viewed as a denition for the quaternionic metric gXY and for the SU(2) curvature
RXY ij .
We use the symbols p jXi for the SU(2) spin connection whereas !
ab
µ denotes the
usual Lorentz spin connection. The covariant derivative which appears in the gravitini
supersymmetry variation acts on the symplectic Maiorana spinors i as
Dµi = @µi +
1
4
!abµ γabi − @µqXp jXi j − gKXAµp jXi j − gRAµP ji j (A.7)
where the generalized spin connection receives the following contributions: the rst term
represents the Lorentz action while the others can be identied with the SU(2) action plus
two terms due to the action of the Killing vectors on the quaternionic variety and to the
R-symmetry SU(2) gauging. Aµ is the graviphoton 1−form and P r are the prepotentials
while gR and g are the R-symmetry and the electric gauge couplings respectively.
It is useful to introduce the projection on the Pauli matrices for quantities in the
adjoint representation of SU(2), for example





































[r; s] = 2irst
t (A.11)















The scalar potential is dened as
















WQr the potential becomes
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