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In order to describe the hadronization of polarized quarks, we discuss an extension of the quark-jet
model to transverse momentum dependent fragmentation functions. The description is based on a
product ansatz, where each factor in the product represents one of the transverse momentum de-
pendent splitting functions, which can be calculated by using effective quark theories. The resulting
integral equations and sum rules are discussed in detail for the case of inclusive pion production.
In particular, we demonstrate that the 3-dimensional momentum sum rules are satisfied naturally
in this transverse momentum dependent quark-jet model. Our results are well suited for numeri-
cal calculations in effective quark theories, and can be implemented in Monte-Carlo simulations of
polarized quark hadronization processes.
PACS numbers: 13.60.Hb, 13.60.Le, 12.39.Ki
I. INTRODUCTION
Quark fragmentation functions (FFs) are key objects
for the analysis of inclusive hadron production in hard
scattering processes[1]. Transverse momentum depen-
dent (TMD) quark FFs, both polarized and unpolar-
ized, are of particular importance for semi-inclusive
hadron production in e+e− annihilation, semi-inclusive
deep inelastic lepton-nucleon scattering (SIDIS) and
proton-proton collisions [2–11]. They are universal, non-
perturbative objects, that contain vital information on
the correlation between spin and orbital motion of the
fragmenting quark and the produced hadrons[12–15].
TMD FFs also are crucial ingredients for accessing the
TMD parton distribution functions (PDFs) in SIDIS,
that encode the 3-dimensional picture of the nucleon in
momentum space[16–21]. Particular attention was fo-
cused on the so-called Collins TMD FF [22, 23] that al-
lows access to the transversity PDF, the least well de-
termined of the three leading order PDFs that do not
vanish in the collinear limit. FFs cannot be calculated
in lattice QCD, and therefore effective theories of QCD
are very important tools to extract information and con-
straints on TMD FFs. Important representatives are the
quark-jet model[1], the Lund model[24, 25], spectator
models involving the coupling of quarks to mesons[26–
30], and the Nambu-Jona-Lasinio (NJL) model[31] ap-
plied in the quark-jet framework[32] using Monte-Carlo
techniques[33–38].
It is well known[1, 32, 35] that a model descrip-
tion of quark FFs must include the effects of multi-
∗Corresponding author: bentz@keyaki.cc.u-tokai.ac.jp
fragmentations in order to reproduce the main features
of the corresponding empirical functions[39–41]. This is
particularly important for the unfavored fragmentation
functions, which cannot be described by assuming one
single (elementary) fragmentation step[35, 36]. For the
1-dimensional FFs (integrated over the transverse mo-
mentum (TM) of the produced hadron), the quark-jet
model of Field and Feynman[1] provides a simple frame-
work to account for multi-fragmentation processes. It
represents a chain of fragmentation processes by a prod-
uct of elementary FFs, which can be evaluated in any
effective quark theory. The resulting integral equations
of the jet model can be solved directly, or by using Monte-
Carlo methods, which is most convenient if many hadron
channels and resonances are included[35–38]. The inclu-
sion of the spin, which is directly linked to the trans-
verse momentum dependence, however, remains a chal-
lenging problem for model calculations including multi-
fragmentation processes [25, 42]. The purpose of this
paper is to provide an analytic framework, based on the
assumptions of the successful jet model, which can be
used for numerical calculations of TMD FFs. For this, we
extend the generalized product ansatz for quark cascades
of our previous work[32] to the description of TMD FFs.
Limiting ourselves for simplicity and clarity to the case of
inclusive pion production and quark flavor SU(2), we de-
rive the explicit forms of the resulting integral equations,
and demonstrate the validity of the sum rules in the TMD
jet model. Our results will allow a self-consistent formu-
lation of the Monte-Carlo method for polarized quark
hadronization, much needed for the study of various cor-
relations in polarized single - and dihadron FFs[43–45].
The outline of the paper is as follows: In Section II we
give the operator definitions of the TMD FFs and dis-
cuss their partonic interpretation. In Sect. III we derive
2k k
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α β
FIG. 1: Cut diagram representing the correlator of Eq.(II.2).
The dots labeled by α, β indicate the Dirac indices of the
quark field operators, the line labeled by the momentum k
represents the fragmenting quark, and the line labeled by the
momentum p and polarization S represents the produced par-
ticle. The shaded oval represents the spectator states |n〉, and
the cut goes through the shaded oval.
the integral equations for the TMD FFs from the basic
product ansatz. The explicit forms of the equations will
be presented for the case of inclusive pion production,
and the validity of the sum rules will be confirmed ana-
lytically. A summary of our work is given in Section IV.
Further details on the calculations are presented in five
Appendices. In particular, Appendix C presents a list of
analytic forms of the elementary FFs which have been
obtained in earlier works [27–30, 32] by using effective
quark theories.
The integral equations of the TMD jet model, which
we will present in Sect. III.D, hold in any effective quark
theory which does not involve explicit gluon and gauge
link degrees of freedom, and which satisfies the elemen-
tary momentum conservation and positivity constraints
summarized at the end of Sect. III.D. The integral equa-
tions can then readily be used for numerical calculations.
It is our hope that our paper will contribute to a more
quantitative understanding of spin dependent fragmen-
tation processes.
II. OPERATOR DEFINITIONS AND
PARTONIC INTERPRETATION
The operator definitions of TMD quark FFs follow
from the single particle inclusive quark decay matrix
given by[9]
nβα(p−,p⊥;S) =
1
2z
∫
dk+dk−
(2π)4
δ
(
1
z
− k−
p−
)
Nβα(p, k;S) ,
(II.1)
where z is the scaling variable, and the correlator is given
by (see Fig.1) 1
1 The light-cone components of a 4-vector are defined as aµ =
(a+, a−, aT ) with a
± = (a0 ± a3)/√2. Covariant normalization
is used throughout this paper, and the summation symbol
∑
n
in (II.2) includes an integration over the on-shell momenta pn.
Nβα(p, k;S) =
∑
n
∫
d4 ω eik·ω〈0|ψβ(ω)|p, n〉〈p, n|ψα(0)|0〉 .
(II.2)
Here the field operators refer to a given quark flavor (q =
u, d), which is not indicated explicitly in this Section, and
k and p are the 4-momenta of the fragmenting quark and
the produced particle. The state
|p, n〉 = a†h(p, S)|n〉
√
2p− (2π)
3
(II.3)
refers to the produced particle of type h (including
isospin) and polarization S (which is twice the eigen-
value of the spin operator in the direction of S), and a
complete set of spectator states |n〉. The generic vector
S specifies the spin 4-vector of the produced particle of
mass M and energy Ep as
Sµ =
(
p · S
M , S+
p (p · S)
M (Ep +M)
)
. (II.4)
The operator definitions (II.1), (II.2) refer to a frame
where the TM of the produced particle vanishes (pT = 0)
while the fragmenting quark has nonzero kT . The vector
S in (II.4) can then be expressed in terms of its transverse
components ST and longitudinal component SL (helicity)
as S = (S1T , S
2
T , SL). By a transverse Lorentz transfor-
mation (see Appendix A for details) one can transform
to a frame where the fragmenting quark has zero TM
(k⊥ = 0) and the produced particle has p⊥ = −zkT , so
that we can consider the decay matrix (II.1) as a function
of p−,p⊥ and S.
The quark decay matrix (II.1) can be expanded in
terms of Dirac matrices, with coefficient functions which
are invariant under transverse Lorentz transformations.
In leading order, which corresponds to the limit p− →∞,
a set of 4 Dirac matrices (Γ) contributes to the decay ma-
trix. Their coefficient functions 〈Γ〉 ≡ TrD (Γn) can be
parametrized in terms of 8 FFs in the following way:
1
2p−
〈γ+〉 = D(z,p2⊥)−
1
Mǫ
ijkTiSTjD
⊥
T (z,p
2
⊥) , (II.5)
1
2p−
〈iσi+γ5〉 = SiTHT (z,p2⊥) +
SL
Mk
i
TH
⊥
L (z,p
2
⊥)
+
1
M2 k
i
T (kT · ST )H⊥T (z,p2⊥)−
1
M ǫ
ijkTjH
⊥(z,p2⊥) ,
(II.6)
1
2p−
〈γ+γ5〉 = SLGL(z,p2⊥) +
1
M (kT · ST )GT (z,p
2
⊥) .
(II.7)
Here i = 1, 2 denote the transverse vector indices, kT =
−p⊥/z, and ǫij ≡ ǫ−+ij such that ǫ12 = 1. The defini-
tions and notations of the 8 leading order FFs in (II.5)
- (II.7) follow the Trento conventions[46], except that we
assume the large momentum component of the leading
3produced particle as p− = zk−, and we omit the sub-
script 1 on all functions because we only consider the
leading order here 2.
Next we wish to discuss the partonic interpretation of
the various FFs as number densities of the produced par-
ticle (h) within a quark, and thereby derive an expression
for the “total fragmentation function”, which will be used
in the next Section to formulate the integral equations of
the TMD jet model. For this purpose we formally define
the Dirac matrix valued 4-vector Γµ as
Γµ ≡ (γ+, γ+γ1γ5, γ+γ2γ5, γ+γ5) , (II.8)
and express the quantities on the left hand sides of
Eqs.(II.5) - (II.7) as
1
2p−
〈Γµ〉 ≡ 1
2p−
TrD (Γ
µn(p−,p⊥;S))
=
p−
2z
∫
dω−d2ωT e
i(p−ω−+p⊥·ωT )/z
× 〈0|ψβ(ω−,ωT )a†h(p, S)ah(p, S)ψα(0)|0〉Γµαβ (II.9)
=
p−
z · √2
∫
dω−d2ωT e
i(p−ω−+p⊥·ωT )/z
× 〈0|ψ+β(ω−,ωT )a†h(p, S)ah(p, S)ψ†+α(0)|0〉 Γ˜µαβ .
(II.10)
In the second step we used the relation (II.3) and the
completeness of the spectator states |n〉, and in the third
step we introduced the “good components” of the quark
field operator by[48, 49]
ψ+ =
1√
2
γ0γ+ψ ≡ Λ(+)ψ , (II.11)
and defined Γµ = γ+Γ˜µ. We then introduce the expan-
sion
ψ+(ω
−, ωT ) =
∫
dq−√
2q−
d2qT
(2π)3/2
∑
λ
bλ(q)u+λ(q)
× e−iq−ω−eiqT ·ωT + . . . , (II.12)
where u+ denotes the “good components” of the Dirac
spinor (see Appendix B for details), and the dots (. . . ) de-
note the anti-quark terms which do not contribute here.
Introducing also the quark basis states by
|kλ′〉 =
√
2(2π)3k− b
†
λ′(k)|0〉 , (II.13)
2 Because the two T -odd FFs D⊥T and H
⊥ have been introduced
first in Refs.[6] and [4], respectively, they are often called the
Mulders-Tangerman function and the Collins function in the lit-
erature. (For the quark distribution functions, their counterparts
are the Sivers function [47] and the Boer-Mulders function [8].)
The other 6 functions in (II.5)-(II.7) are T -even.
and noting that 〈kλ|kλ〉 ≡ 〈k|k〉 is independent of λ, we
can express (II.10) in a form which is independent of the
normalization of states:
1
2p−
〈Γµ〉 = 1
4
∑
λ′λ
(uλ′(k)Γ
µuλ(k))
× 〈kλ|a
†
h(p, S)ah(p, S)|kλ′〉
〈k|k〉 . (II.14)
In Appendix B we show that the matrix elements in
(II.14) take the form
uλ′(k)Γ
µuλ(k) = 2k− (σ
µ)λ′λ , (II.15)
where we defined σµ = (1,σ), with σ = (σ1, σ2, σ3) the
usual Pauli matrices. If we insert (II.15) into (II.14) and
multiply both sides by sµ ≡ (1, s), where the generic vec-
tor s has Cartesian components (s1T , s
2
T , sL), we obtain
3
1
2p−
〈sµΓµ〉
= k−
∑
λ′λ
1
2
(1+ s · σ)λ′λ
〈kλ|a†h(p, S)ah(p, S)|kλ′〉
〈k|k〉 .
(II.16)
Note that in this expression the spin density matrix of
the fragmenting quark, ρ(s) = 12 (1+ s · σ), appears nat-
urally. Multiplying both sides of (II.16) by the weight
factors dz = dp−/k− and d
2p⊥, and expressing the r.h.s.
by a trace operation (Tr), we obtain
1
2p−
〈sµΓµ〉dz d2p⊥
= Tr
(
ρ(s)
〈k|a†h(p, S)ah(p, S)|k〉
〈k|k〉
)
dp− d
2p⊥ . (II.17)
From this relation it follows that the quantity
F (z,p⊥;S, s) ≡ 1
2p−
〈sµΓµ〉 = 1
2p−
sµTrD (Γ
µn(p−,p⊥;S))
(II.18)
can be interpreted as the number density of the produced
particle (h) with polarization S within the fragmenting
quark of polarization s.
We can now write down the expression for
F (z,p⊥;S, s), which follows from the definition (II.18)
3 Like Γµ and σµ, the quantity sµ is not a Lorentz 4-vector, but
Einstein’s summation convention still applies[50].
4and the parametrizations (II.5) - (II.7):
F (z,p⊥;S, s)
= D(z,p2⊥)−
1
M (kT × ST )
3
D⊥T (z,p
2
⊥)
+ (sT · ST )HT (z,p2⊥) +
1
MSL (kT · sT )H
⊥
L (z,p
2
⊥)
+
1
M2 (ST · kT )(sT · kT )H
⊥
T (z,p
2
⊥)
− 1M(kT × sT )
3
H⊥(z,p2⊥)
+ (SL sL)GL(z,p
2
⊥) +
1
MsL (ST · kT )GT (z,p
2
⊥) .
(II.19)
Here kT = −p⊥/z, and the superscript 3 denotes the 3-
component of a vector product, i.e., (aT × bT )3 = ǫijaibj
for any 3-vectors a and b. We also remind that the vector
sT is transverse to the momentum of the fragmenting
quark, while ST is transverse to the momentum of the
produced particle.
In the next Section, we will use the above parametriza-
tion for the “full” q → hadron (h) FF, which includes ef-
fects of multi-fragmentation processes, as well as for the
elementary FFs (denoted by small letters f , d, d⊥T , etc),
where both q → hadron (h) and q → quark (Q) processes
have to be taken into account 4. (Here Q = U,D de-
notes the flavor of a quark in an intermediate state of
the fragmentation chain.)
Several sum rules for the full q → h function F (q→h)
can immediately be derived from the above relations. Let
us for example discuss the momentum sum rules. Mul-
tiplying both sides of (II.17) by the hadron momentum
p ≡ (p−,p⊥), where p− = k−z for fixed k−, and integrat-
ing or summing over all hadronic variables, we obtain
∑
h
∫ 1
0
dz
∫
d2p⊥
∑
±S
pF (q→h)(z,p⊥;S, s)
= Tr
(
ρ(s)
〈k|Pˆ|k〉
〈k|k〉
)
, (II.20)
where we defined the momentum operator in terms of
hadron variables as
Pˆ ≡
∑
h
∫ ∞
0
dp−
∫
d2p⊥
∑
±S
(
p a†h(p, S) ah(p, S)
)
.
(II.21)
Here and in the following,
∑
±S means taking the trace
for the spin represented by S. If one allows for an in-
finite chain of elementary fragmentation processes, the
4 Although we used the symbol h (to denote hadron) for the pro-
duced particle, the operator definitions are formally the same for
the case where the produced particle is a quark (Q). For the case
of the q → Q FFs, the summation over n in (II.2) includes the
hadronic vacuum state |0〉.
final quark remainder will have zero longitudinal mo-
mentum (LM) fraction, and on average also zero TM:
〈p⊥〉rem = 0. (We will confirm this point explicitly in the
TMD jet model later by using two independent methods
in Sect. III.D. and Appendix E.) It then follows that
the average value of the hadronic momentum operator Pˆ
in the initial quark state is equal to the momentum of
the initial quark, which is k = (k−,0⊥). Eq.(II.20) then
leads to the LM and TM sum rules5
∑
h
γh
∫ 1
0
dz z
∫
d2p⊥D
(q→h)(z,p2⊥) = 1 , (II.22)
∑
h
γh
∫ 1
0
dz
2zMh
∫
d2p⊥ · p2⊥H⊥(q→h)(z,p2⊥) = 0 ,
(II.23)
where γh is the spin degeneracy factor of the hadron and
Mh its mass. A similar derivation can be given for the
z component of the hadronic isospin operator Tˆ , which
has a form like Eq.(II.21) with p replaced by the z com-
ponent of the hadron isospin th. After an infinite decay
chain the final quark remainder will have zero average
value of isospin z component. (A simple proof for this is
presented in Appendix E.) Therefore the average value of
Tˆ in the initial quark state becomes equal to the isospin
z component of the initial quark
τq
2 :
∑
h
γh th
∫ 1
0
dz
∫
d2p⊥D
(q→h)(z,p2⊥) =
τq
2
. (II.24)
The validity of the LM sum rule (II.22) and the isospin
sum rule (II.24) in the quark jet model is well known[1,
32], and in the following Section we will also confirm the
validity of the TM sum rule (II.23).
III. FORMULATION OF THE TMD JET
MODEL
In this Section we will formulate the TMD jet model,
referring for definiteness and simplicity to the case of in-
clusive pion production. The inclusion of other hadron
channels is straight forward, in particular if one uses
Monte-Carlo methods [33–38].
5 To derive (II.23), we use the following identity:
∫
d2p⊥ p
i
⊥ p
j
⊥
H⊥(q→h)(z,p2⊥) =
δij
2
∫
d2p⊥ p
2
⊥H
⊥(q→h)(z,p2⊥) .
Because the TM sum rule (II.23) has first been introduced in
Ref.[51], it is sometimes called the Scha¨fer - Teryaev sum rule
in the literature. We note that, although the average TM of
the quark remainder after an infinite decay chain is zero, the
magnitude of the fluctuation
√
〈p2
⊥
〉rem is nonzero.
5We first make a few comments on the elementary split-
ting functions. In Appendix C we present model forms
of the elementary function f (q→Q), which is expressed in
terms of the 8 splitting functions d(q→Q), d
⊥(q→Q)
T , . . . ,
g
(q→Q)
T similar to Eq. (II.19), and the elementary func-
tion f (q→π), for which only the spin independent term
d(q→π) and the quark - spin dependent term ∝ h⊥(q→π)
contribute. These forms, which are obtained in any ef-
fective theory which involves the coupling of constituent
quarks to pions, are given in lowest order of the pion-
quark coupling constant, i.e., the tree diagrams for the
T -even functions (see Fig. 2 of Appendix C) and the
one-loop graphs for the T -odd functions (see Figs.3 and 4
of Appendix C). One peculiar feature of those functions
is that the virtual quark can fragment into an on-shell
quark and a real pion only with a certain probability
1−ZQ, which is actually equal to the probability to find
a constituent quark with its virtual pion cloud[30, 32].
(Typical values are ZQ ≃ 0.8.) More precisely, the ele-
mentary q → Q FF can be expressed in the form
f (q→Q) (z,p⊥;S, s) ≡ ZQδ(1− z)δ(2)(p⊥) δ(τQ, τq)
× 1
2
(1 + S · s) + (1− ZQ)fˆ (q→Q) (z,p⊥;S, s) , (III.1)
where the first term involves the probability ZQ that the
quark does not fragment at all 6 , and accordingly the
new function fˆ (q→Q) is normalized to 1:
∫ 1
0
dz
∫
d2p⊥
∑
±S
∑
τQ
fˆ (q→Q)(z,p⊥;S, s) = 1 . (III.2)
This renormalized elementary function fˆ (q→Q) is again
parametrized as in Eq. (II.19) in terms of the 8 splitting
functions dˆ(q→Q), dˆ
⊥(q→Q)
T , . . . , gˆ
(q→Q)
T . (Explicit model
forms obtained in lowest order perturbation theory are
given in Appendix C.)
For the formulation of the product ansatz, it will be
convenient to define the elementary q → Q FF for the
case where the incoming quark (q) has polarization s and
the outgoing quark (Q) is unpolarized:
fˆ (q→Q)(z,p⊥; s) ≡
∑
±S
fˆ (q→Q)(z,p⊥;S, s)
= 2
[
dˆ(q→Q)(z,p2⊥) +
1
Mz
(p⊥ × sT )3 hˆ⊥(q→Q)(z,p2⊥)
]
,
(III.3)
where M is the constituent quark mass. The renormal-
ized elementary q → π FF is related to the above function
6 The spin structure of the non-fragmentation term is explained in
Appendix C. In practice, this term only serves to renormalize the
elementary fragmentation functions, as explained in Appendix D.
by (see Refs.[30, 32]) 7
fˆ (q→π)(z,p⊥; s) = fˆ
(q→Q)(1 − z,−p⊥; s)|τQ=τq−2τpi ,
(III.4)
and is normalized to 1 according to (III.2). For later ref-
erence, we finally note that from (III.2) the quark renor-
malization factor is expressed in terms of the unrenor-
malized integrated q → Q FF d(q→Q)(z) as follows:
1− ZQ = 2
∑
τQ
∫ 1
0
dz d(q→Q)(z) . (III.5)
A. Product ansatz
In order to describe multistep fragmentation (quark
cascade) processes, in our previous work[32] we expressed
the integrated q → π FF by a sum of products of elemen-
tary q → Q FFs, introducing the maximum number of
pions (N) which can be produced by the fragmenting
quark. It was shown that the momentum and isospin
sum rules are satisfied only in the limit of N → ∞
8. In this limit one recovers the original jet model of
Field and Feynman[1], where the FF is expressed from
the start by an infinite product of renormalized q → Q
FFs, corresponding to our quantity fˆ (q→Q) of Eq.(III.1).
In Appendix D we show that the same line of argument
can be used also for the TMD case, i.e., the first (non-
fragmentation) term of (III.1) can be processed so as to
express the full q → π FF in terms of products of the
renormalized elementary q → Q FFs of (III.1). In or-
der to keep the formulas of the main part as simple as
possible, we use the limit N → ∞ from the start here.
We will use the following notations for multi-dimensional
momentum integrations:
∫
DNη ≡
∫ 1
0
dη1
∫ 1
0
dη2 · · ·
∫ 1
0
dηN ,∫
D2Np⊥ ≡
∫
d2p1⊥
∫
d2p2⊥ · · ·
∫
d2pN⊥ . (III.6)
7 We denote τq = (1,−1) for (u, d) and τpi = (1, 0,−1) for
(pi+, pi0, pi−).
8 Although this indicates a conceptual limitation of the jet model,
which arises from several assumptions like scaling, leading twist
and factorization, we take the limit N → ∞ here, because one
of the purposes of this paper is just to demonstrate the validity
of the sum rules in this limit for the TMD case.
6The product ansatz is then as follows:
F (q→π)(z,p⊥; s) = limN→∞
N∑
m=1
∫
DNη
∫
D2Np⊥
∑
τQN
× fˆ (q→Q1)(η1,p1⊥; s) fˆ (Q1→Q2)(η2,p2⊥ − η2p1⊥; 〈S1〉)
× · · · × fˆ (QN−1→QN )(ηN ,pN⊥ − ηNpN−1⊥; 〈SN−1〉)
× δ(z − zm) δ(2) (p⊥ − (pm−1⊥ − pm⊥))
× δ (τπ , (τQm−1 − τQm)/2) ≡ limN→∞ N∑
m=1
F (q→π)m (z,p⊥; s) .
(III.7)
Here the function fˆ (q→Q1)(η1,p1⊥; s) is the elementary
FF for the first step, which refers to the case where
the incoming quark (q) has polarization s and no TM
(k⊥ = 0), and the outgoing quark (Q1) is unpolarized
and has momentum variables (η1,p1⊥). The function
fˆ (Qi→Qj)(ηj ,pj⊥ − ηjpi⊥; 〈Si〉) for the jth step refers
to the case where the incoming quark (Qi) has momen-
tum variables (ηi,pi⊥) and a polarization 〈Si〉, which
is defined as the mean polarization density of the out-
going quark of the ith step (which depends implicitly on
the momentum variables of the steps 1, 2, . . . i), while the
outgoing quark (Qj) has momentum variables (ηj ,pj⊥)
and its spin is not observed. In (III.7) we applied the
rule (A.5) for making a transverse Lorentz transforma-
tion in each step of the fragmentation chain. The delta
functions in (III.7) select a meson which is produced in
the m-th step with LM fraction zm of the initial quark,
where
zm = η1η2 · · · ηm−1 · (1− ηm) (III.8)
for m > 1, and z1 = 1 − η1 for m = 1. In (III.7) a
sum over repeated quark flavor indices is implied, and
for m = 1 we define p0⊥ ≡ k⊥ = 0 and S0 = s.
The main difference to the case of the integrated
FFs[32] is the spin structure of the product ansatz (III.7),
which will be explained in the following Subsection.
B. Spin structure of the product ansatz
Here we wish to explain the spin structure of the prod-
uct ansatz (III.7). For this purpose, we keep only the spin
variables in most parts of this Subsection, suppressing
momentum and isospin labels for simplicity.
Because the q → π FF is obtained from a chain of
elementary fragmentation processes, averaging over the
spin of the final quark remainder, we express it formally
as
F (s) = lim
N→∞
Tr
[
(a∗ + b∗ · σ)N ρ(s) (a+ b · σ)N
]
.
(III.9)
Here Tr denotes the trace of a spin 2 × 2 matrix, ρ(s)
is the spin density matrix of the initial quark as before,
and in order to avoid long expressions for products we
use the symbolic notations
(a+ b · σ)n
≡ (a1 + b1 · σ) · (a2 + b2 · σ) · · · · · (an + bn · σ) ,
(III.10)
(a∗ + b∗ · σ)n
≡ (a∗n + b∗n · σ) · · · · · (a∗2 + b∗2 · σ) · (a∗1 + b∗1 · σ) ,
(III.11)
where an and bn depend on the momentum variables of
the nth fragmentation step.
Our aim is to express (III.9) as a product of N factors.
For this, we first note that the matrix corresponding to
the first fragmentation step (q → Q1) can be expressed
as
f˜1(s) = (a
∗
1 + b
∗
1 · σ) ρ(s) (a1 + b1 · σ)
≡ 1
2
(f1(s) + σ · f1(s)) (III.12)
= f1(s) ρ (〈S1〉) , (III.13)
where in (III.12) we defined the functions
f1(s) = Tr [(a
∗
1 + b
∗
1 · σ) ρ(s) (a1 + b1 · σ)] , (III.14)
f1(s) = Tr [(a
∗
1 + b
∗
1 · σ) ρ(s) (a1 + b1 · σ)σ] , (III.15)
while in (III.13) we used the spin density matrix
ρ(〈S1〉) = 1
2
(1 + 〈S1〉 · σ), where
〈S1〉 = f1(s)
f1(s)
(III.16)
is the average polarization density of Q1 (after the first
step). Because of |〈S1〉| ≤ 1, the quarkQ1 is in a partially
polarized state.
The matrix corresponding to the first and second frag-
mentation steps (q → Q1 → Q2) can then be expressed
as
f˜2(s) = (a
∗
2 + b
∗
2 · σ) f1(s) ρ (〈S1〉) (a2 + b2 · σ)
≡ f1(s) 1
2
(f2(〈S1〉) + σ · f2(〈S1〉)) (III.17)
= f1(s) f2(〈S1〉) ρ (〈S2〉) , (III.18)
where in (III.17) we defined the functions
f2(〈S1〉) = Tr [(a∗2 + b∗2 · σ) ρ(〈S1〉) (a2 + b2 · σ)] ,
(III.19)
f2(〈S1〉) = Tr [(a∗2 + b∗2 · σ) ρ(〈S1〉) (a2 + b2 · σ)σ] ,
(III.20)
while in (III.18) we used the spin density matrix
ρ(〈S2〉) = 1
2
(1 + 〈S2〉 · σ), where
〈S2〉 = f2(〈S1〉)
f2(〈S1〉) (III.21)
7is the average polarization density of Q2 (after the second
step).
We can continue in this way, and after N steps we
obtain for the FF (III.9)
F (s) = lim
N→∞
f1(s) f2(〈S1〉) . . . fN (〈SN−1〉)Tr ρ (〈SN 〉)
= lim
N→∞
f1(s) f2(〈S1〉) . . . fN (〈SN−1〉) . (III.22)
Eq.(III.22) is the desired result, because it expresses the
quantity (III.9) by a product of N factors, where each
factor is given in terms of the elementary FF. This con-
cludes the derivation of the spin structure of the product
ansatz (III.7).
We finally comment on the relation between the
matrix representation of the elementary FFs used in
this Subsection, and the form (II.19). For definite-
ness we consider the FF for the first step, which
in Eq.(III.12) was expressed in spin matrix form as
f˜1(s) =
1
2
(f1(s) + σ · f1(s)). The connection to the form
(II.19) for the elementary q → Q1 case is given by
f1(S1, s) = Tr
(
f˜1(s)ρ(S1)
)
=
1
2
(f1(s) + S1 · f1(s)) ,
(III.23)
where again the subscript 1 on the functions f and f is
used to denote the dependence on the momentum vari-
ables for the first step. In (III.23), S1 is considered sim-
ply as an auxiliary variable, i.e., if one knows f1(S1, s)
as a function of S1, one also knows the matrix valued
function f˜1(s). (We note that an analogous trace op-
eration was performed in (II.17) for the initial quark.)
Eq.(III.23) also provides a natural extension of the for-
malism in Sect. II, where the polarization S in (II.3)
implicitly referred to a fully polarized state, to the case
of partial polarization.
Returning to the full notations including the momen-
tum and isospin variables, comparison of (II.19) with
(III.23) gives
fˆ (q→Q1)(η1,p1⊥; s) = 2
[
dˆ(q→Q1)(η1,p
2
1⊥)
+
1
Mη1
(p1⊥ × sT )3 hˆ⊥(q→Q1)(η1,p21⊥)
]
(III.24)
in agreement with (III.3), and 9
fˆ (q→Q1)(η1,p1⊥; s)
= 2
[
1
Mη1
p′1⊥ dˆ
⊥(q→Q1)
T (η1,p
2
1⊥) + sT hˆ
(q→Q1)
T (η1,p
2
1⊥)
+
1
M2η21
p1⊥ (sT · p1⊥) hˆ⊥(q→Q1)T (η1,p21⊥)
]
. (III.25)
If p1⊥ = (p
1
1⊥, p
2
1⊥), the vector p
′
1⊥ is defined by p
′
1⊥ =
(−p21⊥, p11⊥). To get the corresponding functions for the
second step, one has to replace the momentum variables
(η1,p1⊥) by (η2,p2⊥−η2p1⊥), while according to (III.18)
the spin variable s should be replaced by 〈S1〉, which is
the ratio of the 2 functions given above for the first step.
C. Integral equations
Let us now proceed with the product ansatz (III.7) to
derive the integral equation for the FF in the TMD jet
model. For a fixed m in (III.7), we can integrate over
the variables ηk, pk⊥ for k > m using the normaliza-
tion (III.2). The integrations over ηm, pm⊥ are then
performed by using the delta functions. Making a shift
ηm → 1 − ηm and using (III.4), the result of these inte-
grations is
∑
τQm
∫ 1
0
dηm
∫
d2pm⊥ δ(z − zm)
× fˆ (Qm−1→Qm)(ηm,pm⊥ − ηmpm−1⊥; 〈Sm−1〉)
× δ(p⊥ − (pm−1⊥ − pm⊥)) δ(τπ , (τQm−1 − τQm)/2)
=
∫ 1
0
dηm δ(z − η1η2 . . . ηm)
× fˆ (Qm−1→π)(ηm,p⊥ − ηmpm−1⊥; 〈Sm−1〉) . (III.26)
In this way, the function F
(q→π)
m of Eq.(III.7) becomes
F (q→π)m (z,p⊥; s) =
∫
Dmη
∫
D2(m−1)p⊥
× fˆ (q→Q1)(η1,p1⊥; s) fˆ (Q1→Q2)(η2,p2⊥ − η2p1⊥; 〈S1〉) · · ·
× fˆ (Qm−2→Qm−1)(ηm−1,pm−1⊥−ηm−1pm−2⊥; 〈Sm−2〉)
× fˆ (Qm−1→π)(ηm,p⊥−ηmpm−1⊥; 〈Sm−1〉)δ(z − η1η2 · · · ηm) .
(III.27)
9 Eq.(III.25) shows only the transverse part of fˆ (q→Q1) without the
contribution from the last term ∝ sL in the elementary version
of Eq.(II.19). It will become clear in Subsection III.D. that this
term does not contribute to inclusive pion production. Also,
there is a longitudinal part of fˆ (q→Q1) which arises from the
terms ∝ SL in the elementary version of (II.19). Because the
total FF for q → pi consists only of the unpolarized (D) and
the Collins (H⊥) terms of (II.19), this part does not contribute
either.
8In order to obtain a recursion relation for the functions
F
(q→π)
m , we carry out the steps explained in Appendix D
(see Eqs.(D.8) - (D.14)), and obtain for m > 1
F (q→π)m (z,p⊥; s) =
∫
D2η
∫
D4p⊥
×δ(z − η1η2)δ(2)(p⊥ − p2⊥ − η2p1⊥)fˆ (q→Q)(η1,p1⊥; s)
× F (Q→π)m−1 (η2,p2⊥; 〈S1〉) , (III.28)
where 〈S1〉 is the mean polarization density of the quark
produced in the first step and depends on the momentum
variables (η1,p1⊥) (for the explicit form, see Eq.(III.38)
of the following Subsection), while for m = 1 we have
F
(q→π)
1 (z,p⊥; s) = fˆ
(q→π)(z,p⊥; s) . (III.29)
Because the total FF is obtained by performing the sum
over m and taking the limit N → ∞ (see (III.7)), it
satisfies the following integral equation:
F (q→π)(z,p⊥; s) = fˆ
(q→π)(z,p⊥; s)
+
∫
D2η
∫
D4p⊥ δ(z − η1η2)
× δ(2)(p⊥ − p2⊥ − η2p1⊥)fˆ (q→Q)(η1,p1⊥; s)
× F (Q→π)(η2,p2⊥; 〈S1〉) . (III.30)
More explicit forms of this integral equation will be de-
rived in the following Subsection. Here we add remarks
on the following two points: First, the SU(2) flavor de-
pendence of all q → π and q → Q FFs in this paper
(elementary or full) can be expressed by
Z(q→π) =
1
3
Z
(q→π)
(0) +
1
2
τqτπZ
(q→π)
(1) , (III.31)
Z(q→Q) =
1
2
Z
(q→Q)
(0) +
1
2
τqτQZ
(q→Q)
(1) . (III.32)
Here Z = fˆ for the elementary functions, and Z = F for
the full functions, and the subscripts (0) and (1) denote
the isoscalar and isovector parts10. These definitions are
convenient for the discussion of sum rules because of the
following relations:
∑
τpi
Z(q→π) = Z
(q→π)
(0) ,
∑
τpi
τπZ
(q→π) = τqZ
(q→π)
(1) .
(III.33)
By using the forms (III.31) and (III.32) in the integral
equation (III.30), the sum over the intermediate quark
flavors can be easily carried out, and one obtains two sep-
arate integral equations, of the same form as the original
10 For the isoscalar and isovector functions Z(α), the distinction
between the quark labels q and Q is irrelevant.
equation (III.30), for the isoscalar (α = 0) and isovector
(α = 1) parts:
F
(q→π)
(α) (z,p⊥; s) = fˆ
(q→π)
(α) (z,p⊥; s)
+
∫
D2η
∫
D4p⊥ δ(z − η1η2)
× δ(2)(p⊥ − p2⊥ − η2p1⊥)fˆ (q→Q)(α) (η1,p1⊥; s)
× F (Q→π)(α) (η2,p2⊥; 〈S1〉) . (III.34)
From this equation it follows that the “favored” combi-
nation
1
3
F
(q→π)
(0) +
1
2
F
(q→π)
(1) and the “neutral” function
1
3F
(q→π)
(0) have non-zero driving terms, while the “unfa-
vored” combination
1
3
F
(q→π)
(0) −
1
2
F
(q→π)
(1) has no driving
term, which is a simple consequence of charge conserva-
tion.
Second, we note that the momentum and isospin sum
rules for the elementary FFs follow from the general
forms (II.22) - (II.24), if the sum over h includes both
the produced pion and the outgoing quark. Namely, the
elementary counterpart of the LM sum rule (II.22) is∫ 1
0
dz z
∫
d2p⊥
(∑
τpi
dˆ(q→π)(z,p2⊥)
+ 2
∑
τQ
dˆ(q→Q)(z,p2⊥)

 = 1 , (III.35)
that of the TM sum rule (II.23) is∫ 1
0
dz
z
∫
d2p⊥ p
2
⊥
(
1
mπ
∑
τpi
hˆ⊥(q→π)(z,p2⊥)
+
2
M
∑
τQ
hˆ⊥(q→Q)(z,p2⊥)

 = 0 , (III.36)
and that of the isospin sum rule (II.24) is∫ 1
0
dz
∫
d2p⊥
(∑
τpi
τπ dˆ
(q→π)(z,p2⊥)
+ 2
∑
τQ
τQ
2
dˆ(q→Q)(z,p2⊥)

 = τq
2
. (III.37)
The sum rules (III.35) - (III.37) just express the mo-
mentum and isospin conservation laws for the elemen-
tary fragmentation process, and are therefore model in-
dependent. (Explicit model forms for pseudoscalar (ps)
and pseudovector (pv) pion-quark coupling are collected
in Appendix C.) We stress again that in the “full” sum
rules (II.22) - (II.24) the summation Σh refers only to the
pions, because after an infinite chain of elementary frag-
mentation processes the final quark remainder will have
zero LM and, on average, also zero TM and zero isospin
z component. We will confirm this point in the TMD jet
model in the next Subsection and in Appendix E.
9D. Explicit forms of TMD jet integral equations
and sum rules
In this Subsection we give the explicit forms of the in-
tegral equations for the spin independent (D(q→π)) and
quark - spin dependent (H⊥(q→π)) FFs and confirm the
associated sum rules. For this, we have to insert the el-
ementary FFs for an incoming polarized quark and out-
going pion or unpolarized quark, as given by (III.3) and
(III.4), into the integral equation (III.30), and use the
following expression for the mean polarization density of
the quark produced in the first step (see Eqs.(III.16) and
(III.24), (III.25)):
< S1 >=
2
fˆ (q→Q)(η1,p1⊥; s)
×
[
1
Mη1
p′1⊥ dˆ
⊥(q→Q)
T (η1,p
2
1⊥) + sT hˆ
(q→Q)
T (η1,p
2
1⊥)
+
1
M2η21
p1⊥ (sT · p1⊥) hˆ⊥(q→Q)T (η1,p21⊥)
]
. (III.38)
We then obtain for the product on the r.h.s. of (III.30):
fˆ (q→Q)(η1,p1⊥; s)F
(Q→π)(η2,p2⊥; 〈S1〉)
= fˆ (q→Q)(η1,p1⊥; s)D
(Q→π)(η2,p
2
2⊥)
+
2
mπη2
[
1
Mη1
(p1⊥ · p2⊥) dˆ⊥(q→Q)T (η1,p21⊥)
+ (p2⊥ × sT )3 hˆ⊥(q→Q)T (η1,p21⊥)
− 1
M2η21
(p1⊥ × p2⊥)3 (sT · p1⊥) hˆ⊥(q→Q)T (η1,p21⊥)
]
×H⊥(Q→π)(η2,p22⊥) . (III.39)
Inserting everything into (III.30) we obtain the following
two coupled integral equations 11:
D(q→π)(z,p2⊥) = dˆ
(q→π)(z,p2⊥)
+ 2
∫
D2η
∫
D4p⊥ δ(z − η1η2)δ(2)(p⊥ − p2⊥ − η2p1⊥)
×
[
dˆ(q→Q)(η1,p
2
1⊥)D
(Q→π)(η2,p
2
2⊥) +
1
Mmπz
× (p1⊥ · p2⊥) dˆ⊥(q→Q)T (η1,p21⊥)H⊥(Q→π)(η2,p22⊥)
]
,
(III.40)
11 Because the isoscalar and isovector integral equations have com-
pletely the same form (see (III.34)), we will omit the isospin
index (α) in some of the following equations for simplicity.
(p⊥ × sT )3H⊥(q→π)(z,p2⊥) = (p⊥ × sT )3 hˆ⊥(q→π)(z,p2⊥)
+ 2
∫
D2η
∫
D4p⊥ δ(z − η1η2)δ(2)(p⊥ − p2⊥ − η2p1⊥)
×
[mπ
M
η2 (p1⊥ × sT )3 hˆ⊥(q→Q)(η1,p21⊥)D(Q→π)(η2,p22⊥)
+
(
η1 (p2⊥ × sT )3 hˆ(q→Q)T (η1,p21⊥)−
1
M2η1
(sT · p1⊥)
× (p1⊥ × p2⊥)3 hˆ⊥(q→Q)T (η1,p21⊥)
)
H⊥(Q→π)(η2,p
2
2⊥)
]
.
(III.41)
At this stage, it is easy to confirm our previous com-
ment about the vanishing contribution from the last
term (∝ sL) in the elementary version of (II.19) for the
q → Q case: Although this term contributes to (III.38)
and (III.39), it vanishes in the integral equation (III.41).
Therefore only the transverse quark polarization con-
tributes to inclusive pion production.
In order to obtain the integral equation for the function
H⊥(q→π) from (III.41), it is necessary to use the delta
function to integrate over p2⊥. Using simple identities
which follow from rotational invariance in the transverse
plane, we obtain
H⊥(q→π)(z,p2⊥)
= hˆ⊥(q→π)(z,p2⊥) + 2
∫
D2η δ(z − η1η2)
∫
d2p1⊥
×
[mπ
M
η2X hˆ
⊥(q→Q)
(
η1,p
2
1⊥
)
D(Q→π)(η2,p
2
2⊥)
+
(
(η1 − z X) hˆ(q→Q)T (η1,p21⊥) +
1
M2η1
(
p21⊥ − p2⊥X2
)
× hˆ⊥(q→Q)T (η1,p21⊥)
)
H⊥(Q→π)(η2,p
2
2⊥)
]
, (III.42)
where we denoted X ≡ p⊥ · p1⊥
p2⊥
, and p22⊥ ≡
(p⊥ − η2p1⊥)2. The two coupled integral equations
(III.40) and (III.42) constitute important results of our
investigation.
We now wish to show that the momentum and isospin
sum rules (II.22)-(II.24) are valid in this TMD jet model.
In the subsequent discussions, we will use the follow-
ing notation for the nth moment of any TMD function
A(z,p2⊥)
12
A[n](z) =
∫
d2p⊥
(
p2⊥
)n
A(z,p2⊥) , (III.43)
12 We only need the cases n = 0, where A[0](z) = A(z) is the inte-
grated function, and n = 1. Note that, with this naive definition,
the dimension of the n = 1 moment is different from the n = 0
case.
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and adopt the notations
〈A(z)〉 =
∫ 1
0
dz A(z) ,
(A(η1))⊗ (B(η2)) (z) =
∫
D2η δ(z − η1η2)A(η1)B(η2) .
(III.44)
First, the well known LM and the isospin sum rules
follow immediately from (III.40): Integrating over p⊥,
the second term in [. . . ] vanishes, which leaves us with
the usual one-dimensional convolution integral for the
spin independent FF[32]. For the isoscalar case we obtain
the LM sum rule
〈z D(q→π)(0) (z)〉
= 〈z dˆ(q→π)(0) (z)〉+ 2〈z dˆ
(q→Q)
(0) (z)〉 〈zD
(Q→π)
(0) (z)〉
= 〈z dˆ(q→π)(0) (z)〉+ 〈(1 − z) dˆ
(q→π)
(0) (z)〉 〈z D
(q→π)
(0) (z)〉 ,
(III.45)
where we performed the shift z → (1− z) of the integra-
tion variable. If we write (III.45) formally as R = r+r′R,
then r + r′ = 1 due to the normalization (III.2), and we
get R = 1, as in the original quark jet model[1]:
∫ 1
0
dz z
∫
d2p⊥D
(q→π)
(0) (z,p
2
⊥) = 1 , (III.46)
which is Eq. (II.22) for the present case of h = π only.
For the isospin sum rule, we can simply use the model in-
dependent normalizations of the isovector splitting func-
tions listed in Appendix C to obtain
〈D(q→π)(1) (z)〉 = 〈dˆ
(q→π)
(1) (z)〉+ 2〈dˆ
(q→Q)
(1) (z)〉〈D
(Q→π)
(1) 〉
=
2
3
− 1
3
〈D(q→π)(1) 〉 . (III.47)
From this we obtain the isospin sum rule
∫ 1
0
dz
∫
d2p⊥D
(q→π)
(1) (z,p
2
⊥) =
1
2
, (III.48)
in agreement with (II.24).
Second, in order to confirm also the validity of the
TM sum rule, we first derive the integral equation for
the n = 1 moment H⊥[1](q→π)(z). For this, we mul-
tiply (III.42) by p2⊥, integrate and perform the shift
p⊥ → p⊥ + η2p1⊥. Using simple identities which follow
from rotational invariance in the transverse plane, and
expressing z = η1η2 everywhere, we obtain the following
simple one-dimensional integral equation:
H⊥[1](q→π)(z) = hˆ⊥[1](q→π)(z)
+2
mπ
M
(
hˆ⊥[1](q→Q)(η1)
)
⊗
(
η22 D
(q→π)(η2)
)
+2
(
η1 hˆ
(q→Q)(η1)
)
⊗
(
H⊥[1](q→π)(η2)
)
,(III.49)
where we defined the function
hˆ(q→Q)(η) = hˆ
(q→Q)
T (η) +
1
2M2η2
hˆ
⊥[1](q→Q)
T (η) .
(III.50)
For the sum rule (II.23) we need to divide (III.49) by
2zmπ, which gives
1
2zmπ
H⊥[1](q→π)(z) =
1
2zmπ
hˆ⊥[1](q→π)(z)
+
(
1
Mη1
hˆ⊥[1](q→Q)(η1)
)
⊗
(
η2 D
(q→π)(η2)
)
+2
(
hˆ(q→Q)(η1)
)
⊗
(
1
2η2mπ
H⊥[1](q→π)(η2)
)
.
(III.51)
If we integrate Eq.(III.51) for the isoscalar parts over z
and use the LM sum rule (III.46) and the relation (III.36)
for the elementary splitting functions, we see that the
first two terms on the r.h.s. of (III.51) cancel each other
in the integral. What remains is the following relation:∫ 1
0
dz
2zmπ
H
⊥[1](q→π)
(0) (z) = C ×
∫ 1
0
dz
2zmπ
H
⊥[1](q→π)
(0) (z) ,
(III.52)
where we defined the constant
C = 2
∫ 1
0
dzhˆ
(q→Q)
(0) (z) (III.53)
=
(∫ 1
0
dz h
(q→Q)
(0) (z)
)
·
(∫ 1
0
dz d
(q→Q)
(0) (z)
)−1
,
(III.54)
where in the second step we used hˆ(q→Q)(z) =
h(q→Q)(z)/(1 − ZQ) with (1 − ZQ) from (III.5). From
(III.52) we see that, unless C = 1, the isoscalar TM
sum rule must vanish. On general grounds, |C| ≤ 1
follows from one of the positivity bounds for the
twist-2 quark FFs: Because the q → Q FF has the
physical interpretation of the distribution function
of Q inside q (see Sect. II), we see that h(q→Q) is
the transversity distribution function and d(q→Q) the
unpolarized distribution function of Q inside q. The
probabilistic interpretation of those functions leads to
the positivity bound |h(q→Q)(z)| ≤ d(q→Q)(z) [48], which
can be extended [52] to the TM dependent functions:
|h(q→Q)(z,p2⊥)| ≤ d(q→Q)(z,p2⊥). This inequality im-
mediately leads to |C| ≤ 1. The boundary value C = 1
would correspond to the case where h(q→Q) and d(q→Q)
are identical functions of z and p2⊥, which we exclude
here 13. Actually, for the case of pion emission, the
13 Writing h(q→Q) = f↑ − f↓ and d(q→Q) = f↑ + f↓ with semi-
positive definite functions f↑ and f↓, the boundary value C =
1 would mean that f↓ = 0, i.e; the probability distribution of
quarks with transversity opposite to the parent quark would have
to vanish identically for all values of z and p2⊥.
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result for C obtained for both ps and pv quark-pion
coupling shows that −1 < C < 0 (see Appendix C).
Finally in this Section, we add the following three com-
ments:
• In our present TMD jet model, the constant C of
(III.53) gives the ratio of the mean polarizations of
the outgoing and incoming quarks (including a sum
over the outgoing quark flavors) for one elementary
fragmentation step, i.e., a measure for the quark
depolarization. Taking the first step as an example,
this follows from the form given by (III.25):
∫ 1
0
dη
∫
d2p⊥
∑
τQ
fˆ (q→Q)(η,p⊥; s) = C sT .
(III.55)
• The finite constituent quark massM causes mixing
of operators with opposite chirality in the integral
equation (III.40): We remind that the Dirac ma-
trices γ+ and γ+γ5 of (II.5) and (II.7) are chiral
even (anticommute with γ5), while iσ
i+γ5 of (II.6)
is chiral odd (commutes with γ5). If there were no
mass term in the quark propagator, operators with
opposite chirality could not couple in the integral
equation. Therefore the term ∝ dˆ⊥(q→Q)T H⊥(Q→π)
in the integral equation (III.40) arises entirely from
the finite constituent quark mass term in the prop-
agators. (Explicit model examples to illustrate this
point are discussed in Appendix C for both ps and
pv pion-quark coupling.)
• The integral equations derived in this Section and
the associated sum rules hold in any effective quark
theory which does not involve explicit gluon and
gauge link degrees of freedom, and which satis-
fies the following 3 points which were used in the
verification of the TM sum rule in the steps from
Eq.(III.49) to (III.54): (i) the LM sum rule (III.46),
(ii) the TM conservation in each fragmentation step
expressed by (III.36), and (iii) the quark depolar-
ization factor C of (III.53) is not equal to unity,
i.e., the transversity distribution function and the
unpolarized distribution function of a quark inside
a parent quark are not identical to each other.
IV. SUMMARY
The analysis of TMD quark distribution and fragmen-
tation functions is a very active field of present experi-
mental and theoretical research. For the description of
quark TMD distribution functions, one can follow the
methods based on relativistic bound state vertex func-
tions for hadrons, which have been applied successfully
to form factors and the longitudinal quark momentum
distributions. For the description of quark FFs, how-
ever, one has to consider multi-fragmentation processes,
where the quark produces a cascade of mesons. One pur-
pose of this paper was therefore to formulate the TMD
jet model, which is suitable for numerical calculations in
effective quark theories. Limiting ourselves to the case
of inclusive pion production for simplicity and clarity, we
used a product ansatz for the TMD FF, similar to that
used by Field and Feynman for the description of longi-
tudinal quark jets[1]. From this product ansatz we de-
rived the integral equations for the spin independent and
quark - spin dependent FFs. The proper treatment of
the spin of the quarks in the intermediate states requires
the use of several elementary TMD splitting functions
in the integral equations. We found that these integral
equations are coupled to each other, that is, the spin in-
dependent and quark - spin dependent FFs are mutually
interrelated. We showed that in this TMD jet model all
momentum and isospin sum rules are satisfied. This is
possible because after many hadron emissions the final
quark remainder has zero longitudinal momentum and,
on average, also zero transverse momentum and zero z-
component of isospin.
The numerical solutions of the integral equations de-
rived in this paper, using model input splitting functions,
will allow to obtain the relevant FFs in future work. An
important task thereby will be to extend the framework
to additional hadron production channels, such as kaons,
vector mesons and their strong decays, as well as baryons.
The Monte-Carlo method will be naturally suited for this
purpose, which can also allow to study various correla-
tions between FFs describing single - and multi-hadron
inclusive production. In order to make contact to exper-
iment, it is also important to take into account the Q2
evolution of the calculated TMD FFs[53]. Together with
the model TMD PDFs, they can be used to calculate ob-
servables like cross sections and asymmetries for various
SIDIS processes. Finally, in view of recent experimental
analyses[54], it is of great interest to explore quark FFs
in the nuclear medium.
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Appendix A: Transverse Lorentz transformations
A transverse Lorentz transformation is defined so as
to leave the component a+ = a− of any 4-vector aµ =
(a+, a−, a1, a2) unchanged. It involves the parameters b−
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and bT , and the Lorentz matrix is expressed by[55]
Λ νµ =


1
b2T
2b2
−
b1
b−
b2
b−
0 1 0 0
0 − b1b− 1 0
0 − b2b− 0 1

 . (A.1)
The quark and hadron momenta are transformed as
k′µ = Λ
ν
µ kν , p
′
µ = Λ
ν
µ pν . If we start from a system
S, where in general both pT and kT are nonzero, we
consider the following two cases: (1) By using b− = k−,
bT = kT in (A.1), we arrive at a system S’ where k
′
T = 0.
The relation between the transverse momenta in this case
becomes p′T = pT−zkT . (2) By using b− = p−, bT = pT
in (A.1), we arrive at a system S’ where p′T = 0. The
relation between the transverse momenta in this case be-
comes k′T = kT − pTz .
We note that one can express the above transforma-
tions also in usual Minkowski coordinates. For example,
for the transformation (1) discussed above we get
p′0 = p0 +
1
2
√
2p−
(
k2T z
2 − 2zkT · pT
)
, (A.2)
p′3 = p3 +
1
2
√
2p−
(
k2T z
2 − 2zkT · pT
)
, (A.3)
and one can confirm that p
′2
0 − p
′2
3 − p
′2
T = p
2
0 − p23 −
p2T . Therefore, at leading order (leading power of p−),
the direction pˆ is always in the 3 - direction, and the
corrections to this are of subleading order.
The operation used in the definition of the quark decay
matrix (see Eq.(II.1))
1
2z
∫
dk+ dk−
(2π)4
δ
(
1
z
− k−
p−
)
(A.4)
is invariant under the transverse Lorentz transforma-
tions, because the transformation of k+ can be elimi-
nated by a shift of the integration variable. We also note
that the vectors s and S in the parametrization of all
FFs used in this paper (see Eq.(II.19)) are not subject to
any Lorentz transformation, because by definition they
denote generic (constant) vectors in space; i.e., param-
eters which specify the spin 4-vector (see for example
Eq.(II.4)). Quantities like SL, ST , for example, are de-
fined by SL = (S · pˆ) and ST = S− pˆ (S · pˆ), and for the
leading produced particle (leading twist) the direction
pˆ is not changed under the transverse Lorentz transfor-
mation as discussed above. We therefore arrive at the
following simple rule for the transverse Lorentz transfor-
mation of any FF:
F (z,pT ,kT ;S, s) = F (z,pT − zkT ;S, s|k⊥ = 0) .
(A.5)
Here the notation on the r.h.s. refers to a frame where the
transverse momentum of the fragmenting quark vanishes,
and in this case the parametrization given by Eq.(II.19)
holds. Namely, in a general system, we simply have
to replace the momentum p⊥ in Eq.(II.19) according to
p⊥ → pT − zkT .
Appendix B: Light front spinors and Melosh rotation
The positive energy spinor in the usual Dirac represen-
tation is given by
uλ(p) =
√
E +m
(
χˆλ
σ·p
E+m χˆλ
)
, (B.1)
where χˆλ is a 2-component Pauli spinor. In this Ap-
pendix we denote the mass by m, the energy Ep by E,
and the normalization is uu = 2m. The “good compo-
nent” of the spinor is obtained from (B.1) by applying
the projection operator Eq.(II.11):
u+λ(p) = Λ(+)uλ(p) =
1
2
√
E +m
(
1+ σ3(σ·p)E+m
σ3 +
(σ·p)
E+m
)
χˆλ
(B.2)
=
√
E + p3
2
(
U †M
σ3U
†
M
)
χˆλ ≡
√
E + p3
2
(
1
σ3
)
χλ .
(B.3)
Here the Pauli spinor χλ is defined by χˆλ = UM χλ, and
UM is the so called “Melosh rotation”[56]. (The explicit
form of the spinor rotation UM can easily be obtained
from the above relations.)
Using the form of the spinor u+λ(p) given in (B.3), the
relation (II.15) of Sect. II can easily be shown as follows:
uλ′(p) Γ
µ uλ(p) =
√
2 u†+λ′(p) Γ˜
µ u+λ(p)
=
√
2
E + p3
2
χ†λ′ (1, σ3) Γ˜
µ
(
1
σ3
)
χλ
=
√
2 (E + p3)χ†λ′σ
µχλ = 2p− (σ
µ)λ′λ , (B.4)
where we used the definitions of Γµ, Eq. (II.8), and Γµ =
γ+Γ˜µ. Eq.(B.4) is the same as (II.15) of Sect. II.
The quantity (B.4) represents a Hermitian 2 × 2 ma-
trix in the spin indices (λ′, λ), and contraction with
sµ = (1, s) leads to ρλ′λ(s) =
1
2 (1 + s · σ)λ′λ of (II.16)
in the main text. Denoting by s the magnitude of the
polarization vector (0 ≤ s ≤ 1) and by sˆ its direction,
the operator ρ(s) = 12 (1 + s · σ) can be written in the
form
ρ(s) = w+
1
2
(1 + sˆ · σ) + w− 1
2
(1− sˆ · σ) , (B.5)
where w± =
1
2 (1± s). Therefore, for a fully polarized
quark (s = 1), ρ(s) becomes a projector onto the direc-
tion sˆ, while for a partially polarized quark (s < 1), ρ(s)
is a linear combination of the projectors onto the direc-
tions sˆ and −sˆ with coefficients w+ and w−, respectively.
Therefore ρ(s) can be identified with the usual spin den-
sity matrix.
For easier interpretation of some of the relations in the
main text, we finally give the form of the spin density
matrix in the basis which diagonalizes s · σ:
ρλ′λ(s) = δλ′λ
1
2
(1 + s λ) , (B.6)
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FIG. 2: Cut diagrams for elementary fragmentation processes
q → pi (top) and q → Q (bottom). The solid line denotes a
quark, and the dashed line a pion. The cut goes through the
line labeled by the momentum k − p.
where λ = ±1. In this basis, the spin average of any
quantity A takes the form
Tr (ρ(s)A) = w+A11 + w−A−1−1 . (B.7)
Appendix C: Explicit forms of elementary
fragmentation functions
In this Appendix we list model results for the elemen-
tary q → π and q → Q splitting functions, parametrized
as in Eq.(II.19), and their sum rules. We will mainly re-
fer to the case of ps coupling of constituent quarks (mass
M) to pions, but also discuss the results for pv coupling
in those cases which serve to illustrate the model inde-
pendence of the points discussed in Sect. III of the main
text.
The non-fragmentation term ∝ ZQ of Eq.(III.1) is
easily obtained from the operator definitions (II.1) and
(II.2) as the contribution of the hadronic vacuum state
|0〉 to the sum Σn in (II.2). All 4 operators (II.8) con-
tribute to this term, and by using (II.15) for the spinor
matrix elements one easily derives the spin dependence
as expressed in (III.1). Another way to see this is
to use the formal analogue of Eq.(III.23) for the “0th
step”: f0(S, s) ≡ Tr
(
f˜0(s)ρ(S)
)
= 12 (1 + S · s), where
f˜0(s) = ρ(s) follows from setting N = 0 in Eq.(III.9)
14. We do not list the non-fragmentation terms in the
formulas of this Appendix, because eventually they can
be absorbed into the renormalized FFs, as explained in
Appendix D.
The tree level cut diagrams of Fig.2 contribute to the
six T -even splitting functions of Eq.(II.19), and in order
to obtain non-zero results for the T -odd functions d⊥T and
h⊥ one has to consider the loop diagrams shown in Figs.3
and 415. In order to facilitate comparison with previous
14 The corresponding argument for pure spin states is to use the re-
lation |S〉〈S| = 1
2
(1 + S · σ), which implies 〈s|S〉 = 1
2
(1 + S · s).
15 As as shown in Ref.[27], the other one-loop diagrams do not
contribute to the T -odd functions considered here.
works[28–30], we give the expressions for the case where
a neutral pion is produced (for q → π case) or on the
cut (for q → Q case), which we refer to as the “neutral
functions”. The flavor dependence is then expressed in
terms of those neutral functions by
f (q→π) = f
(q→π)
neutral (1 + τqτπ) , (C.1)
f (q→Q) = f
(q→Q)
neutral
(
3
2
− τqτQ
2
)
. (C.2)
Because of the definitions (III.31) and (III.32) of the
main text, the isoscalar and isovector functions can be
obtained from the neutral ones by
f
(q→π)
(0) = 3f
(q→π)
neutral , f
(q→Q)
(0) = 3f
(q→Q)
neutral , (C.3)
f
(q→π)
(1) = 2f
(q→π)
neutral , f
(q→Q)
(1) = −f
(q→Q)
neutral . (C.4)
Consider first the tree diagrams of Fig.2 for ps cou-
pling. For the q → π fragmentation they give the well
known result[30, 32]
d
(q→π)
neutral(z,p
2
⊥) =
z
2
g2π
(2π)
3
p2⊥ +M
2z2
[p2⊥ +M
2z2 + (1− z)m2π]2
,
(C.5)
while for the q → Q fragmentation they give the following
six T -even functions[30]:
d
(q→Q)
neutral(z,p
2
⊥) =
1− z
4
g2π
(2π)
3
p2⊥ +M
2(1− z)2
[p2⊥ +M
2(1 − z)2 + zm2π]2
,
(C.6)
h
(q→Q)
T,neutral(z,p
2
⊥) = −d(q→Q)neutral(z,p2⊥) , (C.7)
h
⊥(q→Q)
T,neutral(z,p
2
⊥) =
1− z
2
g2π
(2π)
3
M2z2
[p2⊥ +M
2(1 − z)2 + zm2π]2
,
(C.8)
h
⊥(q→Q)
L,neutral(z,p
2
⊥) =
1− z
2
g2π
(2π)
3
M2z(1− z)
[p2⊥ +M
2(1 − z)2 + zm2π]2
,
(C.9)
g
(q→Q)
L,neutral(z,p
2
⊥) =
1− z
4
g2π
(2π)3
−p2⊥ +M2(1− z)2
[p2⊥ +M
2(1− z)2 + zm2π]2
(C.10)
g
(q→Q)
T,neutral(z,p
2
⊥) = h
⊥(q→Q)
L,neutral(z,p
2
⊥) . (C.11)
The pion loop diagrams of Fig.3 give the following re-
sults for the elementary T -odd q → π FF for the case of
ps coupling [28, 29]:
h
⊥(q→π)
neutral (z,p
2
⊥)
= − g
2
π
(2π)3
M mπ
1− z
(
ImΣ˜(k2)
(k2 −M2)2 +
ImΓ˜π(k
2)
k2 −M2
)
, (C.12)
where the whole expression should be taken at
k2 =
1
z(1− z)
(
p2⊥ +M
2z +m2π(1− z)
)
.
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FIG. 3: Cut diagrams with a pion loop for the elementary
fragmentation process q → pi. The solid line denotes a quark,
and the dashed line a pion. The cut goes through the line
labeled by the momentum k − p.
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FIG. 4: Cut diagrams with a pion loop for the elementary
fragmentation process q → Q. The solid line denotes a quark,
and the dashed line a pion. The cut goes through the line
labeled by the momentum k − p.
In (C.12) we have Σ˜ = A + B and Γ˜π = D + E +M F ,
where the various functions are defined by the represen-
tation of the quark self energy Σ and the qqπ vertex cor-
rection Γπ in terms of Dirac matrices as Σ = A6k + BM
and Γπ(k, p) = C+D 6p+E 6k+F 6p 6k. The analytic forms
of ImΣ˜ and ImΓ˜π are given by[28]
ImΣ˜(k2) =
3g2π
16π2
(
1− M
2 −m2π
k2
)
I1 , (C.13)
ImΓ˜π(k
2) =
g2π
8π2
k2 −M2 +m2π
λ
× (I1 + (k2 −M2 − 2m2π) I2) , (C.14)
where the integrals I1 and I2 are given by
I1 =
∫
d4ℓ δ(ℓ2 −m2π) δ
[
(k − ℓ)2 −M2]
=
π
2k2
√
λΘ(k2 − (M +mπ)2) ,
I2 =
∫
d4ℓ
δ(ℓ2 −m2π) δ
[
(k − ℓ)2 −M2]
(k − p− ℓ)2 −M2
= − π
2
√
λ
log
(
1 +
λ
k2M2 − (M2 −m2π)2
)
×Θ(k2 − (M +mπ)2) ,
and the function λ is given by
λ(k2) =
(
k2 − (M +mπ)2
) (
k2 − (M −mπ)2
)
.
For the elementary T -odd q → Q FFs, the pion loop
diagrams of Fig. 4 give the following results for ps cou-
pling [30]:
h
⊥(q→Q)
neutral (z,p
2
⊥) =
=
1
2
g2π
(2π)3
M2
1− z
(
ImΣ˜(k2)
(k2 −M2)2 +
ImΓ˜q(k
2)
k2 −M2
)
, (C.15)
d
⊥(q→Q)
T (z,p
2
⊥) = −h⊥(q→Q)(z,p2⊥) , (C.16)
where the expressions should be taken at
k2 =
1
z(1− z)
(
p2⊥ + (1− z)M2 +m2πz
)
.
For some fixed value of k2 one has ImΓ˜q(k
2) = ImΓ˜π(k
2).
The above model expressions illustrate some general
features discussed in the main text. First, the validity
of the TM sum rule for the elementary FFs is evident
from Eqs.(C.12) and (C.15). Second, if we insert the
above model expressions into the expression (III.54) for
the quark depolarization factor C we obtain
C = −
(∫ 1
0
dz
∫
d2p⊥
M2z3
[p2⊥ +M
2z2 + (1 − z)m2π]2
)
×
(∫ 1
0
dz z
∫
d2p⊥
p2⊥ +M
2z2
[p2⊥ +M
2z2 + (1− z)m2π]2
)−1
.
(C.17)
From this relation we see that −1 < C < 0 and cannot
be equal to 1, which verifies the validity of the TM sum
rule (II.23) for the case of ps coupling.
The third point concerns the mixing of operators with
opposite chirality in the integral equation (III.40) be-
cause of the finite constituent quark mass term in the
propagator. By noting that the Dirac matrices for mass-
less quark propagators are chiral even, and pion-quark
couplings always occur in pairs, we see that for the case
of massless quark the chirality of the final product of
Dirac matrices is equal to the chirality of the external
quark operators γ+, γ+γ5, iσ
i+γ5. Therefore the term
∝ dˆ⊥(q→Q)T H⊥(Q→π) in the integral equation (III.40)
must arise from the finite constituent quark mass term in
the propagators. The model forms given above actually
show that dˆ
⊥(q→Q)
T ∝ M2, and hˆ⊥(q→Q) ∝ M2. Because
also hˆ⊥(q→π) ∝ M , the integral equation (III.42) gives
H⊥(q→π) ∝ M , and therefore the second term in the
bracket [. . . ] of (III.40) is ∝M2.
In completely the same manner, one can confirm these
points also for the case of pv coupling. First, in order to
verify that −1 < C < 0 from (III.54), we need the fol-
lowing 3 functions derived from the q → Q fragmentation
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diagram of Fig.2:
d˜(q→Q)(z,p2⊥) =
(
gA
2fπ
)2
1
4
1
(2π)3
×
(
1
1− z −
4M2m2π z(1− z)
[p2⊥ +M
2(1− z)2 + zm2π]2
)
, (C.18)
h˜
(q→Q)
T,neutral(z,p
2
⊥) = −d˜(q→Q)neutral(z,p2⊥) , (C.19)
h˜
⊥(q→Q)
T,neutral(z,p
2
⊥) =
1− z
2
(
gA
2fπ
)2
1
(2π)3
× 4M
4z2
[p2⊥ +M
2(1− z)2 + zm2π]2
, (C.20)
where the tilde above the functions characterizes the pv
coupling, gA is the weak axial vector coupling constant on
the quark level, and fπ is the weak pion decay constant.
Comparing to the forms (C.6)-(C.8) for ps coupling, we
see that in pv coupling a kind of contact term appears[28],
and for a numerical evaluation one needs a scheme which
regularizes both the divergencies of the z integrals and
the transverse momentum integrals 16. Nevertheless, it
is straight forward to verify the inequality −1 < C < 0
on the level of integrands by inserting the above model
forms into (III.54).
Second, the one-pion loop expression for the elemen-
tary T-odd function h⊥(q→π)(z,p2⊥) in pv coupling has
been given in [28], and we do not reproduce it here. It
has the same prefactorMmπ as in (C.12) of the ps case,
and from the operator definition (II.6) it follows that the
function h⊥(q→Q)(z,p2⊥) in pv coupling involves the same
prefactorM2 as in the ps case (C.15). Together with the
relation (C.16), which holds also in the pv case, the above
discussion on the mixing of operators with opposite chi-
ralities due to the finite constituent quark mass term in
the propagator holds for pv coupling as well.
Finally in this Appendix, we list the sum rules for the
renormalized functions, including the flavor dependence
as shown in (C.1) and (C.2):
∑
τpi
∫ 1
0
dz
∫
d2p⊥ fˆ
(q→π)(z,p⊥; s) = 1 , (C.21)
∑
τpi
τπ
∫ 1
0
dz
∫
d2p⊥ fˆ
(q→π)(z,p⊥; s) =
2
3
τq , (C.22)
∑
τQ
∑
±S
∫ 1
0
dz
∫
d2p⊥ fˆ
(q→Q)(z,p⊥; s,S) = 1 , (C.23)
∑
τQ
τQ
2
∑
±S
∫ 1
0
dz
∫
d2p⊥ fˆ
(q→Q)(z,p⊥; s,S)
= −1
6
τq . (C.24)
16 An example is the invariant mass (or Lepage-Brodsky) regular-
ization scheme [57, 58].
Because these sum rules are based only on the normal-
ization condition (III.2) and the flavor dependence (C.1)
and (C.2), they are model independent.
Appendix D: Product ansatz and recursion relations
We first formulate the product ansatz in terms of the
unrenormalized elementary q → Q FFs and the maxi-
mum number of pions (N) which can be produced by
the fragmenting quark. Let us denote the first and sec-
ond terms on the r.h.s. of Eq.(III.1), which correspond
to different hadronic spectator states (namely the vac-
uum and the one-pion state, respectively) by f
(q→Q)
v and
f
(q→Q)
p . We use the notations (III.6) of the main text to
denote multi-dimensional momentum integrations, and
also define( ∑
ν=v,p
)N
≡
∑
ν0=v,p
∑
ν1=v,p
· · ·
∑
νN−1=v,p(∑
±Sn
)N
≡
∑
±S1
∑
±S2
· · ·
∑
±SN
.
for multiple summations. The basic product ansatz is
then as follows:
F (q→π)(z,p⊥; s)
=
( ∑
ν=v,p
)N N∑
m=1
∫
DNη
∫
D2Np⊥
(∑
±Sn
)N ∑
τQN
× f (q→Q1)ν0 (η1,p1⊥;S1, s)
× f (Q1→Q2)ν1 (η2,p2⊥ − η2p1⊥;S2, 〈S1〉fν1 )× . . .
×f (QN−1→QN )νN−1 (ηN ,pN⊥ − ηNpN−1⊥;SN , 〈SN−1〉fνN−1 )
× δ(z − zm) δ(2) (p⊥ − (pm−1⊥ − pm⊥)) δ(νm, 1)
× δ (τπ , (τQm−1 − τQm)/2) . (D.1)
Here the function f
(Qi→Qj)
νi (η,p⊥;Sj,Si) for the jth step
is the unrenormalized elementary FF for the case where
the incoming quark (Qi) has zero TM and polarization Si
and the outgoing quark (Qj) has TM p⊥ and polarization
Sj . The quantities 〈Si〉fνi of the jth step (j = i + 1)
denote the average polarization of Qi determined by the
functions f
(Qi−1→Qi)
νi−1 of the ith step.
We now insert the form (III.1) for each factor fνi of
(D.1) and sum over the directions of Sj , where j = i+1.
As a result, the factor (1 + S · s) /2 in fv of (III.1) is re-
placed by unity, while the spin sum over fˆ gives the func-
tion (III.3). It is then easy to see that all products with
the same number (call it k) of fˆ ′s and (N−k) number of
Z ′Qsmake the same contribution to F
(q→π). We therefore
can introduce an ordering of the factors in (D.1), so that
the first k η’s not equal to one (η1, η2, . . . ηk 6= 1), and
the remaining η’s equal to one (ηk+1, ηk+2, . . . ηN = 1),
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multiply the combinatoric factor
(
N
k
)
and perform a
sum over k. For some fixed k, only the terms with m ≤ k
will contribute to the sum in (D.1), because zm in (III.8)
must be non-zero. Then Eq.(D.1) becomes
F (q→π)(z,p⊥; s)
=
N∑
m=1
N∑
k=m
P (k)
∫
Dkη
∫
D2kp⊥
∑
τQk
× fˆ (q→Q1)(η1,p1⊥; s)
× fˆ (Q1→Q2)(η2,p2⊥ − η2p1⊥; 〈S1〉)
× · · · × fˆ (Qk−1→Qk)(ηk,pk⊥ − ηkpk−1⊥; 〈Sk−1〉)
× δ(z − zm) δ(2) (p⊥ − (pm−1⊥ − pm⊥))
× δ (τπ, (τQm−1 − τQm)/2) ≡ N∑
m=1
F (q→π)m (z,p⊥; s) .
(D.2)
Here we use the same notation as in the main text for
the spin averages, i.e., 〈Si〉 for the jth step (j = i + 1)
means the average polarization of Qi determined by the
renormalized function fˆ (Qi−1→Qi) of the ith step. The
binomial distribution
P (k) =
(
N
k
)
ZN−kQ (1− ZQ)k (D.3)
is the probability of producing k mesons out of a maxi-
mum of N mesons and satisfies the normalization condi-
tion
N∑
k=0
P (k) = 1 . (D.4)
For a fixedm in (D.2), we can integrate over the variables
ηk and pk⊥ for k > m by using the normalization (III.2).
Then, for all k ≥ m, only the integrations over the same
set of variables ηℓ and pℓ⊥ for ℓ = 1, 2, . . .m remain,
and the sum over k refers only to the probabilities P (k).
The integrations over the variables ηm , pm⊥ are then
performed by using the delta functions. Making a shift
ηm → 1 − ηm, and following similar steps as in (III.26)
of the main text, the result of these integrations is∑
τQm
∫ 1
0
dηm
∫
d2pm⊥ δ(z − zm)
× fˆ (Qm−1→Qm)(ηm,pm⊥ − ηmpm−1⊥; 〈Sm−1〉)
× δ(p⊥ − (pm−1⊥ − pm⊥)) δ(τπ , (τQm−1 − τQm)/2)
=
∫ 1
0
dηm δ(z − η1η2 . . . ηm)
× fˆ (Qm−1→π)(ηm,p⊥ − ηmpm−1⊥; 〈Sm−1〉) , (D.5)
where the renormalized elementary q → π splitting func-
tion fˆ (q→π) is given by
fˆ (q→π)(z,p⊥; s) =
1
1− ZQ f
(q→π)(z,p⊥; s) . (D.6)
In this way, the function F
(q→π)
m of Eq.(D.2) becomes
F (q→π)m (z,p⊥; s) =
(
N∑
k=m
P (k)
) ∫
Dmη
∫
D2(m−1)p⊥
×fˆ (q→Q1)(η1,p1⊥; s)fˆ (Q1→Q2)(η2,p2⊥ − η2p1⊥; 〈S1〉) · · ·
×fˆ (Qm−2→Qm−1)(ηm−1,pm−1⊥−ηm−1pm−2⊥; 〈Sm−2〉)
×fˆ (Qm−1→π)(ηm,p⊥−ηmpm−1⊥; 〈Sm−1〉)δ(z − η1η2 · · · ηm) .
(D.7)
In order to obtain a recursion relation for the func-
tions F
(q→π)
m , we carry out the following steps 17:
First, we make shifts of the integration variables
(pm−1⊥, . . .p1⊥)→
(
p′m−1⊥, . . .p
′
1⊥
)
according to
p′ℓ⊥ = pℓ⊥ − ηℓ pℓ−1⊥ (ℓ = 1, 2, . . .m− 1) (D.8)
with p0⊥ ≡ 0. Using these relations recursively, the ar-
gument of the function fˆ (Qm−1→π) in (D.7) becomes
p⊥ − ηm pm−1⊥
= p⊥ − ηm p′m−1⊥ − ηmηm−1 p′m−2 . . .
− ηmηm−1 · · · η3η2 p1⊥ . (D.9)
In this way, Eq.(D.7) can be written as
F (q→π)m (z,p⊥; s) =
(
N∑
k=m
P (k)
) ∫
Dmη
∫
D2mp⊥
× fˆ (q→Q1)(η1,p1⊥; s)
× fˆ (Q1→Q2)(η2,p2⊥; 〈S1〉)× · · ·
× fˆ (Qm−1→π)(ηm,pm⊥; 〈Sm−1〉) δ(z − η1η2 · · · ηm)
× δ(2)(p⊥ − pm⊥ − ηmpm−1⊥ − ηmηm−1pm−2⊥ − · · ·
− ηmηm−1 . . . η3η2 p1⊥) . (D.10)
Second, we replace m → m − 1 in (D.10) to obtain an
expression for F
(q→π)
m−1 . In this expression, rename the
integration variables as η1 → η2 , η2 → η3 , . . . ηm−1 →
ηm, and similarly for the TM. Also, rename the quark
flavors as q → Q1, Q1 → Q2 , . . . Qm−1 → Qm. Third,
in the expression (D.10) for F
(q→π)
m , use the following
identities:
δ(z − η1η2 · · · ηm) =
∫ 1
0
dη δ(z − η1η) δ(η − η2η3 · · · ηm) ,
(D.11)
δ(2)(p⊥ − pm⊥ − ηmpm−1⊥ − ηmηm−1pm−2⊥ . . .
− ηmηm−1 · · · η3η2p1⊥)
=
∫
d2k⊥δ
(2)(p⊥ − k⊥ − ηp1⊥)
× δ(2)(k⊥ − pm⊥ − ηmpm−1⊥ − ηmηm−1pm−2⊥ − . . .
− ηmηm−1 · · · − η4η3p2⊥) . (D.12)
17 The same steps are used in the main text to derive Eq.(III.28),
(III.29) from (III.27).
17
In (D.12) we used η = η2η3 · · · ηm from (D.11).
Following the three steps explained above, we obtain
the following recursion relation for F
(q→π)
m :
F (q→π)m (z,p⊥; s)
= Rm
∫
D2η
∫
D4p⊥ δ(z − η1η2)
× δ(2)(p⊥ − p2⊥ − η2p1⊥)fˆ (q→Q)(η1,p1⊥; s)
× F (Q→π)m−1 (η2,p2⊥; 〈S1〉) , (D.13)
while for m = 1 we have
F
(q→π)
1 (z,p⊥; s) = R1 fˆ
(q→π)(z,p⊥; s) . (D.14)
The ratios Rn for n = 1, 2, . . .N are defined as
Rn =
∑N
k=n P (k)∑N
k=n−1 P (k)
. (D.15)
The total FF then becomes
F (q→π)(z,p⊥; s) = R1 fˆ
(q→π)(z,p⊥; s)
+
N∑
n=2
F (q→π)n (z,p⊥; s) . (D.16)
It can be seen from this relation that the sum rules are
not satisfied if the maximum number of mesons (N) is
finite[32]. As we explain in the main text, we consider the
limit N →∞, where the following relation is satisfied:
Rn
N→∞−→ 1 (n = 1, 2, . . . ) . (D.17)
[We remind that, according to the Moivre-Laplace theo-
rem, in the limit N →∞ the binomial distribution P (k)
of (D.3) becomes a normal (Gauss) distribution with the
same mean value (equal to N (1− ZQ)) and variance
(equal to NZQ (1− ZQ)).] It then follows from (D.16)
and (D.13) that the FF satisfies the following integral
equation in the limit N →∞:
F (q→π)(z,p⊥; s) = fˆ
(q→π)(z,p⊥; s)
+
∫
D2η
∫
D4p⊥ δ(z − η1η2)
× δ(2)(p⊥ − p2⊥ − η2p1⊥)fˆ (q→Q)(η1,p1⊥; s)
× F (Q→π)(η2,p2⊥; 〈S1〉) , (D.18)
which is the same as (III.30) of the main text.
Appendix E: Mean isospin z-component and
transverse momentum of quark remainder
In this Appendix we wish to show that, after N →∞
fragmentation steps, the mean isospin z-component and
the mean TM of the quark remainder are zero. These
results are confirmed in the main part (Sect. III.D.), and
for clarity we present alternative proofs in this Appendix.
1. Mean isospin z-component of quark remainder
Denote by PN the probability that, after N emission of
pions, the isospin z-component of the quark is the same
as that of the initial quark. Because in each emission
step, the probability that the quark isospin z-component
changes is equal to 2/3 and that it does not change is
equal to 1/3, we obtain the recursion relation
PN =
1
3
PN−1 +
2
3
(1− PN−1) = 2
3
− 1
3
PN−1 . (E.1)
This can be solved with the initial condition P0 = 1 as
PN =
1
2
(
1 +
(
−1
3
)N)
. (E.2)
This shows that in the limit N → ∞ PN becomes 1/2,
i.e., that quark remainder has equal probabilities for
isospin z-component±1/2, and therefore its mean isospin
z-component must be zero. More explicitly, if τq/2 is the
isospin z-component of the initial quark, then after N
emission steps the quark has average isospin z-component
τq
2
PN − τq
2
(1− PN ) = τq
2
(2PN − 1) = τq
2
(
−1
3
)N
,
(E.3)
which vanishes in the limit N →∞.
2. Mean TM of quark remainder
According to our product ansatz (III.6), the probabil-
ity for a fragmentation chain is given by the products
of elementary q → Q splitting functions. The delta-
functions in (III.6) select a meson which is produced
in the m-th step, and the summation over m gives the
probability for semi-inclusive pion production. Instead
of selecting the pions, we now select the final quark by
the delta functions. Because we are interested in the
isoscalar case, we sum over the flavors of the final quark.
This gives for the probability density of q → QN
P (z,p⊥; s) = limN→∞
∫
DNη
∫
D2Np⊥
∑
τQN
× fˆ (q→Q1)(η1,p1⊥; s)fˆ (Q1→Q2)(η2,p2⊥ − η2p1⊥; 〈S1〉)
× · · · × fˆ (QN−1→QN )(ηN ,pN⊥ − ηNpN−1⊥; 〈SN−1〉)
× δ(z − ηN )δ(2)(p⊥ − pN⊥) . (E.1)
Because each factor has the flavor dependence (III.32),
it is easy to see that, after the flavor summations, all
elementary functions should be replaced by the isoscalar
functions fˆ
(q→Q)
(0) . The mean TM of the quark remainder
is obtained by multiplying (E.1) by p⊥ and integrating
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over z and p⊥. This gives
〈p⊥〉rem ≡
∫
d2p⊥ p⊥
∫ 1
0
dz P (z,p⊥; s)
= limN→∞
∫
DNη
∫
D2Np⊥
× fˆ(η1,p1⊥; s) fˆ(η2,p2⊥ − η2p1⊥; 〈S1〉)
× · · · × fˆ(ηN ,pN⊥ − ηNpN−1⊥; 〈SN−1〉)pN⊥ , (E.2)
where now all functions in the product refer to the
isoscalar part of the elementary q → Q splitting function.
Next we use the shifts of integration variables (D.8) for
all ℓ = 1, 2, . . .N . Using these relations recursively, as
explained in (D.9), to express pN⊥ by the new variables,
we obtain
〈p⊥〉rem = limN→∞
∫
DNη
∫
D2Np⊥ fˆ(η1,p1⊥; s)
× fˆ(η2,p2⊥; 〈S1〉)× · · · × fˆ(ηN ,pN⊥; 〈SN−1〉)
× (pN⊥ + ηNpN−1⊥ + ηNηN−1pN−2⊥ + . . .
+ηNηN−1 . . . η2p1⊥) . (E.3)
Remember that the function for the nth step in this prod-
uct has the form (III.3)
fˆ(ηn,pn⊥; 〈Sn−1〉)
= 2
[
dˆ(ηn,p
2
n⊥) +
1
Mηn
(pn⊥ × 〈Sn−1〉)3 hˆ⊥(ηn,p2n⊥)
]
(E.4)
with 〈S0〉 ≡ s. Also, remember that for 〈Sn〉 in the
function for the (n+1) step we have the recursion relation
(see Eq. (III.38))
〈Sn〉 · fˆ(ηn,pn⊥; 〈Sn−1〉)
= 2
[
1
Mηn
p′n⊥ dˆ
⊥
T (ηn,p
2
n⊥) + 〈Sn−1〉hˆT (ηn,p2n⊥)
+
1
M2η2n
pn⊥ (〈Sn−1〉 · pn⊥) hˆ⊥T (ηn,p2n⊥)
]
, (E.5)
where the vector p′⊥ is defined by p
′
⊥ =
(−p2⊥, p1⊥) if
p⊥ = (p
1
⊥, p
2
⊥). (We also remind that longitudinal quark
polarizations do not contribute to inclusive pion produc-
tion, and therefore all spin vectors of this Appendix can
be replaced by their transverse parts.)
Consider now the integral over (ηN ,pN⊥) in the second
term of (. . . ) in (E.3). Here only the spin independent
term ∝ dˆ of the Nth factor in the product (E.3) con-
tributes, which gives the longitudinal momentum frac-
tion left to the quark in one step. We denote this by
K, where clearly K < 1. For example, using the model
forms of Appendix C for the case of ps coupling, we have
K ≡ 2
∫ 1
0
dη η
∫
d2p⊥ dˆ(η,p
2
⊥)
=
(∫ 1
0
dη η(1 − η)
∫
d2p⊥
p2⊥ +M
2η2
[p2⊥ +M
2η2 + (1− η)m2π]2
)
×
(∫ 1
0
dη η
∫
d2p⊥
p2⊥ +M
2η2
[p2⊥ +M
2η2 + (1 − η)m2π]2
)−1
.
(E.6)
For the third term in (. . . ) of (E.3) we can carry out the
integrations over (ηN ,pN⊥) and (ηN−1,pN−1⊥) to get a
factor K2, and so on. Therefore Eq.(E.3) can be written
as
〈p⊥〉rem = limN→∞
N∑
n=1
InK
N−n , (E.7)
where we defined the integrals In by
In =
∫
Dnη
∫
D2np⊥ fˆ(η1,p1⊥; s) fˆ(η2,p2⊥; 〈S1〉)
× · · · × fˆ(ηn,pn⊥; 〈Sn−1〉)pn⊥ . (E.8)
These integrals can be evaluated in closed form by using
(E.4) and (E.5). The result is
Iin = −
(
ǫij sj
)
A · Cn−1 , (E.9)
where we defined the constant A by
A =
∫ 1
0
dη
∫
d2p⊥
p2⊥
Mη
h⊥(η,p2⊥) . (E.10)
The constant C was defined already in (III.53), where it
was shown that |C| < 1, and that C has the physical
meaning of the quark depolarization factor for one frag-
mentation step. The TM of the quark remainder is then
finally obtained from (E.7) as
〈pi⊥〉rem = −
(
ǫij sj
)
A lim
N→∞
KN − CN
K − C = 0 , (E.11)
where we used |K| < 1 and |C| < 1. We finally note
that for the elementary process the average TM of the
final quark is given by I1 ∝ A, which is nonzero. It is
only after an infinite chain of fragmentation processes
that the average TM of the final quark becomes zero. As
we noted already in the main text, the magnitude of the
fluctuation
√
〈p2⊥〉rem is nonzero.
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