Abstract. We prove the existence of orbitally stable ground states to NLS with a partial confinement together with qualitative and symmetry properties. This result is obtained for nonlinearities which are L 2 -supercritical, in particular we cover the physically relevant cubic case. The equation that we consider is the limit case of the cigar-shaped model in BEC.
Introduction
The aim of this work is the study of the existence, stability, qualitative and symmetry properties of standing waves associated with the following Cauchy problem: 2 )u, are unstable by blow-up, see [8, 14] . As we shall see the situation changes completely if we add a confinement.
Note that the physically relevant cubic nonlinearity p = 3 is covered by our assumptions. Cubic NLS, often referred as Gross-Pitaevskii equation (GPE), is very important in physics. NLS when p = 3 with an external trapping potential gives a good description for the Bose-Einstein condensate (BEC). Bose-Einstein condensate consists in a macroscopic ensemble of bosons that at very low temperature occupy the same quantum states. Such kind of condensate has been experimentally observed only in the last two decades [1] and this fact has stimulated a wave of activity on both the theoretical and the numerical side. In the experiment BEC is observed in presence of a confined potential trap and its macroscopic behavior strongly depends on the shape of this trap potential. From the mathematical side, the properties of BEC at temperature much smaller than the critical temperature can be well described by the three-dimensional Gross-Pitaevskii equation (GPE) for This work has been carried out in the framework of the project NONLOCAL (ANR-14-CE25-0013), funded by the French National Research Agency (ANR). J.B. was supported by Gnampa project 2016 "Equazioni nonlineari dispersive". N.V. was supported by the research project PRA 2016.
the macroscopic wave function u given by, see. e.g. [23] , [16] ( where is the reduced Plank constant, m the particle mass, N the number of particles, U 0 is a constant accounting for the interaction among the particles and W an external potential. A rigorous derivation of GPE from the N body quantum system of particles has been deeply investigated in recent years [18, 17, 32, 31] as well as numerical analysis associated to the dynamics of GPE, see e.g [4] . GPE incorporates information about the trapping potential as well as the interaction among the particles. Repulsive interactions correspond to the case U 0 > 0, while attractive interactions to the case U 0 < 0. The trapping potential in experiments is usually harmonic, i.e. W = ω 2 with ω x 1 0, ω x 2 0, ω x 3 0. In this case it is known, see [21] , that there exist orbitally stable solitary waves. We show that in the intermediate case of partial confinement stable solutions still exist. Our assumptions cover the case of Bose-Einstein condensate with attractive interactions and partial confinement. The latter includes the limit case of the so-called cigar-shaped model, see [3] .
To our knowledge existence and stability of standing states for BEC in presence of a partial confinement has not been studied in the literature.
In order to go further and to present our main results, we fix some definition that will be useful in the sequel. We consider where x = (x 1 , x 2 , x 3 ) ∈ R 3 . We also introduce
We shall need the following sets:
Following [15] a first idea to construct orbitally stable standing waves to (1.1) is to consider the following constrained minimization problems
and to try to prove the compactness of the minimizing sequences up to the action of the group of the symmetries. If one assumes that 1 < p < 1 + 4/3 then I r > −∞ for any r > 0 and this approach by global minimization would indeed work. On the contrary in the case p > 1 + 4/3, we have I r = −∞ for any r > 0. Indeed notice that if we fix ψ ∈ C ∞ 0 (R 3 ) and we define ψ λ (x) = λ 3/2 ψ(λx) then
and hence E(ψ λ ) → −∞ as λ → ∞.
For this reason and since we are assuming that 1 + 4/3 ≤ p < 5 we shall construct orbitally stable solutions by considering a suitable localized version of the minimization problems above. More precisely for every given χ > 0 we consider the following localized minimization problems:
recall definitions (1.3). Clearly J χ r > −∞ but it is worth noticing that in principle it could be S r ∩ B χ = ∅, as a consequence of the following computation:
The first aim of this work is to show that for every χ > 0 there exists r 0 = r 0 (χ) > 0 such that S r ∩ B χ ∅ for r < r 0 and moreover all minimizing sequences to J χ r are compact, up to the action of translations w.r.t. x 3 , provided that r < r 0 . In order to guarantee that the minimizers of (1.4) are critical points of E restricted on S r it is also necessary to show that they do not belong to the boundary of B χ ∩ S r . Then it is classical, see for example [27, Proposition 14.3] , that for any minimizer u there exists λ = λ(u) ∈ R such that the Euler-Lagrange equation
holds. The associated standing wave is then given by e −iλt u(x). Concerning the stability note that the Cauchy wellposedness in H is established in [2] . For the sake of completeness, we recall the notion of stability of a set M ⊂ H under the flow associated with (1.1) namely
where the norm || · || H is given by
We can now state our first result. Remark 1.1. The core of the proof of the stability will follow from the classical argument by [15] once we obtain the following: for all r < r 0 , for all minimizing sequence [38] , [35] ), based on a linearization argument, can work to establish the stability.
Our second result provides properties of the minimizers obtained in Theorem 1. 
Theorem 2. Every minimizer obtained in Theorem 1 (that is in principle
with the estimates:
where C > 0 is an universal constant and
where
is the unique normalized positive eigenvector of the quantum harmonic oscillator
Remark 1.6. The existence of stable standing waves of a L 2 supercritical nonlinarity had already been observed in [19, 21] and more recently in [5, 20, 34] , under compactness assumptions corresponding to complete confinement. In particular in [21, Theorem 2], see also [19] for an earlier partial result, the authors consider the ground state solutions for the equation
and they show that when 1 < p < 5 the ground states are orbitally stable provided that λ ∈ (λ * , λ 1 ), where λ 1 corresponds to the bottom of the spectrum of the operator −∆+V (x) (which in [21] is an eigenvalue). Likely the solutions of Theorem 1, which we recall satisfy (1.5), correspond to the ground states of (1.7) . Note also that in [22] 
), and thus it is unclear how to get an existence result via a standard bifurcation argument. Of course the situation is completely different in the case of a complete confinement where we have a compact resolvent and hence a discrete spectrum.
In addition to the properties given in Theorem 2 we can show that our solutions are ground state in the following sense. Definition 1.1. Let r > 0 be arbitrary, we say that u ∈ S r is a ground state if
We have 
Actually assuming that
one can construct orbitally stable standing waves. In addition these standing waves enjoy the symmetry 
An interesting, but we suspect difficult, question would be to prove the existence of a critical point for E at the level γ(c).
In that direction we refer to [5, 6, 26] where a constrained critical point is obtained by a minimax procedure set on a constraint. If this is true this would establish the existence of at least two critical points on S r for r > 0 small.
Notation
In the sequel we shall use, without any further comment, the following notations as well as the ones introduced along the presentation above:
We shall also denote by ∇ x the full gradient w.r.t. x 1 , x 2 , x 3 , by ∇ x 1 ,x 2 the partial gradient w.r.t.
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Spectral theory
For the sake of completeness, we provide a proof of the lemma below even though it is a classical statement. Moreover, the proof will be useful for the last assertion of Theorem 2. The aim is to compare the quantities associated with two spectral problems defined respectively in 3d and in 2d:
Note that the spectrum of the 1-dimensional quantum harmonic oscillator −∂ 2
is given by the odd integers (all simple) and the corresponding eigenspaces are generated by Hermite functions. In the 2-dimensional case, this provides that λ 0 = 2, it is simple and a corresponding minimizer is given by the gaussian function e −(x 2 1 +x 2 2 )
. Lemma 2.1. We have the following equality:
Proof. We introduce Ψ j (x 1 , x 2 ) and λ j for j ≥ 0 such that
It is well-known that (Ψ j ) is a Hilbert basis for L 2 (R 2 ). Using Fourier decomposition w.r.t. this basis in the first two variables (x 1 , x 2 ) we get
Notice also that if w 2 = 1 then
Moreover we have
and hence Λ 0 ≥ λ 0 . To prove the other inequality, we choose
and notice that arguing as above we get
We conclude by choosing properly ϕ n such that lim n→∞ |∂ x 3 ϕ n | 2 dx 3 = 0. Notice that this choice can be done since
|∂ x 3 ϕ| 2 dx 3 = 0.
Proof of Theorem 1
The proof is split in several steps. The main point is to obtain the following compactness. For all r < r 0 , for any minimizing sequence (u n ) ⊂ S r ∩ B χ such that
Proof. Let u 0 ∈ H with ||u 0 ||Ḣ = χ and let r 0 := ||u 0 || L 2 . Then the fact that S r ∩ B χ ∅ for any 0 < r ≤ r 0 follows by considering u r = r r 0 u 0 . To prove (3.2) we borrow some arguments from [26] . Notice that we have the following Gagliardo-Sobolev inequality
(see for example [14] ) and hence
where f r (s) = 
Notice that it is sufficient to prove the existence of r 0 = r 0 (χ) > 0 such that
In fact this inequality implies:
Notice 
Proof. First note that Λ 0 = λ 0 by Lemma 2.1. Now we set
with ϕ(x 3 ) to be chosen later. Notice that
In order to conclude it is sufficient to choose ϕ such that:
In order to get the existence of ϕ(x 3 ) we fix ψ(x 3 ) such that |ψ(x 3 )| 2 dx 3 = r 2 and we introduce ψ µ (x 3 ) = √ µψ(µx 3 ). We claim that there exists µ 0 > 0 such that ψ µ (x 3 ) satisfies all the conditions above for every µ < µ 0 . Concerning the first condition notice that 1 2
In particular, since 1 < p < 5, the first condition follows for every µ << 1. Concerning the second condition notice that
and hence we conclude by choosing µ small enough and r 0 = r 0 (χ) such that 2λ 0 r 2 0 < χ 2 . Lemma 3.3. Let χ > 0 and r 0 (χ) > 0 be as in Lemma 3.2. Let r < r 0 and (u n ) be a sequence such that
Proof. Assume by contradiction that (3.4) is false then we get:
Notice that it gives a contradiction with Lemma 3.2.
We can now prove the non-vanishing of the minimizing sequences up to translation w.r.t. to the direction x 3 . This follows from the next lemma, the proof of which is classical (see for instance [7] where a similar argument is used to prove the existence of vortex), however we keep it in order to be self-contained. 
Proof. By interpolation we get
and hence by taking a sum over k ∈ Z we get:
Hence (due to the lower bound (3.5) and due to the boundedness of (u n ) in H 1 ) we get
By a compactness argument (that comes from the confining potential (x 2 1 + x 2 2 )) we deduce that (w n ) has a non-trivial weak limit in L 2 (T 1 ).
3.3. Avoiding Dichotomy for Minimizing Sequences. From now on we assume χ > 0 fixed and let r 0 = r 0 (χ) > 0 be the associated number via Lemma 3.1.
Our next lemma will be crucial to obtain the compactness of minimizing sequences.
Lemma 3.5. Let 1 < p < 5 be fixed. We have the following inequality for
Proof. Let (v n ) ⊂ S r ∩ B χ be such that lim n→∞ E(v n ) = J χ r . Notice that, by Lemma 3.1 and since r < r 0 (χ) we can assume v n ∈ B χr for every n large enough. In particular we have s r v n ∈ S s ∩ B χs ⊂ S s ∩ B χ provided that s < 1. In particular we get
Recall that by Lemma 3.3 we can assume that
and hence we can continue the estimate above as follows 
Conclusion of the Proof of Theorem 1.
It is now classical, see for example [14] , that the orbital stability of the set M χ r is equivalent to the fact that any minimizing sequence (u n ) ⊂ S r ∩ B χ is compact up to translation. Namely that there
By Lemma 3.4 we get the existence of (k n ) ⊂ R such that w n ⇀w 0 where (w n ) = (u n (x 1 , x 2 , x 3 − k n )). We claim that if w L 2 = r then the strong convergence of (w n ) tow in H holds. Indeed if w L 2 = r then w n →w strongly in L 2 (R 3 ) and using the Gagliardo-Sobolev inequality (3.3) we get that w n → w strongly in L p+1 (R 3 ). We then deduce, from the weak convergence in H, that J(w) ≤ lim J(w n ) = J χ r . Now if we assume that w H and, using again the weak convergence, we deduce that w n → w strongly in H. To prove that w L 2 = r we assume by contradiction that w L 2 =r < r and split w n = (w n −w) +w. We have
Moreover by using the Brezis-Lieb Lemma [9] we also have
. We can also assume that r n → l and hence l 2 +r 2 = r 2 which implies, by the identity above and by Lemma 3.5 This contradiction proves that necessarilyw ∈ S r .
Proof of Theorem 2
This section is devoted to the proof of Theorem 2.
4.1. Characterization of C-valued Minimizers. Let w ∈ H 1 (R 3 ; C) be a complex valued minimizer. A standard elliptic regularity bootstrap ensures that w is of class C 1 . It is well-known by the diamagnetic inequality that also |w| ∈ C 1 (R 3 ; R) is a minimizer. Moreover by the Euler-Lagrange equation and by using the strong maximum principle we get |w| > 0 and thus w ∈ C 1 (R 3 ; C \ {0}). Now observe that since w and |w| are minimizers, and since all the terms involved in the energy (that we are minimizing) are unchanged by replacing w by |w| except in principle the kinetic term, we deduce that the unique possibility for w and |w| to be both minimizers is that R 3 |∇ x |w|| 2 dx = R 3 |∇ x w| 2 dx. We conclude by Theorem 5 given in the Appendix.
Symmetry of Minimizers.
We now focus on the symmetry of the minimizers. As pointed out to us by A. Farina, moving planes techniques as in [29] could likely be used to obtain the radial symmetry and monotonicity properties w.r.t. the (x 1 , x 2 ) variables and x 3 variable respectively. We have chosen here however to proceed differently and in particular to rely on the Schwartz symmetrization and reflexion type arguments. Doing so we are lead to establish results, see in particular Theorem 4, that we think have their own interest and could be useful in other contexts where in principle the moving plane techniques do not work (e.g. the case of systems.
Assume that u(x 1 , x 2 , x 3 ) is a real minimizer. We introduce the partial symmetrization w.r.t to the variables (x 1 , x 2 ):
where u x 3 (x 1 , x 2 ) = u(x 1 , x 2 , x 3 ) and * denotes the Schwartz rearrangement w.r.t. (x 1 , x 2 ) (see [30] ). The following properties hold
see [10, Theorem 8.2] and by (A.1) (from the appendix) we get (4.1)
that by integration w.r.t to dx 3 gives
As a consequence we deduce thatũ is also a minimizer. Moreover since u is a minimizer, then necessarily
By this fact and (4.1) we get
and hence by Theorem 4 (with V (x 1 , x 2 ) = x
Summarizing u(x 1 , x 2 , x 3 ) is radially symmetric and decreasing w.r.t. (x 1 , x 2 ) for x 3 in a set with full measure. On the other hand u(x 1 , x 2 , x 3 ) is continuous and hence u(x 1 , x 2 , x 3 ) is radially symmetric and decreasing w.r.t. (x 1 , x 2 ) for every x 3 .
We now establish that u(x 1 , x 2 , ·) is even, namely radial with respect to the x 3 variable, after a suitable translation in the x 3 -direction. To obtain this result we follow the approach introduced by O. Lopes [33] , see also [39, Theorem C.3] . Clearly, up to a suitable translation along (0, 0, 1), we can assume that
We then define
Let v be the reflection with respect to
Using the regularity of u we deduce that v ∈ S r ∩ B χ and then
Similarly by considering w(
. Hence E − (u) = E + (u) and we deduce that v is also a minimizer of J χ r . Then there exists λ 1 , λ 2 ∈ R such that
At this point we conclude, from the Unique Continuation Principle [28] , that z = 0. Thus u = v and u is even.
To conclude we still need to prove that u(x 1 , x 2 , ·) is decreasing as a function of x 3 . As after a suitable translation k in the x 3 -direction u is even in x 3 . Without loss of generality, we assume k = 0 and u is even in x 3 . Consider for this the partial symmetrization w.r.t to the variables x 3 :
where u x 1 ,x 2 (x 3 ) = u(x 1 , x 2 , x 3 ) and * denotes the Schwartz rearrangement w.r.t. x 3 .
The following properties hold
for almost all (x 1 , x 2 ) in R 2 multiplying by x 2 1 + x 2 2 the last identity and integrating it over R 2 we obtain
As a consequence we deduce that u † is also a minimizer and necessarily
for a.e. (x 1 , x 2 ) in R 2 . We now use [11, Lemma 3.2] characterizing functions satisfying this equality. Some comments are in order. This lemma is stated for compactly supported functions but can be extended as long as one assumes, as in [12, Lemma 9] , that (u − t) + ∈ H 1 (R) and has compact support for any t > 0, see also [11, Remark 4.5] . This extension uses ideas similar to the proof of Theorem 4 below. In the present case u is C 1 and tends to 0 at infinity in x 3 . Indeed each of its partial derivative in x 3 is square integrable for almost all (hence all by continuity) (x 1 , x 2 ) ∈ R 2 . So (u − t) + ∈ H 1 (R) and has compact support for any t > 0. We thus have with [11, Lemma 3.2] that the level sets {|u(x 1 , x 2 , ·)| > t} are, up to a negligible set in (x 1 , x 2 ), intervals in R. Since u is continuous this is exactly an open interval. Then as {|u(
it is an interval which is closed. As a consequence of this fact we deduce that for any given (x 1 , x 2 ) the functions x 2 ) and increasing for for x 3 ≤ k(x 1 , x 2 ), where k(x 1 , x 2 ) ∈ R is any point where the function u x 1 ,x 2 has a maximum. We conclude provided that we show that k(x 1 , x 2 ) = 0. Notice that if by contradiction it is not true, then by the evenness of the function u x 1 ,x 2 (proved above) we get that −k(x 1 , x 2 ) k(x 1 , x 2 ) are both points of maximum. Hence by convexity (proved above) of the set {x 3 ∈ R|u x 1 ,x 2 (x 3 ) ≥ u x 1 ,x 2 (k(x 1 , x 2 ))} we deduce that every point belonging to the interval [−k(x 1 , x 2 ), k(x 1 , x 2 )] is a maximum point for u x 1 ,x 2 , and in particular we can choose k(x 1 , x 2 ) = 0 as maximum point of u x 1 ,x 2 . [33] , [11, Lemma 3.2] gives that up to a translation in the unconfined variables (which may depend on the confined ones) the minimizers is decreasing along any ray from the origin. But it is not necessarily radially decreasing. Multiplying by u and integrating by parts we get
where we have used p > 1. Moreover by Lemma 3.2 E(u) < r 2 Λ 0 /2, and hence
On the other hand since 
We have ϕ j ∈ L 2 (R) and by orthogonality
Also, as in the proof of Lemma 2.1, and taking into account (4.4)
Now we know from Lemma 3.2 and Lemma 2.1 that
and thus (4.5) leads to
In view of the following identity
and by recalling λ 0 < λ j for all j ∈ N, we get from the estimate above
From (4.6), (4.7) and (4.8) it follows that there exists C > 0 such that for any u ∈ M χ r u r
and we get (1.6).
Proof of Theorem 3
We fix χ > 0 and notice that
This follows from Point (2) in Theorem 1 and (3.3). Now let us suppose by contradiction the existence of a critical pointū for E on S r with E(ū) < J χ r . It is standard to prove, see for example [5, 26] , that P(ū) = 0 where
So to say, the condition P(ū) = 0 corresponds to a Pohozaev's type identity on S r . Thus we can write
In particular, by using (5.1), we get 3p − 7
At this point we have reached a contradiction since this implies that, for r > 0 small enough, ū 2Ḣ < χ 2 and J χ r is the infimum of the energy on S r ∩ B χ .
Appendix A. A remark on Schwartz symmetrization
The main result that we prove on Schwartz symmetrization is the following one.
For the definition of a function vanishing at infinity, used in the next theorem, we refer to [30] . 
This result holds for any measurable function u which is vanishing at infinity.
In the sequel we shall use the following well-known inequality
Proposition A.1. Let u : {x ∈ R n ||x| < R} → [0, ∞) be a measurable function and let V : {x ∈ R n ||x| < R} → [0, ∞) be radially symmetric satisfying V (|x|) > V (|y|) for |x| < |y| < R.
Then we have the following implication
Proof. This result is classical in the case R = ∞, more precisely for functions defined on R d , see [30, Theorem 3.4] . The proof given there directly adapt on any ball {x ∈ R n ||x| < R}. We conclude by Proposition A.1.
Proof of Theorem 4
To prove (A.1) notice that for every R > 0 we can introduce the function V R (|x|) = min{V (|x|), V (R)}. Then we get that x → −V R (|x|) + V (R) is decreasing, radially symmetric and positive. Hence by (A.3) we get Since moreover R n |u| 2 dx = R n |u * | 2 dx, then we deduce
We conclude the proof of (A.1) since lim R→∞ V R (|x|) = V (|x|) and by using the Beppo Levi monotonic convergence theorem. Next we prove (A.2). We claim that (A.5) Since the potential x → −V R 0 (|x|) + V (R 0 ) satisfies the assumptions of Proposition A.2 for R = R 0 we deduce that the restriction of u on {x ∈ R n ||x| < R 0 } is decreasing radially symmetric. Since R 0 > 0 is arbitrary we conclude that u(x) = u(|x|) and u is decreasing on R n , and thus that u = u * . In order to prove (A.5) first notice that since V − V R 0 is increasing and positive, then we can apply (A. By summing (A.6) and (A.7) we get R n V (|x|)|u * | 2 dx < R n V (|x|)|u| 2 dx, which gives a contradiction with the hypothesis done in (A.2).
Appendix B. On the canonical form of complex minimizers
The result below is the key to derive the structure of the set of our complex minimizers.
Theorem 5. Let w ∈ C 1 (R n ; C \ {0}) be such that where θ ∈ R is a constant and ρ(x) ∈ R for every x ∈ R n .
Proof. We write w = ρu where ρ = |w| > 0. Since w ∈ C 1 (R n , C \ {0}) it follows that |w| and u ∈ C 1 (R n ; C \ {0}). Using that |u| = 1 we get ∇w = (∇ρ)u + ρ∇u = u(∇ρ + ρū∇u). Again from |u| = 1 it follows that Re (ū∇u) = 0 that isū∇u is purely imaginary. Then |∇w| 2 = |∇ρ| 2 + ρ 2 |∇u| 2 . Now since |w| = ρ, we have that |∇|w|| = |∇ρ|. At this point our assumption gives and thus R n |ρ∇u| 2 dx = 0 which leads to ∇u = 0.
