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Abstract
We establish in a setting of harmonic analysis precise relationships between combinatorial measurements
and Orlicz norms. These relationships further extend and sharpen prior results concerning extensions of the
Littlewood 2n/(n + 1)-inequalities, the n-dimensional Khintchin inequalities, and the Kahane–Khintchin
inequality.
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1. Introduction
In this paper we focus on connections between measurements reflecting purely combinatorial
data and measurements that are based on harmonic-analytic and probabilistic properties.
Given an infinite set Y and F ⊂ Yn (n  1), we consider a function associated with F ,
ΨF :N → N such that for s ∈ N,
ΨF (s)= max
{∣∣F ∩ (A1 × · · · ×An)∣∣: Aj ⊂ Y, |Aj | s, j = 1, . . . , n}. (1.1)
Define
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s→∞ logΨF (s)/ log s; (1.2)
equivalently, for a > 0 define
dF (a)= sup
{
ΨF (s)/s
a : s ∈ N}, (1.3)
and observe that if |F | = ∞, then
dimF = inf{a: dF (a) <∞}= sup{a: dF (a)= ∞}. (1.4)
The function ΨF is viewed as a gauge of the combinatorial complexity in F : ΨF (s) is the
smallest integer k such that for all s-sets A1 ⊂ Y, . . . ,An ⊂ Y , the number of samplings
a1 ∈ A1, . . . , an ∈ An with (a1, . . . , an) ∈ F is no greater than k. The index dimF is viewed
as the combinatorial dimension of F , conveying that ΨF (s) “grows like” sdimF , in the sense that
lim
s→∞
ΨF (s)
sβ
=
{
0 if β > dimF,
∞ if β < dimF. (1.5)
We distinguish between two cases:
(i) if lims→∞ΨF (s)/sdimF <∞ (dF (dimF) <∞), then dimF is exact;
(ii) if lims→∞ΨF (s)/sdimF = ∞ (dF (dimF)= ∞), then dimF is asymptotic.
(E.g., see [2], XIII.4.) In this paper we further analyze the asymptotic case, and establish a precise
resolution of it.
We take Y to be N (without loss of generality), and identify it with the Rademacher system
{rj }j∈N :=R, a set of projections from {−1,1}N: =Ω onto {−1,1}:
rj (ω)= ω(j), j ∈ N, ω =
(
ω(j)
)
j∈N ∈Ω. (1.6)
Here we view Ω as a compact Abelian group (endowed with the product topology, coordinate-
wise multiplication, and the normalized Haar measure P), and view R as an independent set
of characters on Ω . (E.g., see [2], II.1, VII.2.) For F ⊂ Rn (n  1), let CF (Ωn) and L2F (Ωn)
be, respectively, the spaces of continuous functions and Pn-square integrable functions on Ωn,
whose Fourier–Walsh transforms are supported in F .
For t > 0, let ‖ · ‖t be the  t norm, and for f ∈ C(Ωn), let fˆ be the Fourier–Walsh transform
of f . For F ⊂Rn and t > 0, let
ζF (t)= sup
{‖fˆ ‖t : f ∈ BCF (Ωn)}, (1.7)
where BCF (Ωn) denotes the closed unit ball in CF (Ωn), and define
σF = inf
{
t : ζF (t) <∞
}= sup{t : ζF (t)= ∞}; (1.8)
if ζF (σF ) <∞, then σF is exact, and if ζF (σF )= ∞, then σF is asymptotic.
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ηF (t)= sup
{‖f ‖Lp/pt : p > 2, f ∈ BL2F (Ωn)}, (1.9)
where BL2F (Ωn) is the closed unit ball in L
2
F (Ω
n), and define
δF = inf
{
t : ηF (t) <∞
}= sup{t : ηF (t)= ∞}; (1.10)
again, if ηF (δF ) <∞, then δF is exact, and if ηF (δF )= ∞, then δF is asymptotic.
The main results in [1] were:
dF (t) <∞ ⇐⇒ ζF
(
2t/(t + 1))<∞ ⇐⇒ ηF (t/2) <∞. (1.11)
In particular,
σF = 2 dimFdimF + 1 (1.12)
and
δF = dimF2 , (1.13)
where σF and δF are exact if and only if dimF is exact. These results in effect were exten-
sions of the classical Littlewood 2n/(n+ 1)-inequalities [6,9], and the n-dimensional Khintchin
inequalities [5,7].
In this paper, we use Orlicz functions and their associated Orlicz norms to precisely resolve
the case dF (dimF) = ∞. Our work is divided into four parts. In the first part we focus on the
combinatorial gauge ΨF , F ⊂ Rn (n 1). Given functions Ψ : N → N and Φ : R → R, we say
that Ψ is quasi-asymptotic to Φ , and write Ψ ∼q Φ , if
0 < lim
s→∞
Ψ (s)
Φ(s)
<∞ (1.14)
(cf. (1.5)).
We prove (Theorem 2.2) that if F ⊂ Rn is infinite, dimF = α (α  1), and
lims→∞ΨF (s)/sα > 0, then there exists an α-Orlicz function (Definition 2.1) Φ such that
ΨF ∼q Φ . Conversely, we show (Theorem 2.3) that for every α-Orlicz function Φ (α  1)
there exists F ⊂Rn such that ΨF ∼q Φ . These results extend prior constructions in [3] and [4].
In the next three parts we derive precise relations between ΨF (F ⊂ Rn) and corresponding
Orlicz norms associated with ΨF in CF (Ωn) and L2F (Ωn,Pn) (Theorem 3.4, Corollary 4.3 and
Theorem 5.4). These results naturally extend prior results stated in (1.11), (1.12) and (1.13)
above, concerning relations between combinatorial dimension and Littlewood-type inequalities
and Khintchin-type inequalities. The results in this paper form a portion of the second author’s
PhD dissertation written at the University of Connecticut under the guidance of the first author.
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An R-valued function Φ on [0,∞) is an Orlicz function if Φ is continuous, non-decreasing,
convex, Φ(0)= 0, and limx→∞ Φ(x)= ∞. (E.g., see [8], 4.a.)
For F ⊂ Nn, and Orlicz function Φ , define (extending the definition in (1.3))
dF (Φ)= sup
{
ΨF (s)/Φ(s): s ∈ N
}
. (2.1)
If Φ(x)= xa for some a  1, then we write dF (a) for dF (Φ).
Note that dimF = α is exact (α  1) and lims→∞ΨF (s)/sα > 0 if and only if ΨF is quasi-
asymptotic to Φ(x)= xα , x  0. If dimF = α is asymptotic, then we focus on φ(s)= ΨF (s)/sα ,
where (necessarily) lims→∞φ(s)= ∞, and φ(s) is o(s) for all  > 0. To this end, for technical
reason that will later become apparent, we introduce the notion of an α-Orlicz function:
Definition 2.1. For α  1, an Orlicz function Φ is said to be an α-Orlicz function if φ ∈ C2[0,∞)
and Φ(x)= xαφ(x) for x  0, where either φ ≡ 1, or φ satisfies the following properties:
(i) φ is concave and strictly increasing to ∞;
(ii) xφ(x) is convex for x  0;
(iii) φ(x) = o(x) for all  > 0, and for each  > 0 there exists K > 0, such that φ(x)/x is
decreasing with increasing x for x K .
An example. Suppose we want to construct an α-Orlicz function whose graph contains
(s, sα(log s)β) for s large, for some α  1 and β > 0. Note that (logx)β is not concave for
x < eβ−1, x(logx)β is not convex for x < e1−β , and the y-intercept of the tangent line to the
graph of (logx)β at x for x < eβ is less than 0. Let x0 = max{e1−β, eβ} + 1, and let  be the
linear function whose graph is the tangent line to the graph of (logx)β at x0; that is
(x)= (logx0)β + βx−10 (logx0)β−1(x − x0), −∞< x <∞. (2.2)
Let
φ˜(x)=
{
(logx)β if x  x0,
(x) if 0 x < x0.
(2.3)
Smooth φ˜ at x0 so that the smoothed function φ is in C2[0,∞), φ is concave, and xφ(x) is
convex. Then the function Φ(x)= xαφ(x) for x  0 is the desired α-Orlicz function.
Theorem 2.2. Let n ∈ N. If F ⊂ Nn is infinite with dimF = α, and lims→∞ΨF (s)/sα > 0, then
there exists an α-Orlicz function Φ such that ΨF ∼q Φ .
Proof. Because F ⊂ Nn is infinite, we have α  1. If dF (α) < ∞, then Φ(x) = xα for x  0 is
an α-Orlicz function such that ΨF ∼q Φ .
Suppose dF (α) = ∞. First we choose a sequence {sj }, sj ↑ ∞. For any positive integers s
and s′, let s,s′ be the linear function whose graph is the line passing through (s,ΨF (s)/sα) and
(s′,ΨF (s′)/(s′)α). (Let 0,1 be the linear function whose graph is the line passing through (0,0)
and (1,1).) Let s1 = 0, and s2 = 1. To choose sj for j > 2, we proceed by (double) induction.
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(j)
j
such that
s
(1)
j = min
{
s > sj :
ΨF (sj )
sαj
<
ΨF (s)
sα
< sj−1,sj (s)
}
, (2.4)
and for 1 < i  j ,
s
(i)
j = min
{
s > s
(i−1)
j :
ΨF (sj )
sαj
<
ΨF (s)
sα
< sj−1,sj (s)
}
. (2.5)
The existence of s(1)j , . . . , s
(j)
j for any j is guaranteed because dF (α) = ∞, and because
ΨF (s)/s
α = o(s) for all  > 0 (because dimF = α). Denote the slope of s,s′ by ms,s′ for
any s and s′. Let
sj+1 = max
{
s ∈ [s(1)j , . . . , s(j)j ]: msj ,s msj ,s(i)j for all i = 1, . . . , j}. (2.6)
Continuing this process, we obtain a sequence sj ↑ ∞ that satisfies
(1) ΨF (sj )/sαj is strictly increasing to ∞ with increasing j ;
(2) msj−1,sj > msj ,sj+1 > 0 for all j > 1;
(3) for each j , and sj  s  s(j)j , either
ΨF (s)
sα
 sj−1,sj (s), (2.7)
or
ΨF (s)
sα
 sj ,sj+1(s). (2.8)
Claim 1. For each j , there are only finitely many s ∈ N such that
ΨF (s)
sα
 sj ,sj+1(s). (2.9)
Proof of Claim 1. Suppose the claim is false. Then there exist j , and a sequence s′k ↑ ∞ such
that
ΨF (s
′
k)
(s′k)α
 sj ,sj+1(s′k). (2.10)
For x  0, write
sj ,sj+1(x)=msj ,sj+1x + bj , (2.11)
where ms ,s > 0, and bj > 0. By (2.10) and (2.11),j j+1
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k)msj ,sj+1(s′k)α+1 + bj (s′k)α, (2.12)
which contradicts dimF = α, and the claim follows. 
Let  be the piecewise-linear function defined by
(x)= sj ,sj+1(x), sj  x  sj+1, j  1. (2.13)
Claim 2.
sup
{
ΨF (s)/
(
sα(s)
)
: s ∈ N}<∞. (2.14)
Proof of Claim 2. Suppose the claim is false. Then there exists a sequence {s′i} such
that ΨF (s′i )/(s′i )α > (s′i ), and limi→∞ΨF (s′i )/((s′i )α(s′i )) = ∞. By Claim 1 and because
[sj , sj + j ] ⊂ [sj , s(j)j ], there exist j sufficiently large, and s′i ∈ [sj , s(j)j ] such that sj ,sj+1(s′i ) <
ΨF (s
′
i )/(s
′
i )
α < sj−1,sj (s
′
i ), which contradicts (2.7) and (2.8), and the claim follows. 
Next we construct a spline function as follows. Note that for b > 0, (logx)b is concave for
b < logx + 1, and x(logx)b is convex for x > e. We start from s4 (because s4 > e). For s4 
x  s5, let
P4(x)= a4(logx)b4 + c4x + d4, (2.15)
where a4 > 0, 0 < b4 < log s4 + 1, c4  0, and d4 are chosen such that
P4(s4)= (s4), P4(s5)= (s5), (P4)′+(s4)=
ms3,s4 +ms4,s5
2
, (2.16)
where (P4)′+(x) denotes the right derivative of P4 at x. (Similarly (P4)′−(x) denotes the left
derivative of P4 at x.)
For s5  x  s6, let
P5(x)= a5(logx)b5 + c5x + d5, (2.17)
where a5 > 0, 0 < b5 < log s5 + 1, c5  0, and d5 are chosen such that:
(4) if (P4)′−(s5) > ms5,s6 , then
P5(s5)= (s5), P5(s6)= (s6), and (P5)′+(s5)= (P4)′−(s5); (2.18)
(5) if (P4)′−(s5)ms5,s6 , then
P5(s5)= (s5), P5(s6)= (s6), and (P5)′−(s6)=
ms5,s6 +ms6,s7
2
. (2.19)
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Pj (x)= aj (logx)bj + cj x + dj , (2.20)
where aj > 0, 0 < bj < log sj + 1, cj  0, and dj are chosen such that:
(6) if (Pj−1)′−(sj ) > msj ,sj+1 , then
Pj (sj )= (sj ), Pj (sj+1)= (sj+1), and (Pj )′+(sj )= (Pj−1)′−(sj ); (2.21)
(7) if (Pj−1)′−(sj )msj ,sj+1 , then
Pj (sj )= (sj ), Pj (sj+1)= (sj+1), (2.22)
and
(Pj )
′−(sj+1)=
msj ,sj+1 +msj+1,sj+2
2
. (2.23)
For any j  5 such that (7) holds, (Pj−1)′−(sj )  msj ,sj+1 < (Pj )′+(sj ). By the mean value
theorem, there exist xj−1 ∈ (sj−1, sj ), and xj ∈ (sj , sj+1) such that P ′j−1(xj−1) = msj−1,sj , and
P ′j (xj )=msj ,sj+1 . Because Pj−1 and Pj are concave, and because msj−1,sj > msj ,sj+1 , there are
tj−1 ∈ (xj−1, sj ), and tj ∈ (sj , xj ) such that
P ′j−1(tj−1)= P ′j (tj ). (2.24)
For x  0, let
Tj (x)= Pj−1(tj−1)+ P ′j−1(tj−1)(x − tj−1), (2.25)
that is, Tj is the linear function whose graph is both the tangent line to the graph of Pj−1 at tj−1,
and the tangent line to the graph of Pj at tj .
Let φ˜ be the spline function such that
(8) for 0 x  s4, φ˜(x) is the linear function whose graph is the tangent line to the graph of P4
at s4;
(9) for any x  s4, let p(x)= Pj (x), sj−1  x  sj for j  5 and let
φ˜(x)=
{
Tj (x) if tj−1  x  tj , [tj−1, tj ] ⊂ [xj−1, xj ], j  5,
p(x) otherwise,
(2.26)
where tj−1 and tj , j  5, are indicated in (2.24).
Then φ˜ is concave, and xφ˜(x) is convex. Let Φ˜ = xαφ˜(x). By Claim 2 and because φ˜  ,
sup
{
ΨF (s)/Φ˜(s): s ∈ N
}
 sup
{
ΨF (s)/
(
sα(s)
)
: s ∈ N}<∞. (2.27)
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φ˜(sj )= (sj ). (2.28)
Proof of Claim 3. For each j  5, by the definition of φ˜ in (2.26), and the construction of Pj
in (6) and (7), we have either φ˜(sj ) = Pj (sj ) = (sj ), or φ˜(sj+1) = Pj (sj+1) = (sj+1). Hence
the claim follows.
By (2.27) and (2.28), and because (sj ) = ΨF (sj )/sαj for all j , we obtain ΨF ∼q Φ˜ . Smooth
φ˜ at the points sj and tj for all j so that the smoothed function φ is in C2[0,∞), φ is concave,
and xφ(x) is convex. Let Φ = xαφ(x). Then Φ is an α-Orlicz function such that ΨF ∼q Φ . 
Next we establish the converse to Theorem 2.2.
Theorem 2.3. (Cf. [2], Theorem XIII.19.) For n 2, and 1 α < n, if Φ is an α-Orlicz function,
then there exist F ⊂ Nn such that ΨF ∼q Φ .
Lemma 2.4. (Cf. [2], Lemma XIII.17.) Let n  2 be an integer, and 1  γ < n. Let Φ be an
Orlicz function such that x  Φ(x)  xγ for all x ∈ [1,∞) and Φ(x)/xγ is decreasing with
increasing x. Then for every k ∈ N, there exist F ⊂ [k]n ([k] = {1, . . . , k}) such that
ΨF (s) CΦ(s), s ∈ [k], (2.29)
and
|F | = ΨF (k) 12Φ(k), (2.30)
where C > 0 depends only on n and γ .
Proof. For k ∈ N, let {X(k)i : i ∈ [k]n} be the Bernoulli system of statistically independent {0,1}-
valued variable on (Ω,P) such that
P
(
X
(k)
i = 1
)= Φ(k)
kn
. (2.31)
Consider the random set F = {i: X(k)i = 1}.
We use the following elementary fact about binomial probabilities: for p ∈ (0,1), and integers
m> 0 and i  2mp,
2
(
m
i + 1
)
pi+1(1 − p)m−i−1 
(
m
i
)
pi(1 − p)m−i , (2.32)
which implies
m∑(m
i
)
pi(1 − p)m−i  2
(
m
j
)
pj (1 − p)m−j , j  2mp. (2.33)i=j
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Denote
C = max
{
2en+2, n+ 1
n− γ
}
. (2.34)
Let j (s)= [CΦ(s)] (= smallest integer  CΦ(s)). Then
j  2Φ(s)= 2snΦ(k)
kn
Φ(s)
sn
kn
Φ(k)
 2snΦ(k)
kn
(
because Φ(s)/sγ is decreasing
)
. (2.35)
By (2.33) and (2.35),
P
(∑
i∈A
X
(k)
i  j
)
=
sn∑
i=j
(
sn
i
)(
Φ(k)
kn
)i(
1 − Φ(k)
kn
)sn−i
 2
(
sn
j
)(
Φ(k)
kn
)j(
1 − Φ(k)
kn
)sn−j
 2 s
nj
j !
(
Φ(k)
kn
)j
 2s
nj (Φ(k))j
(CΦ(s))j e−j knj
. (2.36)
Then,
P
(∑
i∈A
X
(k)
i  CΦ(s) for some s-hypercube A
)

(
k
s
)n 2snj (Φ(k))j
(CΦ(s))j e−j knj
 k
ns
snse−ns
2snj (Φ(k))j
Cj (Φ(s))j e−j knj
 2 e
j+ns
(2en+2)j
(
s
k
)nj−ns(
Φ(k)
Φ(s)
)j (
by (2.34))
 1
en(j−s)+j
(
s
k
)nj−ns(
k
s
)γj (
because Φ(s)/sγ is decreasing
)
 e−s
(
s
k
)(n−γ )j−ns (
because n(j − s)+ j  j  s)
 e−s
(
s
)s (
because (n− γ )j  (n− γ )CΦ(s) (n+ 1)s). (2.37)
k
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P
(∑
i∈A
X
(k)
i  CΦ(s) for some s-hypercube A, s ∈ [k]
)

k∑
s=1
e−s
(
s
k
)s
. (2.38)
Therefore,
lim
k→∞P
(∑
i∈A
X
(k)
i  CΦ(s)
)
= 0. (2.39)
By Chebyshev’s inequality,
P
(∣∣∣∣ ∑
i∈[k]n
X
(k)
i −Φ(k)
∣∣∣∣> Φ(k)2
)

Var(
∑
i∈[k]n X
(k)
i −Φ(k))
(
Φ(k)
2 )
2
= 4k
nVar(X(k)i )
Φ(k)2
= 4k
n(
Φ(k)
kn
)(1 − Φ(k)
kn
)
Φ(k)2
 4
Φ(k)
. (2.40)
Hence
lim
k→∞P
( ∑
i∈[k]n
X
(k)
i 
Φ(k)
2
)
= 0. (2.41)
By (2.39) and (2.41),
lim
k→∞P
(
F satisfies (2.29) and (2.30))= 1.  (2.42)
Let π1, . . . , πn be the canonical projections from Nn onto N. We say F ⊂ Nn and G⊂ Nn are
n-disjoint if π(F )∩ π(G)= ∅ for all = 1, . . . , n.
Lemma 2.5. (Cf. [2], Lemma XIII.18.) Suppose Fj , j ∈ N, is a sequence of pairwise n-disjoint
subsets of Nn, and let F =⋃j Fj . For an Orlicz function Φ , and for every m ∈ N,
sup
{
ΨF (s)/Φ(s): s ∈ [m]
}
 n sup
{
ΨFj (s)/Φ(s): s ∈ [m], j ∈ N
}
. (2.43)
Proof. Let m ∈ N and let s ∈ [m]. For A1 × · · · ×An ⊂ Nn such that |A1| s, . . . , |An| s, let
si,j =
∣∣πi(Fj )∩Ai∣∣, i ∈ [n], j ∈ N, (2.44)
and
sj = max
{
si,j : i ∈ [n]
}
, j ∈ N. (2.45)
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j=1
si,j  |Ai | s, i ∈ [n]. (2.46)
Let
L= sup{ΨFj (s)/Φ(s): s ∈ [m], j ∈ N}. (2.47)
By (2.44), (2.45) and (2.47), for any j ∈ N,
∣∣Fj ∩ (A1 × · · · ×An)∣∣= ∣∣Fj ∩ ((π1(Fj )∩A1)× · · · × (πn(Fj )∩An))∣∣
 LΦ(sj ). (2.48)
Then
|F ∩ (A1 × · · · ×An)|
Φ(s)
=
∑∞
j=1 |Fj ∩ (A1 × · · · ×An)|
Φ(s)

L
∑∞
j=1 Φ(sj )
Φ(s)
. (2.49)
Because Φ is increasing,
∞∑
j=1
Φ(sj )
n∑
i=1
∞∑
j=1
Φ(si,j )
(
by (2.45))

n∑
i=1
Φ
( ∞∑
j=1
si,j
)
(because Φ is convex)
 nΦ(s)
(
by (2.46)). (2.50)
By (2.49) and (2.50),
|F ∩ (A1 × · · · ×An)|
Φ(s)
 nL.  (2.51)
Proof of Theorem 2.3. Let α < γ < n, and let Φ be an α-Orlicz function. Then x Φ(x) xγ
for large x, and Φ(x)/xγ is eventually decreasing. By Lemma 2.4, we produce a collection {Fj }
of pairwise n-disjoint subsets of Nn such that sup{ΨFj (s)/Φ(s): s ∈ N}<C, and for each j ∈ N,
we have |π(Fj )| = j for  ∈ [n], |Fj |Φ(j)/2. Let F =⋃j Fj , and apply Lemma 2.5. 
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3.1. An Orlicz norm associated with an α-Orlicz function
Suppose Φ(x)= xαφ(x) for x  0 is an α-Orlicz function. Because φ is concave, increasing,
and φ(0) 0, we have φ′(x) φ(x)/x for all x  0. Hence
0 φ
′(x)
φ(x)
x  1, x  0. (3.1)
Let
Θ(x)= x α+12 (φ(x)) 12 , x  0, (3.2)
and
θ(x)= 1
φ(Θ−1(1/x))
, x  0. (3.3)
Note that
φ(x)θ
(
1/Θ(x)
)= 1, x  0. (3.4)
For x  0, define
MΦ(x)= x 2αα+1
(
θ(x)
) 1
α+1 . (3.5)
Then
M ′Φ(x)=
1
α + 1x
2α
α+1 −1(θ(x)) 1α+1{2α + θ ′(x)
θ(x)
x
}
, (3.6)
and
M ′′Φ(x)=
1
α + 1x
2α
α+1 −2(θ(x)) 1α+1{2α(α − 1)
α + 1 +D(x)
}
, (3.7)
where
D(x)= 4α
α + 1
θ ′(x)
θ(x)
x − α
α + 1
(
θ ′(x)
θ(x)
x
)2
+ θ
′′(x)
θ(x)
x2. (3.8)
We now establish that MΦ is an Orlicz function. (In Section 3.2 we will use the Orlicz norm
associated with MΦ .)
Lemma 3.1. MΦ (defined in (3.5)) is an Orlicz function. Moreover, except for the case Φ(x)= x
for x  0, we have M ′ (x) > 0 and M ′′ (x) > 0 for x > 0.Φ Φ
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both sides of (3.4), we have
φ′(x)θ
(
1/Θ(x)
)+ φ(x)θ ′(1/Θ(x))(1/Θ(x))′ = 0. (3.9)
Hence
φ′(x)
φ(x)
x + θ
′(1/Θ(x))
θ(1/Θ(x))
(
1/Θ(x)
)′
x = 0. (3.10)
By (3.2),
(
1/Θ(x)
)′
x = −α + 1
2
(
1 +E(x))(1/Θ(x)), (3.11)
where
E(x)=
(
1
α + 1
)
φ′(x)
φ(x)
x. (3.12)
Note α  1. By (3.10) and (3.11), and by substituting 1/Θ(x)= y, we have
θ ′(y)
θ(y)
y = 2
(α + 1)(1 +E(x))
φ′(x)
φ(x)
x  φ
′(x)
φ(x)
x  1
(
by (3.1)). (3.13)
Taking derivatives on both sides of (3.9), we have
φ′′(x)θ
(
1/Θ(x)
)+ 2φ′(x)θ ′(1/Θ(x))(1/Θ(x))′
+ φ(x)θ ′′(1/Θ(x))((1/Θ(x))′)2 + φ(x)θ ′(1/Θ(x))(1/Θ(x))′′ = 0. (3.14)
Hence
φ′′(x)
φ(x)
x2 + 2φ
′(x)
φ(x)
x
θ ′(1/Θ(x))
θ(1/Θ(x))
(
1/Θ(x)
)′
x + θ
′′(1/Θ(x))
θ(1/Θ(x))
((
1/Θ(x)
)′)2
x2
+ θ
′(1/Θ(x))
θ(1/Θ(x))
(
1/Θ(x)
)′′
x2 = 0. (3.15)
By (3.2),
(
1/Θ(x)
)′′
x2 = (α + 1)(α + 3)
4
(
1 + F(x))(1/Θ(x)), (3.16)
where
F(x)= 4
(α + 1)(α + 3)
{
α + 1
2
φ′(x)
φ(x)
x + 3
4
(
φ′(x)
φ(x)
x
)2
− 1
2
φ′′(x)
φ(x)
x2
}
. (3.17)
Bringing (3.11) and (3.16) into (3.15), and substituting 1/Θ(x)= y, we have
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φ(x)
x2 − (α + 1)(1 +E(x))φ′(x)
φ(x)
x
θ ′(y)
θ(y)
y
+
(
α + 1
2
)2(
1 +E(x))2 θ ′′(y)
θ(y)
y2 + (α + 1)(α + 3)
4
(
1 + F(x))θ ′(y)
θ(y)
y = 0. (3.18)
By (3.12) and (3.17),
1 + F(x)= (1 +E(x))2 − 2
(α + 1)(α + 3)
φ′′(x)
φ(x)
x2 −G(x), (3.19)
where
G(x)= 4
(α + 1)(α + 3)
φ′(x)
φ(x)
x
{
1 − α
2(α + 1)
φ′(x)
φ(x)
x
}
. (3.20)
Then by (3.1), G(x) 0 for all x  0. Applying (3.13) and (3.19) to (3.18), we have
φ′′(x)
φ(x)
x2 − (α + 1)
2(1 +E(x))2
2
(
θ ′(y)
θ(y)
y
)2
+ (α + 1)
2(1 +E(x))2
4
θ ′′(y)
θ(y)
y2 + (α + 1)(α + 3)
4
(
1 +E(x))2 θ ′(y)
θ(y)
y
− 1
2
φ′′(x)
φ(x)
x2
θ ′(y)
θ(y)
y − (α + 1)(α + 3)
4
G(x)
θ ′(y)
θ(y)
y = 0. (3.21)
Then
(α + 1)2(1 +E(x))2
4
{
−2
(
θ ′(y)
θ(y)
y
)2
+ θ
′′(y)
θ(y)
y2 + α + 3
α + 1
θ ′(y)
θ(y)
y
}
= −φ
′′(x)
φ(x)
x2
{
1 − 1
2
θ ′(y)
θ(y)
y
}
+ (α + 1)(α + 3)
4
G(x)
θ ′(y)
θ(y)
y  0
(
because − φ
′′(x)
φ(x)
x2  0, 0 θ
′(y)
θ(y)
y  1, and G(x) 0
)
. (3.22)
Hence for all y  0,
−2
(
θ ′(y)
θ(y)
y
)2
+ θ
′′(y)
θ(y)
y2 + α + 3
α + 1
θ ′(y)
θ(y)
y  0. (3.23)
Then, by (3.8), for all x  0,
D(x)=
{
−2
(
θ ′(x)
θ(x)
x
)2
+ θ
′′(x)
θ(x)
x2 + α + 3
α + 1
θ ′(x)
θ(x)
x
}
+ α + 2
(
θ ′(x)
x
)2
+ 3α − 3 θ
′(x)
x  0. (3.24)α + 1 θ(x) α + 1 θ(x)
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M ′′Φ(x) > 0 for x > 0. If α = 1, and φ is strictly increasing, then θ
′(y)
θ(y)
y > 0 in (3.13), and hence
D(x) > 0 for x > 0. Then M ′′Φ(x) > 0 for x > 0. Because Φ is an α-Orlicz function, either
φ ≡ 1, or φ is strictly increasing. Therefore, except for the case Φ(x) = x, we have M ′Φ(x) > 0
and M ′′Φ(x) > 0 for x > 0. 
The following property will be needed in Section 3.2.
Lemma 3.2. For MΦ defined in (3.5), M ′Φ(x)− xM ′′Φ(x) > 0 for all x > 0.
Proof. It suffices to show that M ′Φ(y) − yM ′′Φ(y) > 0 for all y > 0, where y = 1/Θ(x). For
simplicity, we denote MΦ by M . By (3.6) and (3.7),
M ′(y)− yM ′′(y)= 1
α + 1y
2α
α+1 −1θ(y)
1
α+1 H(y), (3.25)
where
H(y)= 2α + θ
′(y)
θ(y)
y − 2α(α − 1)
α + 1 −D(y), (3.26)
where D(y) is defined in (3.8). By (3.24) and (3.22), we have
D(y)= 4
(α + 1)2(1 +E(x))2
{
−φ
′′(x)
φ(x)
x2
(
1 − 1
2
θ ′(y)
θ(y)
y
)
+ (α + 1)(α + 3)
4
G(x)
θ ′(y)
θ(y)
y
}
+ α + 2
α + 1
(
θ ′(y)
θ(y)
y
)2
+ 3α − 3
α + 1
θ ′(y)
θ(y)
y. (3.27)
Because xφ(x) is convex for x  0, we have
(
xφ(x)
)′′ = 2φ′(x)+ xφ′′(x) 0, x  0. (3.28)
Hence
−φ
′′(x)
φ(x)
x2  2φ
′(x)
φ(x)
x. (3.29)
By (3.26), (3.27), (3.29) and (3.20),
H(y) 4α
α + 1 +
θ ′(y)
θ(y)
y − 4
(α + 1)2(1 +E(x))2
{
2
φ′(x)
φ(x)
x
(
1 − 1
2
θ ′(y)
θ(y)
y
)
+ φ
′(x)
φ(x)
x
(
1 − α
2(α + 1)
φ′(x)
φ(x)
x
)
θ ′(y)
θ(y)
y
}
− α + 2
(
θ ′(y)
y
)2
− 3α − 3 θ
′(y)
yα + 1 θ(y) α + 1 θ(y)
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α + 1 +
θ ′(y)
θ(y)
y − 4
(α + 1)(1 +E(x))
θ ′(y)
θ(y)
y + α
2(α + 1)
(
θ ′(y)
θ(y)
y
)3
− α + 2
α + 1
(
θ ′(y)
θ(y)
y
)2
− 3α − 3
α + 1
θ ′(y)
θ(y)
y
(
by (3.13)). (3.30)
By (3.12),
4
(α + 1)(1 +E(x))
θ ′(y)
θ(y)
y = 4
α + 1 + φ′(x)
φ(x)
x
θ ′(y)
θ(y)
y
 4
α + 1 + φ′(x)
φ(x)
x
φ′(x)
φ(x)
x
(
by (3.13))
 4
α + 2
(
by (3.1)). (3.31)
By (3.30) and (3.31),
H(y) 4α
α + 1 −
4
α + 2 +
(
1 − 3α − 3
α + 1
)
θ ′(y)
θ(y)
y − α + 2
α + 1
(
θ ′(y)
θ(y)
y
)2
= α
2
(α + 1)(α + 2) +
3α − 2
α + 1 +
−2α + 4
α + 1
θ ′(y)
θ(y)
y − α + 2
α + 1
(
θ ′(y)
θ(y)
y
)2
 α
2
(α + 1)(α + 2) +
(
3α − 2
α + 1 +
−2α + 4
α + 1
)
θ ′(y)
θ(y)
y − α + 2
α + 1
(
θ ′(y)
θ(y)
y
)2
(
because 0 θ
′(y)
θ(y)
y  1
)
= α
2
(α + 1)(α + 2) +
α + 2
α + 1
θ ′(y)
θ(y)
y − α + 2
α + 1
(
θ ′(y)
θ(y)
y
)2
> 0, (3.32)
as desired. 
3.2. Precise relations between combinatorial measurements and Orlicz norms
We recall the following definitions of Orlicz norms ([8], 4.a and 4.b). For an Orlicz function M
and a sequence of scalars a = (a1, a2, . . .), define
‖a‖M = inf
{
ρ > 0:
∞∑
n=1
M
(|an|/ρ) 1
}
, (3.33)
M∗(u)= max{ux −M(x): x > 0}, (3.34)
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|||a|||M = sup
{ ∞∑
n=1
anbn:
∞∑
n=1
M∗
(|bn|) 1
}
. (3.35)
The two Orlicz norms ‖ · ‖M and ||| · |||M are equivalent and
‖a‖M  |||a|||M  2‖a‖M. (3.36)
Definition 3.3. For F ⊂Rn and α-Orlicz function Φ , let
ζF (Φ)= sup
{‖fˆ ‖MΦ : f ∈ BCF (Ωn)}, (3.37)
where MΦ is given in (3.5).
This definition naturally extends the definition in (1.7). If Φ(x)= xα , x  0, for some α  1,
then ζF (Φ) and ζF (2α/(α + 1)) have the same meaning.
Let n ∈ N. For F ⊂Rn and α-Orlicz function Φ , let
δ(α)=
{
1
2α if dF (Φ) 1,
α
2(α2+α+1) if dF (Φ) > 1.
(3.38)
Theorem 3.4. (Cf. [2], Theorem XIII.20.) For n ∈ N, there exist Cn > 0 and Dn > 0 such that
for all F ⊂Rn and α-Orlicz functions Φ ,
Cn
(
dF (Φ)
)δ(α)  ζF (Φ)Dn max{(dF (Φ)) 12α ,1}. (3.39)
Proof. Let Φ be an α-Orlicz function, and let F ⊂ Rn such that dF (Φ) < ∞. First we assume
limx→∞ Φ(x)/x = ∞. (That is, we exclude the case Φ(x)= x for x  0.) Then, by Lemma 3.1,
MΦ (defined in (3.5)) satisfies M ′Φ(x) > 0 and M ′′Φ(x) > 0 for x > 0. (The case Φ(x) = x,
x ∈ [0,∞), will be discussed later.)
For simplicity, we denote MΦ by M . In (3.34), for each u > 0, the maximum of ux −M(x)
occurs at the unique point x satisfying M ′(x) = u. Hence we can treat x as a function of u, and
write M∗ as a function satisfying the two equations
M∗(u)= ux −M(x), where x is such that M ′(x)= u. (3.40)
We define M2 on [0,∞) in a similar way by
M2(w)= √wx −M(x), where x is such that M ′(x)= √w. (3.41)
Then for x satisfying (3.41),
M ′2(w)=
1√ x + (√w −M ′(x)) dx = x′ , (3.42)2 w dw 2M (x)
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M ′′2 (w)=
M ′(x)− xM ′′(x)
2(M ′(x))2
dx
dw
. (3.43)
By (3.42), (3.43) and Lemma 3.2, M2 is an Orlicz function such that M ′2(w) > 0, M ′′2 (w) > 0 for
w > 0. By (3.34),
M∗2 (y)= max
{
yw −M2(w): w > 0
}
. (3.44)
For each y > 0, the maximum of yw − M2(w) occurs at the unique point w satisfying y =
M ′2(w). Hence we can treat w as a function of y. But x is a function of w in (3.41). Therefore
by (3.41) and (3.44),
M∗2 (y)= −
x
2
M ′(x)+M(x), where x is such that x
2M ′(x)
= y. (3.45)
Our aim is to apply (3.45) and the duality expressed in (3.35) to prove (3.39). To this end, let
s ∈ N, and consider a s-hypercube A1 ×· · ·×An ⊂Rn such that |F ∩ (A1 ×· · ·×An)| = ΨF (s).
By (3.33),
‖1F∩(A1×···×An)‖M∗2 = inf
{
ρ > 0:
∑
w∈A1×···×An
M∗2
(
1F (w)/ρ
)
 1
}
= inf{ρ > 0: M∗2 (1/ρ)ΨF (s) 1}. (3.46)
Let ρs > 0 be such that
M∗2 (1/ρs)ΨF (s)= 1. (3.47)
Then ρs = ‖1F∩(A1×···×An)‖M∗2 . Replacing y by 1/ρs in (3.45), and then combining (3.45) with(3.47), we have the system of equations
1
ΨF (s)
=M(x)− x
2
M ′(x) and (3.48)
ρs = 2M
′(x)
x
. (3.49)
We want to estimate ρs using Eqs. (3.48) and (3.49). To this end, we first estimate x as a solution
to Eq. (3.48). By (3.48),
M(x)M(x)− x
2
M ′(x)= 1
ΨF (s)
 1
dF (Φ)sαφ(s)
(
by (2.1))
= 1
dF (Φ)sαφ(s)
(
φ(s)θ
(
1/Θ(s)
)) 1
α+1 (by (3.4))
= 1 (s− α+12 φ(s)− 12 ) 2αα+1 θ(1/Θ(s)) 1α+1
dF (Φ)
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(
1/Θ(s)
) 2α
α+1 (θ(1/Θ(s))) 1α+1 (by ( 3.2))
= 1
dF (Φ)
M
(
1/Θ(s)
) (
by (3.5)). (3.50)
If dF (Φ) 1, then
M
(
dF (Φ)
α+1
2α x
)= ((dF (Φ)) α+12α x) 2αα+1 (θ((dF (Φ)) α+12α x)) 1α+1 (by (3.5))
 dF (Φ)x
2α
α+1
(
θ(x)
) 1
α+1 (because θ is increasing)
= dF (Φ)M(x)
(
by (3.5))
M
(
1/Θ(s)
) (
by (3.50)). (3.51)
Because M is increasing, the comparison of both sides of (3.51) implies
x 
(
dF (Φ)
)− α+12α /Θ(s). (3.52)
If dF (Φ) < 1, then by (3.50),
M(x)M
(
1/Θ(s)
)
. (3.53)
Hence
x  1/Θ(s). (3.54)
For simplicity, let d˜F (Φ)= max{dF (Φ),1}. By (3.52), (3.54),
x 
(
d˜F (Φ)
)− α+12α /Θ(s), (3.55)
which is the estimate that we need.
Now we estimate ρs . By (3.13), we have 0  θ
′(x)
θ(x)
x  1 for all x  0. Then by (3.6) and
(3.49),
ρs = 2
α + 1x
2α
α+1 −2(θ(x)) 1α+1{2α + θ ′(x)
θ(x)
x
}
 4
(
x−2θ(x)
) 1
α+1 . (3.56)
Because 0  θ ′(x)
θ(x)
x  1 for all x  0, (x−2θ(x))
1
α+1 is decreasing with increasing x. Then by
(3.55) and (3.56),
ρs  4
((
d˜F (Φ)
)− α+12α /Θ(s))− 2α+1 (θ((d˜F (Φ))− α+12α /Θ(s))) 1α+1
 4
(
d˜F (Φ)
) 1
α s
(
φ(s)
) 1
α+1 (θ(1/Θ(s))) 1α+1 (by (3.2) and because d˜F (Φ) 1)
= 4(d˜F (Φ)) 1α s (by (3.4)), (3.57)
which is the estimate we need.
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∑
w∈A1×···×An
M∗
(∣∣h(w)∣∣) 1. (3.58)
By (3.40) and (3.41), for all w ∈A1 × · · · ×An,
M∗
(∣∣h(w)∣∣)=M2(∣∣h(w)∣∣2). (3.59)
Hence
∑
w∈A1×···×An
M2
(∣∣h(w)∣∣2) 1. (3.60)
Then,
∑
w∈A1×···×An
∣∣h(w)∣∣2 = ∑
w∈A1×···×An
∣∣h(w)∣∣21F  |||1F∩(A1×···×An)|||M∗2
(
by (3.60) and the duality in (3.35))
 2‖1F∩(A1×···×An)‖M∗2
(
by (3.36))
 8
(
d˜F (Φ)
) 1
α s
(
by ( 3.57)). (3.61)
Let πi be the canonical projection from Rn onto R. By [2], Lemma XIII.21, there exists a cover
{G1, . . . ,Gn} of A1 × · · · ×An such that for every i = 1, . . . , n,
max
r∈Ai
∑
w∈π−1i [r]
∣∣h(w)∣∣21Gi (w) 8(d˜F (Φ)) 1α . (3.62)
Suppose f is an Rn-polynomial in C(Ωn) with spectrum in A1 × · · · × An. (We identify
(rj1 , . . . , rjn) ∈ Rn with the character w = rj1 ⊗ · · · ⊗ rjn on Ωn.) By the Cauchy–Schwarz
inequality, (3.62) and [2], Lemma XIII.22, we obtain for i ∈ [n],
∣∣∣∣ ∑
w∈A1×···×An
fˆ (w)h(w)1Gi (w)
∣∣∣∣∑
r∈Ai
∣∣∣∣ ∑
w∈π−1i [r]
fˆ (w)h(w)1Gi (w)
∣∣∣∣

∑
r∈Ai
( ∑
w∈π−1i [r]
∣∣h(w)∣∣21Gi (w)
) 1
2 ·
( ∑
w∈π−1i [r]
∣∣fˆ (w)∣∣2) 12
max
r∈Ai
( ∑
w∈π−1i [r]
∣∣h(w)∣∣21Gi (w)
) 1
2 ·
∑
r∈Ai
( ∑
w∈π−1i [r]
∣∣fˆ (w)∣∣2) 12
 2
√
2
(
d˜F (Φ)
) 1
2α ζR(1)2
n−1
2 ‖f ‖∞, (3.63)
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∣∣∣∣ ∑
w∈A1×···×An
fˆ (w)h(w)
∣∣∣∣
n∑
i=1
∣∣∣∣ ∑
w∈A1×···×An
fˆ (w)h(w)1Gi (w)
∣∣∣∣
 2
√
2n
(
d˜F (Φ)
) 1
2α ζR(1)2
n−1
2 ‖f ‖∞. (3.64)
By (3.58), (3.64) and the duality in (3.35),
|||fˆ |||M = sup
{ ∑
w∈A1×···×An
fˆ (w)h(w) :
∑
w∈A1×···×An
M∗
(∣∣h(w)∣∣) 1}
 2
√
2n
(
d˜F (Φ)
) 1
2α ζR(1)2
n−1
2 ‖f ‖∞. (3.65)
Then by (3.36),
‖fˆ ‖M  2
√
2n
(
d˜F (Φ)
) 1
2α ζR(1)2
n−1
2 ‖f ‖∞, (3.66)
which implies (3.39) with Dn = 2
√
2nζR(1)2
n−1
2
.
Next suppose that Φ(x) = x for all x  0. (Recall we excluded this case in the beginning of
our proof.) Then MΦ(x)=M(x)= x, x  0, and ‖ · ‖M = ‖ · ‖1(Rn). Let h be in the unit ball of
∞(Rn) with support in F . Then
∑
w∈A1×···×An
∣∣h(w)∣∣2  ∣∣F ∩ (A1 × · · · ×An)∣∣ dF (Φ)s, (3.67)
which corresponds to (3.61). Following the steps from (3.62) to (3.66), we have
‖fˆ ‖M  n
(
dF (Φ)
) 1
2 ζR(1)2
n−1
2 ‖f ‖∞, (3.68)
which implies (3.39) in this case.
Now we prove the left side inequality of (3.39). For s ∈ N, let A1 ×· · ·×An be a s-hypercube
in Rn such that |F ∩ (A1 × · · · × An)| = ΨF (s). Identify (rj1 , . . . , rjn) ∈ Rn with the character
w = rj1 ⊗ · · · ⊗ rjn on Ωn. By the Kahane–Salem–Zygmund probabilistic estimates ([2], Theo-
rem X.8), there exists a {−1,+1}-valued n-array {w : w = ±1, w ∈ F ∩ (A1 × · · ·×An)} such
that if
fs = 1
s
1
2 (ΨF (s))
1
2
∑
w∈F∩(A1×···×An)
ww, (3.69)
then
‖fs‖∞  C‖fs‖2
(
log
(
2ns
)) 1
2 = Cs− 12 (ns) 12 (log 2) 12 = Cn 12 (log 2) 12 , (3.70)
where C > 0 is a constant. By (3.33),
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{
ρ > 0:
∑
w∈F∩(A1×···×An)
MΦ
(∣∣fˆs(w)∣∣/ρ) 1
}
= inf
{
ρ > 0:
∑
w∈F∩(A1×···×An)
MΦ
(
s−
1
2
(
ΨF (s)
)− 12 /ρ) 1}
= inf{ρ > 0: MΦ(s− 12 (ΨF (s))− 12 ρ−1)ΨF (s) 1}. (3.71)
For each s ∈ N, let ρs > 0 be such that
MΦ
(
s−
1
2
(
ΨF (s)
)− 12 ρ−1s )ΨF (s)= 1. (3.72)
Then ρs = ‖fˆs‖MΦ . By the definition of dF (Φ) in (2.1) and because Φ is an α-Orlicz function,
we have,
ΨF (s) dF (Φ)Φ(s)= dF (Φ)sαφ(s). (3.73)
By the definition of MΦ in (3.5) and by (3.72),
1 = (s− 12 (ΨF (s))− 12 ρ−1s ) 2αα+1 (θ(s− 12 (ΨF (s))− 12 ρ−1s )) 1α+1 ΨF (s)
 ρ−
2α
α+1
s
(
ΨF (s)
) 1
α+1 s−
α
α+1
(
θ
(
s−
α+1
2
(
dF (Φ)
)− 12 (φ(s))− 12 ρ−1s )) 1α+1(
by (3.73), and because θ is increasing). (3.74)
By (3.74) and (3.2),
ρ2αs  ΨF (s)s−αθ
((
dF (Φ)
)− 12 ρ−1s /Θ(s)). (3.75)
Let
c = (dF (Φ))−1/2ρ−1s . (3.76)
By (3.75),
ρ2αs  ΨF (s)s−αθ
(
c/Θ(s)
)
. (3.77)
If c > 1, by (3.77) and (3.4),
ρ2αs  ΨF (s)s−αθ
(
1/Θ(s)
)= ΨF (s)s−α(φ(s))−1 = ΨF (s)
Φ(s)
. (3.78)
Then (by taking supremum)
sup
{‖fˆs‖MΦ : s ∈ N}= sup{ρs : s ∈ N} sup{ΨF (s)/Φ(s): s ∈ N}= (dF (Φ)) 12α . (3.79)
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c/Θ(s)= cs− α+12 (φ(s))− 12  (c− 2α+1 s)− α+12 (φ(c− 2α+1 s))− 12 = 1/Θ(c− 2α+1 s). (3.80)
Then
θ
(
c/Θ(s)
)
 θ
(
1/Θ
(
c−
2
α+1 s
))= (φ(c− 2α+1 s))−1 (by (3.4)). (3.81)
By (3.77) and (3.81),
ρ2αs  ΨF (s)s−α
(
φ
(
c−
2
α+1 s
))−1
. (3.82)
Because φ is concave and c < 1,
φ(c−
2
α+1 s)− φ(0)
c−
2
α+1 s
 φ(s)− φ(0)
s
. (3.83)
Because φ(0) 0,
φ(c−
2
α+1 s)
c−
2
α+1
 φ(s)− φ(0)+ φ(0)
c−
2
α+1
 φ(s). (3.84)
By (3.82), (3.84) and (3.76),
ρ2αs  ΨF (s)s−α
(
φ(s)
)−1
c
2
α+1 = ΨF (s)
Φ(s)
(
dF (Φ)
)− 1
α+1 ρ
− 2
α+1
s . (3.85)
Hence
ρ
2(α2+α+1)
α+1
s 
ΨF (s)
Φ(s)
(
dF (Φ)
)− 1
α+1 . (3.86)
Then (by taking supremum)
sup
{‖fˆs‖MΦ : s ∈ N}= sup{ρs : s ∈ N} (dF (Φ))(1− 1α+1 )( α+12(α2+α+1) )
= (dF (Φ)) α2(α2+α+1) . (3.87)
By (3.70), (3.79) and (3.87), we obtain the left side inequality of (3.39) with Cn =
(Cn
1
2 (log 2)
1
2 )−1. 
Corollary 3.5. For n ∈ N, F ⊂Rn, and α-Orlicz function Φ ,
lim
s→∞
ΨF (s)
Φ(s)
<∞ ⇐⇒ ζF (Φ) <∞. (3.88)
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(i) (A question.) We were unable to answer the following: on the left side inequality in (3.39),
can δ(α) be replaced by 1/(2α)?
(ii) (An example.) Let log(i) denote the i-fold iteration of log. Suppose Φ(x) = xαφ(x) is an
α-Orlicz function such that for some N > 0,
φ(x)=
k∏
i=1
(
log(i) x
)βi , x N, (3.89)
for k  1 and βi  0 for i = 1, . . . , k. We want to show that the Orlicz function MΦ defined
in (3.5) can be approximated in a neighborhood of 0 by
Mα,β1,...,βk (x)=
(
α + 1
2
) β1
α+1
x
2α
α+1
k∏
i=1
(
log(i)
1
x
)− βi
α+1
, (3.90)
in the sense that limx→0 Mα,β1,...,βk (x)/MΦ(x)= 1. By (3.5) and (3.90),
lim
x→0
Mα,β1,...,βk (x)
MΦ(x)
= lim
x→0
(α+12 )
β1
α+1 x
2α
α+1
∏k
i=1(log(i) 1x )
− βi
α+1
x
2α
α+1 (θ(x))
1
α+1
=
(
α + 1
2
) β1
α+1
lim
y→∞
∏k
i=1(log(i) Θ(y))
− βi
α+1
(θ(1/Θ(y)))
1
α+1
(
by substituting x = 1/Θ(y))
=
(
α + 1
2
) β1
α+1
lim
y→∞φ(y)
1
α+1
k∏
i=1
{
log(i)
(
y
α+1
2
(
φ(y)
) 1
2
)}− βiα+1 (
by (3.2) and (3.4))
=
(
α + 1
2
) β1
α+1
lim
y→∞
k∏
i=1
(
log(i) y
) βi
α+1
(
α + 1
2
logy
)− β1
α+1
·
k∏
i=2
{
log(i−1)
(
α + 1
2
logy + 1
2
log
(
k∏
i=1
(
log(i) x
)βi))}− βiα+1 (by 3.89 )
=
k∏
i=2
lim
y→∞
∏k
i=2(log(i) y)
βi
α+1∏k
i=2{log(i−1)( α+12 logy + 12 log(
∏k
i=1(log(i) x)βi ))}
βi
α+1
= 1 (by L’Hopital’s rule ), (3.91)
as desired.
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Definition 4.1. (Cf. [2], VII.9, remark (ii).) For n ∈ N, F ⊂Rn, and α-Orlicz function Φ , let
ηF (Φ)= sup
{‖f ‖Lp/Φ(p): p > 2, f ∈ BL2F (Ωn)}. (4.1)
This definition extends the definition in (1.9). Our aim is to establish a link between ηF (Φ)
and dF (Φ), where F ⊂Rn. To this end, we first analyze analogous measurements in the context
of (TN)n, where T = {e2πit : t ∈ [0,1]}. We let S = {βj : j ∈ N} be the set of the canonical
projections from TN onto T:
βj (t)= t(j), t =
(
t(j) : j ∈ N) ∈ TN. (4.2)
We refer to S as the Steinhaus system, and view it as an independent set of characters on the
compact Abelian group TN with the normalized Haar measure P .
For F ⊂ Sn and α-Orlicz function Φ , the definition of ηF (Φ) is the same as in (4.1). (Replace
Ωn by (TN)n, and replace P by P.)
Lemma 4.2. (Cf. [2], Theorem XIII.27.) For n ∈ N, F ⊂ Sn, and α-Orlicz function Φ ,
16−n
(
dF (Φ)
) 1
2  ηF
(
Φ
1
2
)

(
dF (Φ)
) 1
2 . (4.3)
Proof. By [2], Lemma XII.6 and Lemma XIII.26, for all f ∈ L2F ((TN)n),
‖f ‖L2s 
(
ΨF (s)
) 1
2 ‖f ‖L2, s ∈ N. (4.4)
Because ΨF (s) dF (Φ)Φ(s) for all s ∈ N,
‖f ‖L2s 
(
dF (Φ)
) 1
2
(
Φ(s)
) 1
2 ‖f ‖L2, s ∈ N. (4.5)
Let λ= 2s2+2s−ps
p
. By Hölder’s inequality, for 2s < p  2s + 2,
‖f ‖Lp  ‖f ‖λL2s‖f ‖1−λL2s+2 . (4.6)
Then by (4.5) and (4.6),
‖f ‖Lp 
((
dF (Φ)
) 1
2
(
Φ(s)
) 1
2 ‖f ‖L2
)λ((
dF (Φ)
) 1
2
(
Φ(s + 1)) 12 ‖f ‖L2)1−λ
= (dF (Φ)) 12 ((Φ(s))λ(Φ(s + 1))1−λ) 12 ‖f ‖L2 . (4.7)
Because p > 2s  s + 1 and Φ is increasing,
(
Φ(s)
)λ(
Φ(s + 1))1−λ Φ(p). (4.8)
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‖f ‖Lp 
(
dF (Φ)
) 1
2
(
Φ(p)
) 1
2 ‖f ‖L2 . (4.9)
To verify the left side inequality of (4.3), let s ∈ N and let A1 × · · · ×An be a s-hypercube in Sn
such that |F ∩ (A1 × · · · ×An)| = ΨF (s). Consider the Riesz product
Hs =
∏
β∈A1
(
1 + β + β¯
2
)
⊗ · · · ⊗
∏
β∈An
(
1 + β + β¯
2
)
. (4.10)
Then ‖Hs‖L1 = 1 and ‖Hs‖L2 = 2ns/2. Hence for 1 p  2,
‖Hs‖Lp  ‖Hs‖1−
2
q
L1
‖Hs‖
2
q
L2
= 2 nsq , 1/p + 1/q = 1. (4.11)
Let
hs =
∑
(β1,...,βn)∈F∩(A1×···×An)
β1 ⊗ · · · ⊗ βn. (4.12)
Let E (expectation) denote integration with respect to Haar measure, either on Ω or on TN. Let
E
n denote the n-fold iteration of E. By Hölder’s inequality and (4.11) with q = s,
∣∣EnHshs∣∣ ‖Hs‖Lp‖hs‖Lq  2 nss ‖hs‖Ls  2nηF (Φ)Φ(s)‖hs‖L2 . (4.13)
Because
∣∣EnHshs∣∣= 2−nΨF (s), (4.14)
and
‖hs‖L2 =
(
ΨF (s)
) 1
2 , (4.15)
we obtain
4−n
(
ΨF (s)
) 1
2  ηF (Φ)Φ(s), (4.16)
which implies the left side of (4.3). 
Corollary 4.3. (Cf. [2], Corollary XIII.28.) For n ∈ N, F ⊂Rn, and α-Orlicz function Φ ,
16−n
(
dF (Φ)
) 1
2  ηF
(
Φ
1
2
)
 4n
(
dF (Φ)
) 1
2 . (4.17)
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rj (ω)= ω(j), ω ∈Ω = {−1,1}N, (4.18)
and let βj be the Steinhaus function in S such that
βj (t)= t(j), t ∈ TN. (4.19)
Let f be an F -polynomial (i.e., spectf = support fˆ ⊂ F , and spectf is finite). Define for t =
(t1, . . . , tn) ∈ (TN)n,
ft =
∑
(rj1 ,...,rjn )∈F
fˆ (rj1 ⊗ · · · ⊗ rjn)βj1(t1) · · ·βjn(tn)rj1 ⊗ · · · ⊗ rjn . (4.20)
For t ∈ (TN)n, there exists θt ∈ L1(Ωn) such that
θˆt(rj1 ⊗ · · · ⊗ rjn)= βj1(t1) · · ·βjn(tn), rj1 ⊗ · · · ⊗ rjn ∈ spectf, (4.21)
and
‖θt‖L1  4n. (4.22)
(See [2], VII.8 and 12). Then
‖f ‖qLq = ‖ft ∗ θt‖qLq  4nq‖ft‖qLq , (4.23)
where ∗ denotes convolution. Integrating both sides of (4.23) with respect to the Haar measure
on (TN)n, applying Fubini’s Theorem, and then the right side of (4.3), we obtain
‖f ‖Lq  4n
(
dF (Φ)
) 1
2
(
Φ(q)
) 1
2 ‖f ‖L2, (4.24)
which implies the right side of (4.17).
The proof of the left side of (4.17) is a transcription of the proof of the left side of (4.3). 
5. Extensions of the Kahane–Khintchin inequality
Suppose (A ,P) is a probability space. For any Orlicz function ψ , consider the Orlicz norm
corresponding to ψ ,
‖X‖ψ = inf
{
ρ > 0: Eψ
(|X|/ρ) 1}, X ∈ L0(A ,P). (5.1)
The classical Kahane–Khintchin inequality states that: if ψ(x) = exp(x2) − 1 for x  0, then
there exists K > 0 such that,
‖X‖ψ K‖X‖L2(Ω,P), X ∈ L2 (Ω,P). (5.2)R
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function (as per Definition 2.1). Define
f (x)= xα(φ(x2)) 12 , x  0, (5.3)
and let
g = f−1. (5.4)
Lemma 5.1. (Cf. [2], Lemma X.18.) Suppose (A ,P) is a probability space, and X ∈ BL2(A ,P).
Then the following are equivalent:
(i) there exists 0 <A<∞ such that
lim
x→∞ exp
(
A
(
g(x)
)2)
P
(|X|> x)<∞; (5.5)
(ii) there exists 0 <B <∞ such that
sup
{‖X‖Lp/p α2 (φ(p)) 12 : p > 2} B; (5.6)
(iii) there exists 0 <C <∞ such that
lim
t→∞E exp
(
tg
(|X|)−Ct2)<∞; (5.7)
(iv) there exist 0 <D <∞ such that
E exp
(
D
(
g
(|X|))2)<∞. (5.8)
Proof. (i) ⇒ (ii). Suppose limx→∞ exp(A(g(x))2)P(|X| > x) := B1 < ∞. For p > 2 suffi-
ciently large,
E|X|p =
∞∫
0
P
(|X|p > x)dx
 p
αp
2
(
φ(p)
) p
2 +B1
∞∫
p
αp
2 (φ(p))
p
2
exp
(−A(g(x 1p ))2)dx. (5.9)
Let y = g(x 1p ). Then
x = (g−1(y))p = (f (y))p = yαp(φ(y2)) p2 . (5.10)
Hence
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α
φ′(y2)
φ(y2)
y2
}
 2αpyαp−1
(
φ
(
y2
)) p
2
(
by (3.1)). (5.11)
When x = p αp2 (φ(p)) p2 , we have y = √p. Hence by (5.9) and (5.11),
E|X|p  p αp2 (φ(p)) p2 +B1
∞∫
√
p
2αpyαp−1
(
φ
(
y2
)) p
2 exp
(−Ay2)dy. (5.12)
By the Cauchy–Schwarz inequality,
E|X|p  p αp2 (φ(p)) p2 + 2B1αp√π/A
{ ∞∫
0
√
A/πy2(αp−1) exp
(−Ay2)dy
} 1
2
·
{ ∞∫
√
p
√
A/π
(
φ
(
y2
))p
exp
(−Ay2)dy
} 1
2
. (5.13)
The first integral on the right side of (5.13) is the 2(αp − 1) moment of a Gaussian random
variable with mean 0 and variance 1/2A. Hence there exists B2 > 0 such that
∞∫
0
√
A/πy2(αp−1) exp
(−Ay2)dy  Bp2 pαp−1. (5.14)
Next we estimate the second integral on the right side of (5.13). By property (iii) in Definition 2.1,
φ(y2)/y is eventually decreasing. Because p is sufficiently large, for all y √p,
φ
(
y2
)
/y  φ(p)/√p. (5.15)
Then
1
(φ(p))p
∞∫
√
p
√
A/π
(
φ
(
y2
))p
exp
(−Ay2)dy
=
∞∫
√
p
√
A/π
(
φ
(
y2
)
/φ(p)
)p
exp
(−Ay2)dy

∞∫
√
p
√
A/π(y/
√
p )p exp
(−Ay2)dy (by (5.15))
 1
p
p
2
∞∫ √
A/πyp exp
(−Ay2)dy  Bp3 , (5.16)
0
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∞∫
√
p
√
A/π
(
φ
(
y2
))p
exp
(−Ay2)dy  Bp3 (φ(p))p. (5.17)
By (5.13), (5.14) and (5.17), there exists B > 0 such that
‖X‖Lp  Bp α2
(
φ(p)
) 1
2 . (5.18)
(ii) ⇒ (iii). We assume B  1. For t > 0,
E exp
(
tg
(|X|))= ∞∑
k=0
tk
k!E
(
g
(|X|))k. (5.19)
For each k  1, let
fk(x)= xα
(
φ
(
x
2
k
)) k
2 , x ∈ [0,∞), (5.20)
and let
gk = f−1k . (5.21)
Then f1 = f and g1 = g. We will show that gk is increasing for k  1, and is concave for k  2.
To this end, it suffices to show that fk is increasing for k  1, and is convex for k  2. By (5.20),
f ′k(x)= xα−1
(
φ(y)
) k
2
{
α + φ
′(y)
φ(y)
y
}
 0, (5.22)
where y = x2/k . Hence gk = f−1k is increasing for all k  1. By (5.22),
f ′′k (x)= xα−2
(
φ(y)
) k
2
(
2
k
){
kα(α − 1)
2
+
(
kα − k
2
+ 1
)
φ′(y)
φ(y)
y
+ φ
′′(y)
φ(y)
y2 +
(
k
2
− 1
)(
φ′(y)
φ(y)
y
)2}
. (5.23)
Because Φ is an Orlicz function, for all x  0,
Φ ′′(x)= (xαφ(x))′′ = xα−2φ(x){α(α − 1)+ 2αφ′(x)
φ(x)
x + φ
′′(x)
φ(x)
x2
}
 0. (5.24)
For k  2, the expression inside the brackets of (5.23) is
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2
+
(
kα − k
2
+ 1
)
φ′(y)
φ(y)
y + φ
′′(y)
φ(y)
y2 +
(
k
2
− 1
)(
φ′(y)
φ(y)
y
)2
 α(α − 1)+ 2αφ
′(y)
φ(y)
y + φ
′′(y)
φ(y)
y2
 0
(
by (5.24)). (5.25)
Hence f ′′k  0 for k  2. Therefore gk = f−1k is concave for k  2, as desired.
By (5.3), (5.4), (5.20) and (5.21),
(
g(x)
)k = (f−1(x))k = f−1k (xk)= gk(xk). (5.26)
Then, by Jensen’s inequality, for k  2,
E
(
g
(|X|))k = E(gk(|X|k)) gk(E|X|k). (5.27)
By assumption (ii) and because ‖X‖L2  1, for k  2,
E|X|k  Bkk αk2 (φ(k)) k2 . (5.28)
Because B  1, we have φ(B2/αk) φ(k). Hence
E|X|k  (B 2α k) αk2 (φ(B 2α k)) k2 = fk((B 2α k) k2 ). (5.29)
By (5.27) and (5.29), for k  2,
E
(
g(|X|))k  (gk ◦ fk)((B 2α k) k2 )= (B 2α k) k2 = B kα k k2 . (5.30)
Next we estimate E(g(|X|)). By (5.3), 0 f (x) (φ(1))1/2 for 0 x  1. Then 0 g(x) 1
for 0 x  (φ(1))1/2 (because g = f−1). Also by (5.3), for x  (φ(1))1/2, we have
g(x) x 1α
(
φ(1)
)− 12α = (x(φ(1))− 12 ) 1α

(
x
(
φ(1)
)− 12 )2 (because x(φ(1))− 12  1)
= x2(φ(1))−1. (5.31)
Let K = max{2(φ(1))−1,2}. Then
E
(
g
(|X|))= E(g(|X|))1{|X|(φ(1)) 12 } + E(g(|X|))1{|X|>(φ(1)) 12 }
 1 + (φ(1))−1E|X|2 K (because E|X|2  1). (5.32)
Applying (5.30) and (5.32) to (5.19), we obtain for t sufficiently large,
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(
tg
(|X|)) 1 +Kt + ∞∑
k=2
tk
k!B
k
α k
k
2
 exp
(
Ct2
) (
because k k2 /k!< 2k/(k/2)! ) (5.33)
for some C > 0.
(iii) ⇒ (i). Because g is increasing (g = g1), for x > 0 and t > 0,
P
(|X|> x)P(g(|X|) > g(x))
 E exp(tg(|X|))
exp(tg(x))
(by Chebyshev’s inequality). (5.34)
Then by assumption (iii), for t > 0 sufficiently large,
P
(|X|> x) exp(Ct2)
exp(tg(x))
. (5.35)
Put t = g(x)/2C in (5.34), and obtain (5.5) with A= 1/4C.
(i) ⇒ (iv). Suppose limx→∞ exp(A(g(x))2)P(|X| > x) := M1 < ∞, and let M2 > 0 be suf-
ficiently large so that P(|X|> x)M1 exp(−A(g(x))2) for x M2. Choose 0 <D <A. Then
E exp
(
D
(
g
(|X|))2)=
∞∫
0
P
(
exp
(
D
(
g
(|X|))2)> x)dx
M2 +
∞∫
M2
P
(|X|> g−1((logx) 12 /D 12 ))dx (because g is increasing)
M2 +M1
∞∫
M2
exp
{−A[g(g−1((logx) 12 /D 12 ))]2}dx (by assumption (i))
=M2 +M1
∞∫
M2
x−
A
D dx M2 +M1. (5.36)
(iv) ⇒ (i). Because g is increasing, for x > 0 sufficiently large,
P
(|X|> x)P(D(g(|X|))2 >D(g(x))2)
 E exp(D(g(|X|))
2)
exp(D(g(x))2)
(by Chebyshev’s inequality), (5.37)
which implies (5.5). 
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h(x)= exp((g(x))2)− 1, x  0. (5.38)
Then there exists N > 0 such that h′′(x) 0 for all x N .
Proof.
h′(x)= 2 exp((g(x))2)g(x)g′(x), (5.39)
and
h′′(x)= 2 exp((g(x))2)I (x), (5.40)
where
I (x)= 2(g(x))2(g′(x))2 + (g′(x))2 + g(x)g′′(x). (5.41)
Because g = f−1, we have
g′
(
f (x)
)
f ′(x)= 1, x  0. (5.42)
Hence
g′′
(
f (x)
)(
f ′(x)
)2 + g′(f (x))f ′′(x)= 0. (5.43)
By (5.42) and (5.43),
g′′
(
f (x)
)= − f ′′(x)
(f ′(x))3
. (5.44)
By (5.41) and (5.44),
I
(
f (x)
)= 2(g(f (x)))2(g′(f (x)))2 + (g′(f (x)))2 + g(f (x))g′′(f (x))
= 2x2(g′(f (x)))2 + (g′(f (x)))2 + xg′′(f (x)) (because g = f−1)
= 2x2 1
(f ′(x))2
+ 1
(f ′(x))2
− x f
′′(x)
(f ′(x)3)
(
by ( 5.42) and (5.44))
= 1
(f ′(x))2
{
2x2 + 1 − f
′′(x)
f ′(x)
x
}
. (5.45)
By (5.22) with k = 1,
f ′(x)= xα−1(φ(x2)) 12{α + φ′(x2)2 x2
}
 αxα−1
(
φ
(
x2
)) 1
2 . (5.46)
φ(x )
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φ(x2)
x2  1 and φ′′  0,
f ′′(x)= xα−2(φ(x2)) 12{α(α − 1)+ (2α + 1)φ′(x2)
φ(x2)
x2 + 2φ
′′(x2)
φ(x2)
x4 −
(
φ′(x2)
φ(x2)
x2
)2}
 xα−2
(
φ
(
x2
)) 1
2
{
α(α − 1)+ 2α + 1}. (5.47)
Hence
f ′′(x)
f ′(x)
x  α + 1 + 1
α
 α + 2. (5.48)
By (5.45) and (5.48),
I
(
f (x)
)
 1
(f ′(x))2
{
2x2 − α − 1}. (5.49)
Replacing x by g(x) in (5.49), we have
I (x) 1
(f ′(g(x)))2
{
2
(
g(x)
)2 − α − 1}. (5.50)
Then for x  g−1((α + 1)/2)1/2, we have I (x) 0 which implies h′′(x) 0. 
Let ψΦ be an Orlicz function such that for some N > 0,
ψΦ(x)= exp
((
g(x)
)2)− 1, x N, (5.51)
where g is defined in (5.4).
Lemma 5.3. (Cf. [2], Remark X.9.i.) Suppose (A ,P) is a probability space, and X ∈
BL2F (A ,P)
. Then the following are equivalent:
(i) there exists 0 <D <∞ such that
E exp
(
D
(
g
(|X|))2)<∞; (5.52)
(ii)
‖X‖ψΦ <∞. (5.53)
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E exp
(
D
(
g
(|X|))2)M, (5.54)
for some M  1. Let β > 0 be such that β max{4M,D} and ψΦ(N/β) 12 . Then
EψΦ
(|X|/β)1{|X|<N}  12 . (5.55)
Because φ is concave, we have for c 1 and x > 0,
φ(cx)− φ(0)
cx
 φ(x)− φ(0)
x
. (5.56)
Then, because φ(0) 0,
φ(cx)
cx
 φ(x)
x
− φ(0)
x
+ φ(0)
cx
 φ(x)
x
. (5.57)
Let
L(x)= g((βD−1)− α+12 x), x  0. (5.58)
Then
x = (βD−1) α+12 (βD−1)− α+12 x
= (βD−1) α+12 g−1(L(x))
= (βD−1) α+12 (L(x))α(φ((L(x))2)) 12 (by (5.3) and (5.4))
= (βD−1) α2 (L(x))α(βD−1φ((L(x))2)) 12

((
βD−1
) 1
2 L(x)
)α(
φ
(
βD−1
(
L(x)
)2)) 12 (by (5.57) and because βD−1  1)
= g−1((βD−1) 12 L(x)) (by (5.3) and (5.4)). (5.59)
By (5.58) and (5.59),
g(x)
(
βD−1
) 1
2 L(x)= (βD−1) 12 g((βD−1)− α+12 x). (5.60)
Because β  2M , we have
(2M)−
1
2 D
1
2 g(x) g
((
βD−1
)− α+12 x). (5.61)
Then
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(
g
((
βD−1
)− α+12 |X|))2  1 + E ∞∑
k=1
1
k!
(
(2M)−1D
(
g
(|X|))2)k
 1 + 1
2M
E
∞∑
k=1
1
k!
(
D
(
g
(|X|))2)k (because M  1)
 1 + 1
2M
E exp
(
D
(
g
(|X|))2)
 3
2
(
by (5.54)). (5.62)
By the definition of ψΦ in (5.51), we have
EψΦ
((
βD−1
)− α+12 |X|)1{|X|N} = E exp(g((βD−1)− α+12 |X|))21{|X|N} − 1
 1
2
(
by (5.62)). (5.63)
Let K = max{β, (βD−1) α+12 }. By (5.55) and (5.63), we have
EψΦ
(|X|/K) 1. (5.64)
Therefore
‖X‖ψΦ K. (5.65)
(ii) ⇒ (i). If ‖X‖ψΦ K for some K > 0, then
EψΦ
(|X|/K) 1. (5.66)
Hence by the definition of ψΦ in (5.51),
E
{
exp
((
g
(|X|/K))2)− 1}1{|X|N}  1. (5.67)
Let
M = max{4,2E exp((g(N/K))2)}. (5.68)
By (5.67) and (5.68),
E exp
((
g
(|X|/K))2) M
2
+ 2M. (5.69)
We may assume K  1. By (5.3) and (5.4), for x  0,
x = f (g(x))= (g(x))α(φ((g(x))2)) 12 . (5.70)
Then
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(
g(x)/K
1
α
)= (g(x)/K1/α)α(φ((g(x))2/K 2α )) 12

(
g(x)
)α(
φ
((
g(x)
)2)) 12 /K
= x/K (by ( 5.70))
= f (g(x/K)). (5.71)
Hence
g(x)/K
1
α  g(x/K). (5.72)
Let D = 1/K2/α . By (5.72) and (5.69), we obtain
E exp
(
D
(
g
(|X|))2) E exp((g(|X|/K))2)M, (5.73)
as desired. 
The following is a link between the combinatorial structure of F ⊂ Rn and tail probability
estimates involving random variables in L2F (Ωn,Pn).
Theorem 5.4. For n ∈ N, F ⊂Rn, and α-Orlicz function Φ ,
dF (Φ) <∞ ⇐⇒ sup
{‖X‖ψΦ : X ∈ BL2F (Ωn)}<∞. (5.74)
Proof. Observe that statement (iv) in Lemma 5.1 is the same as statement (i) in Lemma 5.3.
Then by Lemma 5.1 and Lemma 5.3,
sup
{‖X‖Lp/p α2 (φ(p)) 12 : p > 2,X ∈ BL2F (Ωn)}<∞
⇐⇒ sup{‖X‖ψΦ : X ∈ BL2F (Ωn)}<∞. (5.75)
Because Φ
1
2 (p)= pα/2(φ(p)) 12 ,
ηF
(
Φ
1
2
)= sup{‖X‖Lp/p α2 (φ(p)) 12 : p > 2,X ∈ BL2F (Ωn)} (Definition 4.1). (5.76)
Hence
ηF
(
Φ
1
2
)
<∞ ⇐⇒ sup{‖X‖ψΦ :X ∈ BL2F (Ωn)}<∞, (5.77)
which, by Corollary 4.3, implies (5.74). 
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