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La muerte súbita es una muerte natural, inesperada y rápida en un tiempo límite de 24 horas 
después del comienzo de un proceso patológico. Las causas más comunes de la muerte súbita 
son las enfermedades Cardiovasculares (ECV) que resultan estar entre las principales causas de 
muerte en todo el mundo. En 2012, la Organización Mundial de la Salud (OMS) registró 17,5 
millones de muertes por ECV, que representan el 31 % de todas las muertes registradas en el 
mundo1.  
Una de las enfermedades cardiovasculares con mayor mortalidad es la Fibrilación Ventricular 
(FV), que es una arritmia cardíaca producida por una actividad eléctrica desorganizada del 
corazón. Durante la FV, los ventrículos se contraen de forma asíncrona con ausencia de latido 
efectivo, fallando el bombeo sanguíneo, lo que produce la muerte súbita en el paciente, si no se 
trata de forma adecuada en un plazo de pocos minutos. Las desfibrilación es el único tratamiento 
definitivo posible de la FV, que consiste en la aplicación de un choque eléctrico de alta energía 
sobre el pecho del paciente, facilitando así el reinicio de la actividad eléctrica cardíaca normal. 
El éxito de la desfibrilación es inversamente proporcional al intervalo de tiempo desde el 
comienzo del episodio hasta la aplicación de la descarga. 
Aparecen muchas dificultades a la hora de diagnosticar la FV: por una parte están las 
características intrínsecas de la FV (falta de organización, irregularidad, etc.), y por otra, la gran 
similitud entre la FV y otras patologías cardíacas entre ellas la Taquicardia Ventricular (TV). 
La diferenciación entre la TV y la FV es bastante complicada: el diagnóstico de la TV como 
FV en un paciente puede ocasionarle graves lesiones a la hora de aplicarle la terapia 
correspondiente a FV (descarga eléctrica de alto voltaje), es más, puede causarle una FV. 
Por el contrario, si la FV se interpreta incorrectamente como TV, el resultado puede ser también 
peligroso para la vida. Por lo tanto, un método de detección eficaz para distinguir FV de TV 
tiene mucha importancia en la investigación clínica. 
Con el fin de diagnosticar y tratar las enfermedades cardiovasculares (FV por ejemplo), se 
establecen dos grandes grupos de métodos diagnósticos en cardiología: métodos diagnósticos 
invasivos y no invasivos. Las técnicas invasivas requieren introducir catéteres en el organismo, 
                                                          
1 “http: //www.who.int/mediacentre/factsheets/fs317/es/.”. 
Tesis Doctoral  Autor: A. Mjahad 
4 
 
con el objetivo de medir presiones de las cavidades cardíacas, para registrar la actividad 
eléctrica. Las técnicas no invasivas están enfocadas a caracterizar el estado fisiopatológico del 
corazón a través de electrodos colocados directamente sobre la piel del paciente.  
El electrocardiograma (ECG) es un examen no invasivo, de bajo costo, que se ha utilizado como 
el método básico de diagnóstico de desórdenes cardíacos de conducción eléctrica, mediante el 
estudio de la frecuencia cardíaca y la morfología de diferentes ondas que constituyen el ciclo 
cardíaco. El análisis ECG constituye una buena fuente de información a partir de la cual se 
pueden detectar diferentes tipos de enfermedades cardíacas. 
Debido a que la señal de ECG es una señal aleatoria no estacionaria, el análisis en el dominio 
del tiempo no resulta ser suficientemente sensible a las distorsiones de las formas de la onda 
ECG. Sin embargo estos métodos no siempre presentan todas las informaciones que pueden ser 
extraídas de las señales ECG, con lo cual, se pierde la información sobre la frecuencia, la cual 
muestra una información más adicional de la señal. El diagnóstico en el dominio de la 
frecuencia utiliza métodos como la transformada de Fourier. Por lo tanto, el análisis en el 
dominio de la frecuencia permite determinar las frecuencias de la señal. Por otro lado, se pierde 
la información de tipo temporal de la señal, con lo cual es un método muy limitado y no es útil 
para el análisis de señales no estacionarias. Varios estudios han utilizado modelos matemáticos 
que combinan la información temporal y espectral en la misma representación. Esta técnica 
Representación Tiempo-Frecuencia (RTF) es muy importante en el tratamiento de las señales 
no estacionarias como la señal de ECG, ya que distribuye la energía de la señal en el espacio 
bidimensional tiempo-frecuencia. Además, múltiples factores alteran la adquisición y registro 
de la señal ECG: por un lado está la influencia del medio ambiente (la interferencia de red 50-
60 Hz, la línea base, etc.), y por otro lado están las perturbaciones de origen fisiológico como 
los de la electromiografía (EMG).  
La reducción del ruido en el ECG ha sido uno de los principales campos de investigación en las 
últimas décadas, ya que una adecuada reducción permite realizar un buen pre-procesado de la 
señal, extrayendo de ésta la máxima cantidad de información posible y eliminando la no 
deseable. 
El uso de imágenes de representación de tiempo-frecuencia (t-f) como la entrada directa al 
clasificador es lo novedoso de esta tesis doctoral. Se plantea la hipótesis de que este método 
Tesis Doctoral  Autor: A. Mjahad 
5 
 
facilita mejorar los resultados de la clasificación ya que permite eliminar la extracción de 
características típicas, y su correspondiente pérdida de información, que además se utilizan para 
la evaluación y la comparación con otros autores. 
Materiales y Métodos: se ha utilizado las bases de datos estándar del MIT-BIH Malignant 
Ventricular Arrhytmia Data base y AHA (2000 series) para obtener los registros de las señales 
ECG, creando a partir de ellos un conjunto de entrenamiento y uno de prueba para los 
algoritmos de clasificación empleados. Un total de 24 registros de monitorización continua (22 
registros de MIT-BIH más dos adicionales de la base de datos AHA) se ha empleado, con 
frecuencia de muestreo de 125 Hz. 
Como método se ha implementado un algoritmo de filtro, con el fin de reducir la línea base, se 
desarrolla un enventanado que indica el comienzo de la Ventana de tiempo (Vt) de la señal del 
ECG. A cada ventana obtenida se le aplicó la Transformada de Hilbert (TH), después se le 
aplicó la RTF como entrada a los cinco clasificadores: las Redes Neuronales Artificiales de 
clasificación (ANNC-Artificial Neural Networks Classification), máquina de vector de soporte 
de tipo Smooth (SSVM-Smooth Support Vector Machine), (BAGG-Bagging), regresión 
logística (L2_RLR-𝐿2-Regularized Logistic Regression) y K vecinos más cercanos (KNN-K 
Nearest Neighbors). Se realizó sus respectivos entrenamientos y pruebas individuales eligiendo 
el clasificador KNN por su mejor calidad de detección. La RTF fue convertida en Imagen de 
RTF (IRTF) e IRTF de dimensionalidad reducida mediante técnicas de reducción del tamaño 
de imágenes (Media de la Intensidad de los Píxeles (MIP), KNN, Bilineal, Bicúbica) y de la 
técnica de Selección de Características (SC) de tipo (SFS-Sequential Forward Selection). 
Se realizaron combinaciones de los algoritmos de clasificación al aplicarse sobre un mismo 
conjunto de datos (IRTF, IRTF reducida, SC), con el fin de comparar el comportamiento entre 
ellos y con los resultados logrados de los clasificadores individuales. Estas estrategias y 
metodologías utilizadas fueron comparadas con diferentes métodos citados en la bibliografía y 
así comprobar en qué medida los resultados obtenidos apoyan nuestra hipótesis. 
Resultados: usando parámetros de evaluación del rendimiento (sensibilidad, especificidad y 
exactitud) como metodología para validar los resultados que obtuvo cada una de las estrategias 
empleadas, se encontró que el clasificador KNN alcanza el mejor rendimiento para RTF. Se 
logró para ‘FV’ una sensibilidad del 94,97% y una especificidad global del 99,27%, exactitud 
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global del 98,47 %, y para ‘TV’ una sensibilidad del 93,47%, especificidad global del 99,39%, 
exactitud global del 98,97% y un tiempo de ejecución 0,1763s. 
Los principales resultados de la clasificación para la detección de FV obtenidos usando la 
técnica IRTF reducida (MIP) como entrada al clasificador KNN, mostraron un 88,27% de 
sensibilidad, 98,22% de especificidad global y 96,35% de exactitud global. En el caso de ‘TV’ 
88,31% de sensibilidad, 98,80% de especificidad global, 98,05% de exactitud global y un 
tiempo de ejecución 0,024s.  
Al realizar combinaciones de los clasificadores, se obtuvo que la combinación 
ANNC_KNN_ANNC al utilizar el Método de Jerárquica (MJ) dieron una sensibilidad del 
92,14%, especificidad del 98,07% y 97,07% de exactitud global para ‘FV’, una sensibilidad del 
89,03%, una especificidad del 80,78%, 98,08% de exactitud global para ‘TV’ y un tiempo de 
ejecución entre [0,0239s; 0,0241s]. 
Conclusiones: la clasificación realizada en la discriminación de FV y TV demostró cómo se 
comportan los distintos algoritmos de clasificación tanto individuales como combinados al 
aplicarse sobre un mismo conjunto de características.  
Los resultados obtenidos mediante el algoritmos de combinación ANNC_KNN_ANNC usando 
los datos de IRTF reducidas fueron mejores en la detección comparado con los obtenidos 
mediante los algoritmos utilizados individualmente y otros multiclasificadores aplicando sobre 
un mismo conjunto de datos de IRTF reducidas. 
Además al comparar los resultados de la combinación con los obtenidos mediante KNN 
empleando la RTF y IRTF no reducidas son ligeramente inferiores en combinación, pero en 
cambio se obtiene un tiempo de ejecución menor, por lo que es de mejor utilidad para sistemas 
de detección en tiempo real.  
Después de un largo análisis es posible concluir que la metodología propuesta brinda 
información útil para la detección de FV con un bajo tiempo de cómputo, la cual la puede 
separar satisfactoriamente del resto de patologías cardiacas a la hora de diagnosticar, mejorando 
significativamente las posibilidades del paciente de ser manejado eficazmente al presentar un 
episodio con alguna de estas arritmias, lo que convierte a este trabajo en una fuente de aporte 
clínico en la ayuda para el diagnóstico de arritmias. 
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Objetivo general  
El objetivo general es desarrollar un nuevo sistema de diagnóstico automático eficiente para la 
detección en tiempo real de la aparición de la fibrilación ventricular mediante métodos de 
tiempo-frecuencia usada como entrada directa a un clasificador basado en el aprendizaje 
automático, sin necesidad de ningún parámetro extraído.  
Para llevar a cabo este objetivo general se realizó estudios comparativos en cada una de las 
fases del pre-procesamiento de la señal del ECG, también estudios comparativos de estrategias 
usadas en la extracción de la información y clasificación. Para lo cual se han desarrollado varios 
objetivos específicos de análisis, que ayudan a obtener resultados confiables para cada una de 
las etapas. Estos objetivos específicos son: 
 Eliminar la interferencia de red (50 o 60 Hz), de la línea base y del electromiograma 
(EMG). 
 Desarrollar un algoritmo que permita poner las marcas de referencias para las ventanas 
de la señal (ECG) a partir del cual se calcula la TH para luego aplicar la RTF.  
 Reducir la dimensionalidad de los datos de RTF usando diferentes estrategias como la 
extracción de imagen equivalente a la RTF y SC. 
 Comparar los resultados obtenidos entre los clasificadores individuales y combinados 
usando RTF y las estrategias de reducción de dimensionalidad.  
Las pruebas se realizan sobre las bases de datos estándar MIT–BIH utilizando parámetros de 
comparación habituales (sensibilidad, especificidad y exactitud), con el fin de evaluar los 
resultados obtenidos con los métodos implementados en este trabajo con respecto a los 
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Organización del Documento 
Para alcanzar los objetivos propuestos en la presente tesis doctoral, el trabajo se organizó en 7 
capítulos de la siguiente manera: El capítulo 1 se dedica a introducir el elemento principal del 
sistema cardiovascular; el funcionamiento del corazón, las principales características de señal 
electrocardiograma ECG, sus ondas componentes, y tipos de derivaciones. En el capítulo 2 se 
realiza una descripción de Ritmos. El capítulo 3 está dedicado a la descripción del conjunto de 
datos MIT–BIH usados, materiales y métodos propuestos, se describen las perturbaciones en 
las señales, las técnicas de pre-procesamiento de la señal ECG, representación tiempo 
frecuencia y los diferentes métodos para la extracción de información. En el capítulo 4 se 
presenta un estudio centrado en los resultados de diferentes algoritmos de clasificación 
individuales usando diferentes métodos. En el capítulo 5, se realizan diferentes métodos de 
combinaciones entre los clasificadores individuales. En el capítulo 6, se realiza un análisis 
comparativo de diferentes tipos de estrategias consideradas individuales, combinaciones, y de 
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K Vecinos más cercanos 
∅  Kernel 
D Conjunto de entrenamiento 
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  La armonía de los componentes, segmentos y ondas en un 
electrocardiograma (ECG), nos describen un latido cardiaco 
normal. A partir de los cambios de la forma de la señal de un 
latido normal, se pueden identificar las diferentes patologías en 
el paciente, según son descritas posteriormente. A la hora de 
analizar, es importante estudiar el origen fisiológico de la señal 
del ECG. En la primera parte del capítulo 1, se hace una 
descripción general del sistema cardiovascular y una 
introducción de la anatomía del corazón humano, así como de su 
sistema de conducción eléctrica. En la segunda parte de este 
capítulo se describen las diferentes técnicas de diagnóstico en 
cardiología. En la tercera parte se describen las características 
de la señal del ECG, las formas de sus ondas, sus intervalos, y 
las bases teóricas del sistema de derivaciones. 
Capítulo 1. Funcionamiento del corazón y técnicas de 
diagnóstico en cardiología 
 
1.1 Sistema cardiovascular  
El sistema cardiovascular está formado por el corazón y los vasos sanguíneos como muestra la 
figura 1. Se trata de un sistema de transporte en que el corazón actúa como una bomba cuya 
función es recibir, expulsar y transportar la sangre a través de los vasos sanguíneos a todas las 
células del organismo, para que éstas obtengan el oxígeno, los nutrientes y otras sustancias 
necesarias [1]. 
Existen 3 tipos de vasos como se observa en la figura 1: 
 Arterias: se originan a partir de los ventrículos y conducen la sangre desde el corazón 
hacia el resto del cuerpo.  
 Venas: llegan a las aurículas transportando la sangre de retorno de todo el cuerpo hacia 
el corazón. 
 Capilares: son los vasos por los cuales la sangre circula desde las arterias hacia las venas. 
En el mismo se produce el intercambio de gases, nutrientes y desechos.  




FIGURA 1. CIRCULACIÓN SISTÉMICA Y PULMONAR DE LA SANGRE1.  
 1.1.1 Anatomía y Fisiología del Corazón 
En el cuerpo humano, el corazón es el órgano central del sistema cardiovascular con un peso 
aproximado de entre 200 y 350 g. En reposo, es capaz de propulsar entre 4 y 5 litros de sangre 
por minuto. Se encuentra ubicado en la cavidad torácica por detrás del esternón, entre los 
pulmones y por encima del diafragma. 
El corazón se divide en dos partes independientes (la parte izquierda y la parte derecha). Cada 
una de las partes del corazón está compuesta por una cavidad auricular y una cavidad 
ventricular.  
Las cavidades inferiores denominadas ventrículos, están formadas por el ventrículo izquierdo 
(VI), y el ventrículo derecho (VD) y separadas por el tabique interventricular, mientras que las 
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cavidades superiores constan de la aurícula izquierda (AI) y la aurícula derecha (AD) que se 
encuentran separadas por el tabique interauricular [1]. Existen una serie de válvulas que 
controlan el flujo de la sangre dentro del corazón, las mismas que están situadas en la unión 
auriculoventricular y entre el ventrículo y las arterias de salida. Para el lado izquierdo 
corresponden las válvulas mitral y aórtica, mientras que para el lado derecho tenemos las 
válvulas tricúspides y la pulmonar. Las cuatro válvulas se describen a continuación (ver la 
figura 2) [1]: 
   
FIGURA 2. ANATOMÍA DEL CORAZÓN1. 
 La válvula mitral o bicúspide, se encuentra entre la aurícula izquierda y el ventrículo 
izquierdo impidiendo que la sangre rica en oxígeno proveniente de los pulmones que 
pasa de aurícula izquierda al ventrículo izquierdo se regrese a la aurícula. 
 La válvula tricúspide, se encuentra entre la aurícula y ventrículo derecho, su función es 
impedir que la sangre retorne a la aurícula una vez que pasa de aurícula a ventrículo. 
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 La válvula pulmonar, se encuentra entre ventrículo derecho y arteria pulmonar e impide 
que la sangre depositada a la arteria pulmonar, retorne al ventrículo derecho. 
 La válvula aórtica, su función es impedir que la sangre rica en oxígeno que pasa del 
ventrículo a la aorta, retorne al ventrículo izquierdo. Se encuentra ubicada entre el 
ventrículo izquierdo y la arteria aorta. 
Del corazón salen arterias y regresan venas. A la AD llega la sangre carente de oxígeno de todo 
el cuerpo mediante la vena cava superior e inferior. El VD recibe la sangre no oxigenada de la 
AD por medio del agujero auriculoventricular derecho donde se encuentra la válvula tricúspide 
para ser expulsada fuera del corazón hacia los pulmones a través de la arteria pulmonar. Luego 
esta sangre es transportada hacia los capilares sanguíneos pulmonares donde se realiza el 
intercambio gaseoso (la sangre capta oxígeno y libera dióxido de carbono). Una vez oxigenada, 
la sangre retorna por las venas pulmonares a la AI. 
El VI es quien impulsa la sangre rica en oxígeno hacia la arteria aorta, la cual lleva la sangre 
oxigenada a la mayor parte del cuerpo. Una vez que los diferentes órganos han captado el 
oxígeno de la sangre arterial, la sangre pobre en oxígeno vuelve a la mitad derecha del corazón 
a través de las venas cavas, entrando en la AD, (ver la figura2). 
Capas del corazón: el corazón está formado por tres capas: el pericardio, el miocardio y el 
endocardio. Su principal función es proteger al corazón de infecciones y de influencias externas.  
El pericardio es una capa externa doblada a modo de saco que envuelve el corazón. A la capa 
media y más gruesa de la pared del corazón se la denomina miocardio, la cual está  formada 
por fibras musculares estriadas cardíacas y miocardiocitos, y es en esta capa donde encontramos 
las células nodales y células de Purkinje que son las de conducción cardiaca que serán descritas 
posteriormente (ver sección 1.1.2) [2]. El endocardio es una capa interna muy fina que recubre 
los ventrículos y aurículas, así como las válvulas cardíacas. 
Ciclo cardíaco  
El ciclo cardíaco presenta dos fases que duran aproximadamente un segundo. Una de 
contracción llamada sístole y otra de relajación llamada diástole. Una vez que los diferentes 
órganos han captado el oxígeno de la sangre arterial, la sangre pobre en oxígeno entra en el 
sistema venoso y retorna a la mitad derecha del corazón. El ciclo cardiaco (figura 3) puede 
describirse como [3] [4]: 
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Diástole ventricular: es el período en el cual los ventrículos están relajados, las válvulas de 
salida de los ventrículos (aórtica y pulmonar) deben estar cerradas, y las válvulas mitral y 
tricúspide de entrada al ventrículo tienen que estar abiertas. 
Sístole auricular: se inicia con un potencial de acción en el nódulo sinusal que en un principio 
se propagará por las aurículas provocando su contracción. Al contraerse éstas, se expulsa toda 
la sangre que contienen hacia los ventrículos, las válvulas aurículoventricular (Mitral y 
Tricúspide) están abiertas, mientras que las válvulas sigmoideas (Aórtica y Pulmonar) se 
encuentran cerradas. 
Sístole ventricular: es el período en el cual los ventrículos se contraen y provocan la eyección 
de la sangre por las arterias pulmonar y aorta. Las válvulas de salida de los ventrículos (aórtica 
y pulmonar) deben estar abiertas, mientras que las válvulas mitral y tricúspide deben estar 
cerradas, para que la sangre no regrese hacia las aurículas. El ciclo de contracciones comienza 
otra vez y se repite constantemente [4].  
 
 
FIGURA 3. EL CICLO CARDÍACO [5]. 
1.1.2 Sistema de conducción 
El corazón posee la facultad de contraerse y relajarse sin tener un estímulo directo del sistema 
nervioso, esto sucede debido a que el corazón tiene un sistema de regulación intrínseco llamado 
sistema de conducción, el cual se compone de un conjunto de células especializadas Nodo 
Sinusal, también llamado Sinoatrial (SA), Nodo Auriculoventricular (AV), Haz de His, Ramas 
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del Haz de His y Fibras Purkinje. La actividad eléctrica del corazón puede registrarse mediante 
un Electrocardiograma (ECG) como se detallaba en la sección 1.3. 
Nodo sinusal: ubicado en la aurícula derecha, cerca de la desembocadura de la vena cava 
superior, constituido por un cúmulo de células especializadas para iniciar el impulso eléctrico, 
despolarizándose a una frecuencia entre 60 y 100 latidos por minuto en condiciones normales. 
El impulso eléctrico se desplaza rápidamente por ambas aurículas a través de las vías 
internodales formando la onda P en el registro del ECG.  
Posteriormente, la onda eléctrica con la despolarización aurícula llega a otro grupo de células 
denominada nodo auriculoventriculas (AV), el cual activa como una marcapasos secundarios 
(ver la figura 4) 
 
 
FIGURA 4. SISTEMA DE CONDUCCIÓN CARDIACO Y SUS ONDAS CARACTERÍSTICAS [1]. 
Nodo auriculoventricular: está ubicado en la parte inferior del tabique interauricular, entre 
ambos ventrículos. Cuando la onda de activación eléctrica pasa por el nodo AV, sufre una pausa 
de aproximadamente una décima de segundo. 
En este nodo, la velocidad de propagación es muy lenta, con una frecuencia de 40-60 pulsos 
por minuto. Esta frecuencia da lugar a un retraso de aproximadamente 0.1s en llevar a cabo la 
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contracción auricular antes que la contracción ventricular, representándose en el ECG como el 
intervalo PR. 
El impulso cardíaco se disemina luego a través del Haz de His, que es un conjunto de fibras a 
manera de un puente entre el nódulo auriculoventricular y las ramas ventriculares. 
Haz de His: se dividen en dos ramas; una rama derecha para el ventrículo derecho y una rama 
izquierda para el ventrículo izquierdo, desde donde el impulso eléctrico es distribuido a los 
ventrículos mediante una red de fibras que ocasionan la contracción ventricular llamadas Fibras 
de Purkinje. La contracción ventricular se refleja en el ECG mediante el complejo QRS (figura 
4). Posteriormente, los ventrículos se relajan (onda T) del ECG. En ocasiones puede distinguirse 
una onda adicional (onda U) en el ECG. 
1.1.3 Propiedades electrofisiológicas de las células cardíacas 
Cada latido del corazón es impulsado por un potencial de acción que se origina en el interior 
del corazón y es conducido rápidamente a través de dicho órgano. El origen de impulso eléctrico 
se empezar en las células del miocardio, las cuales pueden ser excitadas eléctricamente, 
produciéndose un flujo continuo bidireccional de iones de potasio (K+), sodio (Na+), y calcio 
(Ca++) a través de su membrana, lo cual induce un potencial eléctrico variable en el interior y 
en el exterior. Dando paso a la contracción coordinada [1]. 
El potencial de acción cardíaco se divide en cinco fases dependiendo del nivel de las corrientes 
hará el interior de la célula de K+, Na+ y Ca++, como muestra la figura 5. 
 
FIGURA 5. EL POTENCIAL ELÉCTRICO DE LAS CÉLULAS DEL MIOCARDIO, LAS FLECHAS CORRESPONDEN A  LOS 
PRINCIPALES MOVIMIENTOS DE IONES A TRAVÉS DE LA MEMBRANA CELULAR [6]. 
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  Fase 0: despolarización rápida, que tiene lugar por la apertura del canal rápido de Na+ 
que genera una corriente de Na+, y más tarde de Na+/Ca++.  
 Fase 1: repolarización transitoria, se genera por la salida rápida de la célula de iones K+.  
 Fase 2: meseta, se produce por el equilibrio entre la salida de K+ y la apertura de los 
canales de Ca++.  
 Fase 3: repolarización la membrana celular por la salida del K+.  
 Fase 4: equilibrio basal, es el intervalo desde que se completa la repolarización hasta que 
comienza el siguiente potencial de acción, (en la figura 5 se ve que sale Na+ Ca++ y 
entra K+).   
Estas variaciones de voltaje en el corazón son las que se detectan con el electrocardiógrafo. 
1.2 Técnicas de diagnóstico en cardiología 
Los métodos de diagnóstico en cardiología se pueden enumerar en dos grandes grupos: 
 Métodos de diagnóstico invasivos: técnicas que permiten evaluar enfermedades 
cardíacas introduciendo cuerpos extraños de diagnóstico en el organismo. 
 Métodos de diagnóstico no invasivos: son técnicas que no necesitan introducir ningún 
cuerpo extraño en el organismo. Se realiza con equipos externos, con o sin contacto con 
el paciente. 
A continuación se presentan algunas técnicas de diagnóstico [7]. 
1.2.1 Técnicas invasivas 
Cateterismo cardíaco: se basa en la introducción de catéteres en el interior de las cavidades 
del corazón con la finalidad de medir presiones en dichas cavidades, y la cantidad de sangre 
que es bombeada por el corazón. Es una de las pruebas invasivas más utilizadas para efectuar 
un diagnóstico cardíaco, debido a la información que proporciona, es muy útil desde el punto 
de vista médico para tratar adecuadamente al enfermo [8]. 
Coronariografía: en esta técnica se realiza el mismo procedimiento de insertar catéteres en el 
interior de las cavidades del corazón para poder visualizar las arterias coronarias mediante rayos 
X y de este modo poder diagnosticar ciertas enfermedades [9]. 
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1.2.2 Técnicas no invasivas 
Estas técnicas se caracterizan por usar equipos de medida que están en contacto con el paciente 
de forma superficial. 
Ultrasonografía cardíaca (Ecocardiografía): es un examen que permite captar imágenes del 
movimiento del corazón mediante el uso de ultrasonidos lo cual aporta información sobre la 
forma, tamaño, fuerza del corazón, función, movimiento, funcionamiento de sus válvulas, el 
grosor de sus paredes, etc. 
Electrocardiograma (ECG): es una prueba diagnóstica que registra la actividad eléctrica del 
corazón por medio de electrodos que son ubicados en sitios específicos del cuerpo [10]. 
Einthoven fue el primero en usar el término ECG, en un artículo en 1893 sobre los nuevos 
métodos de investigación clínica [6]. En la sección 1.3 se desarrolla detalladamente la ECG. 
Holter Electrocardiográfico: es muy importante para determinar arritmias. Es una prueba que 
permite el registro de la actividad eléctrica del corazón de forma continua durante 24 horas. 
Holter de Presión: el Holter de presión arterial es una medida que tiene gran importancia pues 
controla la presión arterial cada 15-30 minutos durante el día y noche [11]. 
Tomografía Computada (TC): en esta técnica los múltiples detectores del scanner permiten 
crear imágenes detalladas usando rayos X. Esta prueba permite ver el corazón, los pulmones, 
los grandes vasos y la aorta [12].  
Resonancia Magnética Nuclear (RMN): permite obtener unas imágenes más detalladas del 
corazón con relación a la radiografía de tórax. Es útil para el estudio de las enfermedades 
valvulares, las pericárdicas y las miocardiopatías [13]. 
Radiografía de Tórax (RxT): es un test de diagnóstico por rayos X. Una radiografía de tórax 
produce imágenes que permiten observar la circulación pulmonar, el tamaño de las cavidades 
cardíacas, etc. [14]. 
Ergometría: se conoce también como test de esfuerzo y se usa con frecuencia en cardiología. 
Es una prueba basada en la realización de ejercicio físico en una bicicleta estática o tapiz 
rodante, mientras se monitoriza el ritmo del corazón y la presión arterial [15]. 
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Grabador de Eventos: se trata de un equipo portátil pequeño que el paciente debe llevar para 
registrar mediante electrodos su ECG durante un largo período de tiempo [16]. 
Telemetría: el registro del ECG se realiza a distancia mediante unos radiotransmisores. 
Vectocardiografía: es un método complementario al de la electrocardiografía. En este test se 
distinguen tres planos en los cuales se proyectan vectores [17]. 
Fonocardiografía: es el registro de señales de audiofrecuencia (ruidos y murmullos cardíacos) 
[18]. 
Mecanocardiografía: es una técnica que registra el gráfico de pulsaciones de baja frecuencia 
producidas por el corazón [19]. 
1.3 Interpretación de las ondas componentes del ECG 
1.3.1 Electrocardiografía 
El ECG representa gráficamente la actividad eléctrica del corazón mediante el uso de una serie 
de electrodos que son colocados en la superficie de la piel. 
1.3.2 Sistema de derivaciones electrocardiográficas 
Es posible obtener 12 derivaciones desde ángulos diferentes en dos planos perpendiculares de 
observación. Las derivaciones se registran colocando 10 electrodos en la superficie del cuerpo. 
Seis de los electrodos se colocan en el pecho, mientras que los restantes 4 electrodos se colocan 
en cada una de las extremidades del paciente. Las derivaciones utilizan diferentes 
combinaciones de los electrodos, con lo cual cada uno registra información de una parte 
concreta del corazón  [20]. 
Las derivaciones se dividen en dos grupos: Derivaciones del plano frontal y derivaciones del 
plano horizontal. 
1.3.2.1 Derivaciones del plano frontal 
Las derivaciones del plano frontal están constituidas por 6 derivaciones: 3 derivaciones 
bipolares de Einthoven (DI, DII y DIII) [21], y 3 derivaciones unipolares aumentadas de 
Goldberger (aVR, aVL y aVF) [6]. 
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Derivaciones bipolares estándar: 
Las derivaciones cardíacas clásicas de Einthoven utilizan 3 electrodos de los cuales dos de ellos 
son colocados uno en cada brazo mientras que el tercero es colocado en la pierna izquierda, 
formando un triángulo que se conoce como el triángulo de Einthoven. Posteriormente, se 
registran los potenciales eléctricos entre dos electrodos ubicados en extremidades diferentes en 
el plano frontal motivo por el cual se les conocen como derivaciones bipolares, ver la figura 6. 
 
FIGURA 6. DERIVACIONES DE EXTREMIDADES EINTHOVEN (ESTÁNDAR)1. 
Siendo VL (vector left, por sus siglas en inglés) el potencial en el brazo izquierdo, VR (vector 
right, por sus siglas en inglés) el potencial de brazo derecho y VF (vector foot, por sus siglas 
en inglés) el potencial en la pierna izquierda, las tres derivaciones bipolares de Einthoven son: 
Derivación I (DI): mide la diferencia de potencial entre el brazo derecho (VR) y el brazo 
izquierdo (VL), como se indica en (1). 
DI = VL − VR ( 1 ) 
Derivación II (DII): mide la diferencia de potencial entre el brazo derecho (VR) y el pie 
izquierdo (VF), como se indica en (2). 
DII = VF − VR ( 2 ) 
Derivación III (DIII): mide la diferencia de potencial entre el brazo izquierdo (VL) y el pie 
izquierdo (VF), como se indica en (3). 
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DIII = VF − VL ( 3 ) 
Derivaciones unipolares aumentadas de Goldberger: 
Las derivaciones unipolares aumentadas de Goldberger fueron inicialmente ideadas por Frank 
Wilson pero Goldberger las modificó aumentando la onda hasta en un 50% y de aquí que estas 
derivaciones se llamen aVR, aVL, aVF. 
En la figura 7 se observan las 3 derivaciones de Goldberger (aVR, aVL y aVf). La derivación 
aVR (augmented vector right, por sus siglas en inglés) posee el electrodo positivo ubicado en 
el brazo derecho siendo el electrodo negativo es una combinación de los electrodos del brazo 
izquierdo y de la pierna izquierda, como se desarrolla en (4). 
 
FIGURA 7. DERIVACIONES DE EXTREMIDADES AUMENTADAS DE GOLDBERGER1. 
La derivación aVL (augmented vector left, por sus siglas en inglés) posee el electrodo positivo 
colocado en el brazo izquierdo entretanto que el electrodo negativo es una combinación de los 





 aVR = VR −
VL + VF
2
aVL = VL −
VR + VF
2




( 4 ) 
 
La derivación aVF (augmented vector foot, por sus siglas en inglés) tiene el electrodo positivo 
ubicado en la pierna izquierda mientras que el electrodo negativo es una combinación de los 
electrodos del brazo derecho y el brazo izquierdo, como se indica en (4). 
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1.3.2.2 Derivaciones precordiales o derivaciones del plano horizontal 
Wilson introdujo las derivaciones del plano horizontal V1, V2, V3, V4, V5, y V6 con el fin 
medir el potencial cerca del corazón. Estas seis derivaciones encuentran en el lado izquierdo 
del pecho (mayor voltaje). Todas ellas se cruzan en el nodo AV, como muestra la figura 8. 
El potencial es registrado desde un electrodo (polo positivo) que es colocado en el pecho y de 
otro electrodo de referencia (polo negativo) conectado al terminal central de Wilson, compuesto 
por las varios de los electrodos  VF + VL + Vr . 
V1: Esta derivación ECG registra los potenciales de las aurículas, también de parte del tabique 
y de la pared anterior del ventrículo derecho.  
V2: El electrodo de esta derivación precordial, se coloca por encima de la pared ventricular 
derecha. 
 
FIGURA 8. DERIVACIONES PRECORDIALES DEL PLANO HORIZONTAL1. 
V3: Al estar el electrodo sobre el septo interventricular esta derivación es una derivación 
transicional entre los potenciales izquierdos y derechos del ECG.  
V4: El electrodo de esta derivación se ubica sobre el ápex del ventrículo izquierdo. 
V5 y V6: Estas derivaciones del ECG están situadas sobre el miocardio del ventrículo izquierdo.  
1.3.3 Registro de la actividad 
1.3.3.1 Ondas, segmentos e intervalos del ECG 
Durante las fases de despolarización y repolarización, se registran en el ECG normal una serie 
de ondas: la onda P, el complejo QRS, la onda T y la onda U, como muestra la figura 9. 
                                                          
1 “http://www.electrocardiografia.es/.” 
Tesis Doctoral  Autor: A. Mjahad 
32 
 
Entre las ondas se encuentran lo que se conocen como segmentos, P-R y S-T. Son características 
del ECG los denominados intervalos que incluyen ondas y segmentos: P-R, QRS; Q-T y S-T 
[6]. 
 
FIGURA 9. MODELO IDEAL DEL CICLO CARDIACO1. 
La onda P: es una pequeña onda que corresponde a la despolarización de las aurículas 
(contracción o sístole auricular), la anchura de una onda P determina el tiempo que demora un 
impulso en pasar del nodo SA al nodo AV con una duración máxima de 0,10s. 
Complejo QRS: este complejo corresponde a la corriente eléctrica que causa la contracción de 
los ventrículos (despolarización ventricular). Es el componente más característico del ECG. Se 
inicia con una onda descendente, continúa con una onda rápida triangular ascendente y finaliza 
con una pequeña deflexión. Está constituido por la sucesión de las ondas Q, R, S. Duración 
entre 60-100ms. 
Onda Q: representa la deflexión negativa inicial resultante de la despolarización ventricular, 
que precede a la onda R, con una duración habitual de 40ms. 
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Onda R: es la primera deflexión positiva que aparece durante la despolarización ventricular.  
Onda S: es la segunda deflexión negativa que se obtiene durante la despolarización ventricular 
la cual en ocasiones puede no visualizarse. 
Onda T: es la onda positiva ascendente y suave que aparece después del complejo QRS y 
representa la repolarización ventricular (relajación o diástole ventricular). Tiene una duración 
de aproximadamente 200ms o menos. 
Onda U: Esta onda no es constante, tiene una dirección positiva, aunque puede ser negativa, 
Su origen no está bien definido y su duración es de 160-240ms. 
Segmento S-T: representa el intervalo entre el final del complejo QRS y el inicio de la onda T. 
Este segmento se asocia con el proceso de recuperación o repolarización ventricular. Duración 
típica: 240ms. 
Segmento P-R: corresponde a la línea isoeléctrica definida desde el comienzo de la onda P 
hasta la deflexión inicial del complejo QRS. La duración normal de este segmento está entre 
los 0,12 y los 0,21s. 
Intervalo R-R: equivale a la distancia entre dos ondas R sucesivas, con una duración típica 
entre 600-1000ms. 
Intervalo Q-T: es la distancia desde el inicio de la onda Q hasta el final de la onda T. 
Representa el principio de la despolarización ventricular hasta el final de la repolarización 
ventricular. El intervalo Q-T depende la frecuencia cardíaca. Duración típica: 300-400ms 
Intervalo P-P: es la distancia entre dos ondas P sucesivas; sí el ritmo es regular, debe medir lo 
mismo que el intervalo R-R. 
Intervalo P-R: mide la distancia desde el comienzo de la onda P hasta el inicio del complejo 
QRS. Determina el tiempo en el que el impulso eléctrico está viajando del nodo SA, (a través 
del nodo AV) hacia los ventrículos. Duración típica: 120-200ms. 
1.3.3.2 Frecuencia cardiaca 
La frecuencia cardiaca es la rapidez con la que se expande el impulso eléctrico del corazón, se 
considerada normal si esta entre 60 y 100 latidos por minuto, y para calcularla se toma en cuenta 
el tiempo que existe entre dos ondas R sucesivas. 
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En este capítulo se presenta una breve introducción sobre las 
características de las arritmias ventriculares malignas 
especialmente la fibrilación ventricular, así como la justificación 
fisiológica de la forma de onda relacionada con cada una de 
ellas. Además, se describe cómo usar los desfibriladores 
automáticos. 
Capítulo 2. Ritmos cardíacos 
 
2.1 Ritmo sinusal normal (Ritmo Normal) 
Se define como ritmo normal del corazón aquel que se produce en el nódulo sinusal pasando 
por el nodo AV y que posteriormente lleva la conducción a los ventrículos por el Haz de His y 
las ramas siguientes (ver sección 1.1.2), como ejemplo, observar la figura 10. 
 
FIGURA 10. SEÑAL ECG DE RITMO SINUSAL NORMAL (RITMO)1.  
El ritmo es considerado sinusal normal cuando: 
 Todas las ondas P van seguidas de complejos QRS. 
 El ritmo es regular. 
 La frecuencia habitual en reposo es de entre 60 y 100 latidos/minuto (lpm). 
 La onda P es negativa en aVR y positiva en I, II, aVF, V4, V5 y V6. 
 Los intervalos P-R tienen tiempos menores de 0.20s y son constantes. 
 Las señales Ritmo Normal tienen en común que son muy regulares en el ritmo (intervalo 
P-P regular). 
                                                          
1 “http://physionet.org.,” 
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Dentro del Ritmo Normal se observan variaciones en la morfología del complejo QRS:  
Existen algunas señales de las ondas P y T que tienen valores muy pequeños en las que no es 
fácil distinguirlas, otras tienen la onda R mucho mayor, etc. 
2.2 Arritmias cardíacas 
Las arritmias cardíacas se definen como la irregularidad en el ritmo natural del corazón. Éstas 
se refieren a cualquier cambio de lugar en la generación del pulso eléctrico del corazón. Pueden 
registrarse de manera continua o esporádica y se dividen en dos tipos: supraventriculares y 
ventriculares. 
Las arritmias supraventriculares se producen generalmente en las aurículas, mientas que las 
arritmias ventriculares se producen en los ventrículos. 
 Las arritmias también se definen según la velocidad de los latidos: 
  La bradicardia: es la disminución de la frecuencia cardíaca por debajo de 60 lpm. 
  Taquicardia: es el aumento de la frecuencia cardíaca por encima de 100 lpm. 
Clasificación de las principales arritmias: 
Arritmias supraventriculares: 
 Taquicardia sinusal: arritmia originada en el nodo sinusal con frecuencia cardíaca > 
latidos 100 por minutos. 
 Bradicardia sinusal: arritmia originada en el nodo sinusal con frecuencia cardíaca < 60 
latidos por minutos. 
 Arritmia sinusal respiratorio: son alteraciones sinusales de la frecuencia, es más 
frecuente en jóvenes. Es de origen repertorio, es fisiológica por lo que no necesita 
tratamiento.  
 Taquicardia supraventriculares: son latidos sostenidos con frecuencia superior a 100 
lpm, que se originan en las aurículas o en el nodo aurículo ventricular, entre ellas 
tenemos:  
 Flutter auricular: se producen estímulos en la aurícula a frecuencias que varían entre 
240 y 340 lpm. 
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 Fibrilación auricular es la más frecuente, se produce por una activación desordenada 
del tejido auricular por múltiples focos. La activación anarquica origina una 
frecuencia de 400-700 por minuto.  
Arritmias ventriculares: 
 Extrasístoles ventriculares: es una contracción ventricular prematura con un complejo 
QRS anormal. 
 Taquicardia ventricular (TV): son ritmos rápidos originados en cualquier parte de los 
ventrículos, que electrocardiográficamente originan QRS anchos. La presencia de 3 o 
más extrasístoles seguidas ya se consideran una TV.  
 Flutter y fibrilación ventricular (FV). Arritmia caracterizada por ondas muy rápidas y 
anormales. 
Un estudio detallado de los diferentes tipos de arritmias puede consultarse en [22]. Las 
patologías en las que estamos particularmente interesados en este trabajo son las arritmias 
ventriculares. 
2.2.1 Arritmias ventriculares 
Las arritmias ventriculares son causantes de una gran morbilidad y mortalidad, y continúan 
siendo una complicación grave de las cardiopatías, con riesgo de muerte súbita. Se denomina 
arritmia ventricular a un trastorno del ritmo cardíaco originado en el músculo ventrículo, por 
debajo del nódulo auriculoventricular y del Haz de His, pudiendo los latidos ser demasiado 
rápidos o lentos o tener un patrón irregular. 
Las arritmias ventriculares pueden ser: Extrasístole Ventricular, Taquicardia Ventricular, Flutter 
y Fibrilación Ventricular. 
2.2.1.1 Extrasístoles ventriculares 
Se conoce como un latido adicional producido por una activación eléctrica anómala que se 
origina en los ventrículos antes de un latido cardíaco normal. La clasificación según la 
morfología de los complejos ventriculares prematuros pueden ser monomórficos (una sola 
morfología) o polimórficos (varias morfologías). Por otro lado, si tienen más de tres latidos 
consecutivos se les llama taquicardia ventricular, como muestra la figura 11. 




FIGURA 11. EXTRASÍSTOLES VENTRICULARES1. 
2.2.1.2 Taquicardia ventricular 
La taquicardia ventricular (TV) se produce cuando el ritmo cardiaco no está marcado por el 
nódulo SA, sino por una zona del ventrículo que comienza a enviar señales eléctricas rítmicas 
a mayor frecuencia2.  
En estos casos el corazón tiene poco tiempo para llenarse entre dos latidos consecutivos y la 
cantidad de sangre que envía al resto del cuerpo es inferior a la que enviaría en una situación 
normal. Esta falta de sangre en el cerebro produce lipotimias. 
La taquicardia ventricular es muy peligrosa y su identificación puede permitir el diagnóstico 
oportuno y disminuir el riesgo de muerte súbita en el paciente. En este grupo se observa una 
gran diversidad en las señales. Unas señales tienen un patrón muy regular y claro (TV 
monomórfica) que se aprecia en la figura 12, mientras que otras son muy irregulares y la forma 
de sus ondas se parece mucho a la de la fibrilación ventricular (TV polimorfa). 
 
FIGURA 12. SEÑAL ECG CON EPISODIOS DE TAQUICARDIA VENTRICULAR3.  
TV monomórfica: Características electrocardiográficas de una taquicardia ventricular: 
 Sucesión de más de 3 latidos ventriculares seguidos. 
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 Frecuencia cardíaca entre 100-250 latidos por minuto. 
 Onda P: es común que esté oculta por el complejo QRS. 
 Complejo QRS: ancho (superior a 0.12s) y anómalo, con ondas T en dirección contraria.  
TV polimorfa: además de la taquicardia ventricular monomórfica, existe otro tipo de 
taquicardia ventricular conocida como taquicardia ventricular polimorfa. Esta presenta 
complejos QRS que cambian constantemente, siendo frecuentemente observada más en 
hombres y asociándose más a factores genéticos que atacan a los canales que conducen el flujo 
de iones de la despolarización. Esta taquicardia provoca muerte súbita y síncopes.  
Estos dos tipos de taquicardias son muy particulares ya que son fáciles de confundir con la 
fibrilación ventricular, puesto que ambas taquicardias constan de señales altamente irregulares 
que suelen degenerar en fibrilación ventricular y se debe aplicar un tratamiento, aplicando el 
choque eléctrico controlado a un paciente con el fin de reinicio de la actividad eléctrica cardíaca 
normal. 
2.2.1.3 Flutter y fibrilación ventricular 
Flutter ventricular 
Flutter ventricular (FL) es una arritmia ventricular que se desarrolla hasta convertirse en una 
fibrilación ventricular (FV).  Consiste en una onda oscilante continua, en la que no se pueden 
distinguir ni los complejos QRS ni las ondas T. Es muy rápida, con una frecuencia mayor de 
200 lpm, ver la figura 13. 
 
FIGURA 13 SEÑAL ECG CON EPISODIOS DE FLUTTER VENTRICULAR1. 
 
                                                          
1 1 “http://physionet.org.,” 
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Es un estado de emergencia eléctrico intermedio entre la taquicardia ventricular y la fibrilación 
ventricular y su tratamiento es similar a la fibrilación ventricular.  
Fibrilación ventricular 
La fibrilación ventricular fue expuesta por primera vez por Erichsen en 1842 [23]. En 1914, 
Garrey publicó el primer estudio sistemático de la relación existente entre la FV y el tamaño 
del corazón [24]. En 1923, DeBoer demostró que una sola descarga eléctrica aplicada en la fase 
final de la sístole en el corazón de la rana desencadenaba la fibrilación de aquella cámara [25]. 
En la fibrilación ventricular algunos impulsos que se originan al mismo tiempo en diferentes 
lugares de los ventrículos estimulan al corazón y creando latidos muy rápidos y desordenados, 
que pueden superar los 300 lpm. Esto le confiere al ECG una imagen ondulatoria de amplitud 
y contornos variables. En esta imagen no se distinguen los complejos QRS, el segmento ST, ni 
las ondas T como muestra la figura 14, con lo cual no se produce llenado ni vaciado de las 
cavidades, impidiendo una circulación adecuada de la sangre. Si no se logra poner en marcha 
el corazón a tiempo, en los minutos posteriores ocurrirá la muerte súbita cardíaca [26]. 
 
       FIGURA 14. SEÑAL ECG CON EPISODIOS DE FIBRILACIÓN VENTRICULAR1.  
Requiere terapia inmediata mediante la desfibrilación con la máxima energía necesaria ver 
sección 2.3 de este capítulo. 
La fibrilación ventricular tiene las siguientes características2: 
 Frecuencia: rápida, descoordinada e ineficaz con valores > 300 lpm. 
                                                          
1 “http://physionet.org.,” 
2 “http://www.practicalclinicalskills.com/ekg.aspx,” 
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 Onda P: no se identifica.  
 Complejo QRS: ondulaciones rápidas e irregulares. No se visualizan complejos QRS, 
sin patrón específico. 
 Conducción: la conducción es desorganizada dentro de los ventrículos, los pulsos se 
originan en cualquier momento. 
 Ritmo: es muy irregular y sin un patrón específico.  
2.3 Desfibrilación y cardioversión 
2.3.1 Tratamiento de FV 
Como se ha comentado en la sección 2.2.1 de este capítulo, la muerte cardíaca súbita se define 
clínicamente como una muerte cardíaca inesperada que ocurre dentro de un tiempo muy corto, 
por lo general un tiempo de menos de una hora después de la aparición de los primeros síntomas. 
Sus principales causas son la taquicardia y la fibrilación ventricular. Ambas arritmias 
ventriculares causan una incapacidad del corazón para bombear la sangre, lo que da como 
resultado un ataque cardíaco. Puede ocurrir en cualquier instante en que los órganos del cuerpo 
no reciban suficiente oxígeno, por lo tanto, la FV es una emergencia médica y debe tratarse 
inmediatamente para salvar la vida de la persona.  
Las técnicas de detección de FV 
Se han realizado múltiples técnicas para mejorar la detección de FV la discriminación entre FV 
y otras arritmias como la TV. Para ello, como referencia se han usado: 
 Técnicas en el dominio del tiempo y de la frecuencia. 
 Representación tiempo-frecuencia. 
 Redes neuronales y wavelet, etc.  
Para información más detallada ver los capítulos 3 y 4. 
El objetivo final de los algoritmos desarrollados es lograr un diagnóstico útil y preciso de la 
patología cardiaca. Para recuperar inmediatamente el latido cardíaco y llevarlo a un ritmo 
normal se puede emplear:  
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 Un dispositivo de desfibrilación externo automático o cardioversión. El mismo consiste 
en proveer una descarga eléctrica para facilitar el reinicio de la actividad eléctrica 
cardíaca normal [27]. 
 En otros casos se aplican tratamientos preventivos de arritmias tales como cambio de 
estilo de vida, evitar el consumo de alcohol, dejar de fumar, reducir la cafeína, 
disminución del estrés y aumento de los niveles de actividad física e incluso la 
administración de fármacos para prevenir la aparición de taquiarritmia. 
2.3.2 Dispositivo de desfibrilación 
Publicaciones recientes han mostrado una reducción de la mortalidad en pacientes con arritmias 
ventriculares malignas usando desfibriladores implantables. En España actualmente se han 
colocado estos desfibriladores en la mayoría de los aeropuertos así como en grandes complejos 
comerciales, zonas comunes de los hospitales, centros deportivos, estaciones de metro o 
ferrocarril, etc. 
Existen dos tipos de desfibriladores: los desfibriladores automáticos externos y los 
desfibriladores automáticos implantables. 
2.3.2.1 Desfibriladores externos 
En años recientes se han diseñado modelos avanzados de desfibriladores llamados 
desfibriladores externos automáticos, que consisten en la aplicación de una descarga eléctrica 
que atraviesa el tórax del paciente usando almohadillas externas o palas. 
Desfibrilador Externo Manual (DEM) 
Es un aparato que consta de un desfibrilador, un monitor de electrocardiografía y una 
cardioversión. Es uno de los más usados, y para su uso es necesario personal médico 
especialmente entrenado sobre el manejo de estas máquinas [28]. 
Desfibrilador Externo Semi-automático (DESA) 
Es un instrumento que puede ser usado por personas que no sean personal sanitario pero sí 
entrenadas en la misma, debido a que se requiere más participación del operador. 
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Este tipo de desfibrilador está compuesto de un analizador de electrocardiogramas que detecta 
la fibrilación ventricular en pocos segundos mediante una alarma, con lo cual el desfibrilador 
descarga un fuerte choque eléctrico entre los parches situados en el pecho del paciente de 
manera automática [29]. 
Desfibrilador Externo Automático (DEA) 
Es un aparato electrónico portátil que diagnostica y trata el paro cardiorrespiratorio cuando es 
debido a la fibrilación ventricular o a una taquicardia ventricular. La desfibrilación consiste en 
generar un impulso de corriente continua al corazón, para ayudar a que éste pueda retomar su 
ritmo eléctrico normal. Este equipo es totalmente automatizado, sin intervención del operador 
y está diseñado para ser utilizado sin mayor preparación ni conocimiento previo[28]. 
2.3.2.2 Desfibriladores interno automático  
Desfibrilador Interno Automático (DIA) es aplicado a aquellos pacientes que tengan riesgo de 
fibrilaciones ventriculares continuas. Consiste en un dispositivo interno, está situado junto al 
corazón detectando continuamente el corazón y si encuentra una FV descarga un impulso 
eléctrico usando unos electrodos implantados en el ápex y en la base del corazón [30]. 
2.3.3 Las diferencias entre tratamiento de FV y TV 
El tratamiento de la FV se realiza mediante la desfibrilación. En esta se descarga una corriente 
eléctrica de un alto voltaje directa sobre el tórax o directamente a través del ventrículo, logrando 
la recuperación de la actividad eléctrica normal.  Se debe tener en cuenta que siempre se debe 
realizar de forma urgente. 
Por otro lado las arritmias sostenidas como la taquicardia ventricular, el flutter auricular, la 
fibrilación auricular, etc.; pueden provocar inestabilidad hemodinámica y fallo cardíaco. Para 
éstas el tratamiento utilizado es la cardioversión; en la cual se aplica  una descarga eléctrica de 
menor voltaje y sincronizada con el complejo QRS, ya sea sobre el tórax o directamente a través 
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Inicialmente, se presenta una revisión bibliográfica de los métodos y 
técnicas que existen en la actualidad, así como sus aplicaciones a las 
señales ECG para su pre-procesamiento. Se presenta una breve 
introducción sobre las diferentes bases de datos de la señal ECG. Se 
describen los datos usados en este trabajo. Además, se describen las 
técnicas de filtros y la metodología del procesamiento de la señal ECG 
usadas en el presente trabajo de tesis. Luego se describen las 
limitaciones en el análisis de señales no estacionarias, y las 
expresiones matemáticas correspondientes a las principales 
distribuciones de tiempo-frecuencia. Finalmente, se describen los 
métodos relacionados con las técnicas desarrolladas para el 
diagnóstico de la señal ECG.  




La muerte súbita se define clínicamente como la muerte inesperada de una persona 
aparentemente sana, debido generalmente a causas cardiacas que puede ocurrir en cuestión de 
minutos tras los primeros síntomas. Muchas de las víctimas del paro cardíaco súbito pueden 
sobrevivir si los testigos actúan de forma inmediata después de la aparición de los primeros 
síntomas. Se ha demostrado que la desfibrilación es el único tratamiento efectivo contra un paro 
cardíaco súbito causado por una FV [32]. En la desfibrilación se impulsa una corriente eléctrica 
a través del corazón aplicándola mediante unos electrodos que se situaran en el tórax de la 
víctima. La evidencia científica indica que la desfibrilación temprana es determinante en la 
recuperación de la víctima. En el caso de la TV los posibles tratamientos serían el uso de 
medicamentos y en otros casos se usa la cardioversión que es la aplicación de una descarga 
eléctrica de bajo voltaje, ya sea sobre el tórax o directamente a través del ventrículo, con el fin 
de recuperar el ritmo alternativo. 
El éxito de la desfibrilación ventricular es inversamente proporcional al intervalo de tiempo 
desde el comienzo del episodio de FV hasta la aplicación de la descarga. Aparecen muchas 
dificultades a la hora de diagnosticar la FV, por una parte están las características intrínsecas 
de la FV (falta de organización, irregularidad, etc.), y por otra, la diferenciación entre FV y TV 
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dado que el diagnóstico erróneo de la TV como FV en un paciente puede ocasionarle graves 
lesiones ya que la aplicación de una terapia contra FV (desfibrilación) a un paciente que sufre 
TV puede causarle una FV. Por lo tanto, un método de detección eficaz de FV y discriminación 
de otras arritmias similares como la TV tiene importancia en la investigación clínica.  
Muchos estudios experimentales y clínicos describen que los pacientes que tienen una historia 
de riesgo cardiaco requieren de métodos invasivos para detección de patología cardiaca y 
requieren cirugía. Sin embargo, muchos de los casos de FV aparecen en pacientes no 
diagnosticados previamente.  
El ECG es la única técnica superficial de detección disponible, por lo tanto el ECG de 
monitorización a menudo se logra mediante el uso de equipos de emergencia externos como 
DEA.  
En la señal ECG, como en la mayoría de la señales biomédicas, la presencia de ruido es un 
problema difícilmente evitable ya que no se puede separar  el sistema cardiovascular de otros 
sistemas cercanos tanto fisiológicos como de adquisición [33]. La reducción del ruido en el 
ECG ha sido uno de los temas más estudiados en la bibliografía. Son muy diferentes las maneras 
de afrontar este problema y no existe una única estrategia de aplicación universal a todas las 
fuentes de ruido. En diversos trabajos se han usado diferentes filtros para la reducción de las 
variaciones de la línea base y de otras perturbaciones provenientes del exterior. 
Se han desarrollado múltiples técnicas como la transformada de Hilbert [34], transformada de 
Fourier [35], transformada wavelet, otras técnicas de procesamiento de señal  y las 
representaciones de tiempo-frecuencia [36], que sirven para poder obtener adecuadamente la 
máxima información de un ECG y son usadas como base para el diagnóstico automático de 
episodios de FV. Estas técnicas consisten en extraer características en el dominio del tiempo o 
en el dominio de la frecuencia. Algunas de estas técnicas comparten un aspecto común: 
combinan información temporal y espectral en la misma representación, lo cual es muy 
importante en las señales no estacionarias como las del ECG, especialmente cuando aparecen 
patologías irregulares como en FV. 
En general, las técnicas de detección emplean típicamente parámetros obtenidos de la fase de 
pre-procesamiento de la señal para alimentar la entrada de un algoritmo de clasificación, esto 
se traduce en una pérdida de información de dicha señal. Esta información perdida puede ser 
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clave para discriminar adecuadamente entre distintas patologías como la FV y la TV. Por lo 
tanto el desarrollo e implementación de un algoritmo que permita discriminar con mayor 
precisión entre las diversas condiciones cardiacas es fundamental. Esta necesidad de desarrollar 
un algoritmo más preciso en la detección de estas patologías ha marcado el punto de partida de 
este trabajo de tesis. 
La propuesta de este estudio es desarrollar un sistema de detección de la FV y su discriminación 
con TV basado en el análisis de tiempo-frecuencia del ECG, su conversión en imagen y su 
ingreso al clasificador sin necesidad de extracción de parámetros adicionales. Este análisis 
contiene todos los datos necesarios, tanto temporales como espectrales de la señal ECG que 
permite representar correctamente señales no estacionarias, por consiguiente, la hipótesis es 
que este método puede eliminar la pérdida de información discriminatoria producida por la 
extracción de parámetros. 
3.2 Materiales   
3.2.1 Base de datos de señales electrocardiográficas de Physiobank 
Contiene las siguientes bases de datos de señales electrocardiográficas [37] entre ellas:  
AHA DB: The American Heart Association Database for Evaluation of Ventricular Arrhythmia 
Detectors.  
MIT-BIH DB: The Massachusetts Institute of Technology-Beth Israel Hospital Arrhythmia 
Database. 
ESC DB: The European Society of Cardiology ST-T Database.  
NST DB: The Noise Stress Test Database.  
El MIT-BIH es una de las principales fuentes de señales ECG a nivel mundial. En esta base de 
datos se han incluido señales representativas de un conjunto muy amplio de patologías, además 
de ficheros con etiquetas realizados por expertos con el fin de servir de patrón para evaluar 
algoritmos aplicados a la señal electrocardiográfica. El uso de la base de datos del MIT-BIH 
permite el acceso a un conjunto de señales importante y suficientemente amplio como para 
realizar pruebas representativas. 
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Con este objetivo se va a utilizar como fuente de señales electrocardiográficas las bases de datos 
ofrecidas en la web de PhysioNet que incluye los datos de MIT-BIH. 
3.2.2 Descripción de la base de datos 
Los registros de las señales ECG se han tomado de las bases de datos estándar del MIT-BIH 
Malignant Ventricular Arrhytmia Database1 y AHA (2000 series)2, generándose a partir de ellos 
tanto el conjunto de entrenamiento como el de prueba para los algoritmos de clasificación 
empleados. En total, se han empleado 24 registros de monitorización continua (22 registros de 
MIT-BIH más dos adicionales de la base de datos AHA), con frecuencia de muestreo de 125 
Hz.  
Todos los registros disponen de episodios cardiacos ya etiquetados, lo que permite la 
comparación con otros algoritmos que usen estas bases de datos como datos de prueba. Los 
registros AHA tienen como objetivo aumentar el número de episodios de Taquicardia 
Ventricular (TV) para mejorar el equilibrio entre el tiempo registrado de TV y los episodios de 
FV. Luego con los episodios etiquetados, fueron creados cuatro grupos (clases) de señales: ECG 
con existencia de fibrilación ventricular asignados a la clase ‘FV’ que son todos los tramos de 
registros en los que se ha producido fibrilación ventricular y flutter ventricular; taquicardia 
ventricular asignados a la clase ‘TV’ y que en muchos casos aparecen como una etapa previa a 
la FV (en ocasiones, algunos tramos de TV presentan morfologías similares a la FV); ritmos 
normales asignados a la clase ‘Normal’ que constituyen los tramos etiquetados como ritmo 
sinusal normal y finalmente el resto tipos de señales no etiquetados como ninguna de las clases 
anteriores (otras arritmias, ruido, etc.) que también han sido considerados y asignados a la clase 
‘Otros’.  
En total, se generaron 20040s para todos los registros de señal ECG, 3600s correspondieron a 
la clase ‘FV’, 1380s a ‘TV’, 10860s a ‘Normal’ y 4200s a ‘Otros’. 
A partir de dichos registros se construyó un conjunto de entrenamiento y otro de prueba, (ver 
los capítulos 4 y 5). 
                                                          
1 http://physionet.org. 
2 http://ecri.org (American Heart Association ECG Database). 
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3.3 Procesado de la señal ECG 
Si buscamos que un clasificador obtenga un resultado satisfactorio de detección de la FV y su 
discriminación con TV, es necesario que los datos que se le proporcionen como entrada en 
dicho clasificador estén debidamente tratados. Por ello, tanto en la señal temporal de ECG como 
en su RTF se realizan distintas etapas de acondicionamiento. La figura 15 muestra el esquema 
general de la metodología seguida durante todo el proceso, desde la lectura de los registros de 
la base de datos hasta el resultado obtenido por el clasificador.  
 
En esta investigación la metodología desarrollada se compone de tres etapas fundamentales: 
Primera etapa: algoritmo de filtrado, con el fin de reducir la línea base que afecta al ECG. Una 
vez filtrado, obtienen las Marcas de Referencias de las Ventanas (MRV) de la señal ECG 
mediante el algoritmo que fue desarrollado, donde cada MRV indica el comienzo de una 
Ventana de tiempo (Vt) de la señal ECG. 
Segunda etapa: Se refiere a la implementación de TH a cada ventana Vt obtenidas en la 
primera etapa, después se calcula la matriz de su RTF y la IRTF, para luego reducir la 
dimensionalidad de la matriz IRTF usando varias técnicas. 
FIGURA 15. METODOLÓGICA GENERAL SEGUIDA EN ESTE TRABAJO. 
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Tercera etapa: Se lleva a cabo la fase de clasificación incluyendo los clasificadores empleados 
individuales y combinados mediante diferentes técnicas. Por un lado se emplea cada matriz 
obtenida anteriormente (RTF, IRTF, IRTF reducida) como entradas de los clasificadores a 
emplear. El éxito en la detección de FV depende de la estructura de los clasificadores utilizados. 
Con el propósito de adaptarse mejor a los datos, se debe ajustar parámetros y así obtener en lo 
posible el de mejor rendimiento.   
3.3.1 Técnicas de pre-procesamiento de la señal ECG 
En esta sección se explican brevemente los principales métodos de reducción del ruido presente 
en el ECG que se encuentran en la literatura y aquellos métodos utilizados para esta 
investigación como son: los de reducción de la línea base y los de enventanado de ECG para 
detección de FV. 
Durante el procesamiento automático de la señal, la presencia de perturbaciones puede producir 
errores en el diagnóstico. Los ruidos pueden ser:  
 Ruido debido al registro de la actividad de los músculos más cercanos, al movimiento 
del electrodo, etc. 
 Interferencia de red (50/60 Hz), la cual es debida a la presencia de dispositivos de 
instrumentación cercanos al paciente y/o conectados a la red eléctrica. 
 Variaciones de la línea base, las cuales aparecen principalmente por la respiración del 
paciente, y se determinan mediante componentes de baja frecuencia, etc. 
Estos ruidos deben ser reducidos para que las siguientes fases del proceso de análisis ofrezcan 
unos resultados con una precisión satisfactoria.  
La señal adquirida representada como la suma de todos estos elementos, se describe en la 
ecuación 5. 
x =  ECG +  m +  r +  b ( 5 ) 
Donde ECG es la señal electrocardiográfica real creada por la actividad cardíaca que se desea 
registrar, m es el ruido en general, r es la interferencia de la red eléctrica, y b son las variaciones 
en la línea base. 
Tesis Doctoral  Autor: A. Mjahad 
49 
 
El objetivo de los algoritmos de pre-procesamiento es el de disminuir al máximo las 
contribuciones de r, m y b para que la señal lograda x sea lo más parecida a la señal real del 
ECG.  
La reducción de ruido en el ECG ha sido uno de los temas más estudiados en la bibliografía 
sobre el procesado de señales. En varios estudios se han utilizado diversas maneras de enfrentar 
el problema, aplicando diferentes métodos universales a todas las fuentes de ruido. En los 
siguientes apartados se explican brevemente los principales métodos de reducción de ruido, así 
mismo, se presentan los algoritmos según el tipo de ruido que eliminan.  
3.3.1.1 Métodos para la reducción de las variaciones de la línea base 
Las variaciones de la línea base se pueden producir debido a varios factores como la respiración, 
el movimiento del paciente durante la adquisición del electrocardiograma y los cambios en la 
impedancia de los electrodos. Estas variaciones crean interferencias de baja frecuencia en el 
rango de 0 a 0.5 Hz, las cuales deben ser reducidas para no modificar el resultado de procesos 
posteriores. 
 A continuación se describen varios métodos para reducir las variaciones de la línea base: 
Un primer paso utiliza filtros de paso banda de 0.5Hz a 100 Hz, o de paso alto con una 
frecuencia de corte de 0.5 Hz.  En [38] se usa un filtro paso alto de respuesta impulsional infinita 
(IIR-Infinite Impulse Response) con una frecuencia de corte de 0.5 Hz. En [39] Jacek, usa un 
banco de filtros no lineales. En [40] Luo comenta diferentes filtros IIR. Rangayyan y Leif 
describen los tipos de filtrado de baja frecuencia para señales biomédicas [33], [41]. Además, 
se usan métodos de filtrado adaptativo [38]. En el trabajo [42] se describe una  técnica mediante 
el uso de un filtro variante en el tiempo. En este caso la frecuencia de corte va variando según 
el análisis de las componentes frecuenciales de cada latido respecto a un promedio de los 
mismos. Xin [43] se basa en las diferentes escalas de la transformada Wavelet para un filtro de 
línea base. 
3.3.1.2 Métodos para la reducción de la interferencia de red (50 Hz, 60Hz) 
En la señal ECG aparece una señal interferente localizada a una frecuencia determinada, debida 
a la red de alimentación eléctrica [33], [41]. En la red eléctrica europea, la interferencia se 
localiza en los 50 Hz, mientras que en los Estados Unidos de Norte América está sobre los 60 
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Hz. Diferentes estudios bibliográficos han usado varios algoritmos de filtrado para éste 
propósito. 
Existen una serie de técnicas realizadas mediante el diseño de filtros digitales para cancelar el 
efecto de la interferencia de Red [33], [41]. Chang y Pei explican técnicas que permiten cancelar 
la interferencia de red en el dominio del tiempo usando un filtro IIR notch [44]. Tseng presenta 
un filtro Fir Notch [45] y  Tseng y  Pei usa la IIR intentando conseguir una mayor reducción de 
la interferencia de red [46]. La frecuencia de red no es exactamente de 50 Hz/60Hz, con lo cual 
el método anterior puede presentar inconvenientes. Para resolver este problema diseña un filtro 
adaptativo que se ajusta a las variaciones de la frecuencia de la red. Ching se propone un filtro 
notch adaptativo basado en un algoritmo LMS-Least Mean Squares. Yue presenta una técnica 
para la reducción de la interferencia de red usando el filtro adaptativo notch (RLS- Recursive 
Least-Squares ) [47]. 
3.3.1.3 Métodos para la reducción de diversas fuentes de ruido 
Además de las interferencias generadas por las oscilaciones de la línea base y la red eléctrica, 
existes diversos tipos de ruido que aparece en la señal ECG que puede ser debido a múltiples 
factores: el ruido debido al interfaz electrodo-paciente, señales eléctrico generados por parte de 
los músculos del cuerpo humano electromiograma (EMG), sistema de medida, etc. 
 En el ruido muscular, sus componentes frecuenciales pueden llegar hasta los 500 Hz, el cual 
es producido por la actividad de los músculos más cercanos al corazón. Por lo tanto, uno de los 
pasos en el procesado de la señal ECG será la reducción de las interferencias de ruido muscular 
[33], [41]. 
Se exponen brevemente algunos de los métodos principales de reducción del ruido muscular: 
Se usan métodos basado en la respuesta al impulso finita (FIR) [48]. Además se usa  el filtro de 
media móvil [49]. La transformada wavelet también se utiliza [50], [51], [52]. Existen varios 
métodos que, utilizando un filtrado adaptativo, consiguen cancelar parte del ruido del ECG [35]. 
Rahman propone diferentes estructuras de filtros adaptativos basados en el algoritmo LMS [53]. 
Además, Diversi, mediante un sistema basado en una extensión de filtros Kalman, logra la 
reducción de ruidos simétricos con varianza mínima [54]. [55], [56]. [57]. El método descrito 
por Melten utiliza el  filtrado Wiener para reducir la influencia del ruido muscular en 
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espectroscopia [58] [59]. Se mencionan otras citas que hacen referencia al interfaz electrodo-
paciente [60] etc. 
3.3.1.4 Filtros para eliminar la línea base 
El primer paso del procesado de la señal ECG, consiste en realizar una comprobación 
empleando diferentes filtros de la línea base; IIR, FIR, Media Móvil, Smooth, Wavelet y 
Mediana, comparando sus rendimientos para reducción de la variación de la línea base así como 
atenuar su presencia en la señal, con el propósito de obtener una mejor calidad y definición de 
la señal temporal que redundará en mejores características proporcionadas por la RTF. Este 
procesamiento comienza con la implementación de un filtro de respuesta impulsional infinita 
(IIR) de orden 8 con una respuesta Butterworth tipo paso banda rango 1Hz a 45Hz [61] [62]. 
Este filtro es recursivo que tiene retroalimentación de la salida a la entrada. Por lo tanto, la 
salida es una función de las muestras de salida anteriores y las muestras de entradas pasadas, 
descrita en la ecuación 6 que considera un filtro digital con entrada x [n] y salida y [n]. 






 ( 6 ) 
Donde ak y bk son los coeficientes del filtro. La función de transferencia del filtro IIR se 
puede expresar usando transformada Z como muestra en la ecuación 7. 
H =
∑ bkz
−k        Nk=0
1 + ∑ akz−k        
N
k=0
 ( 7 ) 
El efecto de la aplicación de este filtro paso banda, donde la señal original de tipo ‘Normal’ 
está representada en azul, y la señal de salida representada en color rojo marca una reducción 
de la línea base. Además, se muestra su respuesta frecuencial que rechaza todas las señales no 
situadas en su rango de frecuencias, eliminando variaciones que crean interferencias de baja 
frecuencia de la línea base como indica la figura 16. 




FIGURA 16. FILTRADO PASA-BANDA IIR APLICADO A SEÑAL ECG DE TIPO ‘NORMAL’, SEÑAL DE ENTRADA EN COLOR 
AZUL, SEÑAL DE  SALIDA FILTRADA EN COLOR ROJO,  SU RESPUESTA EN FRECUENCIA. 
La segunda técnica emplea el filtro de FIR de orden (N =150) de tipo paso banda rango 1Hz a 
45Hz. Para obtener la salida solo se basa en entradas actuales y anteriores, observado en la 
ecuación 8. 
y(n) = ∑bkx(n − k)
N
k=0
 ( 8 ) 
Donde bk el coeficiente de filtro. La función de transferencia del filtro FIR puede expresarse 
aplicando la transformación Z como se describe en la ecuación 9. 
H =∑bkz
−k        
N
k=0
 ( 9 ) 
Los resultados obtenidos de la eliminación de la línea base son los que se presentan en la figura 
17, donde en la parte superior se muestra la señal original de tipo ‘Normal’ representada en azul 
junto con su señal filtrada representada en color rojo  y en la parte inferior se representa su 
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respuesta en frecuencia. Se observa como la señal original, representada en azul, tiene más 
oscilaciones con relación a la salida de color rojo, eliminando las frecuencias más bajas. 
 
FIGURA 17. FILTRADO PASA-BANDA FIR APLICADO A SEÑAL ECG DE TIPO ‘NORMAL’, SEÑAL DE ENTRADA EN 
COLOR AZUL, SEÑAL DE  SALIDA FILTRADA EN COLOR ROJO,  SU RESPUESTA EN FRECUENCIA. 
La tercera técnica de filtrado consiste en la aplicación de la transformada Wavelet para reducir 
las variaciones de la línea base, en concreto un Wavelet madre con descomposición de N 
niveles. El análisis Wavelet permite descomponer la señal original x en aproximaciones (cAi) 
y detalles (cDi) con i= {1,2…N}, las aproximaciones son los componentes de baja frecuencia 
de la señal mientras que los detalles son las componentes de alta frecuencia de la misma. El 
ejemplo del proceso de N=3 se lo puede apreciar en la figura 18, donde el primer paso, la señal 
original x pasa a través de dos filtros g paso alto y h paso bajo. La señal de salida del filtro g 
contiene los coeficientes de detalle mientras, que la señal de salida del filtro h corresponde a 
los coeficientes de aproximación de la señal. Posteriormente se realiza el mismo proceso para 
cada línea de la señal.  
Se ha realizado en este trabajo la descomposición de la señal en 5 niveles como se observa en 
la parte superior de la figura 19, en donde el orden de estas subseñales de arriba abajo es el 
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siguiente: detalle nivel1, detalle nivel2, detalle nivel3, detalle nivel4 y aproximación último 
nivel.  
En la parte baja de la misma figura se observa la señal original representada en azul, y en verde 
la señal de salida que representa a la línea base correspondiendo a la aproximación nivel5. 
También se aprecia que al sacar la diferencia entre ellas, permite eliminar las frecuencias más 
bajas resultando una disminución de la línea base.  
 
FIGURA 18. DESCOMPOSICIÓN DE 3 NIVELES. 
 
 
FIGURA 19. LA SEÑAL ORIGINAL, REPRESENTADA EN AZUL, Y LA SEÑAL FILTRADA, REPRESENTADA EN COLOR ROJO, 
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También se emplea otra técnica usando filtro de media móvil, de tipo paso bajo que se encarga 
de rechazar las señales de frecuencias superiores a las de la línea base y posteriormente permite 
obtener la diferencia entre ellas eliminando las frecuencias más bajas con una disminución de 
la línea base. 
Esta técnica opera con un promedio de N elementos de la señal de entrada para producir cada 




∑ x(n − k)
N−1
k=0
 ( 10 ) 
Representación frecuencial se puede apreciar en la ecuación 11. 
y(n) =






𝑧𝑁−1 + 𝑧𝑁−2 +⋯𝑧 + 1
𝑁𝑧𝑁−1
 ( 11 ) 
En la figura 20 en su parte superior se muestra la señal original en azul mientras que la línea 
base en verde y la señal filtrada con la disminución de la línea base en color rojo. En la parte 
inferior se encuentra su respuesta frecuencial.  
 
FIGURA 20. LA PARTE SUPERIOR PRESENTA LA SEÑAL ORIGINAL EN COLOR AZUL Y LA SEÑAL FILTRADA EN COLOR 
ROJO, MOSTRANDO LA ELIMINACIÓN DE LA FLUCTUACIÓN DE LA LÍNEA BASE MEDIANTE EL FILTRO DE MEDIA MÓVIL 
(N=31). EN LA PARTE INFERIOR SE PRESENTA SU RESPUESTA FRECUENCIAL. 
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Se utilizó también el filtro de mediana que reemplaza cada punto de la entrada x (n) de la señal 
ECG por la media de eso punto y un número V definido de puntos vecinos, la salida y(n) 
definido como muestra en la ecuación12: 
y(n) = med{
x (n − (
V − 1
2
) : n + (
V − 1
2
) )   si V es impar,
x  (n − (
V
2
) : n + (
V
2
) )  si V es par
 
 
( 12  ) 
Con ∓V vecinos (2V muestras en total, incluyendo la central). 
En esta prueba se usa filtro de mediana de tipo paso bajo obteniendo bajas frecuencias en la 
salida. Luego restando entre ellas para obtener señal filtrada con eliminación de la línea base. 
Los resultados logrados son los que se presentan en la figura 21 donde en la parte superior se 
observa la señal original en azul, la señal verde representa la línea base y en la parte inferior se 
observa la señal filtrada en color roja.  
   
 
FIGURA 21. LA SEÑAL ORIGINAL REPRESENTADA EN AZUL, LA SEÑAL FILTRADA REPRESENTADA EN COLOR ROJO Y 
CÓMO ELIMINA LA FLUCTUACIÓN DE LA LÍNEA BASE MEDIANTE EL FILTRO MEDIANA. 
Por último se propone el filtro Smooth con el cual se sigue el mismo proceso que con los filtros 
anteriores. En la figura 22 se observa en la parte superior, la representación de la señal original 
en azul y la señal de la línea base en color verde.  En la parte inferior se muestra la señal filtrada 
en color rojo. 





FIGURA 22. LA SEÑAL ORIGINAL, REPRESENTADA EN AZUL, Y LA SEÑAL DE SALIDA, REPRESENTADA EN COLOR ROJO, 
Y CÓMO ELIMINA LA FLUCTUACIÓN DE LA LÍNEA BASE MEDIANTE  EL FILTRO SMOOTH. 
A partir de los resultados obtenidos, se observa cómo la señal original tiene una mayor 
composición de frecuencias o armónicos en comparación con las señales filtradas. Por tanto, se 
concluye que el filtrado, tanto por IIR, FIR, Media Móvil, Smooth, Mediana y Wavelet, logran 
disminuir las bajas frecuencias correspondientes a la línea base. Los filtros propuestos son 
adecuados para su utilización en la detección FV. Cumplen con los requerimientos que 
habíamos impuesto: reduce adecuadamente la línea base, conserva la mayoría de componentes 
de señal. Posteriormente en el capítulo 4, después de usar dichos filtros en la detección FV 
realizamos las comparaciones entre ellos. 
3.3.1.5 Enventanado de ECG para detección de FV 
Una vez filtrada la señal del ECG, el enventanado se realiza con el fin de definir las ventanas 
de la señal Vt sobre las que se aplicará la RTF [62]. La estrategia posee dos partes bien 
diferenciadas: una de ellas es la detección de Máximos Locales (ML) para cada ventana Vt y la 
otra es la corrección de ML ya que la distancia entre dos ML consecutivos puede ser demasiado 
grande o demasiado pequeña. El método general que se implementa sigue las etapas que 
muestra la figura 23.  




3.3.1.6 Marcas de Referencia de Ventana MRV 
Para que las Vt de las señales ECG sobre las que se aplicará la RTF sean repetidas y en su 
mayoría similares es necesario obtener unas marcas MRV que indiquen el comienzo de dicha 
ventana Vt. 
Para poder analizar la señal de forma continua evitando solapes en las ventanas o una distancia 
excesiva entre ventanas, se ha tenido en cuenta que los rangos normales de frecuencia cardiaca 
están situados entre 50 y 120 latidos por minutos (lpm) [63], se definen los parámetros MRVMin 
y MRVMax como las distancias mínima y máxima que puede existir entre dos marcas MRV 
consecutivas, siendo en este caso 0.5 s y 1.2 s, respectivamente. 
El procedimiento para calcular las marcas MRV consta de cuatro etapas: 
 Primera Etapa: consiste en utilizar un detector de ML de la señal de entrada (la figura 
24 en la tercera columna muestran un ejemplo para tipo ‘Normal’, ‘Otros’, ‘TV’ y 
‘FV’. El detector de ML fue implementado utilizando la función findpeaks de Matlab. 
Dicha función busca todos los picos en la señal por encima de un valor mínimo, 
devolviendo su posición dentro de una distancia mínima entre ellos. Las detecciones 
ML se presentan como puntos rojos, de este modo, se obtiene un vector de marcas 
con la posición de los picos encontrados, como en la ecuación 13. Siendo NML el 
número de marcas de máximos locales ML encontradas. 
ML = [MLi; i = 1, 2…NML] 
 
( 13 ) 
Señal ECG filtrada 
Máximo locales Algoritmo  de correlación  MRV Vt 
Pre-procesado de la señal para marcas 
FIGURA 23. EL PROCEDIMIENTO PARA CALCULAR LAS MARCAS DE REFERENCIA DE LAS VENTANAS (MRV) 
MEDIANTE EL ALGORITMO DE DETECCIÓN DE MARCAS Y EL ALGORITMO DE CORRECCIÓN, Y OBTENER LAS 
VENTANAS DE TIEMPO. 
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 Segunda Etapa: Se calcula la distancia entre dos ML consecutivos como en la ecuación 
14: 
DMLi = MLi+1 −MLi; i = 1… (NML − 1)  ( 14 ) 
En algunos casos no aparecen puntos ML por un largo tiempo y se generan distancias 
grandes que denominamos como DAG (Distancia Atípica Grande). En otros casos 
aparecen ML muy cercanos, generándose lo que denominamos como DAP (Distancias 
Atípicas Pequeñas). Si la distancia está dentro del rango [MRVMin      MRVMax] tendremos 
lo que denominamos como DRM (Distancias Regular Medianas). La expresión 
matemática de este algoritmo es la mostrada en la ecuación 15. 
DMLi = {
DAG si DML > MRVMax
DAP si DML < MRVMin
DRM si Otros casos
                      ( 15 ) 
 
 Tercera etapa: Si existen puntos de tipo DAG o DAP, se desarrolla una sistema corrector 
iterativo que analiza las distancias DML entre dos puntos ML. Cuando se detecta un 
DAP, se elimina uno de ellos de acuerdo a la distribución de los ML vecinos. Si la 
distancia detectada es de tipo DAG, se introduce un ML exactamente en la mitad entre 
los dos puntos ML que determinan dicha distancia. Si a su vez las DML generadas son 
también de tipo DAG estarán sujetas a la misma operación iterativa. Al finalizar el 
Proceso iterativo, todos los valores de las distancias DML producidos cumplen la 
condición indicada en la ecuación 16. 
DMLj  = (MRVMin ≤ DML ≤ MRVMax) = DRM  con  DMLj = MLj+1 – MLj ( 16 ) 
Donde j = 1, 2..., (NMLC -1) siendo NMLC el número de marcas ML corregidas. 
 Finalmente, las marcas MRV se obtienen a partir de las ML corregidas. La figura 24 en 
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FIGURA 24.SE PRESENTA LAS ETAPAS DE PROCESADO INICIAL DE SEÑAL ECG DE TIPO ‘NORMAL’, ‘OTROS’, ‘TV’ Y 
‘FV’.  CADA COLUMNA REPRESENTA LA MISMA ETAPA. DE IZQUIERDA A DERECHA: SEÑAL ORIGINAL, ETAPA DE 
ELIMINACIÓN DE OSCILACIÓN DE LÍNEA BASE, PUNTOS ML Y ML CORREGIDOS (PUNTOS ROJOS). 
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Dado que es habitual que la marca ML coincida con un complejo QRS, se aplica un 
desplazamiento de tiempo (toffset = 150 milisegundos (ms)) en la obtención de la ventana Vt para 
asegurar que se incluye en la misma ventana un QRS completo en el caso de ritmo sinusal 
normal. Por tanto, las marcas MRV se definen según la ecuación 17. 
MRVj =[MLj-toffset; j=1;…, NMLC] ( 17 ) 
Una vez que las MRV se obtienen a partir de los ML corregidos, se utiliza cada MRV para 
generar una ventana Vt de longitud de 1,2s (150 muestras según la frecuencia de muestreo 
de los datos) [63], tal y como se muestra en la ecuación 18. 
Vtj = [MRVj, MRVj + 1.2 s] ( 18) 
Posteriormente, para cada ventana Vt se calculará la transformada de Hilbert y después se 
calculará la RTF (ver sección 3.3.2). 
3.3.2 Representación RTF 
3.3.2.1 Introducción 
Las señales facilitan la información para representar medidas de sistemas en el mundo real, 
como pueden ser la actividad eléctrica del corazón, las ondas cerebrales las vibraciones de 
motores, entre otras. Una señal se puede tratar de diferentes maneras, con el objetivo de obtener 
información adecuada. La mayor parte de estas señales se registran en el dominio del tiempo, 
pero estos métodos no siempre presentan una representación adecuada, dado que en algunos 
casos se pierde la información sobre la frecuencia. Esto se puede observar más claramente por 
medio de un espectro de frecuencias que muestre las frecuencias existentes en la señal. El 
diagnóstico en el dominio de frecuencia utiliza métodos como la Transformada de Fourier (TF). 
Dicha técnica ha sido una herramienta muy útil durante varios años en el procesamiento de 
señales, y en particular muy favorable para las señales estacionarias. La mayoría de las señales 
de interés científico presentan características no estacionarias como en el caso de las señales 
biomédicas. En este sentido la TF representa una limitación para analizar las señales no 
estacionarias, pues cuando se pasa al domino de la frecuencia se pierde toda información 
temporal. Para superar las limitaciones del método espectral basado en TF, algunas técnicas de 
análisis de señales no estacionarias como el ECG han empleado métodos que se pueden 
representar adecuadamente usando una distribución tiempo-frecuencia (TFD-Time Frequency 
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Distribution). En la misma se distribuye la energía de la señal en el espacio bidimensional 
tiempo-frecuencia. También, en el procesamiento de la señal, se pueden emplear las 
características extraídas por la concentración de la energía en dos dimensiones (tiempo y 
frecuencia) en vez de solo una (tiempo o frecuencia) [64]. La visión de procesamiento en el 
dominio tiempo-frecuencia se conoce en 1932 cuando Wigner implemento la distribución de 
(WD-Wigner Distribution)  en el entorno de la mecánica cuántica como una función de la 
posición y el momento [65]. En 1946 se introdujo la representación de señales habladas [66] 
usando la transformada en tiempo corto de Fourier (STFT-Short Time Fourier Transform). 
Cohen recomendó una clase completa de distribuciones tiempo-frecuencia basadas en la WVD 
en 1966 [67]. 
3.3.2.2 Aplicación del análisis tiempo-frecuencia 
3.3.2.2.1 Transformada de Fourier 
La TF es uno de los métodos más usados para el análisis de señales. Se usa para transformar la 
señal de un dominio temporal a otro dominio. Se conoce como el espectro de frecuencia del 
que se puede extraer información de rendimiento. La TF expresa una función periódica como 
una suma de exponenciales complejas periódicas [68], [69]. 
Se puede definir la TF de una función no periódica como muestra en la ecuación 19. 
F(x) = X(f) = ∫ x(t)e−2jπftdt
+∞
−∞
 ( 19 ) 
A continuación estudiamos algunas de las propiedades más relevantes de TF [69]. 
Propiedades básicas de la TF: 
Linealidad de la transformada de Fourier: 
Para que la TF sea lineal, debe cumplir la siguiente fórmula: 
x = x1(t) + a2x2(t)
F
→  a1X1(f) + a2X2(f) 
  ( 20 ) 
 
Donde: 𝑥𝑖ℝ → ℝ, 𝛼𝑖𝜖ℝ 𝑐𝑜𝑛 𝑖 = {1, 2} 
Cambio de escala: 
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Si x (t) es una función continua y totalmente integrable en ℝ la TF de un grupo de escala se 









), donde  𝛽𝜖ℝ{0} 
( 21 ) 
Translación: 
Si existe la TF de x (t), la translación se cumple por la ecuación 22:  
x(t − a)
F
→X(f)e−2jπfa , a 𝜖ℝ ( 22 ) 
Derivación:  
Si x (t) es una función continua y derivable, la TF se cumple por la ecuación 23: 
x(t)´
F
→ iX(f) ( 23 ) 
Convolución en el dominio t: 





 ( 24 ) 
Análogamente, la multiplicación (. ) se cumple en la ecuación 25: 
x1(t). x2(t)
F
→X1(f) ∗ X2(f) 
 ( 25 ) 
 
3.3.2.2.2 Densidad de energía en tiempo y frecuencia: 
Según el teorema de Poynting, en base a las ecuaciones de Maxwell en la teoría 
electromagnética, la densidad de energía es el valor absoluto del cuadrado de la intensidad del 
campo eléctrico (o del campo magnético) [70]. 
La energía total de la señal se conseguirá por la integral de la densidad de energía para todo 
tiempo t, como muestra en la ecuación 26:  
E = ∫ |x(t)|2dt
+∞
−∞
 ( 26 ) 
Del mismo modo, se puede obtener la media temporal de la energía de la señal, como se 
observa en la ecuación 27: 
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〈t〉 = ∫ t|x(t)|2
+∞
−∞
dt ( 27 ) 
Y por consiguiente, la desviación estándar σt como aprecia la ecuación 28: 
σt
2 = 〈t2〉 − 〈t〉2 ( 28 ) 
La media nos muestra donde está concentrada la energía de la señal, la desviación estándar nos 
brinda información respecto a su duración.  
La energía estimada a partir de la forma de onda temporal es equivalente a la integral de 
|𝑋(𝑓)|2durante todas las frecuencias, y es conocida como el teorema de Parseval o de Rayleigh 
[71]. Se representa con la ecuación 29.  






 ( 29 ) 
De la misma forma que en el caso temporal, la frecuencia media se define como muestra la 
ecuación 30: 
〈f〉 = ∫ f|X(f)|2df
+∞
−∞
 ( 30 ) 
Y la desviación estándar σf de las frecuencias conocido como ancho de banda como se observa 
en la ecuación 31: 
σf
2 = 〈f2〉 − 〈f〉2  ( 31 ) 
3.3.2.3 La señal analítica 
La señal analítica de Gabor es una señal compleja en la cual su parte real es igual a la señal 
original, y en donde su espectro de frecuencias es nulo para frecuencias negativas, se puede 
calcular como en la ecuación siguiente [72]. 
z(t) = xr(t) + jxi(t) = A(t)e
jφ(t) ( 32 ) 
Donde z (t) es una señal compleja, xi (t) parte imaginaria, xr (t) parte real.  
La amplitud y la fase se definen en las ecuación 33 y 34  [73], [74]. 
A(t) = √xr2(t) + xi
2(t) 
 ( 33 ) 
  




 ( 34 ) 
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Y la frecuencia instantánea se calcula como la derivada de la fase respecto al tiempo [75], [76] 
como se muestra la ecuación 35: 
ωi(t) = φ
′(t)  ( 35 ) 
En caso de la señal real x (t) donde su TF es X (f), la señal compleja z (t) con su espectro está 
compuesto sólo por las frecuencias positivas de X (f) se obtiene por la transformada inversa de 
X (f) donde la integración sólo contiene las frecuencias positivas como se puede observar en la 







ej2πftdf ( 36 ) 
El factor 2 es agregado para que la parte real de la señal analítica sea similar a x (t). Combinando 







e−j2πftdt ( 37 ) 
Se tiene como resultado la estructura de z (t) en función de la señal original usando las 
ecuaciones 36 y 37,  se muestra en la ecuación [77]:    
z(t) = x(t) + TH[x(t)] ( 38 ) 
Donde la segunda parte de la ecuación corresponde a la Transformada de Hilbert de la señal 









dτ ( 39 ) 
3.3.2.4 Principio de incertidumbre de heisenberg 
En el análisis tiempo-frecuencia de una señal, aparece la dificultad de no conocer el momento 
justo donde existe el componente del tiempo y la frecuencia. Es decir llega un tiempo límite 
en el cual el ancho de banda de una frecuencia y el tiempo, no puede ser mejorado 
simultáneamente. Este problema de resolución del tiempo y de la frecuencia es resultado del 
uso del principio de incertidumbre de Heisenberg (como muestra la ecuación 40) que fue 
desarrollado como la imposibilidad de determinar el momento y la posición de una partícula 
en la mecánica cuántica. 
El principio de Heisenberg se puede resumir de la siguiente manera: 
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 Ventana ancha: Buena resolución en el dominio de la frecuencia y mala resolución en 
el dominio del tiempo. 
 Ventana estrecha: Buena resolución en el tiempo y mala resolución en el domino de la 
frecuencia.  





( 40 ) 
Esta relación se encuentra detalladamente en [69]. 
3.3.2.5 Definiciones y propiedades de las RFT 
Una RTF es una superficie tridimensional cuyos ejes son el tiempo y la frecuencia, y en la que 
cada par (t, f) representa un valor de amplitud que se llama "energía". Los valores de amplitud 
conseguidos se emplean para conocer la forma de la señal en el plano tiempo-frecuencia y para 
calcular el valor de la concentración de la intensidad en cada punto de la distribución global. 
Se puede apreciar la evolución de dicha amplitud en el tiempo y la frecuencia como se muestra 
en la figura 25. 
 
FIGURA 25. EJEMPLO ESPECTRO DE POTENCIA Y LA DE DISTRIBUCIÓN PSEUDO-WIGNER-VILLE EN TIEMPO Y 
FRECUENCIA DE LA SEÑAL ECG ‘NORMAL’. 
Así, la RTF obtenida está compuesta por una matriz de valores de “energía”. 
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Se conocen distintas propiedades de las representaciones tiempo-frecuencia [78], [36], [79], 
las cuales mencionaremos a continuación:  
Covarianza al corrimiento en frecuencia: 
Si la señal se corre en frecuencia f0, tenemos que la RTF de ésta señal se debe correr también 
en frecuencia f0 como muestra la ecuación 41. 
y(t) = x(t)ej2πf0t → Y(f) = X(f − f0) → Ty(t, f) = Tx(t, f − f0) ( 41 ) 
   
Covarianza al corrimiento en el tiempo: 
La traslación t0 en el tiempo de la señal, se debe mantener en su RTF se puede apreciar en la 
ecuación 42. 
y(t) = x(t − t0) → Ty(t, f) = Tx(t − t0, f) ( 42 ) 
Covarianza a la escala: 
Cuando el eje de tiempo de la señal se multiplica por un factor de escala a, el eje de tiempo de 
su RTF se debe multiplicar por el mismo factor a, y su eje de frecuencia se divide por el factor 
se describe en la ecuación 43. 




( 43 ) 
 
Covarianza a la convolución: 
Si dos señales convolucionan en el dominio del tiempo, será equivalente a convolucionar sus 
correspondientes RTF en el dominio del tiempo como se puede observar en la ecuación 44. 





τ ( 44 ) 
Covarianza a la modulación: 
Cuando dos señales se modulan en el tiempo, sus transformadas de Fourier se convolucionan 
en frecuencia, por consiguiente la RTF de la señal obtenida debe ser similar a la convolución 
en frecuencia de las dos RTF de las dos señales se puede aprecia en la ecuación 45. 





 ( 45 ) 




Para que una TFD sea real, debe cumplir la seguiente ecuación 46:  
Tx(t, f) = Tx
∗(t, f),    ∀x(t) ( 46 ) 
Positiva : 
Se cumple si una RTF se va a interpretar como una distribución bidimensional de energía de 
la señal según la ecuación 47. 
TX(t, f) ≥ 0, ∀x(t)    ( 47 ) 
Localización en frecuencia: 
Esta establece que si la señal es una sinusoide compleja y su TF está perfectamente concentrada 
alrededor de cierta frecuencia f0, su RTF también debe estar perfectamente concentrada 
alrededor de esta misma frecuencia, se describe en la ecuación 48. 
X(f) =  δ(f −   f0) → Tx(t, f) = δ(f −  f0)    ( 48 ) 
Donde δ (·) es la función impulso unitario.  
Localización en tiempo: 
Esta indica que, si la señal es un impulso perfectamente localizado en el tiempo t0, entonces 
su RTF también debe estar concentrada en el tiempo t0 se puedes ver en la ecuación 49. 
x(t) =  δ(t −  t0)  → Tx(t, f) = δ(t −  t0)  ( 49 ) 
Hay una gran cantidad de técnicas para calcular la RTF, que es posible distinguirlas en dos clase 
principales: la estimación paramétrica y la no paramétrica. 
Las técnicas paramétricas necesitan un modelo previo de la señal, el cual, en general, es difícil 
de conseguir en las bioseñales debido a su naturaleza. 
Por este motivo, se elige un análisis no paramétrico, el mismo puede aplicarse de manera más 
flexible a bioseñales puesto que no es necesario obtener un modelo concreto de la señal; 
además, tiene un buen resultado en el tratamiento de señales no estacionarias. Estas técnicas 
no paramétricas pueden ser fraccionadas principalmente en dos clases: la clase de 
descomposiciones atómicas (lineales) y la clase de distribuciones energéticas (cuadráticas) 
[80]. 
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En los últimos años se han desarrollado diferentes representaciones RTF dependiendo de la 
aplicación. Las principales clases de distribuciones tiempo-frecuencia son [81]: la clase afín 
de RTF [36], la clase de Cohen de RTF covariantes [69], la clase de potencia [82], y la clase 
hiperbólica [83], [84].  
Formas lineales (clases de descomposiciones atómicas): 
Reciben el nombre lineal ya que en su obtención, la señal a analizar no se multiplica por sí 
misma como en el caso de las TFR cuadráticas (bilineales), y además cumplen el principio de 
superposición. Se proyecta la señal en el plano de manera que se obtienen celdas que 
conforman la representación global. Como representantes principales se encuentran la 
transformada corta de Fourier, la transformada de Wavelet y transformada de Gabor, las cuales 
se describen a continuación. 
Transformada Corta de Fourier 
El estudio de Fourier estándar TF faculta la descomposición de una señal en componentes 
sinusoidales de diferentes frecuencias, perdiendo la información de tipo temporal puesto que 
con este estudio no se muestra cuándo ocurren estas frecuencias. Por lo tanto, es necesario 
realizar un análisis utilizando ventanas cortas en el tiempo, con el propósito de estudiar las 
frecuencias en cada una de estas ventanas, y conseguir una representación espectral en el 
tiempo. 
La transformada corta de Fourier (STFT-Short Time Fourier Transform) soluciona el problema 
del análisis de señales no estacionarias, fue introducida en 1945 por Gabor. Se basa en dividir 
la señal en diferentes ventanas temporales con la siguiente ecuación 50: 
TSTFT(t, f) = ∫ x(τ)
+∞
−∞
g(τ − t)e−j2πτfdτ ( 50 ) 
Donde g (τ) es la función ventana, y x (τ) es la señal a ser transformada. 
Se usa una ventana con respuesta al impulso de un filtro paso bajo, pero se pueden aplicar otras 
ventanas complejas (Gabor, Hamming, Blackman,..) [85], [86]. Por ejemplo, si se aplica una 
ventana gaussiana, la STFT se convierte en la transformada de Gabor. 
La STFT también se puede definir en el dominio de la frecuencia [68] como se puede observar 
en la ecuación 51: 
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G(θ − f)e−j2πθtdθ ( 51 ) 
Según la ecuación (51), al dividir la señal en el dominio del tiempo con una ventana g (τ − t), 
se genera un enventanado en el dominio espectral con la ventana G (θ − f), siendo G (f) = F {g 
(t)}.  
Así, es obtenida la TF de la señal resultante mientras la ventana está desplazada a lo largo del 
eje de tiempo, produciendo un espectro en una representación bidimensional, como se puede 
ver en la figura 26.  
La figura 26 muestra que no sólo se conocen las componentes de las frecuencias de la señal, 
sino también su localización en el tiempo. 
En la STFT siempre se preserva el mismo tamaño de ventana de tiempo, sin embargo, hay 
señales no estacionarias cuyo contenido espectral cambia rápidamente, con lo cual una 
reducción de la ventana en el tiempo, involucra una reducción de la resolución en frecuencia, y 
viceversa. La selección adecuada de la función ventana será una tarea difícil y está sujeta a la 
señal a analizar. Existe una dificultad con las distribuciones STFT debido a que no es posible 
obtener simultáneamente una buena resolución en el dominio del tiempo y de las frecuencias.  
 
FIGURA 26. EJEMPLO DE DISTRIBUCIÓN DE TRANSFORMADA CORTA DE FOURIER EN TIEMPO Y FRECUENCIA DE LA 
SEÑAL ECG ’NORMAL’. 
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Se pueden utilizar otras distribuciones para resolver este inconveniente de la limitación de 
resolución de la STFT, que se describirán luego. 
Transformada Wavelet 
Aspectos básicos de la transformada Wavelet 
La Transformada Wavelet (WT-Wavelet-Transformation) nació en los últimos años como una 
técnica de estudio y diagnóstico de señales no estacionarias complejas. Este método se 
desarrolló para superar los problemas de resolución de la STFT y de Gabor, haciendo posible 
una buena representación de una señal tanto en frecuencia como en tiempo de manera 
simultánea, con lo que se puede definir el intervalo de tiempo en el cual aparecen los 
componentes espectrales. Ciertamente, son de mucha utilidad para aplicaciones en el análisis 
señales e imágenes [87], [88]. 
Básicamente, lo que hace la WT es filtrar una señal en el dominio del tiempo a través de filtros 
paso bajo y paso alto que elimina algunos componentes de alta o baja frecuencia de la señal. 
El mismo proceso se realiza para las señales resultantes del proceso de filtrado anterior. 
Además, se cuenta con un grupo de señales que representan la misma señal, con diferentes 
bandas de frecuencia. Se aglomeran en una gráfica tridimensional como muestra la figura 27. 
 
FIGURA 27. EJEMPLO DE DISTRIBUCIÓN DE TRANSFORMADA WAVELET EN TIEMPO Y FRECUENCIA DE LA SEÑAL ECG 
‘NORMAL’.  
Tesis Doctoral  Autor: A. Mjahad 
72 
 
Existe el interés de reemplazar la STFT por WT, puesto que la STFT funciona con una 
resolución fija para todos los tiempos mientras que WT trabaja con una resolución variable. El 
análisis de WT y STFT se efectúa de forma idéntica, de modo que la señal es reproducida por 
una función Wavelet de manera similar a la función ventana en la STFT, luego la transformada 
se calcula separadamente para varios segmentos de la señal en el domino del tiempo.  
La WT se divide en la Transformada Wavelet Continua (CWT-Continuous Wavelet 
Transform) y la Transformada Wavelet Discreta (DWT-Discrete Wavelet Transform).  
La WT continua se fundamenta en la descomposición de una función de entrada usando 
versiones trasladadas y escaladas de una función wavelet madre, que se define como muestra 
en la ecuación 52: 
ψ(b, a) = 1/√(|a| ) ψ((t − b)/a) ( 52 ) 
La descripción matemática de WT continua se presenta en la ecuación 53, que se calcula como 
el producto interno entre la señal x (t) y trasladadas y escaladas de la función ψ(b, a) , donde ψ 
es la función de transformación que define la wavelet madre, a y b los parámetros de escala y 
translación respectivamente. 









  ( 53 ) 
En donde C(a, b) son los Coeficientes wavelet. 
La transformada wavelet de una función Discreta 
La Transformada wavelet continua tiene su versión discreta para su implementación digital en 












  ( 54 ) 
Donde g (t) es la wavelet madre, k es el número de muestra en la señal de entrada y los factores 
de escalado a y de traslación b se convierten en funciones discretas del parámetro k en la 
expresión a = a0
k y b =nb0a0
k. 
Formas cuadráticas (bilineales): 
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En 1966 León Cohen [68] trabajando en Mecánica Cuántica, realizó un estudio generalizado 
de distribuciones de tiempo-frecuencia, que consiste en el desarrollo de un modelo 
generalizado que todas las distribuciones deberían seguir. Las distribuciones de tiempo-
frecuencia del tipo Cohen, son representadas con la ecuación 55 [67]: 
Tx(t, f) = ∫ ∫ ∫ e
j2πθ(u−t)∅(τ, θ)x (u +
τ
2










   ( 55 ) 
En donde, 𝜏 𝑦 𝜃 corresponden a los deslizamientos en tiempo y en frecuencias, 
respectivamente, de la señal x (t), y también ∅(𝜏, 𝜃) es una función llamada kernel, que 
determina de forma única las propiedades de cada una de las distribuciones pertenecientes a 
esta clase [89]. Después, la expresión 55 puede ser reescrita con el kernel ϕ(τ, θ) en el dominio 
de ambigüedad con al seguiente ecuación: 






               
( 56 ) 
Donde la función de ambigüedad A(τ, θ), definida como muestra en la ecuación 57. 
A(τ, θ) = ∫ x (u +
τ
2







( 57 ) 
Interpretando de una mejor manera la expresión, las RTF de la clase de Cohen como una 
transformada de Fourier en dos dimensiones del producto entre la función de ambigüedad y el 
kernel de la representación.  
Las características específicas de cada RTF del grupo Cohen dependen de la ventana de kernel 
aplicada [68]. Sin embargo, la clase cuadrática de distribuciones tiempo-frecuencia sufre de la 
presencia de términos cruzados [36], [90],  las cuales normalmente no existen en el mapa 
tiempo-frecuencia, y aparecen durante el análisis de las señales. Estos términos de interferencia 
son los principales inconvenientes en las RTF de tipo Cohen [91].  
Si se toma el caso más sencillo de una señal obtenida por la suma de dos señales mono 
frecuenciales se puede apreciar en la ecuación 58: 
s(t) = s1(t) + s2(t) = e
j2πf1t + ej2πf2t ( 58 ) 
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La RTF de s (t), la conforman dos términos correspondientes a las transformadas de las señales 
mono frecuenciales, sumadas a dos términos cruzados como se observa en la ecuación 59: 
TFRx(t, f) = |c1|
2TFRx1(t, f) + |c2|
2TFRx2(t, f) + c1c2
∗TFRx1,2(t, f) + c2c1
∗TFRx2,1(t, f) ( 59 ) 
Se puede ver que los términos cruzados creados en la representación, no poseen ningún 
sentido, lo que perjudica el correcto análisis de la señal. 
Para una señal que incluye N elementos frecuenciales, su representación tiempo-frecuencia va 
a estar formada por N términos de señal más N(N-1)/2 términos cruzados, por lo que su número 
aumenta de forma cuadrática con el número de componentes, motivo por el cual se utilizan las 
llamadas funciones de “kernel” que disminúyan los términos cruzados. 
Distribución de Wigner-Ville 
La distribución de (WVD-Wigner-Ville Distribution) [92] es una de las representaciones más 
utilizadas para el análisis tiempo-frecuencia. 
Para calcular la WVD se reemplaza el kernel  𝜙(𝜃, 𝜏)  =  1 en ecuación 56, y al simplificar la 
formula , se obtiene como se puede observar en la ecuación 60 [93]. 
WVD(t, f) = ∫ x∗ (t −
1
2






 ( 60 ) 
Siguiendo la ecuación (56), se observa que la WVD y la función de ambigüedad corresponden 
a un par de transformadas de Fourier tal como se puede observar en la fórmula 61: 





 ( 61 ) 
Limitaciones de la wigner-ville: 
Si se aplica la WVD a la ventana de tiempo de ECG sin aplicar la transformada de Hilbert antes 
de efectuar la descomposición en tiempo-frecuencia, la figura 28 muestra la simetría del 
diagrama debido a las frecuencias negativas y las positivas. 




FIGURA 28. DISTRIBUCIÓN DE WVD DE LA SEÑAL ‘NORMAL’ PROCESADAS DIRECTAMENTE SIN USAR LA 
TRANSFORMADA DE HILBERT. 
En el segundo caso, se calcula primero la señal analítica mediante la transformada de Hilbert, 
y a partir de dicha señal analítica obtenida se procesa cada matriz usando WVD como muestra 
la figura 29. 
 
FIGURA 29. DISTRIBUCIÓN DE WV DE LA SEÑAL ANALÍTICA ‘NORMAL’ USANDO LA TRANSFORMADA HILBERT. 
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Se puede apreciar cómo la eliminación de las frecuencias negativas en la distribución tiempo-
frecuencia disminuye los términos cruzados, apareciendo un diagrama mucho más limpio. 
Con el fin de eliminar términos cruzados, existen variantes de la RTF de ‘Pseudo-’ y 
‘Suavizada’: ‘Pseudo-’ se podría decir que esta representación consiste en una versión 
enventanada de la anterior que es equivalente a un suavizado únicamente en dirección de la 
frecuencia, mientras que en la suavizada permite controlar de forma independiente el 




FIGURA 30. DISTRIBUCIÓN DE PWV DE LA SEÑAL ANALÍTICA DE ECG ‘NORMAL’. 
En comparación con la WVD, se han disminuido los artefactos e interferencias que la WVD 
introducía, lo que permite visualizar espectros más claros y con una mayor concentración 
energética de los componentes reales la señales del ECG. 
La distribución de (PWVD-Pseudo-Wigner-Ville Distribution) es determinada como una 
WVD en tiempo corto, la cual se multiplica por una función de ventana de h (t), donde se 
disminuyen los términos cruzados empleando dichas ventanas suavizadas en el dominio del 
tiempo antes de calcular la WVD. La descripción matemática de PWV se define como [94], 
[95] como muestra en la ecuación 62:   
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PWVD(t, ω) = ∫ h(τ)x (u +
τ
2






du  ( 62 ) 
Donde el Kernel de esta distribución como indica la ecuación 63:  







 ( 63 ) 
La Distribución Suavizada (SPWVD-Smoothed Pseudo Wigner-Ville Distribution) [86], [93], 
se la conoce como una WVD en tiempo corto y suavizado, aplicando dos ventanas; una ventana 
de suavizado en el tiempo h (t) y una ventana de análisis g (t) como se observa en la ecuación 
64. 
SPWVD(t, ω) = ∫ h(τ)g(u − t)x (u +
τ
2






du ( 64 ) 
El kernel es:  
∅(θ, τ) =  S(θ)g1(τ) ( 65 ) 
Donde: 






) ( 66 ) 
S(θ) Es la transformada de Fourier de h (t).  
Así, la frecuencia y tiempo se pueden controlar de forma independiente, escogiendo la longitud 
de las ventanas h (t) y g (t), respectivamente: entre más larga sea g (t) se origina un menor 
suavizado en la frecuencia, de modo que una h (t) más larga producirá más suavizado en tiempo. 
La figura 31 muestra el resultado de utilizar esta distribución a la misma señal que en los casos 
anteriores. 
También existen otros núcleos y representaciones originadas de la representación de Wigner-
Ville, como las representaciones de Born-Jordan y Choi-Williams. 
Alfredo [92] describe la presencia de los términos interferentes en la WVD mientras que éstos 
han sido eliminados en la CWD mediante kernel exponencial de la CWD que ha demostrado 
que tiene un mejor comportamiento que la WVD, y se demuestra que esta técnica es capaz de 
presentar una buena resolución con relación al cambio de frecuencia con el tiempo de las 
componentes de las diferentes señales.  
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De igual manera, se ha demostrado que la distribución de (DBessel-Distribution de Bessel) 
basada en la función de Bessel de ECG reduce la negatividad al disminuir la magnitud de los 
términos interferentes.  
 
FIGURA 31. DISTRIBUCIÓN DE SPWVD DE LA SEÑAL ANALÍTICA  DE ECG ‘NORMAL’. 
Distribución Choi-Williams 
La distribución de (CWD-Choi-Williams Distribution) es una WVD suavizada que posee una 
gran cantidad de propiedades matemáticas importantes en las distribuciones tiempo-
frecuencia. Ésta utiliza la función de kernel que minimiza los términos cruzados aplicando 
funciones exponenciales [96].   
El kernel de la CWD. Está dado por la ecuación 67 [97]: 
∅(θ, τ) = e−
(2πθτ)2
σ  
( 67 ) 
Donde σ es un parámetro positivo que domina la concentración del kernel 
La siguiente ecuación de la distribución resultante: 





τ2 x (u +
τ
2






du     ( 68 ) 
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El espectro de la señal ECG creada mediante CDW se muestra en la figura 32. 
 
 
FIGURA 32. REPRESENTACIÓN DE TIEMPO-FRECUENCIA DE SEÑAL ANALÍTICA DE ECG ‘NORMAL’ MEDIANTE LA 
APLICACIÓN DE LA TÉCNICA DE CHOI-WILLIAMS. 
En la misma figura se observa que la representación de tiempo-frecuencia de Choi-Williams, 
puede reducir considerablemente el índice de términos de interferencia. 























 ( 69) 
El kernel cumple la condición: 






La figura 33 muestra las representaciones de tiempo-frecuencia obtenidas por el análisis de las 
señales ECG por medio de la técnica de Born-Jordan aplicando de la ecuación 69. 
Tesis Doctoral  Autor: A. Mjahad 
80 
 
En la interpretación de la representación de tiempo-frecuencia de Born-Jordan en la figura 33 
se demuestra que esta técnica es capaz de presentar una buena resolución con relación al cambio 
de frecuencia con el tiempo de las componentes de las diferentes señales.   
 
FIGURA 33. REPRESENTACIÓN DE TIEMPO-FRECUENCIA DE LA SEÑAL ANALÍTICA DE ECG ‘NORMAL’ MEDIANTE LA 
DISTRIBUCIÓN DE BORN-JORDAN. 
La distribución de (DBessel-Distribution de Bessel) basada en la función de Bessel de primer 
orden para un señal x(t), pudiéndose determinar en la ecuación71 [98], [31]: 




  ( 71) 
Donde, 















ds   ( 72) 
Donde, h (τ) y g (s) representan ventanas suavizadas en el tiempo y frecuencias. Esta técnica 
se introdujo para reducir los términos de interferencia a través la función de Bessel ver la figura 
34. 




FIGURA 34. REPRESENTACIÓN DE TIEMPO-FRECUENCIA DE LA SEÑAL ANALÍTICA DE ECG ‘NORMAL’ MEDIANTE LA 
DISTRIBUCIÓN DE BESSEL. 
3.3.3 Extracción de la información de RTF e IRTF 
En general, la extracción de la información es la etapa encargada de transformar a otra 
representación el segmento temporal de la señal del ECG a analizar, con el fin de alcanzar 
informaciones adecuadas para la detección de diferentes patologías. Es la etapa principal del 
sistema de clasificación, sin embargo, la no estacionalidad de la señal ECG no hace fácil la 
extracción de la información apropiada, por lo que es imprescindible seleccionar un conjunto 
de datos apropiado para alimentar el algoritmo de clasificación. Entre las estrategias de 
extracción de la  información se encuentran los métodos basados en: Parámetros extraídos 
directamente de la señal ECG, como pueden ser amplitud y áreas [99], u otros métodos como 
las transformadas de distribuciones de tiempo-frecuencia [100] y las transformadas de wavelet  
[101]. 
Como se ha descrito anteriormente en la sección 3.3.1, luego del cálculo de las Vt, de longitud 
150 muestras (1,2 s) prosigue la segunda etapa del procesado de la señal ECG a través de la 
transformada de Hilbert generando cada una la RTF lo cual se registra en una Matriz de Datos 
MD’. Y luego se la convirtió en IRTF de tamaño 45x150, las cuales fueron almacenadas en una 
Matriz de Datos MD’’ (no reducida). 




FIGURA 35. DIAGRAMA DE LA ETAPA DE EXTRACCIÓN REALIZADA PARA LA DETECCIÓN DE FIBRILACIÓN 
VENTRICULAR. TRAS LA RTF, SE MUESTRAN LAS DOS OPCIONES DE IMAGEN EXTRAÍDA, SIN REDUCCIÓN DE DATOS, 
CON DIMENSIONALIDAD REDUCIDA Y ADEMÁS LA SELECCIÓN DE CARACTERÍSTICAS. 
Se realizó la disminución de dimensionalidad de los datos obtenidos anteriormente en dos 
formas: Reducción del tamaño de IRTF y Selección de Características (SC) y posteriormente 
se registran en la matriz MD’’’ y el vector Vsc respectivamente. Se usan las MD= (MD’, MD’’, 
MD’’’, Vsc) obtenidas anteriormente mediante cada técnica, como matriz de entrada para el 
algoritmo de clasificación (figura 35).  
3.3.3.1 Extracción de la información mediante RTF 
 En primer lugar, se efectúa la transformada de Hilbert de cada Vt obteniendo la señal analítica, 
de forma que se cancela el espectro de dicha señal de todos los componentes con frecuencias 
negativas, que podría crear términos cruzados con frecuencias positivas. 
En segundo lugar, una vez reducidos los componentes de frecuencia negativa, se aplique la RTF 
de cada Vt, se cancelan las contribuciones en frecuencias por encima de 45Hz, con lo que se 
eliminan tanto la interferencia de red (50Hz, 60 Hz) como el electromiograma (EMG). Esto 
resulta útil dado que la señal de interés se encuentra en valores por debajo de la frecuencia de 
45 Hz, con ello, se obtiene una Matriz de Datos (MD’) de la RTF de tamaño 45x150 como 
muestra la figura 36. Cada matriz MD’ de RTF se usa posteriormente en el entrenamiento y 
prueba de los algoritmos de clasificación. 
Transformada  
de Hilbert 
Extracción de la información  
Algoritmo  
de clasificación '(FV','TV','Otros','Normal’)   
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Se puede ver en la primera línea de la figura 36 que las distribuciones de energía difieren 
claramente en el dominio tiempo-frecuencia para cada clase definida. En el caso de la señal 
‘Normal’, la energía se localiza en el tiempo, principalmente debido al complejo QRS, y 
presenta una amplia gama de frecuencias.  
En el caso de ‘TV’, la energía se distribuye más regularmente a lo largo del segmento de tiempo, 
con un patrón repetido. 
Para la señal ‘FV’, la energía se reparte irregularmente en la distribución a lo largo del eje de 
tiempo y frecuencia, y ningún patrón específico está presente. 
Puesto que la clase ‘Otros’ incluye varias morfologías, las distribuciones de energía y sus 
características son diversas.  
3.3.3.2 Extracción de la información mediante IRTF 
Una vez obtenida la MD’ de RTF de cada ventana Vt, se convierte dicha matriz de datos RTF 
a una imagen IRTFLfxLt  de tamaño LfxLt pixeles con Lf = 45 y Lt= 150, convirtiendo los niveles 
de energía de la señal dentro del rango que va desde 0 a 255. Estos valores se corresponderán 
con distintos niveles de gris en una imagen tal y como se muestra en la segunda línea de la 
figura 36. Cada imagen se almacena en una Matriz de Datos (MD’’) de tamaño LfxLt. 
De este modo, la RTF y la IRTF que resulta del análisis de tiempo-frecuencia contiene todos 
los datos necesarios, tanto temporales como espectrales, de la señal del ECG en cada uno de los 
tipos de señales a clasificar. 
Tratar la RTF como imagen posee la ventaja de poder aplicar técnicas de clasificación 
comúnmente empleadas en tratamiento de imágenes. 
Es un objetivo de este trabajo analizar la capacidad de clasificación de una señal temporal 
mediante su imagen tiempo-frecuencia. 
Dado a que el tamaño de la MD’’ de IRTF obtenida anteriormente para aplicar al clasificador 
es muy grande LfLt (45x150=6750), implicando una elevada carga computacional, se utilizan 
técnicas que reduzcan la dimensión de cada MD’’. 
Algunas de las técnicas de reducción de dimensionalidad más utilizadas son: interpolación por 
vecino más próximo (KNN), interpolación bilineal e interpolación bicúbica [102]. (PCA-
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principle component analysis) y (LDA-linear discriminant analysis) [103]. (MDS-
Multidimensional Scaling) [104], etc.  
FIGURA 36. DE ARRIBA  A  ABAJO: LAS VENTANAS DE SEÑAL ORIGINALES Y SU CORRESPONDIENTE RTF E IRTF DE 
TAMAÑO 45X150 JUNTO CON LA IRTF DE TAMAÑO REDUCIDO 3X5 PARA SEÑALES DE TIPO ‘NORMAL’, ‘OTROS’, 
‘TV’ Y ‘FV’ (EN COLUMNAS). 
Las técnicas empleadas en este trabajo son: 
Un algoritmo desarrollado (Media de la Intensidad de los Píxeles (MIP) ), interpolación por 
KNN, interpolación bilineal e interpolación bicúbica [105], además un análisis de la selección 
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3.3.3.2.1 Media de la intensidad de los píxeles  
La técnica de reducción de datos que se desarrolló en este trabajo es relativamente simple en 
comparación con otras técnicas. Su objetivo principal es la diminución de IRTFLfxLt  de 
tamaño LfxLt píxeles a IRTFLaxLbde tamaño  LaxLb píxeles.   
Primer paso: sobre la IRTFLfxLt se efectúa una división de la imagen en rectángulos Rnm de 






; [n = 1, … , La; m = 1, … , Lb] 
 








El punto (n, m) para localizar el rectángulo Rnm en IRTFLaxLb. 
Se elige K =  15, J =  30 como el promedio mínimo de elección por lo cual no se pierde la 
información.  
Segundo paso: consiste en calcular la media de la intensidad de los píxeles de cada rectángulo 
Rnm utilizando la ecuación 74, donde, I_MediaPixelesnm (Rnm) es la intensidad media de los 




 ( 74) 
También se tiene I_Pixel𝑘𝑗(Rnm) que es la intensidad del pixel𝑘𝑗 en el rectángulo Rnm y 𝑘 =
 1, … , K;  𝑗 = 1,… , J]. 
Este proceso se repite para todos los rectángulos de la imagen, obteniendo como resultado un 
imagen IRTFLaxLb   de tamaño LaxLb  con (La =
 Lf
K
= 3; Lb =
Lt
J  
= 5), representativo de esos 
datos, como se muestra en la figura 36. Igual como en los caso de RTF, IRTF no reducida, cada 
IRTF reducida se transforma a una Matriz de Datos (MD’’’) de tamaño (3x5) para luego ser 
usadas como entrada de clasificador. 




Además de la técnica de MIP, se ha usado la interpolación, la cual disminuye el tamaño de 
una imagen inicial mediante un algoritmo específico [105].  
Las interpolaciones en imágenes más importantes son:  
 Interpolación vecino más cercano KNN: es uno de los algoritmos más usados por su 
simplicidad. Esta técnica tiene en cuenta el pixel más cercano de los cuatro píxeles que 
rodean al pixel interpolado.  
 Interpolación Bilineal: considera el promedio de los cuatro píxeles próximos al pixel 
interpolado.  
 Interpolación Bicúbica: es considerado estándar (promedia 16 píxeles adyacentes al 
pixel interpolado). 
3.3.3.2.3 Selección de características 
Es una parte importante del aprendizaje automático. Se trata de reducir la dimensionalidad de 
los conjuntos de características usados como entrada del clasificador, aportando varias ventajas 
como la disminución de los tiempos de entrenamiento y coste computacional. También permite 
seleccionar un conjunto de características de información útil y mejor calidad de clasificación, 
permitiendo eliminar características de información redundante. 
Existe bibliografía importante sobre trabajos realizados anteriormente donde se han utilizado 
diferentes técnicas para la selección de las mejores características, entre ellas  el algoritmo 
genético (AG) [107], la técnica de selección secuencial hacia adelante (SFS-sequential forward 
selection) y selección secuencial hacia atrás (SBS-sequential backward selection) [108]. 
Una vez realizado el proceso de selección de características mediante SFS bidireccional a partir 
de MD’’ de IRTF no reducida, se ha alcanzado un subconjunto reducido VSC del espacio de 
características original. Este subconjunto reducido se usa como entrada del clasificador, que va 
a tomar estas características y las va a asignar a una de las clases de patología. 
3.4 Clasificación  
Una vez obtenida la información adecuada mediante la RTF, IRTF, IRTF de tamaño reducido 
y SC, generando el conjunto de matrices de datos MD de tipos (MD’, MD’’, MD’’’, VSC) de 
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cada ventana Vt, este trabajo plantea que dichas MD se empleen como entrada al clasificador 
(ver la figura 35) para uso posterior en el entrenamiento y prueba de los algoritmos de 
clasificación, con el fin de detección de los diferentes tipos de patología cardiaca. 
Los capítulos 4 y 5 describen pormenorizadamente el proceso seguido, los resultados obtenidos 
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                       En este capítulo se presentan los resultados de la implementación 
de la metodología descrita en el capítulo 3. Primero se describen 
los algoritmos de clasificación existentes en la literatura para su 
aplicación sobre la detección FV. Segundo se presenta el 
procedimiento de clasificación por medio del entrenamiento y 
prueba. Tercero se presentan las estrategias para analizar los 
resultados de la detección FV mediante los algoritmos de 
clasificación individual, donde se calcula sensibilidad, 
especificidad y exactitud para  las clases ‘Normal’, ‘Otros’, ‘TV’ 
y ‘FV’. Además, se analiza el tiempo de ejecución medio de todo 
el proceso de cálculo obtenido para cada ventana Vt de la señal 
ECG, con el fin de comparar e identificar la estrategia adecuada 
con la cual se puede obtener un mejor desempeño en la 
clasificación, en tiempo real. 
Capítulo 4. Algoritmos de clasificación para la detección 
de FV 
 
En general, se usan técnicas de minería de datos (del inglés, data mining) para el análisis de 
datos en cuanto a su dimensión, guardados en grandes cantidades y en tiempo real. Existe otro 
campo de la ciencia de la computación llamado aprendizaje automático (machine learning) que 
asocia a este proceso de minería de datos, que trata de crear programas con la capacidad de 
impartir comportamientos por medio de una información no estructurada. 
En esta investigación se han utilizado algoritmos de aprendizaje automático con una visión 
conveniente para mejorar la eficiencia de detección de FV. Así como se explicó en el capítulo 
anterior, en la etapa de clasificación se toman matrices MD que alimentan a los algoritmos de 
aprendizaje automático. Luego, se calcula la función de predicción a partir del conjunto de 
entrenamiento, para posteriormente ser aplicado al conjunto de prueba.  
4.1 Aprendizaje automático 
Generalmente permite asignar a los computadores la capacidad de aprender patrones usados, 
para luego resolver problemas nuevos. 
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Existen dos grandes grupos de técnicas para este aprendizaje: aprendizaje supervisado y 
aprendizaje no supervisado (ver la figura 37). Las primeras están en correspondencia con las 
tareas de detección de clasificación y regresión. Las segundas con las tareas de agrupamientos 
y correlaciones. En este trabajo sólo hablaremos del aprendizaje supervisado. 
  
FIGURA 37. TÉCNICAS DE APRENDIZAJE AUTOMÁTICO. 
Los algoritmos de aprendizaje supervisado [109] son usados como técnica de aprendizaje de 
patrones y disminución de la dimensionalidad. Requieren un etiquetado de cada uno de los 
patrones de entrada. El objetivo de los algoritmos o de aprendizaje supervisado es construir una 
función a partir de datos de aprendizaje y transformarlos en salidas deseadas. 
Los algoritmos de aprendizaje no supervisado [110] son unas técnicas de aprendizaje 
automático en el cual un modelo es ajustado a las observaciones. Se diferencian del aprendizaje 
supervisado en que no hay un aprendizaje a priori. El aprendizaje no supervisado 
frecuentemente trata los datos de entrada como un conjunto de datos aleatorios. No se dispone 
de las salidas esperadas de los datos y se busca estructura en los datos de entrada. 
Existe mucha bibliografía sobre los algoritmos de aprendizaje para su aplicación en la 
bioseñales, entre estos se encuentran árboles de decisión [111] , redes neuronales artificiales y 
máquinas de soporte vectorial [62], aprendizaje basado en Naïve Bayes [112][113]. Análisis 
discriminante lineal [114], clasificador K-vecinos más cercanos (KNN) [115][116], máquinas 
de aprendizaje extremas (ELM-Extreme Learning Machines) [117], etc. 
Aprendizaje inductivo 
Regresión 
No supervisado Supervisado 
Clasificación Agrupamiento Correlaciones 
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4.2 Métodos de Clasificación 
En este trabajo se utilizarán varios clasificadores en cada una de las pruebas para evaluar el 
rendimiento de los algoritmos de detección de FV. 
A continuación sólo se presentan los modelos matemáticos generales de cada algoritmo, sin 
detalles. 
4.2.1 Clasificador de K vecinos más cercanos  
El algoritmo K vecinos más cercanos (KNN, por sus siglas en inglés) es un método simple, pero 
a la vez de alto rendimiento en clasificación.  
Ha sido usado en diversas aplicaciones: para la detección y clasificación de las etapas de sueño 
usando ECG [118] y para, en combinación con AdaBoost Bootstrap distinguir entre periodos 
con y sin episodios de apnea [119].También se ha usado KNN para diagnosticar enfermedades 
del corazón de forma automática [120]. 
El algoritmo KNN [121] clasifica un nuevo vector aplicando un conjunto de entrenamiento sin 
necesidad de aprender parámetros, a diferencia de otros algoritmos que aplicando un conjunto 
de entrenamiento aprende algunos parámetros y luego utilizando estos últimos clasifican un 
nuevo vector. El algoritmo KNN es el siguiente: 
Un conjunto de entrenamiento D =  {(Vi, etiqueta i) con i =  1, . . . , N } donde N número 
vectores de características}. Cada Vi de los cuales está caracterizado por n variables atributos  
{Vi = (pi1, … pin)} correspondiente a una etiqueta𝑖  ∈  C =  {etiqueta𝑖 con i = 1,… , N}. En 
los cuales están agrupados en m clases { etiqueta𝑖∈ {clase
1,..., clasem}, como se observa en la 
tabla 1. 
Para definir la clase del nuevo vector V = (pj, j ∈  {1. . . n}) que no pertenece al conjunto D que 
se ha introducido en la entrada de KNN, en primera instancia se fijan las distancias de todos los 
casos que fueron clasificados con respecto al nuevo caso V, que se busca clasificar.  
Luego, el algoritmo KNN busca los K vecinos más cercanos al V, y posteriormente hace una 
valoración de las clases a las que están integradas estos vectores vecinos. Esta valoración se 
basa en comparar las distancias que existen entre las clases. 
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Los algoritmos usados en esta valoración pueden ser varios: distancia Mahalanobis, distancias 
usando la función delta, distancia del coseno, distancia euclídea, etc. 
La distancia euclídea es una de las más empleadas, se calcula a partir de una generalización del 
teorema de Pitágoras como se puede ver en la ecuación 75. 
d(V, Vi) = √∑ (pij − pj)2
n
j=1
   ( 75 ) 
 
Finalmente, una vez seleccionados los K casos ya clasificados en D más cercanos al nuevo caso 
V, se le asignará la clase de C más frecuente de entre los K integrados en D. 
4.2.2 Máquinas de vectores de soporte 
Los algoritmos de aprendizaje Máquina de vector de soporte (SVM-Support Vector Machine) 
fueron creados por Vladimir Vapnik [122], es un sistema para entrenar máquinas de aprendizaje 
lineal eficientemente tanto para regresión como para clasificación. 
SVM ha sido muy empleado para la detección y clasificación de arritmias cardíacas, se usa 
SVM para la discriminación entre la fibrilación ventricular y taquicardia ventricular [123]. 
También se utilizó para la detección de QRS [124],  la detección de la onda T y la onda P en 
ECG de 12 derivaciones [125] y en [62] se usa el método (SSVM-Smooth Support Vector 
Machine), para la detección FV [126].  
Clasificación lineal para problemas linealmente separables 
SVM para la clasificación lineal se basa en hiperplanos que dividen los datos de entrenamiento 
en diferentes subgrupos con la misma clase. Se tiene un hiperplano de separación óptima 
(margen máximo) para el entrenamiento. 
 
P1 ... Pj ... Pn C 
V1 p11 ... p1j ... p1n etiqueta1 
... ...  ...  ... ... 
Vi pi1 ... pij ... pin etiquetai 
... ...  ...  ... ... 
VN pN1 ... pNj ... pNn etiquetan 
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Los vectores de xi en dos clases yi con i = 1….N, donde xiϵ R, yiϵ{−1, 1} se basan en la 
siguiente ecuación 76: 
{
w. xi + b ≥ 1,                      𝑦𝑖 = 1 
w. xi + b ≤ −1,               𝑦𝑖 = −1
 
 ( 76 ) 
 
Sujeto a: 
yi(w. xi + b) ≥ 1, i = 1,… , N  ( 77 ) 





( 78 ) 
Donde   
1
2
||𝑤||2 es la función a disminuir con relación al vector w y el valor b, que clasifica el 
hiperplano que divide las clases con mayor distancia (margen máximo), utilizando la técnica de 
los multiplicadores de Lagrange. 
Clasificación lineal para problemas linealmente no separables 
Se considera el caso en que no existe un hiperplano separador, por lo tanto, no es posible 
satisfacer todas las restricciones descritas en la ecuación (76). 
Se introduce un conjunto de variables ξi, i = 1,..., m. Donde SVM soluciona el siguiente 




||w||2+ C∑ ξima   ( 79 ) 
Sujeto a  
 
yi(w. xi + b) ≥ 1 − ξi, ξi ≥  0, i = 1,… ,N   ( 80 ) 
 
Clasificación no lineal 
En este caso en el cual la función de decisión no es lineal con los datos, se emplea la 
transformación de Kernel ∅ que proyecta la información a un espacio de características de 
mayor dimensión, el cual amplia la capacidad computacional de las máquinas de aprendizaje 
lineal, al mapear el espacio de entradas x ϵ R a un nuevo espacio de características [127].  
x = {x1, x2, … xn}
∅
→∅(x) = {∅(x)1, ∅(x)2, …∅(x)n} 
( 81 ) 




4.2.3 Agregación bootstrap o bagging 
La agregación Bootstrap, también conocida por Bagging, fue aplicado por Breiman [128] para 
clasificación y regresión. Se construye combinando la salida de diferentes clasificadores con el 
fin de crear uno más potente. Diseñado para mejorar el rendimiento en la estabilidad y precisión 
de los algoritmos de aprendizaje automático, en general árboles de decisión, y redes neuronales. 
Se pueden utilizar tanto en problemas de 2 clases como a aquellos multiclase. 
El algoritmo Bagging ha sido usado en diversos aplicaciones: En [129] usaron el algoritmo 
Bagging para detectar diferentes patologías cardiacas.  
Dado un conjunto de entrenamiento D = {(x1, y1), … (xn, yn)} donde xiϵ R, yiϵ {−1,1}, se 
obtienen m nuevos conjuntos de entrenamiento Db aleatorios, de tamaño n, donde Db =
(x1
b, y1
b ), … (xn
b, yn
b)} donde b=1,2,.., m, mediante la extracción aleatoria con reemplazamiento 
mediante el mismo número de elementos que el conjunto original D. Por consiguiente, algunos 
elementos del conjunto inicial pueden aparecer repetidos en los nuevos conjuntos creados.  
Mediante cada conjunto de entrenamiento Db se elabora un clasificador básico Cb(x). Una vez 
construidos los m clasificadores se combinan empleando el voto mayoritario en la regla de 
decisión final (en caso de una clasificación) o por la media de ellas (en caso de una regresión). 
4.2.4 Regresión logística 
Regresión logística es una de las técnicas de análisis de datos más populares en clasificación, 
pertenece a la categoría de aprendizaje supervisado[130].  
 La regresión logística asocia una variable dependiente cualitativa con una o más variables 
independientes, por medio de la función de probabilidad generando el modelo de regresión 
logística siguiente ecuación 82: 
y =  p(x)  +  𝑒  ( 82 ) 






( 83 ) 
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Teniendo que las variables  x1, . . . . , xn  son el conjunto predictor, la variable y ∈  {−1,+1} es 
la salida, los b0, b1, b2, . . bn son los parámetros del modelo y e es un error aleatorio. 
La probabilidad de que el conjunto pertenezca a una variable será la combinación lineal como 




) = b0 + b1x1 +⋯+ bnxn 
     ( 84 ) 
Se define z con el fin de simplificar la notación como observa en la ecuación 85. 
z = b0 + b1x1 +⋯+ bnxn 
 
      ( 85 ) 






      ( 86 ) 
Se emplean varias técnicas como la de gradiente descendiente, ecuación normal, o algoritmo 
evolutivo, con el fin de minimizar la función de coste J (b), y encontrar el mejor ajuste a los 
datos. 
Regularización: En regresión logística, se debe añadir a su función de coste, J (b), el término 
λR(b) donde λ  es conocido como parámetro de regularización (L2_RLR-L2-Regularized 
Logistic Regression) [131]. El parámetro λ da lugar a distorsiones en la función de coste, las 
mismas que pueden ocasionar un mal ajuste con los datos manejados.  
4.2.5 Redes Neuronales Artificiales 
Las Redes Neuronales Artificiales (ANN) son modelos de procesamiento de la información 
cuya estructura y funcionamiento están inspirados en Redes neuronales biológicas. 
Existen varios tipos de aprendizaje ANN, son ampliamente utilizados para el procesamiento de 
señal ECG,  la detección automática de episodios isquémicos [132], la clasificación de seis 
diferentes tipos de ritmo ECG [133], etc. 
Para que una ANN resuelva un problema dado, debe asociar un conjunto de patrones de entrada 
con un patrón deseado correspondiente de manera que se puede evaluar si la salida es la 
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deseada.  El conjunto de entradas xi (t) de la ANN es un conjunto de patrones que codifican la 
información de un problema que quiere ser resuelto, las variables de entrada y las de salidas 
pueden ser binarias (digitales) o continuas (analógica).  
En este trabajo se utiliza  ANN para resolver un problema de clasificación [134],[135] por lo 
que se denomina como ANNC. 
Los datos de entrada xi; i = 1,2, …K, se clasificarán en una de las J clases y θ = {θI, … θJ} es el 
conjunto de coeficientes asociados con la ANNC, θj = {β
i, w} es el conjunto de los parámetros 
asociados al nodo de salida j. 
 El modelo es como se muestra en la ecuación 87. 






Bi(x, wi), 1 ≤ j ≤ J − 1 
 
( 87 ) 






corresponden a los valores de las conexiones entre la capa oculta y el 
nodo j de la capa de salida, w = w1, w2, …wm son el conjunto de coeficientes asociados a los 
nodos de la capa oculta, wj = wjo, wj1, …wmjk son los valores de las conexiones desde el nodo 
j de la capa oculta a la entrada, y Bi(x,wi) la función de activación de nodo j de la capa oculta.  
La unidad sigmoidal es de la forma: 
Bi(x, wi) =
1





( 88 ) 
Donde wj0es el sesgo o bias. 
La normalización de las salidas de la red puede interpretarse como la probabilidad de pertenecer 




, l = 1,2, . . J − 1 
 
 ( 89 ) 
La transformación softmax, pueden interpretarse como probabilidades condicionales de 
pertenecer a una clase como se presenta en la ecuación 90. 
P(yl = 1|x, θj) = gl(x, θl), l = 1,2, … , J − 1 ( 90 ) 
 




Cada conjunto de los vectores de características obtenidos mediante las técnicas usadas en esta 
tesis fueron separados en dos subconjuntos: subconjunto de entrenamiento y subconjunto de 
prueba. 
Inicialmente, el subconjunto de aprendizaje se utiliza para que el algoritmo de clasificadores 
aprenda a discriminar entre los cuatro tipos de clases de patología. Los resultados obtenidos se 
optimizan hasta que los resultados del clasificador concuerdan con los parámetros adecuados. 
En cuanto el clasificador concluye el entrenamiento, genera una función de predicción que 
posteriormente es utilizada para evaluar nuevos datos introducidos al clasificador. 
4.4 Arquitectura del procedimiento de clasificación 
Con el fin de demostrar la independencia del método propuesto del algoritmo de clasificación, 
algunos algoritmos admiten sólo dos clases en el entrenamiento, mientras que en este caso son 
cuatro clases ‘FV’, ‘TV’, ‘Otros’ y ‘Normal’. Por este motivo, se ha desarrollado un 
procedimiento donde todos los algoritmos de prueba están utilizando las cuatro clases, y 
proporcionan el mismo resultado de clasificación. El esquema de clasificación se muestra en la 
figura 38. 
Inicialmente se generan tres pares {(‘FVTV’, ‘NormalOtros’), (‘FV’, ‘TV’) y (‘Otros’, 
‘Normal’)}. A partir de los datos MD alcanzados anteriormente (en el capítulo 3), se generan 
tres subconjuntos de datos  MDi con i= {1, 2, 3}, donde cada uno de ellos corresponde a cada 
par arriba descrito. 
Fase de entrenamiento: utilizando un sólo algoritmo de clasificación, para entrenar cada par 
y así crear una función de predicción Fpi que corresponde a cada uno, para posteriormente ser 
utilizados en la prueba de nuevos datos introducidos al clasificador. 
Fase de prueba: el tercio restante los datos MD se usan como prueba, empleando las tres 
funciones de predicción Fpi obtenidas en la etapa de entrenamiento. 




FIGURA 38. PROCEDIMIENTOS DE CLASIFICACIÓN (ETAPA DE LA PRUEBA). 
En la fase de prueba los datos de la entrada se clasificaron con el esquema de dos niveles: El 
Nivel1 (N1), la muestra se clasificó en una de las dos clases: ‘FVTV’ y ‘NormalOtros’. En el 
nivel2 (N2) tenemos que, si la muestra se estableció en el N1 como ‘FVTV’, entonces la salida 
del clasificador se marca de manera binaria como ‘FV’ o ‘TV’. En el mismo N2, sí la muestra 
se estableció en N1 como ‘NormalOtros’, entonces la salida del clasificador binario se marca 
como ‘Normal’ u ‘Otros’.  
En los resultados obtenidos en este capítulo, el mismo tipo de clasificador binario se usa en el 
primer y el segundo nivel de clasificación. 
4.4.1 Parámetros de los clasificadores 
Cada uno de estos clasificadores tienen parámetros que deben ser optimizados con el objetivo 
de obtener el rendimiento máximo. La optimización de los parámetros de los clasificadores se 
evalúa a base del rendimiento final de clasificación, por lo tanto, se elige el valor del parámetro 
para el cual se obtenga el rendimiento máximo.  
Para determinar el rendimiento de los parámetros durante el proceso de clasificación la medida 
empleada en esta investigación, es la tasa de error = 
𝑐𝑎𝑠𝑜𝑠 𝑓𝑎𝑙𝑠𝑜𝑠
𝑐𝑎𝑠𝑜𝑠 𝑓𝑎𝑙𝑠𝑜𝑠+ 𝑐𝑎𝑠𝑜𝑠 𝑣𝑒𝑟𝑑𝑎𝑑𝑒𝑟𝑜𝑠
    que se evalúa 
el número de casos mal clasificados (casos falsos), respecto a los casos totales evaluado (casos 
falsos + casos verdaderos). 
Los parámetros de los clasificadores usados son: 







 N2  N1 
MD 
Clasificador Binario (Fp1)   
Clasificador Binario (Fp2)   
Clasificador Binario (Fp3)   
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 ANNC: Dos capas ocultas, 20 neuronas en cada capa oculta. 
 SSVM: Kernel gaussiano (γ = 0.01),  𝐾𝑒𝑟𝑛𝑒𝑙 (xi;  x) = 𝑒𝑥𝑝−γ‖xi− x‖. 
 BAGG: Se utilizan 600 árboles de decisión 
 L2_RLR: El parámetro de regularización (λ = 10−9) 𝑦  𝑅 = ‖𝑏‖2.  
4.4.2 Validación cruzada 
Generalmente se eligen aleatoriamente dos tercios del total de los datos para ser usados en el 
entrenamiento, mientras que el tercio restante se usa para la prueba. Este enfoque se repite N 
veces. Seguidamente, el clasificador evalúa tomando en promedio el número de interacciones 
como se muestra en la figura 39  
 
FIGURA 39. ALGORITMO DE VALIDACIÓN CRUZADA. 
4.5 Parámetros de evaluación 
Un vez que se han explicado los métodos de clasificación y la arquitectura del procedimiento 
de clasificación utilizadas, es importante conocer la metodología empleada para validar los 
resultados que obtiene cada uno de los clasificadores. 
Como parámetros de evaluación del rendimiento de la clasificación se utilizan los siguientes 

































VP + FN + VN + FP
× 100 
 
 ( 93 ) 
 
Donde VP son los verdaderos positivos, FN los falsos negativos, VN los verdaderos negativos, 
y FP los falsos positivos [136]. 
El cálculo del valor de la especificidad global y de la exactitud global de una de las clases (‘FV’, 
’TV’, ’Otros’, ‘Normal’) es la especificidad y exactitud de dicha clase de patología ante la suma 
de los tipos de patología restantes. 
El tiempo de ejecución de cada una de las pruebas realizadas se midió empleando un PC de tipo 
Intel(R) Core(TM) i7-3612QMCPU@2.10 GHz con Memoria RAM de 8GB, sistema operativo 
de 64 bits y el programa Matlab(R). 
4.6 Etapas de pruebas 
De acuerdo a la metodología descrita en este y anterior capítulo, se organizó un esquema 
experimental para el análisis las cuatro clases de patologías. Este esquema incluye todos los 
procesos y pruebas mediante los clasificadores individuales, dicho esquema se detalla en la 
figura 40. 
La metodología está planteada en cinco etapas:  
Primera Etapa: consiste en implementar un algoritmo de filtro IIR, con el fin de reducir la 
línea base. Una vez filtrado, se proponen dos procesos diferentes para generar las ventanas Vt. 
En el primer proceso, que denominaremos Análisis Continuo (AC) dividiendo la señal ECG en 
ventanas Vt fijas de longitud de 1,2s. 
En el segundo proceso, se desarrolla un algoritmo para obtener las Marcas MRV en la señal, 
donde cada MRV indica el comienzo de la Vt de longitud de 1,2s de la señal del ECG. En este 
caso se han tenido en cuenta los rangos normales de frecuencia cardiaca (ver el capítulo 3). 
Segunda Etapa: donde, se usan las Vt obtenidas en la primera etapa para calcular la 
Transformada de Hilbert y después la RTF. Se han cancelado las contribuciones en frecuencia 
por encima de 45 Hz, con lo que  se elimina tanto la interferencia de red (50Hz, 60Hz) como el 
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electromiograma EMG, obtenido una matriz de datos RTF de tamaño 45x150 que dará lugar a 
diferentes tipos de matrices MD’ que servirán de entrada al clasificador.  
Además, en esta segunda etapa se realizó la comprobación de seis filtros de la línea base y siete 
RTF empleando las Vt obtenidas mediante MRV. 
Tercera Etapa: la RTF obtenida en la segunda etapa se las convirtió en IRTF de tamaño 
45x150, las cuales fueron cada una almacenadas en una matriz MD’’ (no reducida). 
Cuarta Etapa: como he mencionado anteriormente (ver capitulo3) se realizó la disminución 
de dimensionalidad de los datos obtenidos en la tercera etapa en dos formas: reducción del 
tamaño de IRTF y SC. 
La reducción del tamaño IRTF empleó cuatro técnicas (la media de la intensidad de los píxeles, 
KNN, la técnica Bilineal y la técnica Bicúbica), y luego, cada imagen reducida quedó 
almacenadas en una matriz MD’” de tamaño 3x5. 
En la SC de las MD’’ obtenidos mediante IRTF no reducida, se obtuvieron un Número de 
Características (NC) que se seleccionaron y almacenaron en una nueva MD de tamaño reducido 
(Vsc). Como resultado de esta selección, se tomaron en cuenta aquellas que poseen 
características de información más importante, eliminando así las características de información 
que no contribuyen de manera significativa al proceso. 
Quinta Etapa: se usan todas las MD obtenidas anteriormente mediante cada técnica como 
matriz de entrada para los algoritmos de clasificación tanto en el entrenamiento como en las 
pruebas del algoritmo de clasificación individual usando la estrategia comentada en la sección 
4.2. 





FIGURA 40. ESQUEMA GENERAL DE LOS PROCESOS SEGUIDO APLICANDO LOS CLASIFICADORES INDIVIDUALES. 
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En todas las pruebas de esta investigación, el desempeño de clasificación se basa en entrenar 
un 67 % de las observaciones y el restante un 33% queda para validación. Estas se eligieron 
aleatoriamente para cada una mediante validación cruzada.  
Este enfoque se repitió al azar por cinco veces N=5 (ver la figura 39) y el rendimiento global 
de los clasificadores se evaluó tomando el promedio de estas cinco interacciones.  
4.7 Clasificación mediante análisis de RTF 
Como fue explicado anteriormente, en esta parte vamos a hablar sobre los resultados de los 
datos MD’ obtenidos de la RTF de tipo PWV.  
4.7.1 Análisis continuo 
Esta prueba se basa en dividir la señal ECG en ventanas de longitud fija 1,2s. Se evaluaron los 
modos sin filtro y con filtro para la comparación del desempeño de los algoritmos de 
clasificación ANNC, SSVM, BAGG, L2_RLR y KNN. 
Sin usar el filtro de la línea base  
Se realiza una evaluación del resultado de los clasificadores para la señal de ECG ruidosa sin 
emplear filtro de la línea base. 
La figura 41 muestra los resultados obtenidos para los cinco algoritmos de clasificación ANNC, 
SSVM, BAGG, L2_RLR y KNN para una sola iteración del entrenamiento (train) y prueba 
(test) de un conjunto de datos asignados aleatoriamente. Además, indican el número de casos 























FIGURA 41. RESULTADOS PARA UNA ITERACIÓN DEL ENTRENAMIENTO Y LA PRUEBA DE UN CONJUNTO DE DATOS 
ASIGNADOS ALEATORIAMENTE MEDIANTE CINCO CLASIFICADORES, USANDO LA TÉCNICA DE ANÁLISIS CONTINUO 
AC. 
Como se aprecia en la figura 41b, los resultados obtenidos de los cinco clasificadores muestran 
que la mayoría de las clases ‘FV’ y ‘TV’ no fueron clasificadas como clases ‘FV’ y ‘TV’ 
esperadas, respectivamente.  
Por ejemplo, KNN en la detección de clases ‘FV’ fue de 711 ventanas como clase ‘FV’, y una 
suma de 263 ventanas como otras clases ‘TV’, ‘Otros’ y ‘Normal’. Así mismo, en el caso de 
‘TV’, 285 ventanas fueron detectadas como clase ‘TV’, y una suma de 102 ventanas como 
clases ‘FV’, ‘Otros’ y ‘Normal’. 
Los resultados de Sensibilidad (Sens), Especificidad (Esp) y Exactitud (Exa) de las cuatro clases 
se muestran en las tablas 2 y 3, para cada clasificador. 
Analizando los resultados ofrecidos por los diferentes algoritmos propuestos en las tablas 2 y 
3, se observa que los algoritmos presentan porcentajes bajo de clasificación. Además, se 
visualiza cierta variabilidad en cuanto a estos porcentajes para diferentes valores de la 
sensibilidad de ‘FV’ y ‘TV’, con valores que van del 59% al 76%. También se aprecia que la 
diferenciación entre ‘Otros’ y ‘Normal’ es muy baja, excepto en el caso en que se utilizan los 
algoritmos KNN. 
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TABLA 2. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
(‘FV’, ‘TV’) OBTENIDOS POR CINCO ALGORITMOS DE CLASIFICACIÓN, USANDO AC. 










































Sin Filtro 66,73 95,20 76,14 96,61 97,44 89,00 67,63 97,08 88,04 99,18 99,26 94,38 
Con Filtro 82,64 96,15 76,43 97,81 98,30 93,44 71,49 97,02 88,16 99,65 99,23 94,95 
ANNC 
Sin Filtro 61,95 95,13 68,08 82,13 98,16 87,93 59,58 98,37 90,79 95,95 99,72 94,76 



























Con Filtro 75,87 94,17 73,16 96,82 96,11 90,48 66,93 96,60 87,66 99,30 98,63 94,12 
BAGG 
Sin Filtro 72,77 97,16 71,86 99,26 99,61 92,43 64,44 99,84 99,13 99,92 100 96,98 
Con Filtro 89,81 97,09 72,60 99,79 99,25 95,74 68,83 99,90 99,54 100 100 97,58 
KNN 
Sin Filtro 74,40 94,84 77,54 97,66 96,08 90,89 70,92 98 94,70 99,84 99,85 96,64 
Con Filtro 88,26 97,44 80,85 99,32 98.86 95,73 75,71 99.10 95,51 100 99,91 97,35 
Se puede concluir que la discriminación entre ‘TV’ y ‘FV’ no es efectiva, lo que muestra una 
inestabilidad en el método de clasificación debido a la confusión entre estas clases, que se debe 
principalmente a las similitudes morfológicas entre clase ‘TV’ y la clase del ‘FV’. 
Con filtro de la línea base 
En este punto se realizaron los mismos pasos anteriores, pero esta vez se aplicó RTF luego de 
utilizar el filtro de la línea base descrito en el capítulo 3. 
Se realizaron comparaciones entre los valores de la sensibilidad, la especificidad y exactutud 
de los resultados alcanzados en las respectivas clases, análogamente a los mostrados en las 
tablas 2 y 3. 
El clasificador KNN, fue el mejor, donde los porcentajes de sensibilidad de ‘FV’ y ‘TV’ son 
superiores al 75%. Usando dicho clasificador se obtiene una sensibilidad de 88,26%, una 
especificidad global  97,44% y exactitud global 95,73% para ‘FV’, mientras  que para ‘TV’ se 
observó una sensibilidad del 75,71%, una especificidad global 99,10% y exactitud global 
97,35%. 
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TABLA 3. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
















































Sin Filtro 49,82 87,29 94,36 85,96 89,96 78,79 83,54 66,67 79,9 90,4 50,92 76,34 
Con Filtro 75,51 91.,09 97,19 88,70 97,45 87,64 86,77 86,06 95,30 94,20 77,01 86,46 
ANNC 
Sin Filtro 32,68 94,71 97,00 95,10 91,79 80,24 93,21 53,30 69,20 84,80 33,13 75,94 



























Con Filtro 74,35 90,61 97,74 88,53 95,85 86,90 84,47 82,74 88,19 90,56 76,62 83,73 
BAGG 
Sin Filtro 67,87 97,54 99,83 97,71 96,06 90,88 97,34 73,32 75,50 86,30 68,25 86,72 
Con Filtro 84,95 99,05 100 98,79 99,66 95,98 98,05 88,23 90,50 93,00 85,10 93,68 
KNN 
Sin Filtro 84,85 90,62 96,82 89,90 90,99 89,32 86,61 86,44 85,90 90,2 86,73 86,54 
Con Filtro 89,79 96,65 99,77 95,36 97,95 95,16 94,83 91,99 93,90 92,40 90,34 93,57 
Cuando se utilizó el algoritmo de BAGG se obtuvieron valores con una sensibilidad del 89,81%, 
una especificidad global 97,09% y exactitud global del 95,74% para ‘FV’ y con una sensibilidad 
del 68,83%, una especificidad global del 99,90% y exactitud global del 97,58% para ‘TV’. 
Los resultados obtenidos mediante el algoritmo de clasificación L2_RLR para la detección de 
‘FV’, mostraron un sensibilidad del 82,64%, una especificidad global del 96,15% y Exactitud 
global del 93,44%, mientras que para ‘TV’ se obtuvo una sensibilidad del 71,49%, una 
especificidad global del 97,02% y exactitud global del 94,95%. Al usar el algoritmo de 
clasificación SSVM para la detección de ‘FV’ se obtuvo un sensibilidad del 75.87%, una 
especificidad global del 94.17% y exactitud global del 90,48%, mientras que para ‘TV’ se 
obtuvo una sensibilidad del 66.93 %, una especificidad global del 96.60% y exactitud global 
del 94.12%. 
Cuando se utilizó el algoritmo de ANNC, la sensibilidad fue 85,72% con una especificidad 
global del 95,58% y exactitud global del 93,63% para ‘FV’, mientras que para ‘TV’ se observó 
una sensibilidad del 68,93%, una especificidad global del 98,64% y exactitud global del 
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96,23%. Se puede decir que utilizando este algoritmo no se logra alcanzar el rendimiento 
obtenido con el algoritmo de KNN. 
En el análisis para la detección de ‘FV’ y ‘TV’ mediante ésta prueba con los cinco algoritmos, 
se observa que tanto la sensibilidad como la especificidad global se encuentran entre el 68,83 
% y el 89, 81 %, por consiguiente, superiores a los obtenidos de la clasificación anterior (caso 
de sin usar el filtro de la línea base). 
Se puede concluir que, debido principalmente a la gran similitud entre las señales ‘TV’ y ‘FV’, 
es muy complicado conseguir elevados resultados de clasificación utilizando la estrategia de 
análisis continuo. Esto obliga a buscar otro procedimiento para abordar el problema de 
discriminación de las clases, para lo cual se va a emplear la metodología de obtención de marcas 
MRV combinado con RTF. 
4.7.2 Marcas de Referencias de las Ventanas  
Esta parte de la investigación plantea una nueva estrategia, la que se desarrolló empleando las 
MRV con el objetivo generar las ventanas Vt, como fue señalado anteriormente en el capítulo 
3. 
En total, se generaron 28507 ventanas para todas las MD’ registradas; 5309 correspondieron a 
la clase 'FV', 1987 a 'TV', 6051 a 'Otros' y 15160 a 'Normal', en los cuales se emplean como 
entrada del clasificador y los resultados logrados se definieron de acuerdo a las tres pruebas que 
se llevaron a cabo. 
La primera prueba está basada en diferentes tipos de algoritmos de clasificación usando PWV 
con filtro de tipo IIR, la segunda es empleando varios RTF combinadas con el filtro IIR y por 
último, se utilizan los filtros FIR, IIR, media móvil, smooth, wavelet y mediana, los mismos 
que se combinaron con PWV. En la segunda y tercera prueba se usa KNN. 
4.7.2.1 Análisis basado en diferentes tipos de algoritmos de clasificación 
En esta primera prueba, los resultados se obtienen mediante diferentes tipos de algoritmos de 
clasificación ANNC, SSVM, BAGG, L2_RLR y KNN, usando PWV combinada con el filtro 
de tipo IIR. 
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La figura 42 representa los resultados para una sola iteración del número de casos de éxito y 















FIGURA 42. RESULTADOS PARA UNA ITERACIÓN DEL ENTRENAMIENTO Y LA PRUEBA DE UN CONJUNTO DE DATOS 
ASIGNADOS ALEATORIAMENTE MEDIANTE CINCO CLASIFICADORES, USANDO LA TÉCNICA DE MRV. 
En el caso de los clasificadores L2RLR, KNN, BAGG y SSVM, los resultados son mejores que 
los obtenidos utilizando ANNC, mostrando una mejor capacidad de aprendizaje del conjunto 
de datos de entrenamiento (ver la figura 42a) mientras que en el caso de la prueba aparecen 
fallos en los resultados (ver la figura 42b). 
Las tablas 4 y 5 resumen los resultados alcanzados al realizar comparaciones entre los valores 
de sensibilidad, especificidad y exactitud logrados en las respectivas cuatro clases. 
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TABLA 4. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
















































Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 91,54 98,45 89,75 99,31 99,21 97,15 88,15 98,81 94,85 99,84 99,75 98,07 
ANNC 
Train 99,01 99,56 97,25 99,70 99,79 99,46 96,08 99,95 99,82 100 99,98 99,69 
Test 95,56 98,80 90,12 99,74 99,51 98,19 88,80 99,52 97,64 100 99,98 98,87 
SSVM 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 90,00 98,13 89,02 98,99 98,92 96,60 86,85 98,63 94,77 99,47 99,60 97,82 
BAGG 
Train 100 99,99 99,92 100 100 99,99 99,92 100 100 100 100 99,99 
Test 98,46 98,43 84,99 99,79 99,59 98,44 84,8 99,86 99,52 99,95 99,94 98,82 
KNN 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 94,97 99,27 95,21 99,63 99,66 98,47 93,47 99,39 96,98 99,99 99,98 98,97 
Al analizar los valores presentes en las tablas 4, 5. Una parte al emplear el clasificador KNN, 
para ‘FV’ se obtuvo una sensibilidad del 94,97%, una especificidad global del 99,27% y 
exactitud global del 98,47%. Para ‘TV’ una sensibilidad del 93,47%, especificidad global del 
99,39% y exactitud global del 98,97%.  
Por otra parte, se puede ver que los clasificadores BAGG y L2_RLR se comportan de manera 
similar para las clases ‘Normal’ y ‘Otros’. Para la clase ‘Normal’ presentó una sensibilidad del 
99,39%; 97,63%, una especificidad global del 97,61%; 96,61% y exactitud global del 98,57%, 
97,17 %. Para la clase ‘Otros’ mostró una sensibilidad del 95,66 %; 94,807%, una especificidad 
global del 99,87%; 98,79% y exactitud global del 98,95%; 97,91%. Sin embargo, el clasificador 
BAGG tiene mejor sensibilidad de 98,64% para ‘FV’ y menor sensibilidad de 84,58% para 
‘TV’, en comparación con el clasificador L2_RLR el cual presenta una menor sensibilidad de 
91,54% para ‘FV’ y mayor sensibilidad de 88,15%‘TV’. 
Al emplear el clasificador ANNC se obtuvo una sensibilidad del 95,56%, una especificidad 
global del 98,80% y una exactitud global del 98,19% para ‘FV’, una sensibilidad del 88,80%, 
una especificidad global del 99,52% y exactitud global del 98,87% para ‘TV’. 
Comparando los resultados ofrecidos por los diferentes algoritmos, existe una importante 
variación en los resultados de sensibilidad ante ‘FV’ y sensibilidad ante ‘TV’ dependiendo del 
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algoritmo empleado, si el nivel de sensibilidad ‘FV’ es alto, entonces el de sensibilidad para 
‘TV’ disminuye. 
TABLA 5. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 













































Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 94,80 98,79 100 96,4 98,85 97,91 97,63 96,61 97,42 98,01 95,57 97,17 
ANNC 
Train 98,04 99,92 99,83 99,94 99,91 99,51 99,71 98,79 99,27 98,93 98,33 99,2 
Test 96,87 99,55 100 99,49 99,57 98,96 98,98 97,72 98,24 98,38 97,11 98,40 
SSVM 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 94,29 98,90 99,63 98,92 98,57 97,87 97,49 96,08 96,03 97,63 95,69 96,85 
BAGG 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 95,66 99,87 100 99,86 99,88 98,95 99,39 97,61 99,05 99,43 95,90 98,57 
KNN 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,69 99,40 99,87 99,42 99,28 99,03 99,07 98,29 98,70 98,11 98,03 98,71 
Otra vez se puede ver que el clasificador KNN alcanza el mejor rendimiento para la 
metodología propuesta, debido a la capacidad de detección y discriminación adecuada de la 
‘FV’ frente al resto de patologías, por lo que se considera bastante aceptable y por consiguiente 
se eligió para la realización de las posteriores pruebas. 
4.7.2.2 Análisis basado en varios tipos de RTF usando el algoritmo KNN 
En esta segunda prueba, para evaluar el desempeño de diferentes RTF en la detección de FV, 
se empleó el filtro de la línea base IIR. 
Se obtuvieron las RTF de BJD, Wavelet, STFT, SPWV, CDW, DBessel y PWV (ver el capítulo 
3). Se realizaron comparaciones entre los valores de la sensibilidad, especificidad y exactitud 
de los resultados en las respectivas clases, los cuales se muestran en las tablas 6 y 7. 
Al analizar los resultados alcanzados que se muestran en las tablas 6 y 7, se puede ver que la 
mayoría de los valores de sensibilidad de las cuatro clases obtenidos en el clasificador KNN 
usando diferentes RTF, están por encima del 93%. Además, sus valores de especificidad global 
son superiores al 94%. 
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TABLA 6.  RESULTADOS DE  SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
















































Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 94,74 99,24 94,67 99,60 99,70 98,40 93,17 99,34 96,70 99,99 100 98,90 
WAVELET 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 93,91 99,02 95,60 99,15 99,43 98,07 95,90 99,05 95,57 99,91 99,93 98,76 
STFT 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 95,36 99,41 95,04 99,84 99,81 98,65 94,72 99 96,51 99,98 99,95 96,95 
SPWV 
Train 100 100 100 100 100 100 100 100 100 100 100 100 



























Test 94,53 99,28 94,68 99,67 99,73 98,39 93,47 99,32 96,62 99,99 99,99 98,91 
DBessel 
Train 100 100 100 100 100 100 100 100 100 100 100 100 



























Test 94,97 99,27 95,21 99,63 99,66 98,47 93,47 99,39 96,98 99,99 99,98 98,97 
Al usar el método basado en PWV el cual ofrece buenos resultados, con una sensibilidad del 
94,97%, una especificidad global del 99,27% y una exactitud global del 98,47% para ‘FV’. En 
el caso de ‘TV’ una sensibilidad del 93,47%, una especificidad global del 99,39% y exactitud 
global del 98,79%. Para la señal de tipo ‘Normal’ se observa una sensibilidad del 99,07%, una 
especificidad global del 98,29% y exactitud global del 98,71%. También se muestra una 
sensibilidad del 97,69%, una especificidad global del 99,40% y exactitud global del 99,03%, 
para la clase ‘Otros’. 
Análogamente, para el resto de los métodos de RTF se consiguen resultados similares a los 
conseguidos para PWV, debido a que no existe gran diferencia entre la mayoría de los tipos de 
métodos RTF usados. 
Se eligió la RTF de tipo PWV tomando en consideración trabajos previos, para la realización 
de las posteriores pruebas. 
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TABLA 7.  RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
















































Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,54 99,45 99,93 99,46 99,24 99,03 99,22 98,27 78,9 98,40 97,93 98,75 
WAVELET 
Train 100 100 100 100 100 100 100 100 100 100 100 100 



























Test 98,62 99,75 100 99,79 99,56 99,50 99,56 99,07 99,20 99,60 98,80 99,33 
SPWV  
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,90 99,43 100 99,50 99,06 99,10 99,21 98,53 98,70 99,00 98,26 98,89 
CDW  
Train 100 100 100 100 100 100 100 100 100 100 100 100 






















































Test 97,69 99,40 99,87 99,42 99,28 99,03 99,07 98,29 98,70 98,11 98,03 98,71 
 
4.7.2.3 Análisis basados en varios filtros de la línea base usando el algoritmo KNN  
Finalmente, igual que en la prueba anterior realizada para evaluar RTF, esta vez se prueban 
distintos filtros de la línea base (IIR, FIR, media móvil, smooth, Wavelet, mediana), para lo 
cual se empleó la RTF (PWV) usando el algoritmo KNN. 
Los resultados obtenidos se muestran en las tablas 8 y 9.  
Como se puede observar en las tablas anteriores, los filtros FIR, media, smooth e IIR tienen 
valores que rondan el 94% de sensibilidad para ‘FV’ y el 92% de sensibilidad para ‘TV’, sin 
embargo, los resultados obtenidos para el resto de filtros son menores como es el caso del 
Wavelet. Este logró una sensibilidad del 92, 63%, una especificidad Global del 99,10% y una 
exactitud global del 97,91% para la ‘FV’. Para este mismo filtro, se encontró una sensibilidad 
del 91,27%, una especificidad global del 99,08% y una exactitud global del 98, 51% para la 
‘TV’.  
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TABLA 8. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
(‘FV’, ‘TV’) OBTENIDOS POR EL ALGORITMO KNN, USANDO VARIAS TÉCNICAS DE FILTROS DE LA LÍNEA BASE Y 
















































Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 93,64 99,10 93,18 99,53 99,68 98,09 91,33 99,18 95,90 99,98 99,98 98,63 
IIR 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 94,97 99,27 95,21 99,63 99,66 98,47 93,47 99,39 96,98 99,99 99,98 98,97 
Media Móvil 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 94,22 99,00 93,56 99,60 99,45 98,12 92,10 99,21 96,10 99,96 99,96 98,72 
Smooth 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 94,29 99,13 93,72 99,58 99,63 98,24 92,10 99,24 96,19 99,97 99,98 98,75 
Wavelet 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 92,63 99,10 94,16 99,60 99,56 97,91 91,27 99,08 95,45 99,96 99,96 98,51 
Mediana 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 95,56 98,99 92,44 99,70 99,52 98,36 90,89 99,39 97,04 99,96 90,97 98,81 
TABLA 9. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
(‘NORMAL’, ‘OTROS’) OBTENIDOS POR EL ALGORITMO KNN, USANDO VARIAS TÉCNICAS DE FILTROS DE LA LÍNEA 
















































Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,33 99,29 90,73 99,30 99,10 98,89 99,00 98,08 98,50 98,06 97,74 98,58 
IIR 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,69 99,40 99,87 99,42 99,28 99,03 99,07 98,29 98,70 98,11 98,03 98,71 
Media Móvil 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,17 99,21 99,55 99,15 99,28 98,78 98,57 98,17 98,65 98,77 97,59 98,39 
Smooth 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,19 99,42 99,56 99,44 99,28 98,94 99,07 98,14 98,64 98,57 97,60 98,65 
Wavelet 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 96,18 99,06 99,62 99,03 98,92 98,43 98,56 97,19 97,95 97,10 96,59 97,94 
Mediana 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 96,70 99,32 81,88 99,17 99,55 98,76 98,68 97,92 98,86 98,29 97,02 98,34 
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Los resultados obtenidos probando los filtros FIR, media, smooth, IIR de la línea base, muestran 
similitud y una capacidad de detección de FV que puede considerarse aceptable. Con ellos, se 
puede separar de mejor manera la FV del resto de patologías cardíacas a la hora de realizar un 
diagnóstico. En vista de que los cuatros filtros son similares, se eligió el filtro IIR para la 
realización de las posteriores pruebas. 
Las técnicas empleadas anteriormente manejan gran cantidad de datos MD de RTF de tamaño 
45x150=6750, lo que aumenta la carga computacional y hace que el procesamiento se 
enlentezca y en ocasiones sea intratable. Por este motivo, se realizan pruebas que nos permitan 
reducir la dimensión de estos datos MD. 
4.8 Clasificación por la conversión RTF a imagen IRTF 
Con el fin de aumentar la velocidad de procesamiento y mejorar el rendimiento de detección de 
FV, se realiza una nueva técnica de análisis que consiste en crear un nuevo espacio de datos 
más reducido comparado con el espacio original. 
Como fue explicado anteriormente en la tercera y cuarta etapa de las pruebas, cada RTF 
obtenida se las convirtió en IRTF, las cuales se registran cada una en una MD’’ (no reducida). 
 Los resultados obtenidos mediante KNN usando la RTF e IRTF se encuentran en las tablas 10 
y 11. 
Luego se empleó la reducción de la dimensionalidad mediante dos formas; reducción del 
tamaño de IRTF y SC. 
4.8.1 IRTF de tamaño reducido. 
En esta prueba se reduce el tamaño de IRTF empleando cuatros técnicas (MIP, KNN, la técnica 
bilineal y la técnica bicúbica). Cada imagen quedó reducida al tamaño (3x5), por ser el tamaño 
apropiado y luego se convierte a MD”’. 
Los datos de MD’’, MD’” obtenidos mediante las representaciones de tipo IRTF e IRTF 
reducida, se introducen al clasificador KNN. Los resultados obtenidos para una sola iteración 
se muestran la figura 43. 
  






FIGURA 43. RESULTADOS PARA UNA ITERACIÓN DEL ENTRENAMIENTO Y LA PRUEBA DE UN CONJUNTO DE DATOS 
ASIGNADOS ALEATORIAMENTE MEDIANTE EL ALGORITMOS KNN, USANDO LA TÉCNICA DE REDUCCIÓN DE DATOS 
MIP. 
En la figura 43b1 se aprecia los resultados obtenidos mediante KNN usando los datos de IRTF 
reducida (MIP). En la detección de clases, tenemos que ‘FV’ fue de 1554 ventanas detectadas 
como ‘FV’ y 198 ventanas detectadas como restantes de las clases. Así mismo en el caso ‘TV’ 
fueron 574 ventanas detectadas como ‘TV’ y 82 ventanas detectadas como otras clases. Además 
se observa como el nivel de confusión entre ‘FV’ y ‘TV’ resulta mayor comparado con los 
anteriores obtenidos mediante IRTF no reducida. 
Las tablas 10 y 11 muestran los resultados alcanzados mediante algoritmo KNN para cada una 
de las pruebas usando los valores de sensibilidad, especificidad y exactitud para las cuatro 
clases. 
Se realizaron comparaciones entre los valores de sensibilidad, especificidad y exactitud global 
de los resultados logrados en las respectivas clases para las tres técnicas, donde se puede ver 
que los valores de sensibilidad de las cuatro clases obtenidas por el clasificador empleando la 
matriz de RTF e IRTF 45x150, están por encima del 93%, que ofrecen buenos resultados y con 
una sensibilidad del (94,97%; 95,41%), una especificidad global del (99,27%; 99,25%) y una 
exactitud global del (98,47%; 98,53%) para ’FV’ y una sensibilidad del (93,47%; 92,92%), 
especificidad global del (99,39%; 99,44%) y una exactitud global del (98,97 %; 98,98%) para 
’TV’, respectivamente. 
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TABLA 10.  RESULTADOS DE  SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 

















































Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 94,97 99,27 95,21 99,63 99,66 98,47 93,47 99,39 96,98 99,99 99,98 98,97 
IRTF 45X150 
Train 100 100 100 100 100 100 100 100 100 100 100 100 












Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 88,27 98,22 89,86 99,91 98,91 96,35 88,31 98,80 94,18 99,95 99,88 98,05 
KNN 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 73,84 96,31 88,12 97,97 96,71 92,01 83,34 97,98 89,86 99,86 99,72 96,88 
Bilineal 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 88 98,21 90,17 99,18 98,87 96,38 88,69 98,56 93,22 99,98 99,82 97,86 
Bicúbica 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 89,56 98,32 89,79 99,16 99,06 96,67 88,23 98,60 93,35 100 99,84 97,86 
 
TABLA 11. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
(‘NORMAL’, ‘OTROS’) OBTENIDOS POR EL ALGORITMO KNN, MEDIANTE LOS MÉTODOS RTF(45X150), IRTF DE 
TAMAÑOS (45X150, 3X5). 










































Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,69 99,40 99,87 99,42 99,28 99,03 99,07 98,29 98,70 98,11 98,03 98,71 
IRTF 45X150 
Train 100 100 100 100 100 100 100 100 100 100 100 100 












Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 96,91 99,06 99,87 99,28 97,93 98,59 98,14 96,82 95,20 98,20 97,70 97,53 
KNN 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 93,61 96,82 100 97,41 93,97 96,09 94,03 91,50 84,95 94,96 95,59 92,90 
Bilineal 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 96,95 99,13 99,93 99,35 98,16 98,65 98,06 97,26 96,3 98,24 97,75 97,70 
Bicúbica 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,13 99,31 99,86 99,45 98,68 98,83 98,40 97,57 96,91 98,20 97,93 98,02 
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En el caso de IRTF reducida 3x5 al utilizar las cuatro técnicas (la media de la intensidad de los 
píxeles, KNN, la técnica bilineal y la técnica bicúbica), se obtiene una sensibilidad del (88,27%; 
73,84%; 88%; 89,56 %), una especificidad global del (98,22%; 96,31 %; 98,21 %; 98,32%), y 
una exactitud global del (96,35 %; 92,01%; 96,38%; 96,67%) para ’FV’. Para ’TV’ se muestra 
una sensibilidad del (88,31%; 83,34%; 88,69%; 88,23%) especificidad global del (98,8%; 97,98 
%; 98,56%; 98,6%) y una exactitud global del (98,05%; 96,88%; 97,86%; 97,86%) 
respectivamente.  
La tabla 12 muestra el tiempo de ejecución medio de todo el proceso de cálculo obtenido para 
cada ventana Vt de la señal ECG. Se aprecia que el clasificador con entrada de datos IRTF de 
tamaño reducido para las cuatro pruebas tiene un tiempo de ejecución t = (0,024s; 0,019s; 
0,017s; 0,017s) respectivamente. También se observa unos tiempos t = 0,176s y t = 0,1682s 
obtenidos por RTF e IRTF no reducida respectivamente.  
TABLA 12. RESULTADOS DE TIEMPO DE EJECUCION MEDIO PARA CADA VENTANA DE TIEMPO, OBTENIDOS POR EL 



































4.8.2 Selección de características 
Esta parte del trabajo consiste en usar un nuevo subconjunto de características Vsc de tamaño 
reducido donde NC= {100, 50, 25, 15} pixeles, como entrada del clasificador KNN, con el 
propósito de mejorar la detección de FV en tiempo real. 
Una vez obtenidos los subconjuntos MDi’’ con i= {1, 2,3}, del mismo modo como se describe 
en la sección 4.4 para clasificación, se aplica SC a cada uno de las pares con el objetivo de 
seleccionar un conjunto de características significativas, obteniendo nuevos conjunto de datos 
VSCi Vsci’’con i= {1, 2, 3} respectivamente. De cada uno de los datos MDi’’, se usa el 67% 
como entrenamiento y el resto como test. 
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Etapa de entrenamiento: consiste en crear la Función de Predicción FPi que corresponden a 
cada uno de los VSCi y posteriormente ser utilizados para evaluar nuevos datos introducidos al 
clasificador KNN. 
Etapa de la prueba: el 33% restante de los datos se usan como test, empleando las tres 
funciones de predicción obtenidas en la segunda etapa, como se muestra en la figura 44. 
Repitiendo todo las etapas del proceso para cada valor de NC.  
Los resultados para una sola iteración de los aciertos y errores de las clases (‘FV’, ’TV’, ’Otros’, 
’Normal’) mediante el clasificador KNN usando la reducción de datos realizados por medio de 
SC en el ejemplo con NC= {15,100} se muestran en la figura 45. 
 
FIGURA 44. FASE DE LA PRUEBA MEDIANTE LA TECNÍCA SC. 
La figura 45a muestra los resultados obtenido mediante KNN usando los datos reducido Vsc 
con NC= {15, 100}. Al tomar NC=15, la detección de clases ‘FV’ fueron clasificadas 1362 
ventanas como ‘FV’, 119 ventanas como ‘TV’, 187 ventanas como ‘Normal’ y 84 ventanas 
como ‘Otros’, así para ‘TV’ fueron clasificadas 563 ventanas como ‘TV’, 76 ventanas como 
‘FV’ y 17 ventanas como ‘Normal’. Al contrario al tomar NC=100, se observa  que para la 
clase ‘FV ‘fueron clasificados 1629 ventanas como ‘FV’, 68 ventanas como ‘TV’, 31 ventanas 
como ‘Normal’ y 24 ventanas como ‘Otros’, así mismo la clase ‘TV’ fueron clasificados 595 
ventanas como ‘TV’,  51 ventanas como ‘FV’ y 10 ventanas como ‘Normal’, también puede 
ver que el nivel de errores de ‘FV’ y ‘TV’ es menor para ‘Normal’, se entiende que ‘Normal’ 
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En el proceso de evaluación de los resultados alcanzados mediante el algoritmo con SC, se 
calculó sensibilidad, especificidad y exactitud para cada tipo de clase. Estos resultados se 
resumen en las tablas 13 y 14.  
Los resultados de las pruebas se muestran en la tabla 13, en ésta la discriminación entre FV y 
TV parece clara alcanzando unos niveles superiores de 88 % para NC=100 y NC=50. 
Se obtiene una sensibilidad del (92,18%; 88,58%), una especificidad global del (98,90%, 
98,74%), y una exactitud global del (97,64%; 96,82%) para ’FV’. Para ’TV’ se muestra una 
sensibilidad del (91,01%; 90,09%), especificidad global del (99,24%; 99,06%) y una exactitud 







FIGURA 45. RESULTADOS PARA UNA ITERACIÓN DEL ENTRENAMIENTO Y LA PRUEBA DE UN CONJUNTO DE DATOS 
ASIGNADOS ALEATORIAMENTE MEDIANTE EL ALGORITMOS KNN, USANDO LA TÉCNICA DE REDUCCIÓN SC. 
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TABLA 13. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
(‘FV’, ‘TV’) OBTENIDOS POR EL ALGORITMO KNN, MEDIANTE LOS MÉTODOS SC DE DIFERENTE TAMAÑOS NC={15, 
















































Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 92,18 98,90 99,85 99,48 97,64 97,64 91,01 99,24 96,13 100 100 98,66 
NC=50 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 88,58 98,74 91,49 99,74 99,29 96,82 90,09 99,06 9551 99,95 99,88 98,41 
NC=25 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 79,39 97,39 86,59 99,32 98,04 93,94 83,69 98,31 93,73 100 99,66 97,23 
NC=15 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 76,66 97,33 87,05 99,41 97,88 93,31 83,99 97,52 91,30 99,89 98,52 96,50 
TABLA 14. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
(‘NORMAL’, ‘OTROS’) OBTENIDOS POR EL ALGORITMO KNN, MEDIANTE LOS MÉTODOS SC DE DIFERENTE TAMAÑOS 














































Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 99,45 99,09 99,87 99,24 98,36 98,73 98,72 97,72 97,29 99,33 97,59 98,26 
NC=50 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,05 98,52 99,66 98,87 97 98,20 98,06 9668 95,16 98,66 97,34 97,43 
NC=25 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 97,59 96,51 99,10 97,59 92,06 96,30 94,86 94,13 90,38 97,00 96,22 94,54 
NC=15 
Train 100 100 100 100 100 100 100 100 100 100 100 100 
Test 92,89 96,03 99,28 96,50 93,20 95,32 95,32 91,20 91,89 96,67 93,50 92,61 
En el caso de NC=25 NC=15 obtenidos con la reducción, los resultados son inferiores, con una 
sensibilidad del (79,39%; 76,66%), una especificidad global del (97,39%; 97,33%), y una 
exactitud global del (93,94%; 93,31%) para ‘FV’. Para ’TV’ se muestra una sensibilidad del 
(83,69%; 83,99%) especificidad global del (98,31%; 97,52%), y una exactitud global del 
(97,23%; 96,50%) respectivamente. 
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Se muestra el tiempo de ejecución medio de todo el proceso de cálculo obtenido para cada 
ventana Vt de la señal ECG, empleando las cuatro pruebas  de NC={15, 25, 50, 100} donde  
t=(0,0493s; 0,0497s; 0,0505s; 0,0523s) respectivamente. También se observa unos tiempos t = 
0,1763s y t = 0,1682s obtenidos por RTF e IRTF no reducida respectivamente como se observa 
en la tabla 15. Se aprecia que al utilizar NC=50, se obtiene mejores resultados en tiempo y 
detección de FV. 
TABLA 15. RESULTADOS DE TIEMPO DE EJECUCIÓN MEDIO PARA  CADA VENTANA DE TIEMPO, OBTENIDOS POR EL 
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El siguiente capítulo está organizado de la siguiente manera: en la 
sección 1 y 2 se realiza una introducción sobre combinación de los 
clasificadores. Se explica brevemente el concepto de algunos de 
los métodos más utilizados. En la sección 2 se realiza un estudio 
comparativo de los diferentes tipos de estrategias de clasificación 
combinados a fin de mejorar la detección de la FV. 
Capítulo 5. Métodos de clasificación combinados 
 
Actualmente no existe un esquema general acerca de qué método de clasificación es el más 
apropiado para la detección de cualquier tipo de patología cardiaca. La combinación de 
clasificadores (multiclasificadores) [137] se ha dado a conocer como una nueva técnica para 
mejorar el desempeño de los clasificadores individuales, se basa en construir un clasificador a 
partir de un conjunto de clasificadores que puede otorgar información interesante sobre la 
representación de los datos en comparación con los resultados alcanzados utilizando 
clasificadores individuales.  
Existe mucha literatura en la que se ha usado la combinación de clasificadores dirigidos a las 
investigaciones bioinformáticas y biomédicas, análisis geofísicos y teledetección, entre otros. 
De los multiclasificadores más utilizados tenemos Random Forests, Bagging, Boosting o 
Random Subspaces. En el caso de los Random Subspaces [138] se utilizan diferentes 
subconjuntos de atributos para entrenar cada clasificador individual. En el tipo Bagging [62] la 
variedad proviene de usar distintos subconjuntos de instancias para entrenar cada clasificador 
individual. Los Random Forests [139] es una modificación sustancial de bagging que emplean 
Random Trees como clasificadores individuales. 
El tipo Boosting [140] entrena de forma iterativa los clasificadores individuales, por lo tanto, 
modifica los pesos de las instancias que va a emplear el siguiente clasificador individual. 
Existen otros métodos como Cascading [141], Stacking [142] y Grading [143]. 
La combinación de clasificadores puede ser de dos tipos: Fusión de Clasificadores y Selección 
de Clasificadores. En el primer tipo se usan todos los clasificadores en cada una de las muestras, 
mientras que en el segundo tipo se selecciona el algoritmo de clasificación según la muestra. 
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A continuación se describen las topologías de combinación. 
5.1 Las topologías de combinación 
Las topologías de combinación de clasificadores empleadas en este trabajo de investigación, se 
pueden dividir en tres categorías cascadas, paralelas y jerárquicas.  
En el método de topología en cascada, los resultados obtenidos por cada clasificador individual 
representan la entrada en el siguiente clasificador, hasta que la decisión final es alcanzada por 
el clasificador al terminar la serie como se observa en la figura 46. 
  
FIGURA 46. MÉTODO DE CLASIFICADORES COMBINADOS EN CASCADA 
El método de topología en paralelo es el más frecuente en combinación de clasificadores. Todos 
los clasificadores se ejecutan paralelamente utilizando los mismos datos de entrada, y los 
resultados alcanzados por todos los clasificadores {clasificador1(cl1), clasificador2(cl2), 
clasificador3(cl3)...clasificadorN(clN)} generan un resultado multiclasificador que llamaremos  
cl1_cl2_..._clN que se combinan con el objetivo de obtener una decisión adecuada mediante 
una regla de combinación como puede ser el método de votación [137] como se muestra en la 
figura 47. 
Esta metodología tiene un alto tiempo de ejecución ya que todos los algoritmos de 
clasificaciones se deben ejecutar para tomar la decisión final. 
El método de votación funciona de igual manera que el ser humano al votar en las elecciones 
políticas. En otras palabras dependiendo del número de votos alcanzados a favor de cada clase 
se asigna a la que obtenga mayoría y los empates se resuelven aleatoriamente. 
Datos de entrada 
Clasificador1 Clasificador2 ClasificadorN Salida 




FIGURA 47. MÉTODO MULTICLASIFICADOR DE FUSIÓN EN PARALELO. 
En la topología de jerárquica se combinan topologías en paralelo y cascada. Al juntar estas dos 
se puede obtener mejor resultado que el alcanzado al emplear los clasificadores en forma 
individual. Cada clasificador (cl1, cl2, cl3) utiliza como entrada (‘FVTV’, ‘NormalOtros’), 
(‘FV’, ‘TV’) y (‘Otros’, ‘Normal’) respectivamente. Al unir los clasificadores se genera un 
algoritmo multiclasificador que llamaremos cl1_cl2_cl3. En la figura 48 se puede apreciar la 
estructura seguida. 
 
FIGURA 48. TOPOLOGÍA DE MULTICLASIFICADOR DE JERÁRQUICA. 
5.2 Estudio comparativo de los diferentes métodos de clasificación 
combinados 
En este apartado se muestran y discuten los resultados obtenidos por combinación de Método 
de Mayoría de Votos (MMV) y Método de Jerárquica (MJ) descritos anteriormente. 
En las pruebas de clasificación a realizar, se muestran cómo se comportan la combinación de 
los algoritmos de clasificación al aplicarse sobre un mismo conjunto de datos (IRTF, IRTF no 
reducida, SC), en relación a los resultados obtenidos en el capítulo anterior utilizando 
clasificadores individuales. Se compara respecto a KNN que resultó ser el mejor por su 
discriminación entre ‘FV’ y ‘TV’. 
Datos de entrada cl1 
cl2 
clN 
Salida Regla de combinación 
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El esquema propuesto está basado en tres pruebas que se describen a continuación. 
5.2.1 Prueba usando los datos IRTF no reducida. 
Se realiza usando los datos de IRTF no reducidas, como entrada para las estrategias MMV y 
MJ con el fin de comprobar el comportamiento de las combinaciones entre los clasificadores 
ANNC, BAGG, L2_RLR, SSVM y KNN e individualmente.  
Método de mayoría de votos 
En el primer análisis, se aplica el MMV usando tres algoritmos de clasificación individuales, 
los resultados obtenidos se muestran en las tablas 16 y 17. 
Al analizar los resultados de las tablas 16, 17 y 18, se puede apreciar que al utilizar MMV, las 
combinaciones ANNC_SSVM_BAGG y ANNC_KNN_BAGG obtuvieron los mejores 
resultados, con una sensibilidad del 97,89%; 98,46% y una especificidad global del 98,96%; 
98,98% para ‘FV’. Para ‘TV’ una sensibilidad del 89,94%; 89,63% y una especificidad global 
del 99,79%; 99,86%, respectivamente.  
Además una sensibilidad del 99,32%; 99,52% y una especificidad global del 97,94%; 98,29% 
para ‘Normal’. Para ‘Otros’ se tiene una sensibilidad del 96,54%, 97,20%, una especificidad 
global del 97,73%; 99,84% y un tiempo de ejecución de t = 0,096s; 0,2961s respectivamente. 
TABLA 16. RESULTADOS DE  SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN DE 
LAS PATOLOGÍAS (‘FV’, ‘TV’) OBTENIDOS POR EL MÉTODO MULTICLASIFICADORES MMV, USANDO LOS DATOS DE 
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TABLA 17. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD GLOBAL  Y EXACTITUD GLOBAL DE LA DETECCIÓN DE LAS 
PATOLOGÍAS (‘OTROS’, ‘NORMAL’) OBTENIDOS POR EL MÉTODO MULTICLASIFICADOR MMV, USANDO LOS DATOS 















































































En los dos casos se observa que la detección de FV ha mejorado significativamente, sin 
embargo la detección de TV ha disminuido, esto es debido a la similitud entre FV y TV al 
compararla con lo que ha obtenido mediante algoritmos KNN. 
Se concluye que las combinaciones no superan los resultados obtenidos en el caso de KNN. 
Además, la combinación requirió más tiempo de cómputo que la requerida por un algoritmo 
individual KNN. 
TABLA 18. RESULTADOS DE TIEMPO DE EJECUCIÓN MEDIO PARA  CADA VENTANA DE TIEMPO, OBTENIDOS POR EL 























Método de jerárquica 
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En el segundo análisis, se aplica MJ a los tres algoritmos individuales (cl1, cl2, cl3) se obtiene 
un multiclasificador cl1_cl2_cl3 ver figura 48, los resultados obtenidos se muestran en las 
tablas 19 y 20. 
Dado que KNN fue el mejor algoritmo en la detección y discriminación entre FV y TV, se lo 
eligió en esta estrategia como cl2. Se observa que KNN obtiene una alta exactitud, sin embargo 
tiene un tiempo de ejecución más alto debido a que el algoritmo KNN requiere de muchas 
iteraciones para calcular las distancias más cercanas. En esta investigación, se quiere lograr una 
detección más rápida de las arritmias combinando otros algoritmos, por lo cual se toma los 
clasificadores {cl1, cl3} que contienen SSVM, ANNC, L2_RLR. La predicción de SSVM sólo 
necesita calcular el producto entre el vector de pesos y el vector de parámetros donde el tiempo 
de ejecución es menor. En los algoritmos ANNC se separan las clases por medio de una 
superficie que maximice el margen entre ellas, con el menor número de errores de 
entrenamiento, teniendo un costo computacional mucho menor que lo obtenido por KNN. El 
algoritmo L2_RLR tiene menor tiempo de ejecución dado que se basa en probabilidades. El 
sistema Bagging crea sus clasificadores individuales entrenando un sistema de clasificación 
sobre diferentes muestras bootstrap del conjunto de entrenamiento con lo que se tiene un tiempo 
de ejecución más alto que el resto de los clasificadores excepto KNN. 
Con el fin de verificar el comportamiento de los multiclasificadores, se han probado los 
algoritmos ANNC, BAGG, L2_RLR como cl1 para la discriminación entre las clases ‘FVTV’ 
y ‘NormalOtros’ y se usa los algoritmos ANNC y L2_RLR  como cl3 para la discriminación 
entre la clase ‘Normal’ y ‘Otros’. 
Analizando los resultados mostrando en las tablas 19, 20 y 21, se observa que los valores de la 
sensibilidad de ‘Otros’ y ‘Normal’ son superiores al 94%. 
Se puede observar que las combinaciones ANNC_KNN_ ANNC y ANNC_KNN_ L2_RLR 
dieron los mejor resultados al clasificar ‘FV’ y ‘TV’, presentando una sensibilidad del 95,13% 
94,89% y especificidad del 99,1% 99,08% para ‘FV’. También para ‘TV’ una sensibilidad del 
92,32% 92,37% y especificidad del 99,33% 99,27% respectivamente, con un tiempo de 
ejecución entre [0,0491s; 0,1016s], [0,0489s; 0,1006s] respectivamente. 
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TABLA 19. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN DE LAS 
























































































































TABLA 20. RESULTADOS DE  SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN DE 
LAS PATOLOGÍAS (‘OTROS’, ‘NORMAL’) OBTENIDOS POR EL ALGORITMO DE COMBINACION MJ , USANDO LOS DATOS 























































































































De estos resultados, se puede concluir que los algoritmos de combinación tienen un 
comportamiento similar que KNN en la detección de FV en conjuntos de datos muy grandes y 
con alta dimensionalidad, y además su tiempo de ejecución es reducido significativamente. 
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TABLA 21. RESULTADOS DE TIEMPO DE EJECUCIÓN MEDIO PARA  CADA VENTANA DE TIEMPO, OBTENIDOS POR EL 




Tiempo de ejecución (s) 



































5.2.2 Pruebas usando los datos IRTF reducida  
Lo mismo que la prueba anterior, se utiliza MJ. En este caso se aplican los datos de IRTF 
reducidas (MIP) y SC, para comprobar como las combinaciones se comportan entre ellas. 
5.2.2.1 Pruebas usando MIP 
En esta prueba los resultados se obtienen al realizar combinaciones entre los clasificadores 
individuales mediante MJ usando los datos de IRTF reducida mediante MIP. 
Analizando los resultados ofrecidos por los diferentes algoritmos de combinación propuestos 
en las tablas 22, 23 y 24, se observa que los resultados son buenos y similares en la detección 
de FV y TV. Sin embargo, son peores cuando se usa el algoritmo L2_RLR como cl3. Mientras 
cuando se usan los algoritmos ANNC y BAGG como cl3 se obtienes valores muy similares. El 
tiempo de ejecución es más rápido cuando se usa ANNC. Se puede concluir que, en cuanto al 
tiempo de ejecución, los mejores resultados se encontraron con las configuraciones de 
multiclasificador que empleaban ANNC_KNN_ANNC.  
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TABLA 22.  RESULTADOS DE  SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN DE 
LAS PATOLOGÍAS (‘FV’, ‘TV’) OBTENIDOS POR EL ALGORITMO DE COMBINACION MJ , USANDO LOS DATOS DE  









































































































TABLA 23. RESULTADOS DE   SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN DE 
LAS PATOLOGÍAS (‘OTROS’, ‘NORMAL’) OBTENIDOS POR EL ALGORITMO DE COMBINACION MJ, USANDO LOS DATOS 









































































































Es remarcable que estos resultados fuesen mejores que los obtenidos con otras aproximaciones 
computacionalmente más costosas, como KNN. 
 
 
Tesis Doctoral  Autor: A. Mjahad 
132 
 
TABLA 24. RESULTADOS DE TIEMPO DE EJECUCIÓN MEDIO PARA  CADA VENTANA DE TIEMPO, OBTENIDOS POR EL 
ALGORITMO DE COMBINACION MJ, USANDO LOS DATOS DE IRTF REDUCIDA MEDIANTE MIP. 
  
Tiempo de ejecución (s) 





















BAGG_KNN_ANNC 0,0240 0,0248 
 




5.2.2.2 Pruebas usando SC 
En esta prueba los resultados se obtienen al realizar combinaciones entre los clasificadores 
individuales mediante MJ usando los datos reducidos SC (N=50). Los resultados obtenidos 
aprecian en las tablas 25,26 y 27. 
Analizando los resultados ofrecidos por los diferentes algoritmos de combinación propuestos 
en las tablas 25, 26 y 27 se observa que la mayoría de los algoritmos combinados obtienen 
valores de sensibilidad y especificidad superior al 89%, sin embargo, cuando se usa BAGG 
combinado con KNN el tiempo de ejecución superan 4,810−3s.  Del resto de las combinaciones, 
los que presentan peores resultados son ANNC_KNN_L2_RLR   y BAGG_KNN_L2_RLR con 
una sensibilidad del 77,81%, 77,66% respectivamente para la clase ‘Otros’, y la sensibilidad 
del resto de las clases supera el 89%. 
Del mismo modo, se puede notar que siempre la separación entre ‘FV’ y ‘TV’ son valores  
superiores al 88%; esto depende por un lado  del clasificador que estamos usando como cl2 que 
es en este caso KNN,  y por otro lado depende del clasificador que es usado como calificador 
cl1 para separar las clases ‘NormalOtros’ y ‘FVTV’.  
Se observó que, al utilizar ANNC_KNN_ANNC se obtuvo mayor precisión, con una 
sensibilidad del 92,6% y especificidad del 98,68% para ‘FV’, una sensibilidad del 89,3%, una 
especificidad del 99,01% para ‘TV’ y un tiempo de ejecución entre [0,0487s; 0,0492s] 
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superando en un 4% la sensibilidad de FV que lo logrado con el algoritmo KNN individual 
usando los mismo datos.  
TABLA 25. RESULTADOS DE  SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN DE 























































































































TABLA 26. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD  GLOBAL DE LA DETECCIÓN DE 























































































































Al contrario cuando se usa otro clasificador como cl2 en lugar de usar KNN, los resultados 
obtenidos son menores que los anteriores.  
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TABLA 27. RESULTADOS DE TIEMPO DE EJECUCIÓN MEDIO PARA  CADA VENTANA DE TIEMPO, OBTENIDOS POR EL 
ALGORITMO DE COMBINACION MJ, USANDO SC. 
  
Tiempo de ejecución (s) 
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Este capítulo muestra algunas comparaciones entre los 
resultados obtenidos anteriormente mediante clasificadores 
individuales y combinados, que describen el comportamiento del 
proceso propuesto durante todo el trabajo de investigación, que 
incluye pruebas usando técnicas de RTF, IRTF, IRTF reducida y 
SC, así como comparativas con otros técnicas propuestas en la 
bibliografía. 
Capítulo 6. Comparación entre las diferentes estrategias 
 
En esta parte se presenta un estudio comparativo entre diferentes clasificadores utilizados en la 
minería de datos. Durante el proceso se ha intentado, además de alcanzar un algoritmo fiable 
con una discriminación alta de TV y FV, emplear la menor carga computacional posible, con 
el fin de obtener un sistema de diagnóstico automático en tiempo real para lo cual es necesario 
determinar el tiempo de cálculo del algoritmo de detección. 
De acuerdo a los tiempos obtenidos, resulta posible tasar el tipo de plataforma más adecuada 
para su implementación, la cual puede ser micro computadores, micro procesadores, FPGA, 
DSP, etc. 
Se han realizado múltiples pruebas con distintos métodos de clasificación y distintas formas de 
representación de los datos RTF, IRTF y SC, en los cuales los resultados obtenidos han sido 
muy diversos.  
A causa de la gran cantidad de métodos propuestos, las comparaciones de los resultados 
obtenidos es mejor separarlas por fases, como se hará a continuación. 
 Primera fase: comparación de los resultados obtenidos por medio del clasificador KNN 
empleando las estrategias: AC y MRV mediante el uso de los datos RTF (ver capítulo 
4). Además, se compara entre el uso de los datos RTF e IRTF no reducido empleando 
MRV. 
 Segunda fase: se realiza a través de la reducción de dimensionalidad de los datos IRTF 
empleando las técnicas de IRTF de tamaño reducido MIP y SC, y se los compara con 
los resultados de IRTF no reducida.   
 Tercera fase: se emplea la combinación de los métodos propuestos para determinar cuál 
es la técnica más efectiva. Se verifica su comportamiento frente a los cinco 
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clasificadores individuales que hemos usado, empleando los datos IRTF, IRTF reducida 
y SC. 
 Cuarta fase de comparación: se presentan los mejores resultados obtenidos y se los 
compara con los resultados extraídos de la literatura. 
A continuación se explica los resultados de cada fase de comparación: 
La primera fase: la tabla 28 contiene un resumen de los resultados obtenidos de sensibilidad, 
especificidad global y exactitud global de las clases ‘FV’ y ‘TV’ resultantes de las técnicas AC 
y MRV empleando el clasificador KNN. 
TABLA 28. RESULTADOS DE LA SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN 





















































































Comparando los resultados ofrecidos mediante el clasificador KNN se aprecia que existe una 
importante variación en los resultados de sensibilidad y especificidad global de 'FV' y 'TV' 
dependiendo de las estrategias empleadas. Esta fase se explica en dos instancias: 
Para la técnica AC, como muestra la tabla 28, sin usar el filtro de la línea base se observa que 
el clasificador presenta porcentajes bajos de clasificación, además, se visualiza cierta 
variabilidad en cuanto a estos porcentajes para los valores de la sensibilidad, especificidad 
global de ‘FV’ y ‘TV’, con valores de una sensibilidad del 74,40%; 70,92% y una especificidad 
del 94,84%; 98% respectivamente. 
Al utilizar el filtro de la línea base de IIR, se observa que los resultados tanto de la sensibilidad 
como la especificidad global y exactitud global, son superiores a los obtenidos de la 
clasificación sin utilizar el filtro de la línea base, sin embargo el valor de sensibilidad para TV 
es del 75,71%. 
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Se concluye que la discriminación entre las clases no es efectiva, lo que muestra una 
inestabilidad en el método de clasificación causada principalmente por la gran similitud entre 
las señales ‘TV’ y ‘FV’, siendo muy complicado realizar una mejor discriminación de las clases 
y mejorar el desempeño de los algoritmos. Por consiguiente, no permite alcanzar los resultados 
esperados utilizando la estrategia de AC. Debido que las ventanas Vt obtenidas mediante AC 
no tienen patrones parecidos. 
En la tabla 28, se muestra que los resultados obtenidos a través de la estrategia MRV son 
superiores en porcentajes de sensibilidad y especificidad global, con respecto a los obtenidos 
por los clasificadores usándose AC. Se ha podido concluir que la estrategia de MRV utilizada 
ha sido un factor determinante para obtener resultados satisfactorios, lo que indica que esta 
metodología combinada con RTF mejora los resultados de la clasificación pudiendo resultar 
más efectiva en la detección de patologías. Además los valores obtenidos mediante MRV 
usando los datos RTF e IRTF son muy similares, debidos a que IRTF guarda la misma 
información que RTF transformando cada valor de energía a un pixel de intensidad entre 0 y 
255. 
La segunda fase, se realizó la comparación entre las técnicas de la reducción del tamaño de los 
datos IRTF MIP y SC (NC=50) empleando el clasificador KNN como se observa en la tabla 
29.  
En primer lugar se comparan los valores de sensibilidad y especificidad de los resultados 
logrados para la técnica reduciendo el tamaño de los datos IRTF mediante MIP. Los resultados 
obtenidos de la sensibilidad de FV y TV son ligeramente inferiores en aproximadamente un 4% 
en comparación con los obtenidos mediante IRTF no reducida. 
En segundo lugar, al aplicar la técnica de reducción de datos por medio de SC de tamaños 
NC=50. Se observa que la discriminación entre FV y TV, alcanza una sensibilidad del 88,58%, 
una especificidad global del 98,74% y una exactitud global del 96,82% para FV y un 
sensibilidad del 90,09%, una especificidad global del 99,06% y exactitud global del 98,41% 
para TV, con un tiempo de ejecución de t= 0,0505s. Se debe tener en cuenta que al emplear SC, 
únicamente se seleccionan aquellas características que pueden hacer un aporte importante para 
mejorar la tasa de rendimiento de clasificación, descartando aquellas características que no 
tienen buena capacidad discriminante, lo cual no es frecuente debido al ruido existente  y al 
tamaño de los datos seleccionados pudiendo perder más información. Como se ha comentado 
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anteriormente, al aumentar el tamaño de SC se mejora el comportamiento pero se aumenta el 
tiempo de ejecución. 
TABLA 29. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN DE LAS 
PATOLOGÍAS(‘FV’, ‘TV’) Y EL TIEMPO DE EJECUCIÓN MEDIO PARA  CADA VENTANA DE TIEMPO EMPLEANDO LOS 











































































También se observa que no existen diferencias estadísticamente significativas entre los 
resultados obtenidos por los dos métodos de reducción de dimensionalidad. Sin embargo el 
tiempo de ejecución es mayor en el caso de SC en comparación con MIP debido a que el tamaño 
de los datos usando MIP es 3x5 (15) mientras que el de SC es de 50 características.  
De manera general, se concluye que los resultados conseguidos a través de las dos técnicas de 
dimensionalidad reducida (IRTF reducida y SC) son ligeramente menores a los resultados que 
se obtienen mediante el uso de la RTF e IRTF no reducida. Esto es debido a que en las técnicas 
de dimensionalidad reducida no se aplican todos los datos de entrada que se aplican en las 
técnicas no reducidas. Esto se traduce en una pérdida de información. Por otro lado, el conjunto 
de datos de IRTF no reducida es más grande y contiene más información asociada, pero el 
proceso computacional se hace más lento y exigente, la reducción en el volumen de datos que 
se utiliza en las técnicas con dimensionalidad reducida permite disminuir el tiempo de ejecución 
hasta diez veces con respecto las técnicas no reducidas. Esto se traduce en un menor coste 
computacional, y aumenta de la velocidad de procesamiento. 
Se puede concluir que pese a que las dos técnicas de dimensionalidad reducidas muestran 
similares resultados de sensibilidad y especificidad, la técnica de IRTF reducida MIP es la 
mejor opción debido a que su tiempo de ejecución es más rápido que el observado en SC. 
En la tercera fase de comparación, se realizó una comparación entre los resultados obtenidos 
mediante el método de combinación de MJ usando los datos IRTF, IRTF reducida y SC. 
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TABLA 30. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN DE LAS 
PATOLOGÍAS (‘FV’, ‘TV’) Y TIEMPO DE EJECUCIÓN MEDIO PARA  CADA VENTANA DE TIEMPO MEDIANTE LA 
COMBINACIÓN DE LOS ALGORITMOS MJ EMPLEANDO LOS DATOS OBTENIDOS MEDIANTE IRTF, IRTF REDUCIDA 












































































TABLA 31. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN DE LAS 
PATOLOGÍAS (‘OTROS’, ‘NORMAL’) MEDIANTE LA COMBINACIÓN DE LOS ALGORITMOS MJ EMPLEANDO LOS DATOS 





































































En las tablas 30, 31 y 32 se aprecia que, para el conjunto IRTF no reducido, cuando se usa el 
método MC se obtiene una sensibilidad del 95,13%, especificidad del 99,1% para FV, una 
sensibilidad del 92,32%, especificidad del 99,33% para TV y tiempo de ejecución entre 
[0,0491s;  0,1016s] , y en el caso usando los datos IRTF reducida  utilizando  MIP y SC se 
obtiene una sensibilidad del 92,14%; 92,6%, especificidad del 98,07%; 98,68% para FV, una 
sensibilidad 89,02%; 89,3%, especificidad 80,78%; 99,01% para TV y tiempo de ejecución 
entre [0,0239; 0,0241s], [0,0487s; 0,0492s] respectivamente. 
Al emplear MJ usando los datos ITRF no reducida, ITRF reducida MIP y SC se obtienen unos 
valores altos de sensibilidad y especificidad, y además un tiempo de ejecución reducido al 
compararlos con los obtenidos por el clasificador KNN individual. 
Con todos los resultados obtenidos se puede recomendar el uso las combinaciones de los 
algoritmos como mejor método de clasificación. Además, los resultados obtenidos mediante el 
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método multiclasificador (ANNC_KNN_ANNC) usando MJ son mejores en la detección 
comparados con los obtenidos mediante los algoritmos utilizados  individualmente y otros 
multiclasificadores aplicando los datos de IRTF reducidas, debido que el clasificador ANNC 
se usa en MJ como clasificadores (cl1, cl3) y KNN se usa como cl2 (ver la figura 48); por un 
lado el clasificador ANNC tiene un buen comportamiento en la discriminación entre  las clases 
‘Normal’ y ‘Otros’, también entre las clases ‘NormalOtros’ y ‘FVTV’, con un tiempo de 
ejecución rápido en comparación con el algoritmo KNN. Además KNN tiene un buen 
comportamiento en la separación entre ‘FV’ y ‘TV’. 
TABLA 32. RESULTADOS DE TIEMPO DE EJECUCIÓN MEDIO PARA  CADA VENTANA DE TIEMPOMEDIANTE LA 
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Comparación con otros métodos 
En las Tablas 33 y 34 se presenta una comparación del algoritmo propuesto en cuanto a 
sensibilidad, especificidad global, y exactitud global con diferentes métodos. Estos métodos 
son frecuentemente citados en la literatura, para comprobar en qué medida los datos obtenidos 
apoyan nuestra hipótesis. En estas tablas aparecen los resultados del clasificador KNN 
individual y los del método multiclasificador ANNC_KNN_ANNC obtenidos mediante los 
datos de IRTF no reducidas, IRTF reducida MIP y SC. 
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TABLA 33. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD GLOBAL Y EXACTITUD GLOBAL DE LA DETECCIÓN DE LAS 
PATOLOGÍAS (‘FV’, ‘TV’) OBTENIDOS PARA LA CLASIFICACIÓN DE LAS ARRITMIAS CARDIACAS POR EL MÉTODO 
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Este trabajo, ANN_KNN_ANNC, 
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TABLA 34. RESULTADOS DE SENSIBILIDAD, ESPECIFICIDAD Y EXACTITUD DE LA DETECCIÓN DE LAS PATOLOGÍAS 
(‘OTROS’, ‘NORMAL’) OBTENIDOS PARA LA CLASIFICACIÓN DE LAS ARRITMIAS CARDIACAS POR EL MÉTODO 
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En [151] Xie et al utilizan la entropía aproximada para distinguir entre ‘FV’ y ‘TV’ con buenas 
tasas de rendimiento de FV (Sens = 91,84%; Esp = 90,2%; Exa = 91 %) empleando la misma 
base de datos de señal. Además, también proponen una versión modificada utilizando entropía 
difusa aproximada basada en la similitud que a su vez ha conseguido un alto rendimiento de 
‘FV’ (Sens = 97,98%; Esp = 97,03%; Exa =97,5 %).  
Aunque se obtuvieron los valores más altos, para hacer una comparación equitativa entre ambos 
análisis, se tiene que tener en cuenta que el análisis realizado utiliza una representación con 
episodios limpios de ‘VT’ y ‘VF’ como datos de entrada, mientras que en nuestro trabajo se 
usa una clasificación de multiclases: cuatro clases (‘FV’, ‘TV’, ‘Otros’, ‘Normal’).  
Lo mismo ocurre para otros estudios que distinguen entre ritmos ‘FV’ y ‘TV’. Por lo tanto, más 
tarde Kaur y Singh [152] utilizan entropía aproximada pero con descomposición empírica de 
modo (EMD) y un conjunto de datos de Xie más reducido, que tiene buenos valores de 
rendimiento de ‘FV’ (Sens = 90,47%; Esp = 91,66%; Exa =91,2 %). 
Más tarde, Xia et Alabama [148] usan un número representativo de episodios limpios de cada 
patología, y ellos también tuvieron un alto rendimiento de ‘FV’ (Sens = 98,15%; Esp = 96,01%; 
Exa = 97,1 %). 
Lo mismo ocurrió a Li et al [147] utilizando SVM, que también obtuvieron buenos valores de 
rendimiento de ‘FV’ (Sens = 96,2%; Esp = 96,2%; y Exa = 96,3 %) para una ventana de 2s. 
Otros trabajos ofrecen buenas tasas de rendimiento que distinguen entre FV y TV [153]. 
Siguiendo esta línea, nos encontramos con otros trabajos comparables al nuestro con el objetivo 
de distinguir también entre el ritmo sinusal normal (Normal), aparte de la ‘TV’ o la ‘FV’. Dentro 
de estos trabajos, Tan et al.[149] obtuvieron buenos resultados de exactitud (Exa (‘FV’) = 
90,9%; Exa (‘TV’) = 84, 0%; Exa (‘Normal’) = 100 %) usando un clasificador tipo-2 basado 
en la lógica difusa para una clasificación de tres clases (‘FV’, ‘TV’ y ‘Normal’).  También 
describieron los resultados de la utilización de una red neuronal SOM, obtenida pero con malos 
valores de exactitud de ‘TV’. Más tarde, Phong et Alabama [150] siguieron la misma línea de 
la aplicación de otra multi-clase utilizando el clasificador (sistema difuso tipo-2 TSK), con 
mejores valores de exactitud (ExaFV =93,3%; ExaTV = 92,0%; ExaN = 100 %). 
En este trabajo de investigación se ha comprobado que en todas las estrategias usadas se refleja 
un comportamiento muy similar. De este modo, los resultados producidos son comparables con 
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los que han sido obtenidos por otros investigadores que han trabajado en el mismo campo. En 
cambio, Hay que resaltar que la mayoría de trabajos en la bibliografía solo utilizan entre dos o 
tres clases en la detección de ‘FV’, mientras en nuestro trabajo se utilizan cuatro clases lo que 
dificulta el proceso de clasificación. No existen reportes sobre el tiempo de ejecución de los 
clasificadores empleados por otros autores; en este caso, la IRTF de tamaño reducido usando 
MIP y SC usando el método de multiclasificador proporciona unos resultados de clasificación 


























Tesis Doctoral  Autor: A. Mjahad 
145 
 
En este capítulo se describen brevemente las conclusiones a las 
que se ha llegado en esta investigación y mostramos las futuras 
direcciones. 
Capítulo 7. Conclusiones 
 
 
Como se ha mencionado anteriormente, una de las principales causas de muerte súbita está 
provocada por la arritmia de FV. Muchas de las víctimas de paro cardíaco súbito pueden 
sobrevivir si los testigos actúan de forma inmediata después de la aparición de los primeros 
síntomas. 
La evidencia científica indica que la aplicación temprana de desfibrilación mediante un choque 
eléctrico de alta energía sobre el pecho del paciente para facilitar el reinicio de la actividad 
eléctrica cardíaca normal es determinante para la recuperación de la víctima, siendo este el 
único tratamiento definitivo posible para la FV. 
El diagnóstico erróneo de la TV como FV en un paciente puede ocasionarle graves lesiones ya 
que la aplicación de una terapia contra la FV (desfibrilación) a un paciente que sufre TV puede 
causarle una fibrilación ventricular. 
La detección rápida y correcta de la FV y la TV es de fundamental importancia tanto para la 
utilización de un desfibrilador externo automático como para la monitorización del paciente, 
además de obtener un algoritmo fiable, se ha intentado realizar esta tarea de detección 
empleando la menor carga computacional posible. 
En la metodología se emplea el ECG para monitorizar las señales biomédica que tienen 
diferentes características morfológicas y espectrales. Además, pueden tener ruidos causados 
por las patologías que se analizan, y la presencia de ruido provocado por varios factores 
externos al corazón tales como los movimientos del paciente, la línea base, la respiración, 
interferencias, etc. En primer lugar, se inició con la descripción del sistema cardiovascular y 
una introducción de la anatomía del corazón humano, así como de su sistema de conducción 
eléctrica. También las características de la señal del ECG normal, las formas de sus ondas, sus 
intervalos, y las bases teóricas del sistema de derivaciones. Luego, una vez conocido el 
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problema y las herramientas a emplear, se procede al análisis de las señales mediante la 
extracción de la información en la RTF y la IRTF.  
Inicialmente se describen las bases de datos de señales electrocardiográficas utilizadas,   
agrupando las señales en cuatro clases: Ritmo sinusal normal (‘Normal’), Taquicardia 
Ventricular (‘TV’), Fibrilación Ventricular (‘FV’) incluido el Flutter Ventricular y ‘Otros’. 
Luego, se presenta una revisión bibliográfica de los métodos y técnicas de detección FV que 
existen en la actualidad, así como sus aplicaciones a las señales ECG para su pre-procesamiento. 
Seguido de la descripción de las técnicas de filtrado, la reducción de las perturbaciones de la 
línea base y el algoritmo desarrollado para la detección de las marcas de referencia 
correspondientes a las ventanas de tiempo, a partir de las que se calcula la RTF. 
También se describen las limitaciones en el análisis de señales no estacionarias, y las 
expresiones matemáticas correspondientes a las principales distribuciones de tiempo-
frecuencia. 
Se realiza una introducción, descripción y fundamentos matemáticos de las distribuciones 
tiempo-frecuencia lineales y cuadráticas.  
Se propone el análisis de la señal ECG para la detección en tiempo real de la aparición de la 
fibrilación ventricular mediante un método tiempo-frecuencia. Se llevó a cabo una reducción 
de la interferencia de la red y otros ruidos, que corresponden a ruidos de alta frecuencia en estas 
señales. 
Una vez realizado los pasos anteriores, se convierte la matriz de datos de cada RTF a una 
imagen IRTF correspondientes a las diferentes patologías cardiacas de la señal ECG procesada, 
que permitan obtener una representación apropiada capaz de proporcionar información útil 
acerca del problema a resolver, y su posible aplicación práctica hacia el diagnóstico en tiempo 
real.   
Posteriormente se han analizado las posibilidades existentes de reducción de dimensionalidad 
ante su implementación real como sistema de monitorización eliminando los parámetros 
incapaces de realizar una separación entre clases, obteniendo así un conjunto reducido de 
características. 
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Además se realizó una descripción bibliográfica de los principales modelos de aprendizaje 
empleados en este trabajo de investigación. 
Se realizó un análisis de las principales metodologías, como un estudio comparativo entre el 
desempeño individual de los algoritmos KNN, ANNC, L2_RLR, SSVM y BAGG, y se empleó 
la combinación de los mismos. 
Por último se ha realizado una comparación entre los resultados obtenidos en esta investigación 
y trabajos similares conocidos en la literatura. 
Todos estos algoritmos de clasificadores, individuales y combinados, fueron entrenados con el 
método de validación cruzada y evaluados basándose en la sensibilidad, especificidad, exactitud 
y tiempos de ejecución. 
Lo novedoso ha sido, por un lado usar la estrategia de MRV para ventanas de análisis Vt, y por 
otro lado, las matrices RTF, IRTF usadas como entrada al algoritmo de clasificación sin 
necesidad de obtener parámetros para el clasificador, lo que nos permite descartar la etapa típica 
de extracción de características evitando la pérdida de información relevante para discriminar 
entre las diferentes clases, pudiendo ofrecer mejores resultados en la detección de las arritmias 
ventriculares. 
La clasificación realizada en la discriminación de FV y TV nos mostró cómo se comportan los 
distintos algoritmos de clasificación tanto individuales como combinados al aplicarse sobre un 
mismo conjunto de datos.  
Usando la estrategia IRTF no reducida, tenemos que el clasificador KNN alcanza resultados 
buenos en la fase de entrenamiento como en la de prueba logrando una sensibilidad del 94,97 
%, especificidad del 99, 27 % para FV, y una sensibilidad del 93,47 y especificidad del 99,39 
% para TV. Además, tenemos el clasificador ANNC que ha logrado una sensibilidad del 
95,56% y especificidad del 98,80 % para FV, una sensibilidad del 88,80%y especificidad del 
99,52% para TV que lo ubica en segundo lugar. 
 No obstante, al realizar las combinaciones entre ellos, notamos que el tiempo de ejecución 
mejora. 
Usando la estrategia IRTF reducida, el tiempo de ejecución disminuye, y al utilizarlos 
combinados disminuye aún más, dando resultados buenos en diagnóstico. 
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Tomando en consideración lo realizado, tenemos que el uso de combinaciones y reducciones 
son la mejor manera de integrar la información de diversas fuentes, ya que proporcionan 
estimaciones más fuertes y eficientes que cuando se emplea un único clasificador.  
Después de un largo análisis es posible concluir que la metodología propuesta brinda 
información útil para la detección de FV en tiempo real con un bajo tiempo de cómputo, 
discriminándola satisfactoriamente del resto de patologías cardíacas, mejorando 
significativamente las posibilidades de diagnóstico correcto del paciente al presentar un 
episodio con alguna de estas arritmias. 
Como trabajo futuro, se puede plantear la aplicación de otras técnicas de reducción de 
dimensionalidad y comparar los resultados con los obtenidos en este trabajo. Además, probar 
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