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1. INTRODUCTION 
We investigate the problem of expressing the solution of the Dirichlet 
problem in the unit disk as a certain weighted linear combination of its 
boundary values at p points which are symmetrically arrayed on the 
boundary of the disk. More precisely, let u be harmonic in the open unit disk 
U and continuous on the boundary. Then, for z E U, 
by Poisson’s formula, where [= eie. In this weighted mean, the contribution 
to the value of u at z from u at [ on the boundary is clearly u(C) times the 
weighting factor ( 1 - 1 z/‘)/i z - [I’. Th ese weight factors are determined by 
the geometry of the setting and the harmonicity of U. 
We now ask. for a fixed a E U, is it possible to express u(a) as a finite- 
weighted mean 
u(a) = i CT 1 - 1 al’ 7 u(Ci)* 
P jT( la-iii 
iu 
where C, , Cz .. . . . &, are p unspecified but symmetrically arrayed points on the 
boundary of U? 
In what follows, we demonstrate how this can be done for any positive 
integer p, and that, in general, it can be done in two or more different ways. 
The positioning of the p points on the boundary of U will all be located in 
terms of a fixed specified angle, which we refer to as a harmonic- 
interpolation angle (HIA). An elegant result of Walsh 16 1 yields necessary 
and sufficient conditions for u in order that for fixed p, all angles should be 
harmonic-interpolation angles for interpolation at the origin. 
The analysis carried out on Iz/ = 1 must then apply on each disk 
U,: /z/ < R. 0 < R < 1. Each boundary lz/ = R will have p symmetrically 
arrayed points (depending on a) for which the weighted-mean analogue of 
648 
0022~2~7X~'82;04064811$07.00~0 
Copyright c 1982 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
FINITE-HARMONIC INTERPOLATION 649 
(1) will equal u(a). In what follows, we show that under suitable conditions 
on u 1 (1 z) = 1 }, the points actually form curves (harmonic-interpolation 
curves) emanating from points on the boundary Iz/ = 1 and passing into U. 
The bifurcations of these curves are investigated for harmonic interpolation 
with respect to a = 0. 
2. FINITE-HARMONIC INTERPOLATION 
In U: / zI ( 1, consider a point z = re”, and a harmonic function 
u E H(U) f7 C(@. Let p be a positive integer, and denote the Poisson kernel 
byP,(I)=(l-r’)/(l-22rcosf+r’).Then 
u(re’“) = -&-j’*” P,(# - 19) u(eie) de. 
0 
The focal point of the present study is the following discrete version of the 
Poisson formula. 
THEOREM 1. Let u, z, and p be given as above. Then there exists an 
angle Bz, with 0 < t9, ( 27t/p, and such that u(z) is given by the weighted- 
mean formula 
Proof: From the Poisson formula we obtain 
0 = 11‘ [P,($ - I!?) u(e’“) - u(re’O)] dtl 
= ~~n’p [ zl P, (4 - (e + F) ) u(ei(e+(Zmx’P))) - pu(re”)] de. (3) 
Since the integrand in (3) is a continuous function of 0, there exists at least 
one value of 0, which we denote by BL, such that 0 < BZ < 2x/p, and at 
which the integrand is zero, i.e., at which (2) is valid. 
An angle 8;, with 0 < 8, < 2n/p, for which (2) is valid, will be referred to 
as a harmonic-interpolation angle (HIA) for the function u at the point z. 
Clearly, the p points [, = ei(‘~+(2mnip)‘, m = 0, l,..., p - 1, are equally space 
at increments of 27r/p around 1 z I = 1, and 8, is an HIA. 
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For a given u E H(U) f” C(o), z E U. and positive integer p, the number 
of distinct HIAs 8,, with 0 < 19, < 271/p. will be denoted by r/,(r). This 
number is easily seen to be invariant when u is multiplied by a nonzero 
constant. 
THEOREM 2. Let u E H(U) n C(u). z E U. and p be a positive integer. 
Then q,,(z) > 2 and q,(z) = 2 for some particular u. z, and p. 
Proof: According to Theorem I, there is at least one HIA. say 8,. for u 
at z. Imitating the proof of Theorem 1. we may write 
0 = l(n [ P,(@ - 0) u(e”) - u(reiO) 1 d0 
Cl 
Again, as the integrand is a continuous function of 8, there exists at least one 
value of 8, denoted by t9;, with 13, < 0; < 8, + (274~). at which (2) is valid. 
Clearly 0; is a second HIA for u at z and II,(Z) > 2. 
That r],(z) = 2 for some choice of U. Z. and p. is a consequence of 
Example 3 which follows later. 
In the event u = constant. all angles 0 such that 0 ,< t9 < 2n/p are easily 
seen to be HIAs for u at z = 0: however. that is not the case when z # 0. 
EXAMPLE 1. Let u = c (constant) # 0. z = rei7 ‘. and p = 2: We claim 
that 0 = n/2 is not an HIA for II at z. In fact. the weighted-mean side of (1) 
is 
C 
L 
1 -ry? 1 -p 
T (l-r)> +(l = I 
c(l fr’) 
I-).? fC 
forO<r< 1. 
By requiring u to be harmonic on 0, we obtain the following restriction on 
V,(Z). 
THEOREM 3. Let u E H(o). i.e., u is harmonic on a disk containing U. 
For z E U and any positive integer p. q,(z) is either finite. or ever>- angle 8, 
0 < 8 < 2~t/p, is an HIA for u at z. 
Proof. The proof will follow from the identity theorem for real analytic 
functions. 
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First. we write the Poisson kernel term as 
P, (P- (e+$y)= 1 - r? 
1 - 2r cos ($4 - (0 + (2m?rlp)) + Y? 
1 -y* 
=1 ( 
l- +/OS (o-(e+y)) j’. 
Now the power series expansion C,“=O X” converges uniformly to (1 - X) - ’ 
for 1x1 < R < 1. Also, cos($ - (0 + (2mrc/p))) is real analytic as a function of 
0 for --03 < 0 < co, and 
l&cos (o- (e+Jy ) /+-p 1. 
Hence, by taking partial sums of the power series expansion of (1 -x) ‘, 
where x = (2r/( 1 + T*)) cos(# - (0 + (24p)), we see that P,(# - (0 + 
(2mn/p))) can be written as the limit of a uniformly convergent sequence of 
real analytic functions in B for -co < 8 < co, and is, therefore, real analytic 
on (-co, co). 
Secondly, we note that since u is harmonic in 0, u(e”) is real analytic as 
a function of 6’ for 0 < 6’< 27t, and in fact, by periodicity. for -co < 8 < co. 
To see this, set x = cos 0 and y = sin 0 in the power series expansion in x 
and J’ which u has about the origin. This power series converges uniformly in 
x and y, and the analyticity in the variable 0 will again follow by taking 
partial sums of the uniformly convergent power series. 
We conclude that 
is real analytic on (-co, co). By the identity theorem, if it vanishes on a 
sequence (8,,}~=, contained in [0, 27t/p), then it vanishes identically. 
By way of contrast to Theorem 3, is the following: 
EXAMPLE 2. We construct a harmonic function, the set of whose HIAs 
at z = 0 is countably infinite. 
For convenience, let p = 2. Define the function 
j+q q-(e) = 8 sin e-1, o<e<7~/3 
= 0, 8 = 0, 
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and for 7~13 < 8 < z we require f to be continuous with a finite number of 
oscillations such that J;f(B) d0 = 0. Finally, let f(0 + n) =f(0). 0 < H < Z. 
Thus, f is defined continuously on IzI = 1. and the solution to the Dirichlet 
problem, u, in U, satisfies ~(0.0) = (1/27c) jiTf(e’“) d6’= 0. Hence Q,, .
0 < 8, < TC, is an HIA at z = 0 if and only if f(6),,) +f(0,, + n) = 0. We 
conclude that the HIAs for u at z = 0 are precisely the zeros off and hence a 
countably infinite set. 
It is clear that the above result can be obtained for any positive integer p. 
by a suitable modification ofj 
3. HARMONIC-INTERPOLATION CURVES 
For each fixed p and u E H(U) n C(U), the p points [, = Re”H*+“mr /I” 
on each circle (z( = R (0 < R < 1) are called harmonic-interpolation points 
(HIPS) for u(a), when 8, is an HIA for u at a E U,. 
In terms of the HIPS (~,}~:‘0, u(a) for a E U, is thus given by 
u(L). 
We fix a positive integer p, and a E U,, and set 
F(R, 8) = -!- i” R'-Ia/' p ,n=o Ia _Reile+ommP))/? u(Re ilo+cmT.m_ u(u), (4) 
Then the HIPS are the zeros of F on JzI = R. Note that when we have 
harmonic interpolation with respect to a = 0. then 
F(R, 0) = $ ‘$’ U(Rei(e+(?mn;P))) _ u(o) 
m-0 
is a harmonic function in U,, 0 < R < 1. In general however, F(R, 8) as 
defined by (4) is Cm in both variables in I a 1 < R < 1. 
For fixed p. and a E Or,, any continuous curve in CT consisting entirely of 
HIPS will be referred to as a harmonic-interpolation curve (HIC). Such 
curves are the level curves F(R, 8) = 0. Our first aim is to investigate under 
what conditions an HIP on Iz( = 1 generates an HIC into the disk U. 
In what follows we fix a point a = reiO contained in U and consider 
harmonic interpolation with respect to this point in the annulus r < I z I < 1, 
for uEH(U)nC(n, and setf=uI (lzI= 11. 
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THEOREM 4. Let <=eieo be a harmonic-interpolation point on the 
boundary of the unit disk, and suppose that f ‘I E A,, 0 < a < 1 (cf. 
Zygmund [ 71). Then, $ FB( 1, 0,) # 0, there exists a harmonic-interpolation 
curve yr in the interior of the unit disk which emanates from [. 
Proof: The proof will follow from an application of the implicit function 
theorem (cf. [4]), to the function F(R, 0) on a region .i : R, < R < 1, 
8,) - 6 < 0 < 0, + 6. First, we check that the hypotheses of the theorem are 
satisfied in this region, noting that limits with respect to R are taken on the 
left at R = 1. Clearly. F,(R, 0) is continuous on i . We now verify the 
continuity on the left of F,(R, 0) at R = 1. Since f”(0) is continuous, the 
standard method of separation of variables yields that 
u(R. e) = +a, + \“- Rn(an cos n0 + b, sin no), - 
II 7 I 
where the a, and b,, are the Fourier coefficients off: Then 
41, ww 0) = Ti (1 -R”) (a cosne+ b sin ne) 
1-R ,, (1-R) ’ ’ ’ 
and 
,im U( I, e) - u(R, e) : 
RTI (I-R) =n&, 
n(a,, cos nB + b, sin ~8). 
This latter series converges uniformly in B because the hypothesis on f" 
ensures that the Fourier coefficients satisfy the conditions 
a, = 0( l/n”+ ‘), b, = O(l/nn”) 
(see [7, p. 461). It now follows that uR(R, 0) is continuous on .;C, since it is 
obviously continuous for R < 1. Since F( 1,0,) = 0 and F,( 1, 0,) # 0, there 
exists by the implicit function theorem, a function 19 = g(R) defined for 
R, < R < 1 and such that F(R, g(R)) = 0, and g( 1) = 8,. Since g also has a 
continuous derivative it certainly defines an arc in the interior of the unit 
disk, and each point on the arc is a harmonic-interpolation point. 
COROLLARY. Suppose that [ = Reie, R < 1, is a harmonic-interpolation 
point, and I;,(R, 0) # 0. Then there exists a harmonic-interpolation curve yr 
which is not tangentiaI to the circle 1.~1 = R at C, 
We are using the term “tangential” in the sense that a curve ys is 
tangential to the circle \zI = R at 6 if [ is an interior point of ys and yr does 
not intersect IzI < R. 
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4. HARMONIC INTERPOLATION AT THE ORIGIN 
In this section we restrict considerations to harmonic interpolation with 
respect to a = 0. Suppose that p is fixed and o = e’li,p. Let u E H(U) n C( ci) 
have harmonic conjugate L’ and set 
Then if we define 
h(z) = g(z) + g(ozj + g(dz) + .‘. + g(d- ‘z) - pg(O), (5) 
it is clear that z is an HIP of u at a = 0 if and only if Re /Z(Z) = 0. The 
following lemma simplifies h(z). It seems that it first appeared in 161 and for 
completeness the proof is briefly reproduced here. 
LEMMA. 
h(z) =p 
I 
P’(O) zp I PP’(O~ z*p + ,.. + 
~ 
P! (2PV 
d’np’(o) Zmp + , . , 
(mp)! I 
. 
ProoJ First we note that if m is a multiple of p, 
1 + (Jjm + Q2”I + . . . + Q)‘p-“m = p. 
Otherwise, this expression can be written as (1 - wp”‘)/( 1 - UJ”‘) which is 
zero. The Taylor expansion 
g(zj=g(oj+*z+ . . . +c$, “1 + . . . 
is valid in U and can be applied to each term in (5). The coefficient of z” 
contains 1 + Ojrn + ~0”~ + ... + ~0’~~“~ and the result follows by evaluating 
this expression. 
The next theorem is immediate from the lemma. 
THEOREM 5. All points in r/ are HIPS of u at a = 0 if and only if 
g’!@(O) = Ofir k = 1 2 3 , , . . . . . 
We note that a similar result holds for the conjugate u in (1. Also L’ will be 
continuous on i? if. for example, u(e’“) is a differentiable function of 19 (cf. 
131). 
EXAMPLE 3. Let p=4 and u= Rez”, tz > 0. If n & 0 mod 4. then all 
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points are HIPS. If n = 4m, then it can be shown directly that in the first 
quadrant the HICs are 
0 = @m, 3n//8m ,..., (4m - 1)7c/8m. 
The points at which an HIC bifurcates now become of interest. The 
corollary to Theorem 4, derived using the implicit function theorem, states 
that a necessary condition for a bifurcation at [ is that Fe([) = 0. 
Theorem 6 and the example which follows will show that the behaviour of 
HICs for u at such an HIP [ is related to the behaviour of the conjugate L’ at 
<. In what follows, let F be defined as in (4). 
THEOREM 6. Suppose F f 0 and i = Re” is aiz HIP of K ~‘ifh Fe(<) = 0. 
Let G be a harmonic conjugate of F in U. Then either 
(i) G,(c) # 0, and there is a unique HIC ys containing [ in its interior 
tvhich may be tangent to the circle 1 z 1 = R at i, 
(ii) Go([) = 0, and for some n > 2 there is a bifurcation into 2n HICs 
emanating from <. 
Proof. If G@(c) # 0, then H’(c) f 0, where H= F + iG. Hence, there is a 
unique HIC. I’(. independent of the choice of G, which contains i in its 
interior, and yr need not pass into 1 z 1 < R. 
On the other hand, if Fe([) = 0 and Go([) = 0. then H’(c) = 0 and there 
exists a smallest positive integer n > 2 such that H’“‘(c) f 0. As is well 
known, there is a sufficiently small disk D centred about [ and a 
corresponding disk A centred about H(c) such that every point w # H(.i) in A 
has exactly 17 distinct pre-images in D (cf. e.g., Ahlfors [ 1 I). As H(c) = iG(c) 
lies on the imaginary axis, the set I-= A n {imaginary axis} has H-‘(T). 
consisting of 2n HICs emanating from <. 
This latter event we call bifurcation of order n at [. Clearly. it occurs 
when H’(c) = 0 and n > 2 is the smallest positive integer for which 
H”“(c) # 0. Only finitely many points at which bifurcation occurs lie in any 
disk Cl,. 0 < R < 1. 
THEOREM 7. If F & 0, then in U 
(i) there is no isolated HIP, 
(ii) no HIC can terminate, 
(iii) there are no closed HICs, and 
(iv) ifs is the smallest integer such that H’““(O) = g’pS’(0) # 0, then 
there is a small disk centred at the origin cclhich contains 2s HICs emanating 
from the origin in the sector 0 < 0 < 2x/p. 
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Proof: (i), (ii). and (iv) are immediate consequences of Theorem 6. If any 
HIC in U forms a closed path. then, since F = 0 on the path, it follows that 
F = 0 in the interior and hence F = 0 in U. This proves (iii). 
The function f of Example 2 may be easily modified to ensure that the 
differentiability condition of Theorem 4 is satisfied, and consequently there is 
an HIC in U emanating from each of a countably infinite set of HIPS on the 
boundary of the disk. On the other hand. it follows from Theorem 3 that on 
any circle Iz/ = R < 1 there are only finitely many HIPS. Furthermore, the 
number of bifurcations in the interior of such a circle is finite. This situation 
can be resolved by the appearance of an infinite number of bifurcation points 
which accumulate at the boundary of the unit disk. In this way it is possible 
to obtain a ramified structure similar to that associated with a generalized 
catastrophe as shown in 15. p. 1071. A worthwhile open question would be to 
demonstrate whether or not this ramified structure does. in fact. occur for 
some boundary functionf: The following example shows that the set of HIPS 
is not connected in general. It also shows that in contrast to Theorem 4 an 
HIP can be isolated from the interior of the disk. Finally we note that 121 
gives various restrictions on the shape of level curves of harmonic functions. 
EXAMPLE 4. Let p = 4 and 
u = Re(z8 -z”), c = Im(zX -z’). 
Then H(z) = (z8 - zJ), and if z = Re’“. 
ReH=F(R,tY)=(R’cos88-R’cos48) 
= R’(2RJ cos’ 48 - cos 48 - R’). 
For 0 < R < 1 there are just two HICs for u in the first quadrant, both of 
which are derived from the equation 
COS 48 = ( 1 - d%iii?)/w 
A new HIP for u is born at z = 1, where H’(I) # 0. This gives an HIC. 
COS 48 = (1 f dm)/4R4. 
which is tangent to IzI = 1 and does not pass into the interior of this circle. 
The complete set of HICs is shown in Fig. 1. Furthermore. 
Im H = G(R, 0) = (R8 sin 88 - R” sin 48) 
= RJ sin 4B(2R“ cos 48 - 1). 
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FIGURE I 
If R < (7) , ’ ‘D there are just HICs tY= 0 and B= 7r/4 for ~3. in the first 
quadrant. At z = ({)‘I’, H’((i)““)= 0, but H”((+)‘,J) #O. so there is a 
bifurcation of order 2. In this case, the HIC 6J = 0 undergoes a “pitchfork” 
bifurcation at z = (f)“” (see Fig. 2). It is interesting to note that the HICs of 
the real and imaginary parts of the polynomial 
2” + a,z’ + U6Z6 +a$-z,+a,z3+azz~+a,z+u, 
are precisely the HICs of the real and imaginary parts of zx - z’. when 
p= 4. 
FIGURE 2 
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