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Abstract 
Kahn, G., and G.D. Plotkin, Concrete domains, Theoretical Computer Science 121 (1993) 187-277. 
This paper introduces the theory of a particular kind of computation domains called concrete 
domains. The purpose of this theory is to find a satisfactory framework for the notions of coroutine 
computation and sequentiality of evaluation. 
Diagrams are emphasized because I believe 
that an important part of learning lattice theory 
is the acquisition of skill in drawing diagrams. 
George Griitzer 
1. Domains of computation 
In general, we follow Scott’s approach [lo]. To every syntactic object one associ- 
ates a semantic object which is found in an appropriate semantic domain. For 
technical details, we follow [7, S] rather than Scott. 
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Definition 1.1. A partial order is a pair (D; <) where D is a nonempty set and < is 
a binary relation satisfying: 
(i) VXED x <x (reflexivity), 
(ii) Vx, YED x < , y, y < x - x = y (antisymmetry), 
(iii) Vx, y, ZE D x < y, y < z =S x < z (transitivity). 
One writes x < y when x 6 y and x # y. Two elements x and y are comparable when 
either x <y or y < x. When this is not the case, the elements x and y are incomparable 
and this relation is written x 1)~. A partial order in which any two elements are 
comparable is a chain. 
Usual terms: In a partial order (D; <), let H be a subset of D and x an element 
of H. The element x is an upper bound of H iff V~EH y<x. It is a lower bound of 
H iff VyeH x Q y. It is a least upper bound (lub) of H iff it is an upper bound of 
H and 
Vz upper bound of H x d z. 
It is a greatest lower bound (glb) of H iff it is a lower bound of H and 
Vz lower bound of H z < x. 
When x is a lub (resp. glb) of H, one writes x = UH (resp. x = nH). If H = {a, b}, these 
notations are shortened to x = a V b and x = a A b, respectively. 
Two elements x and y in D are compatible if {x, y} has an upper bound. This relation 
is noted XT y, and its complement, the incompatibility relation, is written x # y. 
An element x in H is a maximum iff x = u H. It is a minimum iff x = nH. 
Definition 1.2. In a partial order (D; B ) a subset X of D is directed iff X is nonempty 
and 
Remark. By definition the set which is the support of a chain is a fortiori directed. 
Definition 1.3. A partial order (D; <) is complete iff 
(i) D has a minimum element I, 
(ii) any directed subset X of D has a least upper bound. 
Definition 1.4. A partial order (D; <) is conditionally complete iff any subset X of 
D that has an upper bound has a lub. 
Remarks. (i) Since D is nonempty, the empty set 0 has an upper bound. Hence if 
(D; < ) is conditionally complete, D must have a minimum element _L = us. 
(ii) The terminology used here, although standard, may not be ideal since a partial 
order may be complete without being conditionally complete. 
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Proposition 1.5. A complete partial order (D; <) is conditionally complete ifs every 
pair of compatible elements (x, y) has a least upper bound x V y. 
Proof. Consider a complete partial order (D; <) in which every pair of compatible 
elements has a least upper bound and let X be a bounded subset of D. If X=0 then 
U X = I . If X is reduced to a single element x, this x is the least upper bound of X. If 
X contains exactly two elements x and y, and has an upper bound, then x and y are 
compatible and U X=x V y. 
Consider now a finite subset X of D that has an upper bound, with 1x12 2 and 
X=X’G{x}. Since X has an upper bound, so does X’ which has, by induction 
hypothesis, a least upper bound UX’. As any upper bound of X must dominate both 
UX’ and x, these elements must be compatible and hence UX = UX’ V x. Now if X is 
infinite, let Y be the set of least upper bounds of its finite subsets. The set Y is directed, 
so it has a least upper bound U Y. For any x in X, x d U Y since {x} is a finite subset 
for which U Y is an upper bound. Since any upper bound of X must at least dominate 
U Y, we obtain 
UX=UY. 
The converse is trivial. 0 
Proposition 1.6. In a conditionally complete partial order (D; d ), any nonempty subset 
X of D has a greatest lower bound nX. 
Proof. Let Y be the set of elements in D dominated by X. Since X is non-empty, some 
x in X dominates Y. Thus Y has a lub U Y. For any x in X it is the case that VYE Y 
y d x, hence also U Yb x. So U Y is a lower bound of X, and U Y= nX. 0 
Definition 1.7. In a partial order (D; <) a subset X of D is consistent iff any two 
elements in X are compatible. 
Definition 1.8. A partial order (D; d ) is coherent iff any consistent subset X of D has 
least upper bound. 
Remarks. (1) A subset that has an upper bound is consistent. Hence if a partial order 
is coherent it is a fortiori conditionally complete. 
(2) The empty set 8 is consistent. Hence it has a least upper bound I. A directed set 
is consistent. Hence if a partial order is coherent it is a fortiori complete. 
Proposition 1.9. A complete partial order (D; <) is coherent if any consistent triple 
(x, y,z) has a least upper bound. 
Proof. Any consistent X that has at most 3 elements obviously has a least upper 
bound. Now consider a consistent finite subset X= {x1,x2, . . . . x,,} of D such that 
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1x1 =n>3. Assume, by induction hypothesis, that any consistent subset Y such that 
l<IYl<n has a lub. Now the set {x1Vx2,x2Vxs,...,x,_2Vx,_1,x,} contains at 
most n- 1 elements. Any two elements in it are compatible, because 
(i) if both are of the form XiVXi+l, they are dominated by u{x1,x2, . . . . x,_~}, 
which exists by induction hypothesis. 
(ii) Xi V Xi + 1 and x, are compatible since the triple {xi, xi+ 1, x,} is consistent and 
thus admits a lub. 
Consequently, using again the induction hypothesis, the set X has a lub. If now X is 
infinite, the set Y of the lubs of the finite subsets of X is a directed set and we have 
UX=UY. 0 
Definition 1.10. In a partial order (D; <), an element x is isolated (or compact) iff in 
any directed set with a lub that dominates x one can find an element y that dominates 
x. In symbols: 
VXcD, X directed x<uX * 3y~X x$y. 
Notation. The set of isolated elements less than x is noted d(x). An element in d(x) is 
called an approximant of x. The set of all isolated elements in (D; d ) is written d(D). 
Remark. An element x is isolated iff XE&(X). Hence L&‘(D)= u,,D&‘(x). 
Proposition 1.11. In a conditionally complete partial order (D; <) 
(i) Zf two isolated elements a and b are compatible then a V b is isolated. 
(ii) For any x, the set d(x) is directed. 
Proof. (i) Since a and b are compatible, their lub a V b exists. Consider now a directed 
set S such that a V b < US. Since a and b are isolated, from a < US and b < US we 
deduce that there are two elements a’ and b’ in S with a <a’ and b d b’. Since S is 
directed, there is a c in S with a’ < c and b’ Q c hence a < c and b < c and thus a V b < c. 
Hence a V b is isolated. 
(ii) If a and b are two approximants of x, the element a V b is isolated by (i) and 
dominated by x, thus it is also an approximant of x. Hence L@‘(X) is directed. 0 
Definition 1.12. A partial order (D; <) is algebraic iff for any x in D the set d(x) is 
directed and 
x = lJd(x). 
If additionally d(D) is denumerable, (D; 6) is w-algebraic. 
Definition 1.13. We will call computation domain a coherent and o-algebraic partial 
order. 
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Notation. From now on we abandon the precise notation (D; G). We merely use 
the same letter for the set and the partial order, unless more precision becomes 
necessary. 
Lemma 1.14. In a computation domain x d y o d(x) cd(y). 
Proof. From left to right the implication is immediate. Conversely, since Se(x) and 
sZ( y) are directed they have lubs that verify u&(x)< UJ&‘( y) and by algebraicity we 
deduce Uz~(x)=x<y=U~~(y). 0 
Corollary 1.15. In a computation domain, if x is isolated and x<y then there is an 
approximant z of y with x < z < y. 
Proof. Let t be an element of the necessarily nonempty set &(y)\&!(x). Since x and 
t are both approximants of y, so is x V t. Taking z = x V t, we have x <z < y. 0 
Corollary 1.16. If an element y in a computation domain is not isolated, then one can 
find an injinite strictly increasing chain of isolated elements {I, x1,x2 ,...,x,, . ..} 
approximating y, i.e. with 
Proof. The minimum element I is isolated and we have I <y. Now assume that we 
have a chain (1,x1,x2, . . . , x, _ 1 > of n isolated elements such that 
I<x1<x2<...<x,_1<y. 
Since x, _ 1 is isolated, one can find by the previous corollary an isolated element 
x, with x, _ 1 < x, < y. But since y is not isolated, certainly x, < y and the chain has been 
extended to contain n+ 1 elements. 0 
Proposition 1.17. The Cartesian product of a countable number of computation domains 
is a computation domain. 
Proof. Let c( be an ordinal, 1 <a<w and { (Di; 6 i)}i<a a family of computation 
domains. An element x in D = ni<aDi is a vector (x0, x1, . . . , Xi,. . . ). The set D inherits 
the relation < defined componentwise: 
VX,YED X<JJ 0 Vi<cr xi<yi. 
Two elements in D are compatible iff they are compatible componentwise. Indeed, if 
x and y are compatible, there exists z with x <z and y < z; hence Vi xi <i zi and Vi 
yi d i zi, SO x and y are compatible componentwise. Conversely, if Vi 321 xi~ i zi, 
yi d i Ziy the vector z = (~0, z 1, . . . . zi, . ..) dominates x and y which are thus compat- 
ible. Similarly, if x t y we have x V y= (x0 V yo, . . . . Xi V yi, . ..). A subset X of D is 
consistent iff it is consistent componentwise. Hence if each of the partial orders 
(Di; <i) is coherent, SO is (D; <). 
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Let us prove now that (D; <) is o-algebraic. Consider the subset of D defined by 
I= u {xIxiEd(Di) and Vj<., j#i, xj=IDj}. 
i<a 
The elements of I are vectors all components of which are the minimum element in 
the relevant domain, except possibly for the ith component which is an isolated 
element in Di. Any element in I is isolated in D. Indeed, let X be a directed subset of 
D with x < UX. Since the ith component of X is a directed set and xi is isolated in Di, 
there exists zi in Xi with xi < zi. AS well for any j with j < CI, j # i we have xj = _LDj d j Zj 
so we obtain x < z. 
Consider now an arbitrary element x in D. The set Y, defined by Y, = ( y 1 y~l, y < x} 
has a least upper bound u Y, since it is consistent. Of course, u Y, < x. But since each 
of the (Di; <i) is o-algebraic, we also have 
thus U Y, = x. Let Z, be the directed set obtained by adding to Y, the lubs of its finite 
subsets. We still have UZ*_=X. Hence if x is isolated, there exists an element z in 
Z, with x < z. But z must be less than x, so z = x. An element in D is isolated ifs it is the 
lub of finitely many elements of I. Hence D contains at most denumerably many 
isolated elements. Furthermore, Z, is directed and x = UZ,, so that the domain is 
o-algebraic. We have shown that D is coherent and o-algebraic, so it is a computation 
domain. 0 
Example. Let T= ((I ,O, 1); <) be the three-element computation domain where 
0 )I 1 (Fig. 1). The Cartesian product of denumerably many copies of T is the computa- 
tion domain T”. This domain is discussed in detail by Plotkin [S], who shows that it 
is a uniuersal domain in a precise mathematical sense. 
Definition 1.18. Let (D; <) and (D’; <‘) be two complete partial orders. A function 
f from D to D’ is continuous iff 
t/Xc D, X directed f(UX)= u{f(x) 1 XEX}. (1) 
This definition is not very convenient to use. In a computation domain, we will use 
the following characterization. 
0 1 
V 
Fig. 1. The domain T. 
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Lemma 1.19. Consider two computation domains (D; <) and (D’; <I). A function 
f from D to D’ is continuous if 
f is monotonic, i.e. Vx, YE D x d y * f(x) <f( y), 
VeE&(f(x))%E,c4(x) such that e Q ‘f(d). 
(24 
(2’3 
Proof. (a) We show first that (1) implies (2). Consider a function f verifying (1) and 
two elements x and y in D with x < y. The set {x, y} is directed since y =x V y. 
Therefore f( y)=f(x) V ‘f(y). Hence f(x) and f(y) are comparable and f(x) <‘f(y). 
Thus f is monotonic. The image of a directed set by a monotonic function is a directed 
set f(X) and in particular, since for any x the set d(x) is directed, the set f(&(x)) is 
directed. Let e be an arbitrary approximant of f(x). We have 
e G’f(x)=f(Ud(x))= U&G)). 
Since e is isolated and f(&(x)) is directed, there exists an element d in d(x) with 
e <f(d). 
(b) We show now that (2) implies (1). Let X be a directed subset of D and 
f a function from D to D’ verifying (2). Since f is monotonic, the set f(X) is directed 
and U’f(X) <‘f(UX ). T o p rove the converse inequality f(UX) <‘U’f(X) consider 
an arbitrary approximant e of f(UX). By (2) one can find din &(UX) with e<‘f(d). 
Since d is isolated and X is directed, from d d UX one deduces that there is an element 
x in X such that d < x. We have f(x) < ’ U’f(X) and, since f is monotonic, f(d) < ‘f(x), 
so 
ve-fU$JW) eG’(l)f(X) 
and consequently -c4(f(UX))c&(U’f(X)). By Lemma 1.14 f(UX) 6’ U’f(X) and 
finally f(UX)= Ulf(X). q 
Proposition 1.20. Consider the computation domains D,, D2, and D. A function ffrom 
D1 x D2 to D is continuous iff the functions fl=,ly.f(xl,y) and f2=ly.f(y,x2) are 
continuous for any x1 in D1 and any x2 in Dz. 
Proof. First, if f is continuous, so are the functions in the family fi and fi. Let us 
show this for family fi. Consider a directed subset S1 of D2, and the subset S of 
D1 x D2 defined by S={(x,,y) /YES,}. Now 
f1(Lp)=f(x+ ) s1 =f(U~)=Uf(~)=lJf(xl~~l)=~fl(Sl). 
2 
Conversely, assume now that the families of functions fi and f2 are continuous. Then 
f is monotonic. Indeed, if (x1, y, > 6 (x2,y2 > then f(xl, yl)bf (x2,yl)<f (x2,y2). 
Consider now a directed subset S of D1 x D2, and let S1 and Sz be its projections on 
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D1 and D2. Take T={(x,y)lx~S~, YES~}. Because the families fi and f2 are 
continuous we can write: 
f(Ux)=f(US,,US,)=Uf(S,,US,)=Uf(S,,S,)=Uf(T). 
Since S is directed and f is monotonic, we know that f(S) is directed. Furthermore, 
S is included in T, so Uf(S)< Uf(T). Take now an arbitrary element (x, y) in T. 
There are certainly two elements (x, y,) and (x,, y) in S because Si and S2 are 
projections of S. Since S is directed, there is (x2,y2) in S that dominates both, thus 
(x, y) < (x2, yZ). As f is monotonic, we obtain Uf(T) < Uf(S). We conclude 
f(US)= Uf(T)= Uf(S), thus f is continuous. Cl 
The result above generalizes trivially to functions with more than two argu- 
ments. 
In a computation domain D, two elements x and y always have a greatest lower 
bound x A y (Proposition 1.6) and one can define a function A from 0’ to D by 
A =;lxy.xAy. 
Proposition 1.21. If D is a computation domain A is a continuous function from 0’ 
to D. 
Proof. By the previous result, it is sufficient to prove that the functions A i = ;ly.x A y 
and A 2 = Ay.y A x are continuous. Since A is commutative, it is in fact sufficient to 
prove that A 1 is continuous. We use the characterization of Lemma 1.19. 
(i) A, is monotonic: y,<y, =- xAy,<xAy,. 
(ii) Let e be an approximant of x A y. The element e is an approximant of x and y. 
So, taking this e in d(y), we have e<x A e= A I(e). 0 
Theorem 1.22 (Knaster-Tarski). If D is a computation domain, any continuous func- 
tion f from D to D has a least fixed point Yf and 
Yf=U{f”(l)lnXq. 
Proof. Take S= {f”(I) 1 n 20}. The set S is not empty because it contains I =f ‘(I). 
Since f is monotonic, it is trivial to show by induction that 
Vn>O f”(l)<f”“(l); 
hence S is a chain. Thus S has a lub US. Consider Yf = US. Since f is continuous and 
S is directed: 
f(Yf)=f(US)=kJf(S)=U{f”(J-)lnBl). 
But, since I is the minimum element of D, 
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Thus Yf=f( Yf), which shows that Yf is a fixed point of $ Consider now any fixed 
point x of f: We have f”(I) = I Q x and if f”(I) bx, because f is monotonic 
f”+‘( I)=f(f”(l))<f(x)=x. Therefore, S is dominated by x, and so is its lub Yf: 
Hence Yf is the least fixed point of f: q 
Notation. If D and E are computation domains, we will note [D+E] the set of 
continuous functions from D to E. This space inherits an ordering relation defined by 
extensionality: 
V~&D-*El f<g * ‘kDf(x)<Eg(x). 
The constant function Ax. I, is the minimum element in [D+E]. The following result 
is fundamental. 
Theorem 1.23. If D and E are computation domains, the set [D-E] together with its 
natural ordering is a computation domain. 
Proof. (a) Let F be a consistent subset of [D+E]. For any x in D the set {f(x) I&F} 
is consistent and thus admits a lubg,. Let us show that the function Ax.g, is 
continuous. Let X be a directed subset of D with lub z 
Since all functions in F are continuous, 
gz=; U-(x)Ix~X,f~F) 
=v {&IX~X), 
hence Ix.g, is the lub of F in [D+E]. Thus, [D+E] is coherent. 
(b) We must show now that [D+E] is o-algebraic. Consider the family of func- 
tions indexed over d(D) x G!(E) defined by 
(de&‘(D), eG&(E)). 
(1) 
(iii 
The functions in this family, called step functions, are continuous. Indeed, 
(P,,~ is monotonic (obvious); 
let a be an approximant of (Pd, Jx). If (Pd, Jx) = IE, then 
a=I,<cp,,.(l,) with IDE&(X). 
If (Pd,e(x) = e, then d <x thus de&(x) since d is isolated. But then a 6 qd,.(d) = e with 
dE&(x). 
(2) The step functions are isolated elements of [D+E] . Let F be a directed subset of 
[D-E] such that cp d, e < u F. The result obtained in part (a) allows one to write: 
e=(Pd,.(d)~(uF)(d)=u{f(d)lfEF} 
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but e is isolated and {f(d) IJEF} IS a directed set. Thus there exists a function g in 
F with e=qd,.(d)Qg(d). But now, if x~d then q&x)=e<g(d)dg(x); otherwise 
(Pd.&)= lE<S(x), so that (Pd,ed$ 
(3) Any continuous function in [D-+E] is the lub of the step functions under it. 
Define S(f)= {(Pd,e 1(Pd,e<f). Remark that q&&S(f) 0 eEd(f(d)). This is obvious 
from left to right because q&d) = e and from right to left by monotonicity of fi Using 
now the continuity off 
Vxf(x)=f(Ud(x))= u f(d) 
de.cl(x) 
u e 
dsd(xLeed(S(d)) 
So V.x f (x)=(US(f ))(x); thus f= uS(f ). 
(4) The isolated elements of [D+E] are exactly the jinite unions of step functions. 
Consider an isolated element f in [D-E], and the set S’(f) obtained in closing S(f) 
by finite unions. The set S’(f) is directed and we have f= uS( f) = uS’( f ). Since f is 
isolated, there exists in S’(f) an element g such that f < g. But since g is a finite union 
of elements of S(f) we also have g <f: Thus f = g showing that f is a finite union of 
step functions. 
(5) [D-+E] is w-algebraic. For all f we have f= US(f)= US’(f). Thus [D+E] is 
algebraic. As D and E have at most denumerably many isolated elements, there exists 
only denumerably many step functions, hence only denumerably many isolated 
elements in [D+E]. 
We have proved that when D and E are computation domains [D-E] is coherent 
and w-algebraic, hence also a computation domain. 0 
The theorem above allows one, starting from computation domains, to construct 
a hierarchy of computation domains such as [D+E],[D+[D-+E]], 
[[D+E]+[D-+E]], etc. 
2. Concrete domains of computation 
In this section, we try to translate into mathematical form a number of ideas that 
come from earlier research. It is difficult to figure out what is critical to the well- 
functioning of a complex operational mechanism. In contrast, we have more experi- 
ence in finding the general conditions under which a mathematical result is valid.’ 
The central result of this work is the representation theorem that in a sense 
indicates that we have been successful in our endeavor. Starting from the general 
1 A similar approach is followed by J.-J. Levy in his Ph.D. Thesis [S]. 
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idea of a computation domain, we justify progressively the need to restrict this notion 
until we reach the definition of a concrete computation domain and study its 
properties. 
2.1. Initial motivations 
In the model theory of programming languages as developed starting with the work 
of Scott [lo, 111, there is no distinction between data and functions. A single math- 
ematical structure, the computation domain is defined and ail objects with which one 
computes are found in appropriate computation domains. This is not surprising 
because the main objective of this theory was, at least initially, to develop a functional 
model of the I-calculus of Church, a language where these distinctions do not exist. 
Indeed certain programming languages such as ISWIM [4], GEDANKEN [9], ML 
[3], etc. exhibit similar characteristics. However, most programming languages make 
a very clear distinction between data and procedures. Is it possible to rediscover this 
distinction in the models of programming languages, i.e. through the study of their 
denotational semantics? Is it possible to analyze more precisely the structure of 
computation domains so as to separate, for example, the domains whose structure is 
sufficiently simple that they do not need to be understood as function spaces? 
Examples. We call I the single-element computation domain, 0 the computation 
domain with two elements, T= ({ I, 0, l}; <) the three-element domain in which 
0 and 1 are incomparable. These three spaces, as well as their Cartesian products in 
a finite number of copies are clearly data spaces rather than functional spaces. 
The examples above might lead one to partition computation domains into two 
classes, according to their being finite or infinite. Such a categorization is much too 
rough for two reasons: 
(i) We will be unable to give a representation as a data structure for certain jinite 
domains. 
(ii) On the other hand, certain infinite domains must clearly be categorized as data 
spaces. For example, this will be the case for NI and N, defined from the set N of 
natural numbers by 
N,=({l}uN; <) with Vx,yEN x#y =z- x/I y, 
N=(Nu{co}; <) where < is the natural order on N 
completed by tlx~ N, x < co. 
We are going to characterize axiomatically a certain class of computation domains. 
In this endeavour, we shall follow two fundamental principles: 
(1) (M. Smyth) All axioms that we postulate specify a property of the isolated 
elements in a computation domain. Other elements are constructed from the stock of 
isolated elements by a limit mechanism; their properties will therefore be deduced from 
the properties of isolated elements. 
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(2) The class of computation domains that we are trying to define must be closed by 
certain elementary constructions, such as finite or infinite Cartesian products, or 
taking upper sections (cf. Section 1.2). However, it does not need to be closed by 
exponentiation, i.e. when constructing function spaces. 
2.2. The isolated elements axiom 
Isolated elements in a computation domain are meant to stand for finite amounts of 
information. When dealing with data, we would like to be able to reason by induction 
on these elements. This implies that the set of isolated elements should be well founded 
with respect to the relation <, i.e. that there should be no infinite chain 
{ x1,x2 ,..., x, ,... } with 
{ Xl>X2> “. >x,> . ..}. 
In this way, an isolated element cannot be decomposed indefinitely. We also want to 
express the intuitive idea that an isolated element can be built using only a finite 
number of components. This leads one to consider property I. 
Property Z. Between any two distinct comparable isolated elements, any chain of 
isolated elements is finite. 
Proposition 2.1. Let (D; < ) be a computation domain satisfying property 1. Consider an 
arbitrary element x in D and an isolated element y. If x is dominated by y, then x is isolated. 
Proof. If x is not isolated, then by Corollary 1.16 there is an infinite chain of isolated 
elements (I,x1,x2, . . . . x,, . ..} with 
I<x1<x2<...<x,<...<x. 
If y is isolated and x < y, then necessarily x < y. Hence the chain 
{LXl,%, . . ..%I. . . ..Y> 
is an infinite increasing chain of isolated elements between I and y. The existence of 
this chain contradicts property I, so x is isolated. 0 
Corollary 2.2. In a computation domain, property I is equivalent to property II. 
Property Il. Between any two distinct comparable isolated elements, any chain is finite. 
Proof. Property I1 obviously implies property I. Conversely, if x and y are isolated 
and x d y, then by the previous result, any element z such that x < z < y is isolated. 
Since any chain between x and y contains only isolated elements, it is finite. 0 
Definition 2.3. In a conditionally complete partial order (D; <), an ideal is 
a nonempty subset J of D such that 
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(i) VXEJ, VYED ydx G- YEJ (i.e. J is downward closed), 
(ii) Vx, yEJ x r y =. x V yEJ. 
Corollary 2.4. In a computation domain, property I is equivalent to property 12. 
Property I,. The set of isolated elements is a well-founded ideal. 
Proof. If a computation domain D verifies property I, then the set of its isolated elements 
is an ideal by Proposition 1.11 and Proposition 2.1. Since property I implies property 
I,, there is no infinite decreasing chain in d(D). Hence property I implies property Iz. 
Conversely, assume D has property 12. Consider an arbitrary x less than some 
isolated element y in D. There is no infinite decreasing chain between x and y since 
d(D) is well founded. If there were an infinite increasing chain 
{ 4Zl,Z2, . . ..zn. . . . . y> with x<z1<z2<...<z,,<...<y 
one would have UZi= z < y. Now z is not isolated and z <y, which contradicts the 
hypothesis that d(D) is an ideal. 
Consider now any chain C between x and y. Since C does not contain infinite 
decreasing chains, C is an ordinal. If C is infinite, then it contains the smallest limit 
ordinal o. But o contains an infinite increasing chain, which cannot be the case for C. 
Hence C is a finite chain, and we conclude that property I2 implies property I. 0 
Examples. Domain D1 = (NV{ co, T); < ) with the natural ordering on N and 
VXENX < cc and cc < T does not satisfy property I2 because &(D1) is not an ideal (T 
is isolated, but co is not). Domain D2 = (Zu{ co, + co}; d ) with the natural ordering 
on Z and VXEZ - co <x < + cc does not verify property I2 because &‘(D2) is not well 
founded. However, all finite domains, as well as NI and N have property I. 
Definition 2.5. Consider a partial order (D; <) and two elements x and y in D. We 
say that y covers x iff 
(i) x < Y, 
(ii) Vz x<z<y 3 x=z or y=z. 
One may also say that y is just above x. This relation is noted x < y. Its reflexive 
closure is written xX y. 
Proposition 2.6. Consider a computation domain (D; 6 ) with property I. If x and y are 
isolated elements in D, then we have x < y iff 
l either x=y, 
l or there exists a finite sequence {zO, zl, . . . , z,} of elements in d(D) with z. =x, z, = y 
and zi~zi+, for O<i<n. 
Proof. First, if such a sequence exists, then by transitivity x < y. Conversely, assume 
x<y. Let H be the set of chains with elements in A!(D) with minimum x and 
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maximum y. The set H is not empty because it contains in particular the chain {x, y}, 
and we can order it by inclusion. In the partial order (H; c) there cannot be an 
infinite increasing chain because (D; <) has property I. Let C= {zO,zl, . . ..z.} be 
a maximal element in (H; c); we will call such a chain a maximal chain between 
x and y. Without loss of generality we may assume z,, < z1 < ... <z,. 
Now we must have zi + zi + 1 (0 d i < n), because otherwise one could extend C with 
an isolated element z such that zi <z < z. ,+ 1 contradicting maximality of C in (H; c ). 
Similarly, it must be the case that z. = x and z, = y. 0. 
I 0 T 0’ OxT 
Fig. 2. Sample finite domains. 
0qq-J . . . 
_L 
Nl 
Fig. 3. Sample infinite domains. 
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From now we will find it to represent 
Hasse diagrams. 
The nodes in a diagram associated to (D; <) denote elements in D and two nodes 
a and b are connected by an edge going upwards iff a < b in D. Simple conventions 
will be used to represent infinite domains. As an example, Figs. 2 and 3 show a number 
of partial orders that we have; already mentioned. 
Before proceeding with the study of computation domains that satisfy property I, 
we note that only trivial function spaces have this property. 
Lemma 2.7. If D and E are computation domains, if D is injnite and E has at least two 
elements, then [D+E] does not satisfy property I. 
Proof. Observe first that if D has infinitely many elements, then it has infinitely many 
isolated elements by Corollary 1.16. As well, if E has at least two elements, then there 
is an isolated element e in E with IE#e. Consider now the infinite partial order 
(d(D); GD). By Koenig’s lemma 
(a) either there exists an infinite increasing chain of elements in L&‘(D), 
(b) or there is an element d in d(D), and an infinite set {di}ieN of elements in d(D) 
with 
ViEN d<di, 
Vi, je N di 11 dj if i #j. 
Case a: Consider an infinite increasing chain {d, ,d2, . . . . d,, . ..} in z&‘(D), i.e. such 
that d,<d,< ... cd,,<.,. and the sequence of step functions (P,,,  e. This infinite 
sequence of isolated elements in [D-E] is decreasing 
thus &([D+E]) is not well founded and [D-E] does not have property Iz. 
Case b: In that case we have ‘dig Nq,, ,e < cp d, e since d < di. The set @ of functions 
((P,,~,~}~~~ has an upper bound. Since [D-+E] is a computation domain, it has a lub 4. 
Naturally, we have fj d (Pd, e. But since ViEN (Pdi,,(d)= IE, necessarily 4(d)= I,. But 
%,e(d)=c#l,, so #‘<%,e(d). 
Let us show now that 4 is not isolated in [D-E]. If 4 were isolated, there would 
exist a finite subset J of N with d=UjsJ~dj,e. Take an integer k not in J. Since 
%,_,(d,)=e and cp d*,e< 4 we have e<#(d,). But by hypothesis 
V~EJ dj II d/s, 
so that qdj,e(dk)= IE and also 4(dk)= _LE. Since e is different of Is, we have 
a contradiction. So 4 is not isolated in [D-E]. Then d([D+E]) is not an ideal. 
We have shown in both cases that [D+E] does not satisfy I. 0 
Remark. This lemma distinguishes harply between domains that appear to be very 
similar. For example, the domain [N, +O] does not have property I. In contrast O”, 
the Cartesian product of denumerably many copies of 0, satisfies property I. This is 
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because 0” is only isomorphic to the set of strict functions in [N,+O], i.e. the 
functions f such that f(I) = I,. To be very precise, the nonstrict function Ix. T, in 
[NI-O] is isolated and it does not correspond to any element in 0”. But this function 
dominates the nonstrict function $ defined by 
which is not isolated in [JV-01. 
Definition 2.8. Consider a partial order (D; < ) with a minimum element I. An atom 
is an element of D that covers I, and we say that D is atomic iff any element distinct 
from I dominates an atom. In symbols: 
Vx#_L3y I<ybx. 
Proposition 2.9. A computation domain that verifies property I is atomic. 
Proof. Consider first an isolated element x with x # I. By Proposition 2.6 there exists 
a finite sequence {zO,zl, . . . . z,}ofelementsin~(D)with_L=z,,-_(z,~~~~~z,=x. 
Hence z1 is an atom and I _( z1 d x. 
If now x is not isolated, let e be an element in d(D) which is distinct from I. Such 
an element must exist, otherwise G!(X)={ I} =_&(I) and thus, by Lemma 1.14, 
x= 1. Now we have just shown that there exists an element y with I -cy<e. By 
transitivity, we obtain I <y B x. 0 
Property I and its corollary, atomicity, are interesting properties for a computation 
domain, and they seem to capture a certain intuition about data domains. We will see 
now that these properties are not preserved under a fundamental operation on 
computation domains. 
Definition 2.10. Consider a partial order (D; d ) and two elements x and y in D with 
x d y. The interval [x, y] is the set (z 1 x d z d y> and the upper section of x, noted [x) is 
the set {z 1 x <z}. Of course, intervals and upper sections inherit the partial order 6 .* 
Proposition 2.11. Intervals and upper sections of a computation domain are computa- 
tion domains. 
Proof. As reasoning proceeds identically in both cases, we will only prove the result 
for upper sections. Consider an arbitrary upper section [x) in a computation domain 
(D; <). Any nonempty consistent subset of [x) is a consistent subset of D and 
therefore has a least upper bound in D. This least upper bound is necessarily in [x). 
*We also call [x, y] and [x) the partial orders thus defined. 
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Furthermore, the empty set also admits a least upper bound in [x). So ([x); 6) is 
a coherent partial order. Let us now show that it is also o-algebraic. Let (di}i,r be an 
enumeration of d(D). For any i in I define 
Ci = 
i 
xVdi if x tdi, 
X otherwise. 
Of course, each element ci defined in this way belongs to [x) and we will show that 
{ci}ieI=d(Cx)). 
First, the element x is minimum in [x), so it is isolated in ( [x); 6 ). Consider now an 
element ci different of x, and a directed subset X of [x) such that ci < UX. Since 
c< = x V diy we have also di < UX. Since di is isolated in D, and X is directed, we have 
di < y for some y in X. Since y is in [x), and thus larger than x, we have 
ci = x V di < x V y =y which proves that ci is isolated in [x). Thus, {ci}iel c &( [x)). 
Consider now an arbitrary element of [x). Since D is algebraic 
y= U{di 1 FEZ, di<y}. 
Since y dominates x, we also have y V x = y= U {di V x ( iel, di < y]. But di~y iff 
diVx<y 
y= IJ {Ci 1 iel, Ci<y>. 
The equality above proves that ([x); <) is algebraic. Furthermore, the set {ci 1 iEI, 
Ci < y} is directed, so if y is isolated in ( [x); < ), for some j in I y = cj. It follows that 
d(Cx))=(ci)i~l~ so d ([x)) is denumerable. 
The partial order ([x); <) is coherent and w-algebraic, so it is a computation 
domain. 0 
The counterexample in Fig. 4(a) shows that if a computation domain has property 
I, it is not necessarily the case for its upper sections. In that domain, we have a chain 
(1,x1,x2 ,..., x, ,... }, where 
with limit x. Additionally, atom a, is assumed to be compatible with x, and incompar- 
able with each of the xi (thus x). Let us now also assume that 
Vjal, Vk>j xkjjaj and Zlaj+l with xj<aj+l<xjVaj 
andVj>l xVaj>xVaj+l. The partial order defined in this fashion is a computation 
domain satisfying property I. In [x) the sequence {x V aj >j> 1 is an infinitely decreasing 
chain of isolated elements of ([x); d ) between x and y. (Similarly, one can construct 
an example exhibiting an infinite increasing chain of isolated elements of ([x); <) 
between x and y, see Fig. 4(b).) 
As we indicated in the introduction to this section, we consider it desirable for the 
notion of data domain to be preserved under upper sections and intervals. This means 
that we have to consider a stronger property than property I. 
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3. The covering relation 
We have seen that the isolated elements of ([x); < ) are, but for x itself, of the form 
x V d with d isolated, compatible and incomparable with x. The following property 
postulates a similar characterization of the atoms in an upper section. 
Property C. If x and y are two compatible isolated elements, 
xAy4x * y<xvy. 
Remarks. (i) If x and y are comparable and verify x A y-<x, one cannot have x < y; 
otherwise, x A y = x < x, which is impossible. Hence y < x and x A y = y x x. In that 
case, property C holds trivially. 
(ii) While property I did not exclude any finite domain, this is not the case for 
property C. This is not too surprising, as it already happens for some axioms of 
computation domains. For example, the partial order in Fig. 5(a) is not conditionally 
complete, the partial order in Fig. 5(b) is not consistent. The partial orders in Fig. 5(c) 
and 5(d) do not satisfy property C. 
In the diagram in Fig. 5(b), coherence forces one to add a maximum element g, 
yielding the domain of Fig. 5(e). 
In the domain of Fig. 5(c), elements a and c are compatible and I = a A c 4 a and 
I + c as well. So by property C, one should have a -C a V c and c A a V c. If we add 
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an element e=a V c that covers a and c and is covered by g, we obtain again the 
domain of Fig. 5(e) that satisfies property C. Finally, in the domain of Fig. 5(d), we 
have _L =a Af+f but a Vf=g does not cover a. If we add an element c so that 
I < c<f and b = a V c with b <g, we obtain the domain of Fig. 5(f) that has 
property C. 
(iii) Property C concerns only pairs of compatible elements. This property can only 
constrain the structure of sublattices in a computation domain. In lattice theory, this 
property is known as the lower covering condition [2]. Although a computation 
domain is not a lattice, the forthcoming developments are largely inspired by the 
study of this condition in lattice theory. 
We begin by showing, in several steps, that if the set of isolated elements in 
a computation domain has properties I and C, then the whole domain has property C. 
Proposition 3.1. Let D = (D; d ) be a computation domain with properties I and C. We 
have Vx,y~Dx+y * 3z~&‘(y) xAz<z and y=xVz. 
Proof. (See Fig. 6.) If x 4 y, a fortiori x < y. Consider an element d of &‘(y)\&(x), 
which must exist by Lemma 1.14. Since d is not an approximant of x we have x A d # d. 
As D has property I, we deduce: 
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Fig. 6. 
(i) xAd~d(D) because &d(D). 
(ii) 3z~4( y)x A d x z <d by Proposition 2.6. 
This element z is not dominated by x, otherwise it would also be dominated by x A d. 
Hence x A z = x A d. Since x and d are compatible, so are x and z and by property C, 
x-txvz. 
Since x and z are both less than y, we obtain: X-X x V z d y. But x -= y so y = x V z, 
which proves the result. q 
Proposition 3.2. In a computation domain having property I, property C is equivalent to 
property 6. 
Property 6 If x and y are any two compatible elements, 
xAy-<x =a y<xVy. 
Proof. Property C trivially implies property C. The converse is shown in two steps. 
(1) Assume first that x is isolated and y is arbitrary, with x t y and x A y--c x. As we 
have already observed, only the case where x 1) y is interesting. By property 13, if x is 
isolated, so is x A y. Assume now that there exists a v such that y < v <x V y. Property 
C excludes this possibility when y is isolated. Since y < v, there exists an approximant 
v1 of v which is not an approximant of y. Since x covers x A y, x cannot dominate v, 
because we would then have y =x A y ---c x = x V y (Fig. 7). Therefore, there is an 
approximant v2 of Y which is not an approximant of x. Since x V y is isolated by 
property I,, we can construct the isolated element v’ = v1 V v2 V (x A y). This element 
verifies: 
v’E&(v) v’&Y&‘( y) v’+&(x) x A y < v’. 
Note also that v’ does not dominate x, otherwise v would, which would contradict 
v < x V y. Since v’ is dominated by x V y, we now have 
v’bxVy=xV(Ud(y))= u (XVZ). 
ZSd(Y) 
Concrete domains 207 
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v t’ 
.I’ A !J 
Fig. 7. 
Since u’ is isolated and the set (x V z I zed( y)> ’ IS d irected, there exists an approximant 
t ofy such that v’<xVt. Now take t’=tV(xAy): 
o’V(xAy)=u’6xV(tV(xAy))=xVt’. 
The element t’ cannot dominate x, otherwise we would have x V t’ = t’; thus v’ 6 t’, 
which is impossible because O’ is not an approximant of y. So t’ A x=x A y and by 
property C t’ --c x V t’. Take then w = v’ A t’. We have t’ B w < x V t’ so that either w = t’ 
or w = x V t’. The first case, w = t’ is impossible because it implies v’d t’, hence u’EG?(Y). 
The case w = x V t’ is also impossible, because w = u’ V t’ is an approximant of u that 
cannot dominate x without contradicting v<x V v. The existence of o leads to 
a contradiction in all cases. So necessarily y + x V y. 
(2) Now assume x to be an arbitrary element in the domain. By Proposition 3.1, if 
x A y--c x, one can find an approximant z of x with (x A y) A z-c z and x =(x A y) V z. 
From the first inequality we deduce y > z. But x A y d y implies also (x A y) A z < y A z. 
Thus (x A y) A z d y A z <z and (x A y) A z = y A z. Since y and z are compatible because 
y and x are, we can apply the result of part 1 and deduce y < y V z. Since x =(x A y) V z 
we now have 
xVy=(xAy)VzVy=yVz 
and thus also y < x V y. 0 
Corollary 3.3. In a computation domain D satisfying properties I and C, any upper 
section (and any interval) is atomic. 
Proof. Here again, we give only the proof for an upper section [x). Let y be an element 
such that x < y. By Lemma 1.14, we can find an approximant z of y which is not an 
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approximant of x and therefore x A z < z. Since z and x A z are isolated, there is a t in 
d(D) with x A z = x A t + t < z. Since x t z implies x t t, we obtain, using property 
~,x<xVt<xVzdy. 0 
Proposition 3.4. In a computation domain satisfying property I, property C is equivalent 
to property C1. 
Property Cl. If x and y are two distinct compatible elements, 
3x z-cx, z-cy a x-txvy, y-txvy. 
Proof. (1) c implies C1. Indeed, if x and y are distinct, element z is their glb and 
property d implies immediately X-XX V y and y < x V y. 
(2) Cl implies 6. Consider two compatible isolated elements x and y such that 
x A Y--C y. We will prove by induction that Y--K x V y using Proposition 2.6. 
l Base cases. If y= x A y then immediately y+ x V y= x. If y covers x A y then 
property C1 gives y+x V y. 
l Inductive step. (See Fig. 8.) Assume that property C is valid when there exists 
a maximal chain with at most n elements between x Ay and y and consider two 
isolated elements x and y such that there is a sequence of n+ 1 elements 
{do,&, . . . . d,} with xAy=d,_(d,Nd,<..._(d,=y. By property C, we have 
dI -K d, V x. Since x < y, dI V x is not less than y, so dI = (d, V x) A y. Using the 
induction hypothesis, we obtain y -+ (d 1 V x) V y. Since d 1 is less than y, we deduce 
y<xvy. 0 
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Definition 3.5. A partial order satisfies the Jordan-Dedekind condition if, between 
any two comparable elements, all maximal chains are finite and have the same 
length. 
Theorem 3.6. If D is a computation domain satisfying properties I and C, then d(D) 
satisfies the Jordan-Dedekind condition. 
Proof. The proof closely follows the proof of Theorem 14, in [2, Ch. 23. We show by 
induction that if between any two comparable elements a and b of G’(D) there is 
a maximal chain of length n, then all maximal chains have length n. Assume ad b. If 
a = b then all maximal chains between a and b have length 0. If a + b, there does not 
exist a c with a<c< b, so (a, b} is the only maximal chain between a and b. 
Now assume that the property is valid when there exists, between two comparable 
elements, a chain with length less than n+ 1 (n3 1) and take two isolated elements 
a and b with a maximal chain of length n+ 1 between them: 
Since D has property I, all maximal chains between a and b are finite and built up 
with elements of d(D). Take any maximal chain ( y,, y,, . . , y, > between a and b. Two 
cases are possible: 
l Case 1: x1 = y,. By induction hypothesis, all maximal chains between x1 and 
b have length n, so l=n+ 1. 
l Case 2: x1 #y,. Since x1 and y, are dominated by b, we have x1 r y, and, by 
property C1 : x1 --e x1 V y, and y, --K x1 V y, . By induction hypothesis, all maximal 
chains between x1 and b have length n, and, in particular those that have x1 V y, as 
their first element. Hence all maximal chains between x1 V y, and b have length 
n-l.Takesuchachain(z,=~~Vy,,z, ,..., ~,_~=b}.Thechain{y,,z, ,..., z._~} 
is a maximal chain between yl and b. Again using the induction hypothesis, we 
obtain that all maximal chains between y, and b have length n, so in particular 
(YI,Y2, . . ..Y~}. Again l=n+l. 0 
The theorem above allows one to define an absolute notion of height for isolated 
elements. 
Definition 3.7. In a partial order (D; <) with a minimum element I, a height 
function is a function h from D to N such that: 
(i) h(l)=0 
(ii) x+y o x<y and h(y)=l+h(x). 
Corollary 3.8. In a computation domain satisfying properties I and C, the function 
h from d(D) to N that associates to any isolated x the common length of all maximal 
chains between I and x is a height function. 
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Fig. 9. T dominates infinitely many elements. 
Proof. By definition h( _L)=O. Now assume X-KY. Any maximal chain 
(1,x 1, . . . , x,+)} from I to x can be extended to a maximal chain {I, xi, . . . , xhtXJ, y>, 
hence h(y) = 1 + h(x). Conversely, assume x < y and h(y) = 1 + h(x). All maximal chains 
from x to y must have length 1, hence x<y. 0 
Recall the computation domain N < NW{ co>; < ), where Q is the natural ordering 
on N and cc is a maximum element. The height function h from d(D) to N may be 
extended to an element of [D-+N] because it is monotonic. Then we will have 
h(x)= co iff x is not isolated, by Corollary 1.16. This property legitimates calling the 
elements of d(D) jinite and the elements of D that are not isolated injnite. 
Remark. Properties C and I do not exclude the possibility that a finite element might 
dominate an infinite number of finite elements, as illustrated by the counterexample of 
Fig. 9. 
To prove the fundamental inequality of Theorem 3.10, we need the following 
technical result. 
Lemma 3.9. In a partial order with property Cl, we have 
VX,Y,Z X<Y, zty * xvz4yvz 
Proof. (See Fig. 10.) Since y and z are compatible, a fortiori x and z are. Let us 
examine the possibilities for x V z. 
(1) xVz=x, i.e. z<x<y. Then xVz=x-<y=yVz, 
(2) xVz=y, i.e. z<y so xVz=y=yVz, 
(3) xVzl(y. Then by property CxVz<(xVz)Vy=(xVy)Vz=yVz. 
(4) xVzay. Then xVz>yVz. But from x<y we also deduce xVz<yVz, so 
xvz=yvz. 0 
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Theorem 3.10. Let D be a computation domain with properties I and C, and consider two 
compatible jinite elements a and b in D. The following inequality holds: 
h(a)+h(b)Bh(aAb)+h(aVb). 
Proof. If a and b are comparable, assume for example a< b. Since a A b=a and 
a V b = b, we have trivially h(a) + h(b) = h(a A b) + h(a V b). Suppose now that a 11 b and 
consider a maximal chain {x0,x1, . . ..x.} with 
a~b=xxo-<x,~x2...~x,=b. 
All elements in this chain are compatible with a and by the previous lemma: 
Vj O<j<n-1 XjVU<Xj+l VU. 
Hence, since h is a height function 
Vj O<j<n-1 h(xj+,Va)-h(xjVa)<l. 
Summing these inequalities 
C [h(xj+iVa)-h(xjVa)]<n=h(b)-h(aAb). 
06jGn-1 
So reducing the left-hand side, we obtain h(b V a) - h(a) < h(b) - h(a A b) and hence 
h(a) + h(b) 2 h(a A b) + h(a V b). 0 * 
Lemma 3.11. Let D be a computation domain with properties I and C, and consider 
two arbitrary elements a and b in D with a < b. If there exists a maximal chain with Jinite 
length n between a and b, then all chains in [a, b] are jinite and have a length less 
than n. 
Proof. As in the proof of Theorem 3.6, we reason by inductioin on n. If n = 0 or n = 1 
we have, respectively, a = b or a --(. b, and the result is immediate. Assume now that the 
result is true provided there exists a maximal chain between two elements with length 
less than n + 1. Consider two elements a and b for which there exists a maximal chain 
of length n + 1: 
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Take Y= { yi}ier to be an arbitrary chain in [a, b]. Choose in Y an arbitrary element 
y distinct from a. Two cases may occur: 
(1) x1 < y. All chains from y to b are finite and include at most n elements by 
induction hypothesis, thus the set 2 = { yi 1 ill, y<yi} has at most n + 1 elements. 
(2) xi 11 y. Then y < x1 V y by property C1 and xi #x1 V y. By induction hypo- 
thesis, all chains between x1 V y and b are finite and include at most n elements. Thus, 
there exists a chain with at most n+ 1 elements between y and b, and by induction 
hypothesis the set Z defined above has at most n + 1 elements. Since y was arbitrarily 
different from a, the set { yi # a}ior has at most n + 1 elements, SO Y has at most n + 2 
elements, and the chain Y has at most length n+ 1. 0 
We are now ready to prove the final result of this section. 
Theorem 3.12. Any upper section [x) and any interval [x, y] in a computation domain 
satisfying properties I and C is a computation domain satisfying these properties. 
Proof. We prove the result only for an upper section [x). We have seen that [x) is 
a computation domain in Proposition 2.11. Its isolated elements are of the form x V d 
with dEd(D) and x T d. Take an element d in d(D) which is not less than x. Since x Ad 
and d are isolated, there exists a maximal chain 
By Lemma 3.9, we have zj V x < Zj+ I Vx (OGj<n-1). So 
x_=z,Vx<z,Vx=c~~~<z,Vx=dVx. 
Hence there exists a finite maximal chain from x to x V d and, by the previous lemma, 
all chains from x to x V d are finite. Hence [x) has property I. Since D has property Ci , 
the upper section [x) has property C. 0 
Definition 3.13. We say that y is finite relative to x if y is isolated in [x). This relation is 
written x<y. 
Corollary 3.14. In a computation domain satisfying properties I and C, if y is finite 
relative to x then all maximal chains from x to y are finite and have the same length. 
Proof. Simply use Theorem 3.6 in [x). 0 
Remarks. Standard texts about lattice theory provide alternate equivalents to prop- 
erty C, which is frequently called the lower covering condition. In [2], a lattice that 
satisfies this condition and in which all chains are finite is called semi-modular. In [6] 
the term symmetric lattice is used. Elements that cover the minimum element are also 
called points and the interest in semi-modular lattices comes from geometry. A lattice 
is called geometric if first it is semi-modular and second any element is the least upper 
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bound of a set of points. The computation domains that we consider do not have this 
property which is replaced by algebraicity. 
4. The incompatibility relation 
Properties C and I concern only the structure of the sublattices in a computation 
domain. We must now examine more carefully the incompatibility relation. This study 
will lead us to postulate a new property concerning this relation. 
Proposition 4.1. lf S is a consistent subset in a computation domain and all elements in 
S are compatible with a given element x, then US and x are compatible. 
Proof. The set T=Su{x} is consistent and admits a lub u T. Since S is consistent and 
included in T, US< u T. Hence US and x are both less than UT, thus they are 
compatible. q 
Corollary 4.2. If a and x are two arbitrary elements in a computation domain, there 
exists a maximum element x/a less than or equal to x and compatible with a. The element 
aV (x/a) is called the pseudo-lub of a and x, and noted ayx. 
Proof. Let S be the set of elements less than x compatible with a. By the previous 
proposition, US is compatible with a and the result is proved using x/a = US. 0 
Proposition 4.3. For any element a in a computation domain, the functions Ix. x/a and 
Ax. a Y x are continuous. 
Proof. We use the characterization of Lemma 1.19. First both functions are mono- 
tonic: 
x<x’ => xfa<x’/a, 
x<x’ * aYx=aVx/a<aVx’/a=aYx’. 
Consider now an approximant e of x/a. Since e is compatible with a we have e = efa so 
the function Ix.x/a is continuous. Consider now an approximant e of a Y x. Since e is 
isolated and ed a V x/a = Ursa~x,a~ (a V z), there exists an approximant d of x/a such 
that e<a V d. But when a and d are compatible, a Y d =a V d, hence we obtain 
e Q a Y d. Therefore, the function Ix. a Y x is continuous. 0 
Remark. The function IxAy . x Y y is not monotonic in its first argument. For example 
in domain Twe have _LY l=l and OY l=O. 
In a computation domain satisfying properties I and C, we can give a more precise 
characterization of the incompatibility relation. 
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Definition 4.4. An interval [a, b] is called prime when a < b. 
Proposition 4.5. In a partial order D, the intervals are ordered by the relation d dejined 
by 
[a,b]d[c,d] o a=bAc and d=bVc 
The resulting partial order is noted Z(D). 
Proof. 
l Rejlexivity. If [a, b] is an interval, then a<b, so a=b Aa and b=b V a. So 
[a, bl Q [a, bl. 
l Antisymmetry. If [a, b] <Cc, d] then also a< c and b <d. So from [a, b] Q 
[c,d] d [a, b] we deduce a<cda and b<d< b. By antisymmetry in D we obtain 
a=c and b=d. 
l Transitivity. Consider three intervals [a, b], [c, d], [e, f] and assume 
[a, b] < [c, d] < [e, f]. Using the definition we write 
a=bAc,c=dAe hence a=bAdAe, 
d=bVc,f=dVe hencef=bVcVe. 
Now b<d and c<e yield a=bAe andf=bVe, i.e. [a,b]<[e,f]. Cl 
Proposition 4.6. Let D be a computation domain satisfying properties I and C. Two 
elements x and y in D are incompatible ifs there are two prime intervals [xl, xi] and 
[y,, y;] included in [x A y, x] and [x A y, y], respectively, and two prime intervals [u, a] 
and [u, b] with: 
Cxl,x’JdCu,al Cyl,y’JdCu,bl xAy<u a#b. 
Proof. The situation described in the statement of the proposition is summarized in 
Fig. 11. Consider two incompatible elements x and y and let us reason in the 
computation domain [x A y). Since d(y) is a directed set, hence consistent, there exists 
necessarily an element y,, in d(y) that is incompatible with x. Take y, = yO/x. Since y, 
is less than y, which is isolated in [x A y), it is also isolated by Property I. Take for 
y; any element such that y, < y; <y. Such an element must exist because y, is 
compatible with x and thus different from y, which it is not, by hypothesis. By 
definition of y, we must have y; #x. We notice then that x A y; =x A y and perform 
the construction again, finding x1 and xi isolated such that 
Now we take u=xl V y,, a=x; V y,, and b=xI V y;. Since x1 and y, are isolated in 
[x A y), so is u. Since xi and y; dominate x1 and y,, respectively, we can write 
a=x\V(xlVy,)=x;Vu 
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Fig. 11. 
and 
b=(xlVy,)Vy;=uVy;. 
Finally, u dominates neither xi nor y; because xi # y;. Thus, u A x; =x1 and 
u A y; = y,. Using property C, we conclude u + x; V u = a and u < y; V u = b and, 
since xi and y; are incompatible, a # b. 
The proposition is proved from left to right. Conversely, assume that we have two 
prime intervals [x1, xi] and [yl, y;] included in [x A y, x] and [x A y, y], respectively, 
and two prime intervals [u, a] and [u, b] with 
C~I~~~I~C~,~I, CY~>y;l~Cu,bl, a # b. 
Elements a and b are incompatible and b = u V y;. Since a and u are compatible, then 
a and y; must be incompatible. But a =x; V u and uty;. So finally x; # y;, and 
consequently x # y. 0 
We now introduce a new property, property Q, that restricts the way in which 
incompatibilities may appear. 
Property Q. If x and y are two incompatible isolated elements, 
xAy<x * 3!t t#x, xAydt<y. 
Very simple finite computation domains fail to have property Q. 
For example the domains whose diagrams are represented on Fig. 12 do not satisfy 
property Q. For the first one, we observe that a and b are incompatible, with a A b = I 
and J_ 4 b. But c is the only element in [I, a] that covers I, and it is compatible with 
d. So there exists no element t such that a A b-~ t < a and t # b. In the second case, the 
domain of Fig. 12(b), it is unicity that is not satisfied. Indeed, elements a and d are 
incompatible, and I = a A d--~ a. But both b and c cover I, are less than d and are 
incompatible with a. 
These examples suggest that property Q may be considered as the conjunction of 
two simpler properties. 
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Fig. 12. (a) and (b) fail to have property Q. 
Notation. Let x be an arbitrary element in a computation domain D. We will note P, 
the set (z 1 xecz} of atoms of [x). On P, we can define the relation .%?‘, by 
aB?,b o a#bor a=b. 
Relation 9, is of course reflexive and symmetric. 
Proposition 4.7. In a computation domain D, property Q is equivalent to the conjunction 
of the following properties QE and Qu: 
Property QE (existence of a minimal incompatible element). 
Vx,y~d(D) x#y, xAy<x * 3t#x, xAy<t<y. 
Property Qu (uniqueness). 
VXE~(D) 9X is an equivalence relation on P,. 
Proof. (i) Q implies QE and QLI It is immediate that property Q implies Q,,which 
is weaker. But we already know that W, is reflexive and symmetric, so we need only 
to show that property Q implies that 93, is transitive. Consider three elements a, b, 
and c of P, with a.%?, b and bBxc. If a = b or b = c we have immediately a%?‘,~. Suppose 
now a# b and b#c. We need to show that either a=c or a#c. Assume we had aTc. 
From b# a and b # c we deduce b #a V c. There can be only one element t such 
that b# t <a V c by property Q. But both a and c satisfy this condition. Hence 
a = c. 
(ii) Assume now QE and Qv. Consider two isolated elements x and y with x # y and 
x A y --< x. By property QE there exists an element t with x # t and x A y < t < y. Let 
now t’ be an arbitrary element such that x # t’ and x A y 4 t’b y. In P, ,, y we have 
X3 XhYt and XgxAy t’. Thus, since 2x ,, Y is an equivalence relation tB’, ,, y t’. But t and t’ 
are compatible, because both are less than y. So t = t’. Hence properties QE and Qu 
imply property Q. 0 
Definition 4.8. Two prime intervals [x,x’] and [y, y’] are equipollent when x = y and 
x’~J?~y’. We call ZP(X) the set of prime intervals in a partial order X. The previous 
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Fig. 13. 
result shows that if D has property Q, equipollence is an equivalence relation on 
N&(D)). 
Following what we did for property C, we will show that it is sufficient to postulate 
property Q on the isolated elements in a computation domain for it to be valid in the 
whole domain. 
Proposition 4.9. In a computation domain satisfying properties I and C, consider two 
arbitrary elements x and y such that x# y and x A y+x. There exists an approximant 
e of x with 
e#y, eAy<e and eV(xAy)=x. 
Proof. (See Fig. 13.) If x is incompatible with y, there exists an approximant d of 
x incompatible with y since d(x) is a consistent subset, using Proposition 4.1. Since 
d is therefore not comparable with y, we have necessarily d A y cd. We can then fnd, by 
Corollary 3.3 an element e with d A y < e < d. Since e covers d A y and is not less than 
y we also have e A y = d A y. By property (? we obtain x A y--c (x A y) V e. Since e is an 
approximant of x, the element (x A y) V e is less than x. As x covers x A y by hypothesis, 
we obtain (x A y) V e = x. Finally, elements e and y are incompatible, otherwise we 
would have x = e V (x A y) < e V y so x and y would be incompatible, which contradicts 
the hypothesis. 0 
Lemma 4.10. In a computation domain satisfying properties 1 and C, property QE is 
equivalent to property g. 
Property 6. 
Vx,y x#y, xAy+x a 3t#x, xAy<t<y. 
Proof. Property Q< trivially implies property QE. The converse is proved in two steps. 
(1) Assume first that x is isolated and y is an arbitrary element with x#y and 
x A y+ x. As we have remarked before, there exists an approximant d of y which is 
incompatible with x. Since both d and x A y are less than y, define e by e = d V (x A y). 
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Fig. 14. 
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Fig. 15. 
The element e is isolated because both d and x A y are, and it is incompatible with 
x because d is. Hence x A y = x A e and we can use property QE. There exists t with 
x # t and x A e--~ t d e, and we deduce immediately x # t and x A Y--X t d y (Fig. 14). 
(2) Consider now an arbitrary x. By Proposition 4.9, there exists an isolated 
element e with e # y, e A y -K e, and e V (x A y) = x (Fig. 15). So we can use the result of 
the first case and find an element t with e # t and e A y -X t < y. We note now first 
that t and x A y are compatible (both are less than y) and second that t is not less 
than x A y (because t is incompatible with e); so we deduce t A (x A y) = e A y. Using 
property C: 
xAy-c(xAy)Vt=u. 
The element u is incompatible with e and thus with x and we have as requested 
xAy<u<y. 0 
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Fig. 16. 
Proposition 4.11. In a computation domain with properties I and C, let a, x, and y be 
three elements satisfying 
(GI) a<x, a<y, x#y. 
Then there are three elements c(, 5, and r approximants of a, x, and y, respectively, in the 
conjiguration corresponding to (G,), as well as 
x=SVa and y=qVa. 
Proof. (See Fig. 16.) Applying Proposition 4.9 twice, we can find x1 and y,, approxi- 
mants of x and y, respectively, with 
Xl#Y, x1 Ay-<x,, xl Va=x, 
yl#x, ylAx+yl, Y,Va=y. 
Now take a = (x1 A y) V (yl A x). The element c1 is an approximant of a and it 
dominates neither x1 nor yl. So 
ccAx,=x,Ay<x,, 
aAyl=xAy,<yl. 
By property C, we obtain 
a<c!vx,=r, a-<aVy,=q 
and since 5 and q are necessarily incomparable with a: 
x=tVa, y=qVa. 
If 5 and q were compatible, the set { 4, q, a} would be consistent, admitting thus 
a lub that would dominate 4 V a and q V a. But this is impossible because x and y 
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are incompatible by hypothesis. So we have 
a-<(, cc<% 5#r. 
Proposition 4.12. In a computation domain with properties I and C, let a, x, y, and z be 
four elements satisfying 
(Gz) a-x, a+y, x#y, y#z, x#z. 
Then there are four elements a, 5, v], and i approximants of a, x, y, and z, respectively, 
satisfying (G,) as well as 
x=<Va y=yVa z=iVa. 
Proof. First we apply the previous result to the three elements a, x, and y. We can find 
c(i,cl, and rl approximants of a,x, and y with 
%<5l, a14rl1, 51#11, x=<i Va, y=q, Va. 
Now consider [ml). By Proposition 3.1, we can find an element [ such that cri<[ with 
[Aa=cr-tc, z=iVa. 
Since czl is isolated, so is c as well as the elements 5 and q defined by 
<=t;1 V& yl=I]i VU. 
(Since <i and ql are compatible with a, they are a fortiori compatible with CC). Since rl 
and ql cannot be less than a and hence than a, 
51Aa=%<51, rlIAa=%<?I 
and by property C: 
ax57 a-<?. 
We also have U-K 5. Let us show the remaining properties. First, 5 # q since cl # ql. 
Next we have 
x=aVtl=aV<lVa=aV& 
y=aVq,=aVqlVcc=aVrf, 
z=aVi. 
If q and c were compatible the set {a, q, c} would be consistent, which contradicts the 
fact that x and y are incompatible. So we also have 9 #i. Last, since x #z, we have 
trivially 5 # i. q 
Remark. In the previous propositions, as well as in several propositions in this 
section, we freely use coherence, which sometimes leads to shorter proofs. However, 
this property is not necessary for the results to hold. 
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Lemma 4.13. In a computation domain satisfying properties I and C, property QU is 
equioalent to property ru: 
Property cu. In IP(D), equipollence is an equivalence relation. 
Proof. Property Qu implies trivially property Qu which is weaker. The converse is 
a corollary of the previous result. Let [a, x], [a, y], and [a, z] be three intervals with 
[a, x] .!%[a, y] and [a, y] %‘[a, z]. As in Proposition 4.7, the only nontrivial case is 
when xtz with x# y, y#z, and x #z. By Proposition 4.9, we can then find approxi- 
mants a, 5, v, i for a, x, y, z with 
a-<(, a+?, a-<[, <#VI, Y#i, 5zi 
as well as x = a V 5 and z = a V (I. So if x and z are compatible, so are 4 and i. But 
property Qu excludes this possibility. So x and z must be incompatible and the 
equipollence relation is an equivalence on prime intervals. 0 
Corollary 4.14. In a domain satisfying property I and C, property Q is equivalent to 
property Q: 
Property 0. If x and y are two incompatible elements, 
xAy-<x - 3!t t#x, x A y4tQy. 
Proof. It is easy to show, as in Proposition 4.7, that property Q is equivalent to the 
conjunction of properties Q> and cu. 0 
Corollary 4.15. In a domain D satisfying properties I, C, and Q, an upper section also 
satisjies these properties. 
Proof. Consider an arbitrary upper section [a). As a computation domain, [a) has 
properties I and C. If x and y are two elements of [a), then x A y also belongs to [a). So 
if D satisfies property Q, so does [a). 0 
Notation. If [a, b] and [c,d] are equipollent prime intervals, we now write 
[a, bl N Cc, 4. 
Definition 4.16. In a partial order D, two intervals are transposed iff they are 
comparable as elements of Z(D). 
We call Y the transposition relation. This relation is obviously reflexive and 
symmetric. 
Lemma 4.17. In a computation domain satisfying properties I, C, and Q, equipollence 
and transposition commute on IP(D), i.e. N 0 ~7 = F 0 N. 
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Proof. Consider prime intervals [a, a’], [a, a”], and [b, b’] such that [a, a’] 2: [a, a”] 
and [a, u”] Y [b, b’]. We must show that there exists a prime interval [b, b”] such that 
[a, a’] Y [b, b”] and [b, b”] N [b, b’]. If a’= u” then [a, a’] Y [b, b’] and we can take 
[b, b”] = [b, b’]. Thus, assume a’# a”. If [a, a”] = [b, b’], we can take [b, b”] = [a, a’]. 
Two cases are still possible: 
Case 1: [a, u”] <b, b’]. (See Fig. 17.) In this case, a’ is necessarily compatible with b. 
Assume indeed a’ # b. By property Q, there exists an element t with a’ # t and 
a --< t d b. Therefore, [a, u”] 21 [a, a’] 2: [a, t]. By property Q again [a, a”] = [a, t]. 
Now 
l either a”#~, but this is impossible because both a’ and t are less than b’ 
l or a” = t, but this is also impossible because a” A b = a #a”, so a” is not less than 
b while t is less than b. 
So we can take b”= a’ V b. Since a’ A b = ~<a’, by property C b -= b”. Finally, 
elements b” and b cannot be compatible, because otherwise a’ and u” would be 
compatible, which contradicts the hypothesis. We have [a, a’] F [b, b”] and 
[b, b”] N [b, b’], which concludes this case. 
Case 2: [a,~“] > [b, b’]. (See Fig. 18.) In this case, a’ and b’ are necessarily 
incompatible. Indeed, if a’ and b’ were compatible, the element 
a’ V b’ = a’ V a V b’ = u V d’ would exist, which contradicts a’ # a”. From a’ # b’ we 
deduce by property Q, since a’ A b’= b< b’, that there exists an element b” with 
b” # b’ and b --< b’ <a’. This element b” is not less than a, otherwise u” would dominate 
b’andb”,sob”Vu=u’andb”Aa=b.So[a,a’]~[b,b”]and[b,b”]~[b,b’],which 
concludes this case and the proof of the lemma. 0 
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Definition 4.18. The projectivity relation is the transitive closure of transposition. 
This relation is an equivalence relation written -. If intervals [a, b] and [c, d] satisfy 
[a, b] - [c, d], they are called projective intervals. We will only consider this relation 
for prime intervals. 
Theorem 4.19. On the prime intervals of a partial order satisfying properties I, C, and Q, 
equipollence and projectivity are commuting equivalence relations, i.e. 
Proof. By the previous lemma we know that N OF = r 0 N . Let us show by induction 
that for any n, n positive, we have: 
The case where n= 1 is immediate and 
=(,y-no,)L@ (by induction hypothesis) 
=~no(No~) (by associativity) 
=J~--nfl,, - (by associativity again). 
As [a, b] NO - [c, d] iff there is an integer n such that [a, b] z oY’[c, d], we have then 
also [a, b] PO N [c,d] hence [a,b]-o=[c,d]. 0 
The product of the equivalence relations N and - is again an equivalence relation 
that we will write z. Since the relation z extends 2:) we will say from now on that the 
prime intervals [a,b] and [c,d] are equipollent iff [a,b] z[c,d]. 
Before studying further equipollence and projectivity, we try to give an intuitive 
feeling for the meaning of these relations. 
Example 1. Consider the domain O3 whose diagram is shown in Fig. 19. Since this 
domain is a lattice, it cannot be used to illustrate equipollence. However, there are 
three equivalence classes for the projectivity relation -. 
(1) [(I, 1, I), (T, 1,1)1- [CL T, IX (T, T, J-)1 -[(I, T, 2 CT, T, 71 
- C(L L T), (T, L -VI 
(2) C(-L -L 11, CL T, ~)l-CU, L 11, CT, T, J-11 
- CV, L V, (T, T, T)l- C(L L T), (1, T, T)l 
(3) C(L L 11, (1, L Tl- CV, L -L), CT, L T)l 
- CU, T, I), O-, T, 71~ C(L T, I), (1, T, T)l. 
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CT, T, T) 
CT, T, 1) (L T, T) 
(T, l,l) (1, J-7 T) 
Fig. 19. Domain 03. 
(0, T) (l,T) 
(0, I) (1.1) 
Fig. 20. Domain 0 x T. 
Example 2. Consider the domain 0 x T whose diagram is shown in Fig. 20. Here, 
there are three equivalence classes for the projectivity relation -: 
(1) C(L I), (0, J-11 - C(L T), (0, VI 
(2) C(L 11, (1,1)1 -[t-L TL (1, VI 
(3) C(O, -LX (0, T)l -CCL 11, (1, T)l -CCL 11, (1, T)l. 
The union of classes (1) and (2) is an equivalence class for the equipollence relation, 
while class (3) is a second one. The fact that 0 contains two incompatible atoms results 
in the first equipollence class containing exactly two projectivity classes. The fact that 
we have a Cartesian product of two domains can be seen in the presence of two 
equipollence classes. With the help of these two equivalence relations, we are able to 
analyze the structure of a computation domain. Naturally, the representation theorem 
will be based on these relations, which we study now in greater depth. 
5. The projectivity relation 
If two prime intervals are projective, we would like them to represent the same 
elementary information increment, possibly taking place in two distinct global states. 
We shall now call an elementary decision, or more briefly a decision, an equivalence 
class of projective prime intervals. However, such an interpretation of projectivity 
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Fig. 21. The diamond domain. 
faces an inconsistency that can only be eliminated by postulating an additional 
property. 
Consider the partial order in Fig. 21. It is trivial to verify that this partial order is 
a computation domain satisfying properties I,C, and Q. Since we also have 
all prime intervals in this lattice belong to one and the same projectivity class. It 
is difficult to accept that a single elementary decision may allow the construction 
of four different elements. More specifically, two precise facts run counter to our 
interpretation: 
(i) All prime intervals of the form [I, x] are projective, and should constitute the 
same elementary decision, 
(ii) To go from _L to b, for example, the “decision” is the same one as to go from b 
to T. 
The lattice of Fig. 21 plays an important role in lattice theory so one might try 
simply to exclude such a configuration with five elements from a computation 
domain. We will see that if a computation domain is a lattice, this idea is valid. But as 
there are incompatible elements, the situation is more intricate. Consider for example 
the domain of Fig. 22, which is represented by a Hasse diagram ‘seen from above”. 
Arrows point upwards in the partial order. A sublattice of this domain must be 
a sublattice of one of the intervals [I, a’], [I, b’], [I, c’], or [I, d’] because elements 
a’, b’,c’, and d’ are maximal and incompatible. But it is clear that none of these 
intervals contains a sublattice that is isomorphic to the five element lattice of Fig. 21. 
However, phenomena that we have considered above as inconsistent with our intu- 
ition still occur: in the interval [a,~‘] all prime intervals are projective. In a similar 
fashion, the 25-element domain of Fig. 23 shows that two distinct prime intervals may 
be simultaneously projective and equipollent: [a, al] N [a, uz] and a, # u2. But in our 
understanding, two distinct equipollent prime intervals should correspond to two 
contradictory elementary information increases. 
The examples above, due to Gordon Plotkin, point to a new property that we call 
property R. 
Property R. Zf [a,~] and [a,~] are two projective prime intervals with isolated end- 
points, then x=y. 
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a’ 
Fig. 22. Diamond is not a sublattice. 
Fig. 23. Another counterexample 
This property can be stated in the following way: if a is an isolated element, then 
two distinct elementary increases from Q are two distinct decisions. 
Before examining the many consequences of property R, we show as is now 
customary that the property is valid for two arbitrary prime intervals. 
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Proposition 5.1. Consider two prime intervals with isolated endpoints [a, a’] and [b, b’], 
in a computation domain satisfying properties I and C. If there exists a prime interval 
[c,c’] such that 
[a, a’] < Cc, ~‘12 Cb, b’l, 
then there exists a prime interval [d, d’] with isolated endpoints such that 
[a, a’] < Cd, d’] 9 [b, b’l. 
Proof. By hypothesis, c’= a V c; hence c’= a V (u&‘(c)) and c’= UZE.+ (a’ V z). The 
set {a’ V z 1 ZE&(C)} is directed and it dominates b’. So there exists an isolated element 
e with b’ <a’ V e, eed(c). Take d = e V a V b. The element d is an approximant of c that 
dominates a and b. So d dominates neither a’ nor b’ and, by property C, d-~ d V a’ 
and d-<dVb’. So since b’<a’Veda’VeVaVb=a’Vd, we have d<dVb’<dVu’. 
Elements d V b’ and d V a’ are thus equal to the same element d’ and 
[a, a’] < Cd, d’] > Cb, b’l. 0 
Proposition 5.2. In a computation domain satisfying properties I and C, property R is 
equivalent to property R: 
Property I?. If [a, x] and [a, y] are two projective prime intervals then x = y. 
Proof. Property ii implies trivially property R. Conversely, consider two arbitrary 
projective prime intervals [a,~] and [a, y]. There exists a sequence { [Xi,x:]}0<i<n 
with [x,, XL] = [a, x] and [x,, xi] = [a, y] such that 
[x(),x;] Y[Xl,X\] . ..s[x..x;]. 
By Lemma 3.9, we can find intervals with isolated endpoints [Zi,z;] 6 
[x~,x;] (O<i<n). If we now take [ti, ti]=[xiVxitl, x:VX;+~] (O~idn- l), we have 
[Zi,Z;]~[ti,t:]8[Zi+,,Z:+1] (O<i<n--1). 
By the previous proposition, there are prime intervals with isolated endpoints [Ui, u:] 
(Odi<n- 1) such that 
[Zi,Z;]~[cUi,U:]~[Zi+,,Z;+,] (O<idn-1). 
As a consequence, [z,, zb] and [z,, zk] are projective in d(D). From [z,,, zb] d [a, x] 
and [z,, zh] d [a, y] we deduce that z0 and z, are both less than a and we can take 
z = z. V z,. This element z cannot dominate zb or zi since it is an approximant of a that 
does no dominate them. Hence, 
z/Yz;=zo, ziIz:,=z,; 
therefore, 
z<zVz~=z’, z-KzVz:,=z”, 
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which shows that [zo,zb] < [z, z’] and [z,,zh] < [z,z”]. Since z is isolated and 
[z,z’] - [z,z”], we can use property R and deduce z’=z”. Since we have also 
[z, z’] < [a, x] and [z, z”] < [a, y], we conclude x = y. q 
Corollary 5.3. In a domain satisfying properties I, C, Q, and R, any upper section (and 
any interval) satis-es these properties. 
Proof. Consider an upper section [b). If the prime intervals [a, x] and [a, y] are 
projective in [b), they are also projective in the whole domain. Hence x = y, so the 
upper section [b) has property R. We already know that it has properties I,C, 
and Q. Cl 
Proposition 5.4. In a computation domain D satisfying properties I, C, and R consider 
two compatible elements x and y. If [a,a’] is a prime interval such that 
a<xAy and a’<xVy 
Then either a’ =G x or a’ < y. 
Proof. Note first that in the case where x and y are comparable, say x<y, we 
immediately have a'< y=x V y so that the proposition holds trivially. Now suppose 
xlly. We can also assume a’ 4 x A y otherwise the proposition is again immediate. 
Consider first the case where x and y are finite relative to x A y. 
Case 1: x A y<x, x A yiy. The proof is by induction on the sum 6(x, y) of the 
lengths of the maximal chains from x A y to x and from x A y to y. 
(i) Base case. Since x Ily the first case to consider is when 6(x, y) = 2, i.e. x A Y-K x 
and x A y --< y. From a’ 1(x A y we deduce a = a’ A x A y, and by property C, which we 
can use because a’fx Ay we obtain: xAy<a”<xVy with a”=a’V(x Ay). Now 
either a”=~ and then a’ <x, or a”#~ and then, by property C, we have 
x-ca”Vx<xVy. But we also have x-<xVy so a”Vx=xVy. From 
[x A y, a”] d [x,x V y] 3 x A y, y] we deduce by property R that a” = y. 
As a result, when 6(x, y) = 2 we have indeed either a’ d x or a’ d y. 
(ii) Induction step. Now assume S (x, y) = n, n b 2. Since x and y are incomparable we 
have x A y < x and x A y <y. By atomicity, there are two elements xi and yl with 
xAy-cx,<x and xAy--cy,<y. Now take z=xlVyl, x;=xVy,=xVz, 
y; = y V x1 = y V z. Elements xi, y\ , and z do exist because x and y are compatible (see 
Fig. 24). Two cases are now possible. 
Case 1.1: a’ bz. Then the result of the base case may be used to deduce that either 
a’<x, or a’<y,, thus either a’<x or a’<y. 
Case 1.2: a’$~. Then a=a’ AZ. Since a’ and z are both less than x V y they are 
compatible and we can use property C. With a” = z V a’ we have z 4 a” < x V y. But 
x\Vy;=xVzVyVz=xVy and since z is less than x; and y; we also have 
z < _x; A y;. To be in a position to apply the induction hypothesis to the interval [z, a”] 
and elements xi and y;, we need only verify that 6(x;,y;)<6(x,y). Now 6(x;,y;) is 
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less than the sum of the lengths of maximal chains from z to x; and from z to y; . So 
6(x;, y;)< n-2. Applying the induction hypothesis yields that either a” <xi or 
a” <y; . Assume without loss of generality that a” < xi. Since a’ <a” we also have 
a’ <xi. But 6(x, z) d rr - 1. We can use the induction hypothesis again for the interval 
[a, a’] and the elements x and z, to conclude that either a’ < z or a’ 6 x. We have 
assumed that a’ 6 z. So a’ < x. 
Case 2: Assume now that x and y are arbitrary. Again take a”=a’ V (x A y). 
Since the upper section [x A y) is a computation domain, there are approximants x’ 
and y’ of x and y in this domain such that the atom a” is dominated by x’V y’. 
Then a < x A y < x’ A y’ and a’ <x’ V y’ with x’ A y’<x’ and x’ A y’<y’. Using the result 
of the first case, we deduce that either a’ < x’ or a’ < y’, so that again a’ < x or 
a’<y. 0 
Corollary 5.5. In a computation domain satisfying properties I, C and R, no sublattice is 
isomorphic to the sublattice of Fig. 21. 
Proof. Let x and y be two arbitrary compatible, incomparable elements. Take any 
z such that x A y < z < x V y. By atomicity, there is an element with x A y -C t d z. By 
the previous result, either t d x or t d y. In the first case, x A y < x A z and in the second 
case xAy<yAz. 0 
To prove the converse, we need a very useful result that limits the cases that we 
need to consider when two intervals are projective. This result is obtained in two 
steps. 
Proposition 5.6. In a computation domain satisfying properties I, C, and R, consider 
three prime intervals [a, a’], [b, b’], and [c, c’] such that [a,a’] 2 [b, b’] G [c, c’]. Zf 
a and c are compatible, then we also have [a, a’] < [a V c, a’ V c’] 3 [c, c’]. 
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Proof. (See Fig. 25.) By definition of the relation d for intervals we have a’ = a V b’ 
and c’= b’ V c. Since a and c are compatible, the triple {a, b’, c> is consistent. It has 
a lub d’=aVb’Vc. But 
d’=aVcVb’=(aVc)V(cVb’)=(aVc)Vc’, 
d’=aVcVb’=(aVc)V(aVb’)=(aVc)Va’. 
Take d = a V c. Since b’ is not less than a nor c, by the previous proposition b’ is not 
less than a V c. Thus, d’ is different from d, so d < d’ by property C. Since d’ dominates 
a’ and c’, d’=a’ V c’. Since we have [a, a’] < [d, d’] > [c, c’] the result follows. q 
Definition 5.7. We call a domain of computation satisfying properties I, C, Q, and 
R a concrete domain. 
Lemma 5.8. In a concrete domain, two distinct prime intervals [a, a’] and [b, b’] are 
projective ifSthere exists an alternating sequence of prime intervals {[x0, XL], [xl, xi], 
... , [x,, XL]}, i.e. [a, a’] = [x0, XL], [b, b’] = [x,,xb], and 
C~,~‘l~C~~,~;l~C~z,~;l~C~~,~~l . ..Cx..dll, 
Ca, a’1 > [XI, xi1 < [x2, &I > C%, &I ... LX”, &I 
both satisfying additionally condition Z: 
ViECO,n-21 [Xi,X:]>[Xi+l,X:+,]<[Xi+Z,X;+2] * Xi#Xi+Z. 
Proof. The proof proceeds by induction on the length of the sequence of transposi- 
tions that are needed to go from [a, a’] to [b, b’]. If [a, a’] F [b, b’] the result is 
immediate. Now assume the property to be true for two projective prime intervals 
for which there is a sequence of transpositions of length at most n- 1, and sup- 
pose [a,a’]F [x~,x;]...[x,_~,x:,_~] F [b, b’]. By induction hypothesis there is an 
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alternating sequence { [yi, y;], . . . , [y,, yk]} between [xi,x’J and [b,b’]. Thus two 
cases are possible: 
Case 1: C~,,~‘~l~CY~,Y’~1~CY2,Y;l~~~~C~,~’l. 
Case 1.1: [a,a’]<[x,,x;]. Then we also have [a,a’]~[yi,y~] by transitivity and 
so C~,~‘l~CY~,Y;l~CY,,Y;l~ . ..ChU 
Case 1.2: [a,a’]>[x,,x\]. Then if u#y, the sequence 
{C~~~‘l~C~~,~;l,CY~,Y~l,~~‘~~~~~’l} 
satisfies condition Z. Otherwise, by the previous result, we have 
and the sequence {[a,~‘], [uVy,,a’Vy;], [yz,y;] < ... [b, 6’1) is an alternating se- 
quence. If y3 exists, we know that y, #y3 so a fortiori a V y, # y, and the sequence 
satisfies 2. 
Case 2: c~~,~;l~cY~,Y;l~cY,,Y;l~ . ..Cb.b’l. 
Cuse2.1: [u,a’]<[x,,x;].Then {[u,u’],[~,,x~],[y~,y~],...[b,b’]}isanaccept- 
able alternating sequence. 
Case 2.2: [a, a’] 3 [x1, xi]. Then by transitivity [a, a’] > [yi, y;] and the sequence 
(C~,~‘l,CYl,Y;l> . . ..Chb’l} is an alternating sequence. Since we had x1 # yz, cer- 
tainly a# y, and the sequence satisfies Z. 0 
Corollary 5.9. If a concrete domain is a lattice, two prime intervals [a, a’] and [b, b’] 
are projective i$ there exists a prime interval [c, c’] such that 
[a, a’] <cc, c’l 2 [b, b’l. 
Proof. Since two elements cannot be incompatible, the only alternating sequences of 
prime intervals between two distinct prime intervals [a,~‘] and [b, b’] are of the 
following form: 
(11 Ca, a’1 < Ch b’l, 
(2) Ca, a’1 > Ck b’l, 
(3) [a, a’] < [c, c’] > [b, b’]. 
Collecting these three cases with the case where [a, a’] and [b, b’] are identical, we 
obtain [a, a’] <[c, c’] > [b, b’]. The converse is immediate. 0 
Theorem 5.10. Zf a computation domain is a lattice satisfying properties I and C, the 
property R is equivalent to property RF-: 
Property R,. No sublattice is isomorphic to the lattice of Fig. 21. 
Proof. We already know by Corollary 5.5 that property R implies property RF. 
Assume now that RF holds and consider two projective prime intervals [a,~] and 
[a,~]. By Corollary 5.5, there exists a prime interval [c,c’] such that 
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We will reason by induction on 6(a, c), the length of the maximal chains from a to c, to 
prove that such a configuration implies x=y when a<c, and then by continuity to 
prove the result in general. 
Case 6(a,c)=O: Then a=c and c’=xVc=xVa=x as well as c’=yVc=yVa=y, 
so x=y. 
Case 6(a, c) = 1: Then 6(a, c’) = 2. Since c V x #c and c V y # c, necessarily c #x and 
c # y. It is not possible to have I?= x V y because the sublattice including a, x, c, y, c V y 
would be isomorphic to the lattice of figure foo. Hence x V y<c’, which implies 
6(a, x V y) < 1. Consequently, x and y are comparable. As both cover a they must be 
equal. 
Case 6(a,c)=n> 1: Then there exists an element d with adddc, so 6(d,c)=n- 1. 
Sincea=xAc=xAdanda=yAc=yAd,usingpropertyCwededuced~dVxand 
d --< d V y. We immediately have 
By induction hypothesis the d V x = d V y. But then, if x and y were distinct, the lattice 
including a, x, y, d, c V x would be isomorphic to the lattice of Fig. 21. So we must have 
x=y. 
We conclude the proof using Proposition 5.1. If [a, x] < [c, c’] 2 [a, y] there exists 
a prime interval [Y,Y’] with a<y and [a, x] G [y, y’] > [a, y]. Hence here again 
x=y. 0 
An interesting consequence of property RF is that it excludes a domain like the one 
in Fig. 6. More precisely we have the following proposition. 
Proposition 5.11. In a concrete domain, an interval [x, y] of height n contains at most 
n elements covering x. 
Proof. We again reason by induction on the height of the interval [x, y]. The result is 
immediate when x = y and x --< y. If all maximal chains from x to y have length 2, then 
consider two elements a and b covering x and less than y. If they are distinct, we have 
y = a V b by property C. Property R, excludes the possibility of a third element c less 
than y covering x. 
Now in the general case, assume all maximal chains from x to y have length n, with 
n>2. Consider an arbitrary element t such that X-X t < y. The interval [t, y] is of 
height n - 1 and by induction hypothesis there are at most n - 1 elements covering t in 
that interval (Fig. 26). 
By property RF, the mapping that associates to any element of [x, y] covering x the 
element x V t is an injection. So there are at most n- 1 elements of [x, y] covering 
x and distinct from t. If we now count t, the result is established. q 
Corollary 5.12. In a concrete domain, ifxiy the interval [x, y] contains only jinitely 
many elements. 
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Proof. We reason again by induction on the height 6(x,y) of the interval [x, y]. If 
6(x, y) = 0 or 6(x, y) = 1 the result is immediate. Suppose now 6(x, y) = IZ > 1. Then for 
any a covering x in [x, y] there are, by induction hypothesis, finitely many elements in 
[a,y]. Since the number of elements covering x in [x, y] is finite, there are finitely 
many elements in [x, y]. 0 
Corollary 5.13. In a concrete domain, a jinite element dominates only jinitely many 
elements. 
Remark. We are not too concerned with the independence of the various axioms that 
we postulate for computation domains, nor of the properties that we have studied so 
far. But one may notice here that properties C and R, imply conditional completeness 
and coherence, respectively, which in a way is another argument in favor of these 
axioms. Since coherence has been studied relatively little in the literature, we prove 
that it is not independent of properties I, C, Q, and RF. 
Proposition 5.14. If an algebraic partial order is conditionally complete, and it satisjies 
properties I, C, Q, and R,, then it is coherent. 
Proof. By Proposition 1.6, we need only to show that any pairwise consistent riple 
a, b, c has a least upper bound. We reason by induction on @a A b A c, a). 
(a) Base cases. If 6(a A b A c, a)=O, then a, b, and c are less than b V c. If 
6(a A b A c, a) = 1, then suppose a were incompatible with b V c (Fig. 27). By property 
Q, since a A b A c = a A (b V c) there exists a t such that 
aAbAc<tbbVc and a#t. 
But by Proposition 5.2 (whose proof does not rely on coherence!), that can be applied 
since a A b A cd b A c, either t d b or t < c. But then, in either case the set {a, b, c} cannot 
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be pairwise consistent. If for example t is less than b, then b cannot be compatible with 
a. So at(b V c) and by conditional completeness a V (b V c) exists. 
(b) Induction step. Assume the property holds when 6(a A b A c, a) < n 3 1 and as- 
sume 6(u A b A c, a) = n. Consider a maximal chain 
from a A bA c to a. Since the triple {a, b,c} is pairwise consistent, so is the triple 
(x,_ i, b, c}. By induction hypothesis, it admits a least upper bound x,_ 1 V b V c. We 
can use the argument of the base case to the triple {a, x,_ 1 V b, x,_ 1 V c}. Finally, 
uVx,_,VbVc=uVbVc. 
(c) Continuity argument. If a is not finite relatively to a A b A c, consider an arbitrary 
CI approximant of a. The triple {a, b, c} is pairwise consistent, so is the triple {a, b, c}, 
thus CI V (b V c) exists. In the upper section [a A b A c) we have 
u @V(bVc))= 
asd((a) 
By algebraicity we have UaE.d(aj CI = a and consequently a V b V c exists. 0 
We now return to our central concern, the study of the consequences of property R. 
Lemma 5.15. Consider two compatible elements x and y in a concrete domain. Zf [x, x’] 
is a prime interval included in [x,x V y], then there exists a prime interval [u, u’] 
included in [x A y, y] which is projective with it. 
Proof. Note first that y cannot be less than x because then we would have x V y=x 
and the prime interval [x, x’] could not be included in [x, x V y]. Now we reason by 
induction on the length 6(x A y, y) of the maximal chains from x A y to y. 
(a) Base case. 6(x A y, y) = 1, i.e. x A y 4 y. By property C we have X-XX V y. Since 
we also have x 4 x’ < x V y we deduce x’ = x V y. The intervals [x A y, y] and [x,x’] 
are transposed. 
(b) Induction step. Assume 6(xA y, y)=n> 1. Consider an arbitrary element 
v covered by y. By Lemma 3.9 we have v V x =C v V x’. We examine both cases in turn. 
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Case 1: v V x = v V x’. We can apply the induction hypothesis because 
so 6(x A v, v)= 6(x A y, v) = n- 1. Thus, there exists an interval [u, u’] 
[x A y, v] - thus a fortiori in [x A y, y] - projective with [x,x’]. 
xAv=xAy 
included in 
Case 2: o V x -c v V x’. Note that this case implies that y is not less than v V x: we 
would then have vVxVy=xVy=vVx and 
vvx<vvx’~xvy=vvx, 
which is impossible. Thus (v V x) A y= v and we can use property C and deduce 
vVx--c(vVx)Vy=xVy. But vVx-cvVx’<xVy hence vVx’=xVy=(vVx)Vy 
which means that the following holds: 
[x,x’] < [v v x, v v x’] 3 [v, y]. 
This concludes the proof when 6(x A y, y) is finite (cf. Fig. 28). 
(c) Continuity argument. If y is not finite relative to x A y, there exists nevertheless 
an element k&(y) with xAy<d and x+x’<x V d and we can apply the previous 
results to the elements x,x’, and d. 0 
Remark. (1) This proof does not use property R. It is included in this section because 
we need the lemma here. 
(2) In fact, we can prove with a minor adjustment of the induction argument that 
there exists a prime interval [t, t’] and [x,x’] < [t, t’] > [u, u’]. 
Corollary 5.16. In a concrete domain, if [x, x’] is a prime interval included in the interval 
[I, a V b], there exists a prime interval projective with it either in [I, a] or in [I, b]. 
Proof. Using Lemma 3.9 we obtain a V x =c a V x’ and b V x =c b V x’. 
Case 1: aVx+aVx’and bVx<bVx’. Then we have 
[a V x, a V x’] Z [x,x’] d [b V x, b V x’], 
thus by Proposition 5.4, since (a V x)f(b V x) 
[aVx,aVx’]<[aVbVx,aVbVx’]>[bVx,bVx’]. 
236 G. Kahn. G.D. Plotkin 
Fig. 29. 
But there is a contradiction since a V b = a V b V x = a V b V xl, making it impossible for 
the interval [a V b V x, a V b V x’] to be prime. This case cannot happen. 
Case 2: a V x = a V x’ (the case b V x = b V x’ is handled symmetrically). Then the 
prime interval [x, x’] is included in [x,x V a]. By the previous lemma, there exists 
a prime interval [u, u’] included in [x A a, a] (hence a fortiori in [I, a]) with [x,x’] - 
[U,U’]. 0 
Lemma 5.17. Consider two projective prime intervals [x,x’] and [z,z’] in a concrete 
domain. If there exists a prime interval [y, y’] projective with [x, x’] in [I, x], then there 
exists a prime intervaZ projective with [z, z’] in [I, z]. 
Proof. The proof proceeds by induction on the length 2 of the alternating sequence of 
transposed prime intervals between [x, x’] and [z, z’]. If 2 = 0 the intervals [x, x’] and 
[z, z’] are identical, so the result is immediate. Assume now Z = n, n > 0. Two cases are 
possible, depending on the form of the alternating sequence. 
Case 1: [x,x’]([x~,x~])~~~[z,z’]. In that case the interval [y,y’] is also included in 
[J-,x1]. By induction hypothesis, there exists a prime interval [t, t’] in [l,z] with 
[t, t’] - [y, y’] because the alternating sequence from [x~,x~] to [z,z’] is of length 
n-l. 
Case 2: [x,x’] > [x1, xi] < . ..[z. z’]. Since x1 and y are compatible, we deduce by 
Lemma 3.9 x1 V y -x1 V y’, thus two cases are possible. 
Case 2.1: x1 Vy-tx, Vy’ (Fig. 29). 
Since x1 and y are both less than x, so is x1 V y. Therefore, x; is not less than x1 V y, 
because otherwise xi would be less than x and x+x’ = xi V x would be impossible. 
So x1 =(x1 V y)Ax; and by property C: 
Hence we have [xIVy,x,Vy’]-[y,y’]-[ ~,~‘I-C~,,~;I-C~~~Y,~;~YI. BY 
property I? we conclude x1 V y’ = x; V y. But then x; <x1 V y’ < x, which we have seen 
is impossible. There is a contradiction, so this case cannot happen. 
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Case 2.2: x1 V y=xl V y’. Then we can use Lemma 5.8. There is a prime interval 
[u, u’] projective with [y, y’] in [x, A y,x,]. By transitivity [u,u’] - [x1,x;]. Using 
the induction hypothesis, we deduce that there exists a prime interval [t, t’] in [I, z] 
with [u,u’]-[t,t’] and thus [y,y’]-[t,t’]. 0 
Theorem 5.18. In a concrete domain, if [x,x’] is a prime interval, then the interval 
[I, x] contains no equipollent prime interval. . 
Proof. (a) We prove first that there cannot be a prime interval [y, y'] in [1,x] with 
[x, x’] - [y, y’]. The proof is by induction on h(x) the height of x. If h(x) = 0, the result 
is immediate. If h(x) = n >O, assume some [y, y’] included in [I, x] verified by 
[y, y’] N [x, x’]. By the previous lemma, there exists [t, t’] -[y, y’] with [t, t’] in- 
cluded in [I, y]. But h(y) < h(x) so by induction hypothesis this is impossible. Hence 
the property is proved for any finite x. If now h(x) is infinite, there exists by 
Proposition 3.1 a prime interval with finite endpoints [q, ~‘1 with [q, ~‘1 d [y, y’]. In 
the upper section [q’) there exists a finite [5,5’] with [t, 5’1 <[x,x’]. The prime 
intervals [t, 4’1 and [q, $1 are now projective intervals with finite endpoints and the 
reasoning above applies. 
We now prove that there cannot be a prime interval equipollent to [x,x’] 
in [1,x]. Assume that such an interval [y,y’] exists, i.e. [y,y’] z[x,x’]. By def- 
inition z = NO - = - 0 2:. Hence [y, y’] - 0 2: [x,x’], which means that there is 
a prime interval [x,x”] with [y, y'] - [x, x”]. This is impossible by the result of 
part (a). 0 
In the five sections above, we have defined the essential properties that a computa- 
tion domain should satisfy to be considered plausibly a data domain rather than 
a functional domain. The mathematical consequences of these properties are consis- 
tent with our intuition. But it remains to show that these properties are sufJicient to 
characterize truly a notion of concrete computation domain. This is the role of the 
forthcoming sections that develop a representation theory for concrete domains. 
6. The information matrix 
To start with, we expose the essential facts on which the representation of concrete 
domains will be based. 
Definition 6.1. An equivalence class of equipollent prime intervals will be called a cell. 
Notation. Let [x, x’] be a prime interval. We denote d[x, x’] the equivalence class of 
[x,x’] under projectivity (the decision associated to [x,x’]) and c[x,x’] the cell 
associated with [x,x’], i.e. its equivalence class under equipollence. 
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Definition 6.2. If [x, x’] is a prime interval and a dominates x’ we say that a occupies 
cell c[x, x’] and contains decision d[x, x’]. We note 
r(a)={c[x,x’]Ix+x’ and ~‘<a}, 
A(a)={d[x,x’]Ix-<x’ and ~‘<a), 
Proposition 6.3. For any a: 
r(a)={c[x,x’]Ix-xx’ and x’~d(a)), 
A(a)={d[x,x’]Ix<x’ and x’~d(a)}. 
Proof. This result is a simple application of Proposition 3.1. For any prime interval 
[y, y’] with ~‘<a, there is a prime interval [x,x’] with finite endpoints such that 
[x, x’l < [y, ~‘1, hence 
cc-%x’l=ccY,Y’l, dCx,x’l =dCy,y’l. 
Since y’ < a, a fortiori ~‘<a. As x’ is finite, it is an approximant of a. 
Proposition 6.4. Consider a consistent subset X in a concrete domain. 
following equalities: 
q 
We have the 
NJw= u W), NJX)= u A(x). 
XSX XCX 
Proof. First, by coherence, if X is consistent it has a lub UX. Now by definition of 
r and A, 
XGY * W)C~(Y), xdy = A(x)cA(y). 
So immediately 
,i? Ux)cUUX), ,i? A(x)cA(uX). 
We now prove the converse inequalities by induction on the cardinal of X when X is 
finite and then by continuity. 
(a) Basecases. If~X~=Othen~X=-Land~(l)=A(l)=@IfIXI=lthenX={x} 
and UX=x. So obviously, T(x)xr(UX) and A(x)zA(UX). 
(b) Induction step. Let X=(x1,x2, . . . . x,_l,x,}(n>l). If X is consistent, so is 
X’={x1,x2, . . . ,x, _ 1}. By induction hypothesis 
,g, r(x)-(UX’), x;, A(x)xA(uX’). 
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Since uX=(uX’)V x,, so by Corollary 5.16, any prime interval [x,x’] included in 
[J-, UX] is projective with a prime interval included either in [I, UX’] or in [I, x,]. 
Hence, 
NJX)cNJX’W(xA 4JXW(~X’)Wxrl). 
Using the induction hypothesis, we obtain 
mJX)c u ~(42 4JX)c u A(x). 
XEX XEX 
(c) Continuity argument. Consider an arbitrary prime interval [x,x’] with finite 
endpoints included in [l, UX]. Since x’ is finite less than UX and the set obtained 
by adding to X the lubs of its finite subsets is directed, we can find a finite subset Y of 
X whose lub dominates x’. Thus, by the previous result 
CCX,X’l~ 0 nY)> dCX,X’lE u d(Y), 
YEY YGY 
so we deduce 
NJXk u T(X)> 4uxk u A(x). 0 
XPX XPX 
In a concrete domain, we have a property that is far stronger than the 
Jordan-Dedekind condition. 
Lemma 6.5. Consider an arbitrary element x in a concrete domain and a maximal chain 
{1=x0,x1 )...) x, )... } between I and x. We have the equalities: 
r(x)=(cCxi, Xi+llli20}, d(x)={d[xit xi+llli>O) 
Proof. The equalities are proved by induction on h(x). 
(a) Ease cases. if h(x)=0 then x= I and T(I)=A(l_)=@. If h(x)= 1, then x is an 
atom and the property is again obvious. 
(b) Znduction step. Now assume h(x)= n> 1. Take an arbitrary prime interval 
[y,y’] in [1,x]. Since y’ and x,-r are compatible, by Lemma 3.9, we have 
x,_ 1 V y--=x,,_ 1 V y’ and two cases have to be considered. 
Case 1: x,- 1 V y=x,- 1 V y’. In that case, by Lemma 5.8 there exists a prime 
interval [z, z’] in [I, x, _ r] projective with [ y, y’]. Since x, _ 1 is of height IZ - 1, we can 
use the induction hypothesis. Hence there exists an interval [xR, xk + r] with k < n - 2 
and [z,z’]-[x~,x~+~]~ i.e. d[z,z’]=d[xL,xk+l] and therefore 
dCY,Y’l~{dCxi, xi+llli>O}, CCY~Y’lE{C{Xi~ Xi+~lli20}. 
Case 2: x,_~ Vy+x,_, Vy’. In that case the prime interval [x,-r Vy, x,-~ Vy’] 
is included in the prime interval [x,_ r, x] which implies 
x,-1=xn-1 VY, x=xn_l Vy’, 
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so [y,y’]<[x,_i,x] and here again 
~CY~Y’l~{~C~i~~i+~lli~O}~ 
cCY~Y’lE{cCxi~xi+Illi~o}~ 
(c) Continuity argument. If x is not finite, we know nevertheless by Proposition 6.3 
that 
W={CCY,Y’IICY,Y’I prime and Y,Y’=~(x)}, 
~(~=(~IY,Y’IICY,Y’I prime and Y,Y’E~(x)}. 
Consider then a prime interval [ y, y’] with finite endpoints. The maximal chain from 
_L to x is a directed set so there is a finite element x, in the chain such that y’<x,. 
Using the result of the finite case, we can find an interval [xi, xi+ i] (i<n- 1) 
projective with [y, y']. 0 
Corollary 6.6. For any x in a concrete domain h(x) = 1 T(x)1 = I A(x 
Proof. Assume first x is finite. By the previous lemma, we know that I T(x)1 <h(x) and 
I A(x)1 <h(x). But by Theorem 5.10 a maximal chain cannot contain two equipollent 
prime intervals. So h(x)< I T(x)1 and h(x)< I A(x)/. Now if x is infinite, using 
Theorem5.10, we have IT(x)I=co and IA(x)J=oo. 0 
We prove now a technical result that is much stronger than Proposition 5.6. 
Proposition 6.7. Consider two projective prime intervals [a, a’] and [b, b’] in a concrete 
domain. If a and b are compatible we also have 
[a, a'] d Cc, ~‘12 [b, b’l, 
with c=aVb and c’=a’Vb=aVb’. 
Proof. First a’ and a V b are compatible. Indeed if we had a’ #a V b, there would exist 
an element t such that a -X t <a V b and t #a’. By Lemma 5.8 there would exist an 
interval [a, u’] in [I, b] with [u, u’] w [a, t] thus [u, u’] z [a, a’]. But since [a, a’] N 
[b, b’] we deduce [u, u’] z [b, b’], which is impossible by Theorem 5.10. Symmetri- 
cally, we can show b’tc = a V b. The same reasoning also shows that a’ and b’ are not 
less than c. By property C we deduce 
c+(aVb)Vu’=a’Vb, 
c+(aVb)Vb’=uVb’. 
But the prime intervals [a V b, a’ V b] and [a V b, a V b’] are projective. So by property 
R, we obtain u’Vb=uVb’. 0 
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Corollary 6.8. Zf [x,x’] and [y, y’] are two equipollent prime intervals included in the 
same interval [J_,z] then they are projective. 
Proof. From [x,x’] x [y, y ‘1 we deduce that there exists a prime interval [y, y”] such 
that [x, x’] - [y, y”] z [y, y’]. But x and y are compatible, so by the previous result 
[x,x’] <[x V y, x’ V y] 2 [y, y”]. As x’ V y is less than z, so is y”. Since y’ is also 
dominated by z we must have y’ = y” and therefore [x, x’] - [y, y’]. 0 
Theorem 6.9. In a concrete domain 
XdY - d(X)C~(Y). 
Proof. By definition of A we have x d y =- A(x) c A(y), so we only need to prove the 
converse implication. We reason by induction on the height of x. 
(a) Base case. If h(x) = 0 then x = I and for any y we have x d y. 
(b) Induction step. Assume we have A(x) c A(y) + x d y when the height of x is less 
than II, and assume h(x)=n. Consider an arbitrary maximal chain I =x0-< 
x~+~~~--xx,,_~+x~=x from I to x, and assume A(x)cA(y). Since x~_~Qx, we 
have A(x,_,)cA(x)c A(y). As h(x,_l)=n- 1 we can use the induction hypothesis to 
deduce x,_ 1 d y. Now d[x,_ 1, x,] belongs to A(x) thus to A(y), so there exists a prime 
interval [z, z’] in [I, y] with [x,_ 1, x,] - [z, z’]. Both elements x,_ 1 and z are less 
than y so we can use Proposition 6.7: 
Lx,- 1, x,1 d cx,- 1 v z, flB cz, z’l, 
t=x,_1 Vz’=x,Vz. 
But since both x,_ 1 and z’ are less than y so is t, therefore x, is less than y. As x,=x, 
we obtain x $ y. 
(c) Continuity argument. From A(x) c A(y) we deduce 
v=d(x)A(a)cA(y), 
thus by the result of the finite case VaE&(x) a < y. By algebraicity x = UasdP(xJ a and 
therefore x < y. 0 
Definition 6.10. A prime interval is called minimal if it is minimal for the rela- 
tion < between intervals. 
Definition 6.11. An element x is join-irreducible iff 
(i) x # I, 
(ii) x=aVb => x=a or x=b. 
Proposition 6.12. In a concrete domain, for any prime interval [x,x’] there exists 
a prime interval [y, y’] less than [x, x’], where y’ is join-irreducible. 
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Proof. By Proposition 3.1 it is sufficient to examine the case where [x,x’] has finite 
endpoints. We reason by induction on h(x’). 
(a) Base case. h(x’) = 1. The element x’ is an atom thus necessarily join-irreducible. 
The result is immediate. 
(b) Induction step. Assume h(x’)=n, n> 1. If x’ is join-irreducible, the property is 
proved immediately. Otherwise, x’ = a V b together with a < x’ and b <x’. By Coroll- 
ary 5.16 there exists a prime interval [u, u’] included either in [I, a] or in [I, b] such 
that [u, u’] - [x,x’]. Since both u and x are both less than x’, by Proposition 6.10: 
Since x V u’ <x’ necessarily x V u’ =x’ and thus x V u = x so [u, u’] < [x, x’]. But since 
u’ is either less than a or less than b we have in fact [~,a’] <[x,x’], which implies 
h(u) < h(x’) and we can apply the induction hypothesis to the prime interval [u, u’]. 
There exists a prime interval [y, y’] with y’ join-irreducible and [y, y’] < [u, u’] and 
a fortiori [y, y’] <[x,x’]. 0 
Corollary 6.13. In a concrete domain, a prime interval [x,x’] is minimal ifs x’ is 
join-irreducible. 
Proof. Assume first that x’ is join-irreducible and consider a prime interval [y, y’] 
such that [y, y’] < [x,x’]. By definition of < we have x’ =x V y’. Since x’ is join- 
irreducible and x#x’we must have y’=x’. Thus y=y’Ax=x’Ax=x, and [y,y’]= 
[x,x’]. So [x,x’] is minimal. 
Conversely, assume that [x, x’] is minimal. By the previous proposition there exists 
[y, y’] with y’ join-irreducible and [y, y’] < [x,x’]. By minimality [y, y’] = [x, x’]; SO 
y’ = x’, which proves that x’ is join-irreducible. 0 
Proposition 6.14. In a concrete domain, ifthe prime interval [x,x’] is minimal, then any 
prime interval [x,x”] such that [x,x”] N [x, x’] is also minimal. 
Proof. Consider an arbitrary prime interval [y, y"] such that 
[y, y”] < [x, x”] 1: [x, x’l. 
Since < 0 N = 2: 0 < there exists a y’ such that 
Since [x,x’] is minimal [y, y’] = [ x,x’] so y= x. Hence x A y”=x which implies 
x < y”. Since x” = x V y” we have x” = y” and therefore [y, y”] = [x, x”], which proves 
that [x,x”] is minimal. q 
Definition 6.15. In a concrete domain, consider a decision 6 and a set of decisions A. 
We say that A enables 6 iff there is a minimal prime interval [x,x’] such that 
d[x,x’]=& A(x)= A. 
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By the previous proposition, if A enables 6 it also enables all decisions equipollent 
to 6, so we can say that A enables cell y iff there exists a minimal prime interval [x,x’] 
such that 
ccx,x’l=Y, A(x)= A. 
Remarks. (1) If the interval [x,x’] is minimal, elements x and x’ are finite. Therefore, 
since 1 A (x)1 = h(x), a cell is always enabled by a finite number of decisions. 
(2) In general, within a given equivalence class of projective prime intervals, there 
are several distinct minimal intervals. Therefore, several distinct sets of decisions may 
enable a given cell. The case where any cell y is enabled by a single set of decisions A is 
a very important special case that we will consider in Section 10. 
We are now ready to build a whole class of concrete domains, using the notions 
introduced in this section. 
Definition 6.16. An information matrix is a quadruple M = (r, V,Y,&), where 
(1) r is a countable set. Its elements will be called cells. 
(2) V is a countable set. 
(3) Y is a function from r to 9(V) that maps any cell c in r to the subset V(c) 
of possible values at c. We simply say that V(c) is the type of c. We call a decision 
a pair (c, v), where c is a cell and v is a possible value at c, i.e. CET and v~Y(c). We 
note A, the set of decisions defined by r, V, and V, and F(AM) the set of finite subsets 
of AM. 
(4) the enabling function 6 maps r to CF’(F(A,))-0. If a finite set of decisions 
{d,,dz, . . . ,d,} belongs to E(c) we say that (d,, d2, . . . ,d,) enables cell c. 
Notations. Let M = (r, V, “tr, &) be an information matrix with set of decisions AM. If 
d =(c, v) (cET, WY(C)) is a decision, we say that this decision concerns cell c; if 
(d,,&, . . . ,d,) is a set of decisions in 8’(c), we say that this set enables cell c and 
decision d. This relation is written 
d,,dz ,..., d,I-d. 
If the empty set enables a cell (resp. a decision) we say that this cell (resp. this decision) 
is initial. 
Definition 6.17. Consider an information matrix M and a decision d in M. A finite 
sequence of decisions d,,, dI, d2, . . . ,d,_,,d,=disaproofofdiffforanyjwithOQj<n 
there is a subset (dj,, dj,, . . . , dj,} of (do, . . . , dj- I> that enables dj, i.e. dj,, dj,, . . . , d’ ä dj. Jr 
Definition 6.18. In an information matrix, a subset of decisions X is connected by 
another subset Y iff any decision in X has a proof included in Y. A subset X that is 
connected by itself is called connected. 
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Remarks. If X is connected by Y we have Xc Y. If X is connected by Y, then a fortiori 
X is connected by any superset of Y. If two sets of decisions are connected, so is their 
set union. A proof is of course connected. From these last two remarks, we deduce that 
any finite subset X of a connected set may be included in a finite connected subset: 
simply include a proof of each element of X. 
Definition 6.19. In an information matrix M a configuration is a connected set of 
decisions in which no two distinct decisions concern the same cell. 
Let CM be the set of configurations of an information matrix M. Any configuration e is 
a subset of AM by definition, so CM is naturally ordered by inclusion. 
Example. Consider the matrix Ml = (I’,, VI, VI, 8, ) defined by 
(1) r1={c1*c2,c~), 
(2) K=(T), 
(3) V1=lc. {T}, 
(4) &(cJ=&(cz)={Q)) ~1(c,)={{c1~&~~. 
Since V, contains a single value, the set of decisions is isomorphic to r1 and the set of 
configurations CM1 comprises the following seven configurations: 
(iI=@, a2={c1}, 63={cz}, 04=(cr,c2}, ~5={c1,G), %=(cz~c& 
The diagram of the partial order (CMMI; c) is shown in Fig. 30. 
We have used Hasse diagrams extensively to represent partial orders; in the same 
manner it is useful to represent in a synthetic manner an information matrix. Such 
a graphical representation is only feasible when all cells may only contain a single 
value T (i.e. Y = AC. { T}). In that case r and AM are isomorphic and 8 maps r to 
9(9(r)), so that we can use a representation by “and-or” graphs that is familiar in 
computer science. Each cell in M is represented by a node in the graph and if we have 
cl,cz, . . . , c,_ 1i-c, the graph of M has n- 1 edges ci+c” and they are drawn con- 
nected by an arc (for “and”). For example matrix Ml that we have just seen is 
represented here in Fig. 31. 
Matrix M,=(T’,, Vl,Yl,82)>, where S,(C~)=&~(C~)={~} and~~(c,)={{cl,cz}} is 
represented by Fig. 32. 
Simple conventions allow infinite matrices to be represented in this manner (cf. 
Fig. 33). 
Lemma 6.20. In the partial order (Z,, . c ) of the configurations of an information 
matrix M ordered by set inclusion, two configurations aI and u2 are compatible iflthe set 
crl u o2 is a conjiguration. Furthermore, o1 V c2 = a1 u oz. 
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Fig. 30. ZM,. 
Fig. 31. Fig. 32. 
Proof. First if criu CJ~ is a configuration, since (To c gl v o2 and (TV c crl u 02, we have 
rr11a2. Assume conversely u1fcr2, i.e. that there is a configuration d with r~i ca and 
c2 c e and consider the set of decisions cri u ~7~. We remarked earlier that since c1 and 
crz are connected, so is their union. If in rrl u c2 two distinct decisions concerned the 
same cell, then this would also be the case in 0 that includes CJ~UC~. But this is 
impossible because (T is a configuration. Thus ~~~~~ is a configuration. 
Since any configuration dominating c1 and (TV must contain (hence dominate) 
~7~~0~ we have a,Va2=oluo2. 0 
Remark. However, the set intersection of two configurations is not necessarily 
a configuration because it may not be connected. For example in the matrix M1 
considered earlier, we have aSno,= {c3} and {c3} is not connected. In fact 
o5 Aa6=ol=O#a5n66, 
Lemma 6.21. In the partial order (C M; c ) conjiguration o2 covers conjiguration fsl ifs 
there exists a decision d such that o2 =olGd. 
Proof. Assume first that cl and CT~ are two configurations uch that 1.7~ = o 1i, d. Then 
o1 ccr2 and g1 #a2. Let o be an arbitrary configuration in [ai, g2], i.e. g1 COCOS. 
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Fig. 33. Example information matrices. 
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Since o1 and cr2 differ only by the element d, either c does not contain d and crl = 0 or 
c contains d and u = CJ~. Thus we have indeed cl + cr2. 
Conversely, assume g1 +cr2. Let d be an arbitrary decision in c2 not in gl. Such 
a decision exists since o1 and o2 are distinct. Since c2 is connected, there is a proof of 
d in g2: 
d0,dl,d2 ,..., d,ml,d,=d. 
Consider the first decision dj in this proof that does not belong to ol. The set aiti {dj} 
is connected since dj has a proof entirely contained in it. Now 0 c o1 i, (dj} c CT~ and 
or #allj{dj}. SO since 02 covers g1 we must have ali, =cL~. 0 
Theorem 6.22. For any information matrix M the partial order (CM; c ) is a concrete 
domain. 
Proof. 
Part 1: (C M; c) is a computation domain. 
(1) <c M; c) is coherent. Let X be a consistent set of configurations and consider 
the set of decisions obtained in taking all decisions of all elements of X. This set rr is 
connected because it is a union of connected sets. Suppose two decisions in G con- 
cerned the same cell. These two decisions could not be included in the same element of 
X, because X contains only configurations. But they cannot come from two distinct 
elements x1 and x2 of X, otherwise x1ux2 would not be a configuration, contradic- 
ting the hypothesis x1tx2 by Lemma 6.20. Thus, G is a configuration. It is the smallest 
configuration that dominates all elements of X, so G= UX. 
(2) <z M; c) is o-algebraic. Let us show that the finite configurations are exactly 
the isolated elements in (CM; c). 
First we show that finite configurations are isolated. Let X be a directed set of 
configurations and r a finite set of decisions such that rc UX. We reason by 
induction on the size (cardinal) of r. In the base case, if jr1 =O, then r =8 and for any 
x in X, r c x. If now 1 z I= n (n > 0) then choose an arbitrary decision d in r and take 
r=r’i, {d}. Since lr’l <n by the induction hypothesis there exists x1 in X such that 
r’cxl. Now there must exist a configuration x2 in X that contains decision d, 
otherwise it would not be a decision of UX, which would contradict rc UX. Since 
X is directed, there is x in X with x1 cx and x2cx, so rcx. 
Consider now an arbitrary configuration x. If a is a finite subset of x, we have seen 
that a may be included in a finite connected subset ti of x, which is then a configura- 
tion. As X is the union of all its finite parts, we have x= u (61 aEF(x)}. On 
the right-hand side of this equation is a directed set of configurations, so we 
also have 
x= U (5 1 aEF(x)}. 
So if x is isolated, there exists a finite subset a of x with x c ti and therefore, since tic x, 
ti = x, proving that x is a finite configuration. 
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We have proved that the finite elements of (CM, . c ) are exactly the finite configura- 
tions. As there are only denumerably many finite subsets in a denumerable set, we 
conclude that (Z,, . c) is w-algebraic. This terminates the first part. 
Part 2: (CM; c) is a concrete domain. We check in turn that (CM; c) has 
properties I, C, Q, and R. 
(1) Property I. The set of finite configurations is trivially an ideal of (CM; c). As 
there are only finitely many subsets of a finite set, a fortiori there are only finitely many 
configurations included in a finite configuration. So the ideal is well-founded. 
(2) Property C. Let c1 and o2 be two compatible finite configurations such that 
a1 Aa2<al. By Lemma 6.21 we have a1 =a1 A a,G{d}. By Lemma 6.20, if a1ta2 
then a1 Va2=a1ua2, so 
alVa2=a1AaZu{d}ua2=a2u{d). 
If element d belonged to a*, we would have a1 V a2 = az thus a1 c a2 and a1 A a2 = a1 
which contradicts the hypothesis. Therefore, 
and by Lemma 3.11 again a2 -c a1 V a2. 
(3) Property Q. If two configurations a1 and a2 are incompatible, the set a1ua2 is 
not a configuration by Lemma 6.20. Since a1ua2 is connected, there must exist two 
distinct decisions dl and d2, with dl eal and d2ea2 concerning the same cell. Consider 
two incompatible and finite configurations a1 and a2 with a1 A a2 _( ai. Let 
d, = (c,x) and d2 = (c,y) (x#y). Since a1 Aa is less than a1 and az, it cannot 
contain a decision concerning cell c. Thus, ai =a1 A a26 {d,}. The decision dl has 
a proof {d&d;,..., d;=d,}. Without loss of generality we can assume this proof has 
no earlier occurrence of dl, i.e. the elements d; (0 < i < n - 1) are all in a1 A a2. Since dl 
and d2 concern the same cell, we have 
db,d; ,..., d;mlt-d2, 
hence, the set r=ai A a2 ir {d,) is connected, and since d2 is the only decision 
concerning c, it is a configuration. We have now a1 A a2 -c zc a2 and a1 #z, so 
property QE is satisfied. Consider now three configurations al, a2, and a3 covering a, 
i.e. 
a,=ai,(di} a2=ai,(d2} a3=aGjd3}. 
If a19,,a2 and a2Woa3 we must have d, =(c,vl), d2 =(c,v2), and d3= (c, v3). 
If v3 = vi then a1 = a3 and if v3 #vi then a1 # a3. So property Qu is satisfied as 
well. 
(4) Property R. We will prove that in two prime intervals [a,,a;] and [a2,ai] 
there exists a decision d with a; = aii, {d} and a; = a21j {d}. In fact, since projectivity 
is the transitive closure of transposition, it is sufficient to prove this property when 
[ai, a;] Y[az, a$]. If [aI, a;] < [a2, a;] we have seen in part 2 of this proof that 
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o;=a;Vaz=azi,(d}.If[al,o;]~[az,a;]assumeo;=azi,{d’}ando;=o,i,(d}. 
By definition, a;=a;Val=(az~{(d’})ual. But we know that D~c(T~, so a;= 
a,i,(d’}=a,i,(d}. Hence d=d’ and a$=a2i,{d}. 
Now if [cr, cr’] and [a, a”] are projective, we must have (r’ = e\j {d} and 0” = 
ai, {d}, hence CJ = g’ which proves property R. Cl 
Remark. In (C M; c ), the height h(a) of a configuration CJ is simply (~1 if 0 is finite, 
and infinite otherwise. From the set-theoretic equality 
IAI+IBI=IAnBI+1AuBI 
we deduce, since g1 Ao2 carno,: 
h(oi)+h(o2)>h(ol Aa2)+&1 Va2) 
an inequality that we have already proved. It is clear here that there will be a strict 
inequality whenever rl A g2 #or n c2. 
7. The representation theorem 
The theorem that we are going to prove now is a representation theorem that plays 
a role similar to the two classical representation theorems of lattice theory [2]: 
(1) every boolean lattice is isomorphic to a field of sets, 
(2) every distributive lattice is isomorphic to a ring of sets. 
Here, given an arbitrary concrete domain, we will construct an information matrix 
whose space of configurations, which is a concrete domain by the result of the 
previous section, is isomorphic to the concrete domain that we started with. 
Theorem 7.1. Every concrete domain is isomorphic to the set of conjigurations of an 
information matrix. 
Proof. Consider an arbitrary concrete domain D. 
Part 1: Construction of the information matrix. We build an information matrix 
M= (r, V, Y, S) in the manner that is implicit in our terminology. 
(i) r is the set of cells (equivalence classes under equipollence) of D (cf. Defini- 
tion 6.1). Since the cardinality of this set is less than the cardinality of the set of 
isolated elements in D, the set r is countable. 
(ii) V is the set of decisions of D (equivalence classes under projectivity), which is 
countable for the same reason. 
(iii) If c is a cell in D, it is the union of equivalence classes under projectivity, so we 
take Y(c) to be the set of projectivity classes in c. Thus, if c1 and c2 are two 
distinct cells in D, the sets Y(c,) and Y(c2) are disjoint sets. Therefore, the set 
AM of decisions of M is isomorphic to V. In other words, all cells in M have 
a distinct type. 
250 G. Kahn, G.D. Plotkin 
(iv) Function d is the function that maps any cell c to the set of finite parts of dM 
(i.e. of V) that enable c (cf. Definition 6.15). 
The set of configurations of the matrix M built in this manner is a concrete 
domain by Theorem 6.22. 
Part 2: The injection 4 from D to (C M; c ). Any element x in D defines the set A(x) 
of the decisions that it contains (cf. Definition 6.2). The set A(x) is a subset of I/ in 
one-one correspondence with a subset 4(x) of AM. We prove by induction on h(x) 
that 4(x) is a configuration of M. 
(a) Base case. If h(x) =0 then x = _L and A(x) = 4(x)=0. The empty set is a 
configuration. 
(b) Induction step. Assume h(x)= n(n>O). Two cases are to be considered. 
Case 1: x is not join-irreducible. Then x=a V b with a <x and b<x, thus h(a)<n 
and h(b)<n. By induction hypothesis 4(a) and 4(b) are configurations. Since 
A(x)=A(a)uA(b) by Proposition 6.4, we also have q5(x)=4(a)u@(b). Thus 4(x) is 
a connected set of decisions. By Corollary 5.5, if two prime intervals dominated by a and 
b, respectively, are equipollent they are projective, therefore q5(a)u4(b) does not contain 
two distinct decisions in AM concerning the same cell. Hence 4(x) is a configuration of M. 
Case 2: x is join-irreducible. If the element x is join-irreducible it has a (unique) 
predecessor X and h(Z)= n- 1. By induction hypothesis 4(X) is a configuration. By 
definition, in D the set A(X) enables cell [X,x], so the set $(~?)ud[%,x] is connected in 
M. Furthermore, it is a configuration by Theorem 5.10. Since X is a predecessor of x, 
we have 4(x)= 4(Z)ud[X,x] so 4(x) is a configuration. 
(c) Continuity argument. If x is infinite A(x)= UTs,d(X) A(4) by Proposition 6.2. 
Thus, 4(x)= USE_+) 4(t). Since for any finite 5 the set 4(t) is a configuration, the set 
4(x) is connected. By Corollary 6.8, we obtain that 4(x) is a configuration. 
Now x < y implies A(x) c A(y), i.e. ~(x)c 4(y). Function 4 is monotonic. By 
Theorem 6.9, if 4 (x) = 4 (y) we have x = y. Hence $J is a monotonic injection. 
Part 3: Function qf~ is onto. Since CM is a concrete domain, we reason naturally by 
induction on the size of an element CJ in Z,, i.e. on 1g1. 
(a) Base case. If lgl= 0 then c is the empty configuration. It is the case that 4(ID) is 
the empty configuration. 
(b) Induction step. Assume that any configuration in C,,, of cardinality less than 
n (n > 0) is the image by 4 of some element in D and consider a configuration g with 
I o I= n. Two cases are to be considered. 
Case 1: 0 is not join-irreducible in CM. Then a=alVaz, with la,l<n and la,l<n. 
By induction hypothesis, there are two elements x1 and x2 in D with cl =4(x1) and 
az=4(x2). The elements x1 and x2 are compatible, because otherwise, by Proposi- 
tion 4.6 we could find two equipollent nonprojective prime intervals [[i, [‘J and 
[<2,xii] in [1,x1] and [1,x2], respectively. But then cr would contain two distinct 
decisions d[cl, t;] and d[t2, xi;] concerning the same cell, which is impossible. So 
the element x1 VxZ exists in D and 4(x1 Vx2)=~(x1)u~(x2)=~(x1)V~(x2)=0. 
Case 2: r~ is join-irreducible in .ZM. Let C? be the unique predecessor of 0. Since 
15) = ( CT[ - 1 there exists an element x in D such that 4(X) = 5 by induction hypothesis. 
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Fig. 34. Example 1. 
Since g covers 5, there is a decision d with c = 5Gd and d has a proof zi~d with rt c 0. 
Given the way we have constructed 8, there exists therefore in D a minimal prime 
interval [[,t’] with d[&c’]=d and d(t)cz. 
Since A(t)c 5 = A(X) we conclude 5 bX by Theorem 6.9. Since a\jd is a configura- 
tion, there is no prime interval in A(X) in the equipollence class of [<, <‘I. Hence 5’ is 
compatible with X and is not less than X. Now take x=X V 5’. Then A(x)= A(X)u A(<‘) 
and 
and consequently 4(x) = O. 
(c) Continuity argument: Assume now that [T is an infinite configuration. Since Z, 
is algebraic, we have o = U {r 1 z~d(a)}. Any configuration in Z&‘(O) is finite, so it is the 
image of some 5 in D. The inverse image of ._&‘((T) by 4 is a directed set. Now let x be 
defined by x= u {t 1 BEG}. By Proposition 6.2, we obtain A(x)= U (7 1 z~d(a)} 
and therefore 4(x) = c. 
Theorem 6.9 can now be rewritten in the following manner: 
XGY * &)C4(Y), 
which concludes the proof of the isomorphism between D and (C,; c). q 
Examples. We now show in a few simple examples how one obtains an information 
matrix that represents a concrete domain. 
Example 1. The diagram of Fig. 34(a) has three equivalence classes of prime intervals 
for equipollence, so we build three cells. The join-irreducible elements are underlined: 
a,a’,c,c’. Since A(l)={@}, cells A and B (corresponding to equipollence classes 
{C&al, Cc,bl, Cc’,b’l) and {C&cl, Ca,bl, Ca’,b’l}, respectively) are initial. The 
domain is a lattice, so each cell can only have one possible value (no incompatibility 
may arise). Finally cell C, which represents equipollence class {[a, a’], [b, b’], [c, c’] } 
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is enabled either by A(a) or by A(c). In other words, C is enabled by any decision on 
A or on B. 
It is easy to verify that the set of configurations of the information matrix in 
Fig. 34(b) is isomorphic to the partial order in Fig. 34(a) with for example the 
following correspondence: 
Domain element Configuration 
_L 
a 
f 
a’ 
C’ 
b’ 
{(A> T >> <C T >} 
((4 T >, (C, T >} 
{(A T >, (4 T >, CC, T >} 
Example 2. The diagram of Fig. 35(a) has two equipollence classes, so we build two 
cells A and B (A = {[I, a], [b’, a’], [I, c], [b’, c’]} and B= {[a, a’], [_L, b’], [c, c’]}. 
As the three join-irreducible elements are atoms, both cells are initial. Finally, cell 
A contains two equivalence classes of projective prime intervals, and so it may take 
two distinct values. To double-check, we fill out the correspondence table: 
Domain element Configuration 
8 
{(A, 0)) 
{(A, 1)) 
{(B, 0)) 
{(A> (0, CR 0)) 
{(A, I>> (f4 0)) 
a’ 
n 
Fig. 35. Example 2. 
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Remark. The domain in Fig. 35(a) is the Cartesian product TX 0. Note that 0 is 
represented by a single cell that may take only a single value, and T is represented 
by a single cell that may take two values. We will see in the next section that the 
Cartesian product of two concrete domains is represented by the juxtaposition of their 
representations. 
Example 3. Here again, the diagram of Fig. 36(a) is a lattice, thus all cells in its 
representation as an information matrix may take only one value. 
There are four cells: 
A=(CLal, [heI, C&d, Chjl), 
B={CLbl, Ca,el, Cc,fl, Ckjl}, 
C=(Ca,al, Ce,fl, Cs,jl, Cd, iI>, 
~=(Ch4, Ce, 91, Cf,jl, Cc, hl) 
and six join-irreducible elements: a, b, c, d, h, i. Hence cells A and B are initial, and sets 
{A, C} and {B} enable cell D; as well sets {B, D} and {A} enable cell C. We note here 
that the representation theorem does not yield a “minimal” representation since the 
matrix in Fig. 36(b) is equivalent, i.e. gives rise to the same configurations, but 
includes fewer constraints than the one we have built. In view of the symmetry, we give 
only half of the correspondence between the domain and the configuration of the 
information matrix: 
Domain element Configuration 
_L 
a 
e 
7 
8 
{<A, T >} 
{<A> T h (4 T >I 
{<A> T h CC, T )} 
{(A, T >, (B, T >, CC, T )} 
h 
i 
{(A> T >, CC> T >> (R T >} 
((4 T >> (B, T >, <C, T >> 0% T >} 
Remark. Cell C enables cell D and conversely. This “loop” cannot be eliminated. 
Example 4. The lattice in Fig. 37 is the free distributive lattice with three generators. 
Any jnite distributive lattice has property RY and therefore is automatically a con- 
crete domain. The lattice has six equivalence classes of projective prime intervals and 
each class contains a single minimal interval. We will see later that this fact is general 
in the presence of distributivity. The diagram of the representation is in Fig. 33(b). 
For the moment, we do not give examples of infinite domains beyond the well- 
known domain of infinite sequences. We must first examine a number of basic 
operations that allow one to construct concrete domains. 
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c 
R 
n 
A B 
(a) (b) 
Fig. 36. Example 3. 
Fig. 37. Example 4. 
8. Basic operations 
In this section and in the next one, we study certain operations that allow the 
construction of complex concrete domains starting from simpler ones. For example, 
we have seen that the Cartesian product of two computation domains is a computa- 
tion domain. Similarly, we obtain the following proposition. 
Proposition 8.1. The Cartesian product of two concrete domains is a concrete domain. 
Proof. If D and E are two concrete domains, their Cartesian product is 
componentwise: 
ordered 
(x, y)~~~~(x’,y’) * x&x’ and Y&Y’. 
The isolated points in D x E are pairs of the form (d, e), where de&(D) and ee&(E). 
One checks immediately that the covering and incompatibility relations are given by 
(d,e)+(d’,e’) o (d-c,& and e=e’) or (d=d’ and e-<,e’), 
(d,e)#(d’,e’) * (d#,d’) or (e#Ee’), 
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We can now verify that D x E has all the properties of a concrete domain. 
(1) Property I. Consider two isolated elements (d, e) and (d’, e’) in D x E. Any 
element (x, y) in the interval [(d, e), (d’, e’)] satisfies: 
d<x dd’, e <y Ge’. 
There are only finitely many such pairs by property I in D and E, and a fortiori all 
chains in this interval are finite. 
(2) Property C. Upper and lower bounds in D x E are taken componentwise. 
Assume then we have (x, x’)T( y, y’) and (x A y, x’ A y’) + (x, x’). Two cases are to 
be considered. 
Case 1: x=xAy and x’Ay’~x’. Then by C in E, y’-<x’Vy’ and of course 
xVy=y. Hence (y,y’)+ (xVy,x’Vy’)=(x,x’) V (y,y’). 
Case 2: x’=x’Ay’ and x A y --cx. Property C in D yields similarly 
(Y>Y’)+ (x,x’> V(Y,Y’). 
So D x E has property C. 
(3) Property Q. Let (x,x’) and (y, y’) be two incompatible elements in D x E 
such that (xAy,x’Ay’)~ (x,x’). We have either x#y or x’#y’ and these condi- 
tions are not mutually exclusive. Two (symmetric) cases are possible. 
Case 1: x A y = x. Then x and y are comparable and therefore x’ # y’; since 
x’ A y’+ x’, by property Q in E there exists an element t’ such that x’ A y'+ t’dy’ 
and x’ # t’. Thus, 
(x,x’)#(x,t’), 
so property QE is established in this case. Since property Qu is valid in E, there cannot 
exist an element t” distinct from t’ with 
(x,x’)#(x,t“). 
Furthermore, any element of the form (u, x’ A y’ ) with x A y = x -c u is compatible 
with (x,x’). Thus, property Qu is valid in this case. 
Case 2: x’ A y’ =x’. This case is treated symmetrically. 
Property Q is therefore established in D x E. 
(4) Property R. To establish property R, we must have a closer look at the prime 
intervals in D x E and the transposition relation. First, the interval [(d, e), (d’, e’)] is 
prime iff 
either [d, d’] is prime and e=e’ 
or [e, e’] is prime and d = d’. 
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Take two intervals [(dl,el), (d;, e;)] and [(d,, e2), (d;, e;)]. If [(dl,el), (d’,, e;)] 
<C(dz,el), @;,4>1 then 
dl=d;Ad2 and e,=e;Ae,, 
d;=d\Vdz and e;=e;Ve2. 
If [d,,d;] is prime and el =e; then 
Cd,,d;l<C&, 41, eI=e;=ez=e;. 
If [el, e;] is prime and dl =d; then 
CeI,eil G Ce2, eil, d,=d;=dZ=d;. 
By symmetry and transitivity we obtain that if 
C<&,ei), <di,ei)l-C<&,e,), (d’z,ei>l 
either [d,,d;]-[d,,d’,] and e1=e;=e2=e; 
or [e,,e’r]-[e2,e;] and dl=d;=d2=d$, 
where both cases are mutually exclusive. 
Assume now that we have [(d, e), (d’,e’)]-[(d, e), (d”,e”)]. 
(1) either [d, d’] wD [d, d”], and by property R, d’=d”. Since e =e’ = e” we have 
indeed (d’, e’) = (d”, e”) 
(2) or [e, e’] wE [e, e”] and by property R, e’= e”. Since d =d’ = d” we also have 
(d’, e’) = (d”, e”). 
Property R is therefore valid in D x E. 0 
Remark. To prove that a computation domain is concrete we have two strategies. 
Either we examine in turn, as we just did, the properties that must be verified. Or we 
make use of the representation theorem, i.e. we produce an information matrix whose 
set of configurations is isomorphic to the domain in question. These two strategies 
have their own advantages and we will illustrate this in the sequel. 
Definition 8.2. Consider two information matrices M’ = (r’, I”, V’, 8’) and M” = 
(r”, Y”, V”, 8”) whose sets of cells are disjoint. The juxtaposition of M’ and M” is 
the information matrix (I’, V, V, 8) defined as follows: 
r=rfljr”, 
v= V’u Y”, 
t/cd-‘-f-(c)= v’(c), 
vcd7-(c)= v(c), 
vd-‘byc) = s’(c), 
vcd”b(c)=8”(c). 
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Proposition 8.3. If M’ and M” are two information matrices and M is their juxtaposi- 
tion, then (C M; c)=(C,.; C) x (CM,,; C). 
Proof. Consider an arbitrary configuration o of M. Since the set of cells of M is the 
disjoint union of the sets of cells of M’ and M”, configuration CJ is the disjoint union of 
two sets of decisions r~’ and G” concerning cells in M’ and in M”, respectively. The sets 
O’ and (T” are connected by definition of the accessibility relation in M. As connected 
subsets of a configuration g’ and 0” are configurations of M in trivial correspondence 
with configurations of M’ and M”, so to any element in Z, we can associate an 
element in CM, x CM,,. Conversely, by definition of the juxtaposition of two matrices, 
to any element in CM, x CM,, we can associate a configuration in CM. Finally, 
(TV cMo2 o (a; cM, CJ;) and (oI; ~~,,a;), 
hence the one-one mapping between CM and CM, x CM,, is order preserving. Thus, the 
domains CM and CM, x CMM” are isomorphic. 0 
From the proposition above, we deduce a quick proof that the Cartesian product of 
two concrete domains is concrete. If D’ and D” are two concrete domains, represented 
by matrices M’ and M”, respectively, the set of configurations of the juxtaposition of 
M’ and M” is isomorphic to D’ x D”. Hence D’ x D” is a concrete domain. The 
reasoning can be extended to a countable number of information matrices, so we 
obtain the following corollary. 
Corollary 8.4. The Cartesian product of a countable domain of concrete domains is concrete. 
Example. Domain Tin Fig. 38(a) is associated to the matrix represented in Fig. 38(b), 
and T”, the universal computation domain of Plotkin [S] is associated to the matrix 
of Fig. 38(c). Hence T” is a concrete domain. Similarly NY, the domain underlying the 
language LUCID [l] is a concrete domain. 
Fig. 38. T and T”. 
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!lJgjJ/ . . . 
Fig. 39. Separated sum. 
Definition 8.5. Consider {(Di; < i)}i,z, a countable family of partial orders whose 
domains are disjoint. The separated sum (see Fig. 39) of this family is the partial order 
defined by 
(i) D={L)i,UieDiDi, 
(ii) X<y 0 X=l or 3iElX<iy* 
(The element _L is not in any of the sets Di). 
Proposition 8.6. The separated sum of countably many concrete domains is concrete. 
Proof. It is immediate that the separated sum of a countable number of computation 
domains is a computation domain whose isolated elements are those of the compo- 
nent domains plus the new element _I_. Property I is valid as soon as it is valid in the 
component domains. Property C carries because no new pair of compatible and 
incomparable elements has been created. The only pairs (x, y) with x # y and 
x A y < x that have appeared in the separated sum are of the form ( li, dj) with i #j 
and djEDj, since in that case _Li A dj = 1. But then lj is the unique element such that 
li # lj, I + I j <dj. Hence the separated sum D has property Q. Property R re- 
mains valid because the only prime intervals that have appeared in D are of the form 
[I, lj] and they are alone in their projectivity class. 0 
The separated sum of a family of concrete domains ((Di; < i)}iol contains only one 
new cell, i.e. the equipollence class of the prime intervals of the form [I, li](iEZ). 
This cell is enabled by the empty set. This remark leads into the following 
definition. 
Definition 8.7. Consider a finite or countable set of information matrices with dis- 
joint sets of cells {Mi)i,l. The sum of this family of matrices is the matrix M defined 
by 
6) 
(ii) 
(iii) 
(iv) 
r=(l.JieIri)i,{Y>v 
v=(Ui~~K>“{z}~ 
Y(y)=Z and Vc~&T(c)=%(c), 
b(y)={(b) and VcETib(c)={ei,{(y,i)) le~gi(c)}. 
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Fig. 40. 
Proposition 8.8. The set of configurations of the sum of a countable family of information 
matrices is isomorphic to the separated sum of the sets of conjigurations of this concrete 
family. 
Proof. Consider a countable set of information matrices with disjoint sets of cells 
(Mi} iEI and their sum M. A nonempty configuration c of M contains necessarily one 
and only one decision of the form ( y, i >. Thus, all other decisions in 0 are decisions in 
Mi and they form a configuration in CMi. Thus, there is an injection of M in the 
separated sum (CMi)isl. Conversely, it is trivial to associate a configuration of M to 
any element in the separated sum. Thus, there is a one-one mapping that preserves 
order, so it is an isomorphism. q 
Remark. The choice of a separated sum of concrete domains is not arbitrary. Indeed, 
the coalesced sum of two concrete domains is not necessarily aconcrete domain; nor is 
the skew sum where one of the minimal elements is taken to be the minimal element of 
the result. Figure 40 illustrates the fact that property Q may fail in both cases. Domain 
Q is either the coalesced sum of 0’ and 0, or the skew sum of O* and 1. But Q does 
not have property Q. 
Remark. Domain I may be represented by the information matrix with no cells. 
Domain NL is the separated sum of a countable number of copies of 1. Hence NL may 
be represented by a unique cell that can take an arbitrary integer as value. 
Definition 8.9. In a coherent partial order (D; 6) a coherent ideal is a nonempty 
subset J of D such that 
(i) VXEJ, VyeD y<x 3 yeJ, 
(ii) t/Xc J X consistent = UXEJ. 
Remark. Since two compatible elements form a consistent set, this definition is 
a generalization of Definition 2.3. 
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Proposition 8.10. In a concrete domain (D; <), any coherent ideal J is a concrete 
subdomain. 
Proof. By definition (J; 6 ) is coherent. If d is an isolated element in D belonging to J, 
then d is certainly isolated in J. Conversely, by algebraicity of D, for any d in J we have 
d= ud(d). But all elements in d(d) belong to J since they are less than d. Hence if 
d is isolated in J it is also isolated in D. Thus, the isolated elements in J are exactly the 
isolated elements of D belonging to J. So (J; <) is a subdomain of (D; < ). Let us 
now show that J is concrete. 
Property I: Since d(J)=&(D)nJ it is immediate that d(J) is a well-founded 
ideal of J. 
Property C: If x and y are compatible elements in J, then x A YEJ and x V yeJ. 
Since property C holds in D it is valid in J. 
Property Q: If x and y are incompatible elements in J, the whole interval [x A y, y] 
is contained in J. Thus, the validity of property Q in D implies its validity in J. 
Property R: If property R were not valid in J, it would not be valid in D. Hence 
property R is satisfied. q 
Before exhibiting the representation of coherent ideals, we note an interesting result 
whose validity relies on the entire property R. 
Lemma 8.11. In a concrete domain, the coherent ideal generated by ajinite set offinite 
elements is finite. 
Proof. Let X be a finite set of finite elements in a concrete domain D. Take A= 
u {A (x) 1 XEX}. The set A is finite. Let J be the coherent ideal generated by X, i.e. the 
intersection of all coherent ideals containing X. Consider the set K= {z 1 A(x)c A}. 
This set K contains X and it is a coherent ideal. 
(1) If xEX then A(x)cA, thus XEK 
(2) If xdy and ~EK, we have A(x)cA(y)cA, thus XEK 
(3) If Y is a consistent subset of D such that V ye Y A (y) c A, then by proposition 6.4 
A(u Y)= u ACT 
YSY 
thus K is coherent. 
Therefore, JcK and VZEJ A(z)c A. By Theorem 6.9 z1 #zz =+ A(z,)# A(z,) thus 
(JI < \9(A)l. Since A is finite, so is 9(A). Hence J is finite. 0 
Remark. It is easy to generalize the example of Fig. 23 to show that the property 
above is not a consequence of R, alone. 
Definition 8.12. Let M = (r, V, Y, 8) be an information matrix and X be an arbitrary 
subset of CM. Take Ax= UX. The restriction Mx of M to X is the information matrix 
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(r’, I-“, V’, a’) defined as follows: 
(i) r’= {c I Cc, u)E~~), 
(ii) V’={uI (c, u)E~~}, 
(iii) vEV’(c) iff(c, u)EAX, 
(iv) A set of decisions A in Mx enables c iff AE&(c). 
Remark that two restrictions Mx and MY are distinct iff AX and AY are distinct. The 
restrictions of a given information matrix are naturally ordered by inclusion and we 
have the following lemma. 
Lemma 8.13. Let M be an information matrix. The set of restrictions of M ordered by 
inclusion is isomorphic to the set of coherent ideals of CM. 
Proof. (1) Consider an arbitrary subset X of CM and the restriction Mx of M to X. Let 
4 be the function that, for any X, maps Mx to ZMx. We show first that CM, is 
a coherent ideal of C,. 
(i) A configuration 0 of MX is also a configuration of M. If 0’ is an arbitrary 
configuration of M such that cr’ c B, then 0’ is certainly a configuration of Mx. 
(ii) Let S be a consistent set of configurations of MX. The set UdESa is also 
a configuration of Mx. But by Lemma 6.20, in C,uS= uOlss~. Therefore, USEC,~, 
which proves that CMx is a coherent ideal of CM. 
Function $ is trivially monotonic. We show that it is an injection. Consider two 
distinct restrictions MX and MY of M. By the remark above we have AX # AY. Hence 
there exists a configuration 0 in Y such that not all of its decisions are in AX. This 
configuration 0 is an element of CMy that is not in CMx. 
(2) Conversely, let J be a coherent ideal of Ciw, and consider the restriction MJ. By 
part 1, the set CM, is a coherent ideal of M that contains J. If we had J#ZM,, there 
would be a decision in CM, that is not in J. But by Definition 8.12 this is impossible. So 
J=Z,, and 4 is onto. 0 
In a computation domain, the dual concept of an ideal is that of an upper section. 
Recall that any upper section in a concrete domain is a concrete domain. Upper 
sections have naturally the dual interpretation of ideals. 
Definition 8.14. Let M = (r, V, V, S) be an information matrix and 0 be an arbitrary 
configuration of M. Take Loci= {c 1 (c,v)Eo>. The extension M” of B in M is the 
information matrix (r’, V’, V’, S’) defined as follows: 
(i) r’=r\o,, 
(ii) I/’ = V, 
(iii) V’ is the restriction of Y to T’, 
(iv) If a set of decisions A in M enables c in r’ then A \a enables c in M”; conversely 
if A’ enables c in M” then it must be the case that A’vo enables c in M. 
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Lemma 8.15. Let M be an information matrix. The set of extensions M” of the 
configurations 0 of M is isomorphic to the set of upper sections C,. 
Proof. A set of decisions r in M” is a configuration of M” iff CJUZ is a configuration 
ofM. 0 
Definition 8.16. In a partial order (D; <), a subset X of D is conuex iff whenever it 
contains x and y with x<y, it contains all elements in the interval [x, y]. 
In a computation domain D, a subdomain H has a minimum element IH. If H is 
convex, then H is a coherent ideal of [IH). Hence any convex subdomain of a concrete 
domain is concrete. A convex subdomain is naturally interpreted as the restriction of 
the extension of some configuration. 
Definition 8.17. In a computation domain D, an open set is an arbitrary union of 
upper sections of finite elements. 
Remarks. (1) The family 9 of subsets of D defined in this way has the following 
properties: 
(01) DE@- since D=[I). 
(02) Arbitrary union of elements of F are also elements of 9. 
(03) Finite intersections of elements of 9 are also elements of 9 by Proposi- 
tion 1.11. 
Therefore, the family 9 constitutes a family of open sets in the usual sense, which 
justifies our terminology. Note that the upper sections of finite elements form a basis 
for this topology, and the upper sections of the join-irreducible elements are a sub- 
basis, i.e. that any element of the basis is obtained by finite intersection of the elements 
of the subbasis (using Corollary 5.13). 
(2) A subset of D is an open set iff it is the inverse image of T by a continuous 
function from D to 0. Indeed, first if f is a continuous function from D to 0 it is the lub 
of a family of step functions f$d,T with d isolated in D. But ~$~;:(T)=[ci), hence 
f - l(T) is an open set. Conversely, if 0 is an open set, the function f defined by 
f (xl= 
T if XEO, 
I otherwise, 
is monotonic and continuous. 
Definition 8.18. Consider two computation domains (D; Go) and (E; GE), and an 
open set 0 in D. The graft of E on D at Co, noted 0: E, is the partial order (F; d ) 
defined as follows: 
(i) F = {(d, e) I &D, eEE and de0 or e= I}, 
(ii) < is the partial order induced by D x E on F. 
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@%#f% 
FI F2 F3 F4 F5 
Fig. 41. Fi=02%. 
Example. Take D = 0’ and E = 0. The open sets in 0’ are the sets 8i (0 < i < 5) defined 
by 
fl,=C-U O,=COh O,=Cl), O,=CONCl), O,=CT) 
and the grafts of E on D at Coi are the Fi whose diagram is shown in Fig. 41. 
Proposition 8.19. Zf D and E are concrete domains, any graft F of E on D is a concrete 
domain, and D is isomorphic to a coherent ideal of F. 
Proof. Consider an arbitrary open set 0 in D and take F = D 4, E. The set F is a subset 
of D x E. If two elements in F are compatible, they are compatible in D x E. Con- 
versely, if two elements (dl,el) and (d2,e2) of F are compatible in D x E, they have 
a lub (dl V d2, e, V e2). Two cases may occur: 
(i) either d, or d2 is in 0. Then dl V d,& and (d, V d2,el V e2)EF. 
(ii) neither dl nor d2 are in 0. Then e1=e2=IE, so elVe2=_LE and 
(d, V d2,el V e,)EF. 
Therefore, two elements in F are compatible iff they are compatible in D x E, and 
the lubs in F are those in D x E. It follows immediately that F is coherent. We now 
show that F in o-algebraic. If x is an isolated element in D x E belonging to F, it is 
obviously isolated in F. Furthermore, any element (x, y) in F is the lub of its 
approximants in D x E by algebraicity of D x E. Consider an approximant (d, e) of 
(x, y) that is in D x E but not in F. Then d$O and e # Is. Hence y # IE and therefore 
XECO. Since the characteristic function of 0 is continuous, there exists c in d(x)n8 
such that d <c <x. Now (d, e) is less than (c, e) which is an isolated element in F. 
Thus, (x, y) = U {(d, e) 1 (d, e)Ed(D x E)nF}. It follows that F is w-algebraic. 
Property I is trivially inherited from D x E. Before checking further properties, note 
that (d,e)+.(d’,e’) implies (d,e)-xDxE (d’,e’). Indeed two cases may occur. 
Case 1: dECo. Then (d,e)+,(d’,e’)o(d,e)+D.E(d’,e’). 
Case 2: d&O. Then e=l and (d,e)<F(d’,e’) implies d4.d’ and e’=e=l. 
Now if we have (d,e)f(d’,e’) and (d,e) A F(d’,e’)-<:F (d,e> we must have 
(d, e) AF (d’, e’) -xDx E (d, e). By property C in D x E we have 
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and therefore (d’, e’) < F(d V e, d’ V e’) which proves property C. 
Similarly if (d, e) # (d’, e’) and (d, e) A F(d’, e’) -x F(d, e) then (d, e) A\F (d’, e’) = 
(d Ad’, e Ae’) and by property Q in D x E there exists a unique (t, t’) such that 
(dAd’,e Ae’)<...(t,t’)<(d’, e’) and (d, e)#(t,t’). Two cases may occur. 
Case 1: d Ad’ECO. Then (t, t’)EF. 
Case 2: d A d’$O. Then if e # _L then d A d’ = d but in that case (d, e) $ F. Therefore 
e=J_ and dAd’-xd. If t’fl then t=dAd’ and (d,d)T(t,t’). So t’=I and 
(t, t' )E F. Hence property Q holds in F. 
Finally, if two intervals of F are transposed, they are also transposed in D x E thus 
property R must be valid in F. 
Domain D is isomorphic to the partial order of the pairs of the form (d, .L) in 
F which is a coherent ideal of F. 0 
Remarks. (1) The domains D x E and D A E are isomorphic, so that we can consider 
a Cartesian product as a particular kind of graft. 
(2) If D is finite, the set of maximal points in D is an open set ~.4’. The construction 
D Z E is particularly useful, so we write it simply D-E. 
Proposition 8.20. Let M1=(T1, Vl,~l,~,) and Mz(r,, Vz,Yz,E,) be two infor- 
mation matrices, and X be an arbitrary set of jinite conjigurations of Ml. Define 
M = (r, V, Y, 8) as follows: 
(i) r=r,i~jY, (One may assume rl and r, disjoint w.Z.o.g.), 
(ii) V= VluV2, 
(iii) V”(c) = 
i 
+5(c) $ x6, 
Y-~(C) g xd-*. 
(iv) The function d is defined by cases 
(1) If WI then &W=&(Y) 
(2) Zf yETz and ~E&~(Y) then t/a~X {o}ud4’(y) 
Then if we take 0 = {a’ 1 CT’ 3 CJEX} we have 
Proof. It is immediate by definition that any configuration in CM is a configuration of 
the juxtaposition of Ml and M2, hence that C, is included in Cicr, x CM2. Further- 
more, the ordering on CM is inherited from C,, x ZM2. If 0 is a configuration of ZM, let 
c1 and g2 be the restrictions of (T to r1 and r,, respectively. By definition of b, either 
o2 = 0 and o1 is a configuration of M 1, or c2 # 0 and then g1 must contain at least one 
element of X. Hence there is an injection between CM and CM1 2 CMz. Conversely, any 
element of C,, 2 CMM2 is a compatible set of decisions in CM, x CMz, and by definition 
of d it is connected in M, which concludes the proof of the isomorphism. 0 
Example. Matrices MO2 and MO represent O2 and 0, respectively. Matrices Mi in 
Fig. 42 represent each one of the grafts Fi of 0 on 02. 
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Fig. 42. 
9. Inverse limit constructions 
We now investigate the possibility of constructing concrete domains by a limiting 
process. Of course, since the property of being concrete is not in general preserved 
by exponentiation, it is impossible to preserve it by arbitrary inverse limits. How- 
ever, it is also clear that certain restricted limit constructions will preserve this 
property. 
Definition 9.1. If D and E are two computation domains, a projection is a pair of 
continuous functions (4, $) with c$E[D+E] and $E[E-+D] such that 
(il vx~D iM(x))=x, 
(ii) VXEE ~($(x))<x. 
Definition 9.2. A projection (4, $) between D and E is rigid iff 
Vde&(D), eEsd(b) e<4(d) =c- e=4(ll/(e)). 
Proposition 9.3. A projection (4, Ic/) between D and E is rigid ifs 
Proof. Consider an arbitrary approximant e of y in E. If e is less than 4(x), since 
4 is continuous, there exists an approximant d of x with e < 4(d). But (4, $) is 
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a rigid projection so e= 4($(e)). As 4 and II/ are continuous, so is 4 0 II/ and thus 
and therefore y=d(ll/(y)). 0 
Proposition 9.4. Between two computation domains D and E, there exists a rigid 
projection ifl D is isomorphic to a coherent ideal of E. 
Proof. 
Part 1: Consider a coherent ideal J of E and let 4 be the restriction to J of the 
identity function on E. Map any x in E to $(x) defined by $(x)= u {z 1 z~d(x)nJ}. 
Since E is coherent, the element $(x) exists; since J is coherent, the element is in J. We 
show that $(x) is continuous using the characterization of Lemma 1.19. First $ is 
trivially monotonic. Consider now an arbitrary approximant e of $(x). Since e is 
isolated and the set {zIz~&‘(x)nJ) is directed, there exists some z with e6z and 
z~&(x)nJ. Since for any z in J we have $(z)=z: 
VeEd($(x))3zE&(x) e<$(z), 
which proves that $ is a continuous function. The pair (4, $) is a projection between 
J and E as 
(i) VXEJ $(4(4)=$(x)=x, 
(ii) VxeE t+b(x)<x thus ~($(x))=I/(x)<x. 
Consider now two elements x and y with x in J and y in E. If y 6 &J(X) =x, since J is 
an ideal, element y is in J and therefore $( y) = y and also y = 4($(y)). Hence the 
projection (4, II/) is rigid. 
Part 2: Assume that there is a rigid projection (4, I+!J) between D and E. Take 
J = b(D). We show first that J is a coherent ideal of E. 
(i) J is downward closed. Consider an arbitrary element y less than d(x), for some 
x in D. Since (4, II/) is rigid, we have y = 4 (I+$ ( y)) by Proposition 9.3. Hence y belongs 
to 4(D). 
(ii) J is coherent. Consider a consistent subset X of 4(D) and let Y be the inverse 
image of X by 4. The set Y is consistent: consider two arbitrary elements a and b in Y. 
Since X is consistent, elements 4(a) and 4(b) are compatible and we have 
hence a and b are compatible. Since Y is consistent, it has a lub q. Since 4 is monotonic 
VXEX, x d 4(q) and, therefore, since X is consistent UX < 4(q) and UX = 4($(uX)) 
since (4, $) is rigid. Thus UX belongs to &J(D) and b(D) is a coherent ideal. 
Finally, if (4, I,+) is a projection between D and E, the partial orders D and 4(D) are 
isomorphic. We conclude that D is isomorphic to a coherent ideal of E when (4, $) is 
rigid. 0 
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Notation. If D and E are concrete domains, we write D<E when D is isomorphic to 
a coherent ideal of E or, equivalently when there is a rigid projection from D to E. 
Proposition 9.3. Among concrete domains, relation < is a preorder. 
Proof. (i) If D is an arbitrary concrete domain, D is a coherent ideal of itself. 
(ii) Assume D < E < F, i.e. that there are two rigid projections (41, t+bl) and 
($2, $2) with 
Assume now that, for some x in D and for some y in P we have y~$~$~~(x). Since 
(42, $2) is rigid Y=&($x(Y)). But ICI~(Y)~~~~*~~(X)=~~(X). Hence since (41,1cI1) 
is rigid, $2(y)=$1$1$z(y). So finally Y=~~&J~$~$~(Y) which proves that 
(& 0 41, I,+~ 0 1//Z) is rigid. Therefore D is isomorphic to an ideal of F, i.e. D <F. 0 
Definition 9.6. A sequence (Dl, D2, . . . , D,, . . . } of computation domains is a directed 
sequence iff for all i (i> 1) there exists a projection (~i,i+l, ~i+l,i) between Di 
and Di+l. 
Between two domains Di and Dj of a directed sequence (i <j), there exists then 
a projection noted (4i,j, $j, i). By convention we note (4i, i, $i, i) the pair (Zi, Ii), 
where Ii is the identity function on Di. If all projections (4i, i + 1, $i+ 1, i) are rigid, we 
say that the sequence is rigid, which we note 
By Proposition 9.6, all projections (~i,j, ~j, i) are also rigid. 
Definition 9.7. Consider a directed sequence {Dl, Dz, . . . , D,, . . . } of computation 
domains. The inverse limit of this sequence is the partial order (D; < ), where 
(i) D is the set of sequences (x1, x2, . . . . x,, . ..) with 
Vi> 1 XieDi, 
Vj> i Xi=*j, i(Xj), 
(ii) < is the partial order defined componentwise: 
XdDy 0 Vi21 Xi<D,yi. 
Theorem 9.8. The inverse limit of a rigid sequence of concrete domains is a concrete 
domain. 
Proof. Let D be the inverse limit of the rigid sequence 
D1<Dz< . . . <D,< . . . 
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(1) The partial order D is coherent. Let X be a consistent subset of D and for all 
i (i 2 1) Xi be the set of ith coordinates of the elements of X. Each of the Xi is consistent 
in Di and therefore has a lub UXi. We show that the sequence (uXI, UX,, .,. , 
UXi, . . . ) is in D. Since X is a subset of D 
VXEX Xi=$j,i(Xj) (iQj), 
hence 
iJxi=x~x, $j,itxj). 
I I 
Let XJ be the directed set obtained from Xj by adding all lubs of its finite subsets. By 
continuity 
,vx, $j,itxj)= u ll/j,i(xj)=~(UxS)=~(Uxj) 
I J XjEX; 
and therefore 
(Ux)i=Uxi=~j,i(Uxj)=Iclj,iCUx)j. 
(2) The partial order D is w-algebraic. We must identify the isolated elements in D. 
TO this end, define two collections of functions {pi, m} and {~m,i} from Di to D and 
from D to Di, respectively, in the following fashion: 
VcEDi (4i, ,(e))j=& j(e) (j 2 9, 
VceDi ($i, m(e))j=$i,j(c) (j<i), 
VXED $m,i(x)=xi. 
This definition makes sense provided Via 1, VeEDi, pi, m(e)ED. Take x = I, _,(e). 
For any k, it is immediate that xk belongs to Dk. We must now check the second 
condition, i.e. Vn > m x, = t,bn, mu. There are three cases. 
Case 1: m > i. Then x, = 4i, ,(e) and x, = $i, .(e). We compute: 
~n,m(Xn)=~n,m(~i,.(e))=~n,m(~m,n(~i,m(e))) 
= h m(4m, n&d) 
=x,. 
Case 2: n 2 i. Then x, = ll/i, (e) and x, = $i, ,,(e). We compute 
~n,m(Xn)=~n,m(~i,n(e))=~i,,(e)=x,. 
Case 3: n 2 i> m. Then x, = $i, ,(e) and x, = I,,,. Therefore, 
~n,m(Xn)=*n,m(~i,n(e))=~i,m(~n,i(~i,n(e)))=~i,m(e) 
and here again x, = $“, ,Jx,,). 
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It is immediate that, for any i, the functions #i, m and t+Grn, i are continuous. We show 
now that the pairs (4i, a, $m, i) are projections from Di to D. First, 
Vi> 1, VeEDi Il/m,i(4i, co(e))=(4i, m(e))i=4i,i(e)=e. 
To prove the second condition, namely 
we examine the jth coordinate and distinguish two cases. 
Case 1: j < i. Then (4i, m ($a, i(d)))j = (4i, m (dj))j= $i, j(di). But d belongs to D thus, if 
j<i then I/~, (di)=dj. We have the required inequality for all coordinates with rank 
less than i. 
Case 2: jai. Then (4i, ,(tim,i(d)))j=(4i, m(dj))j=+i,j(di). But d belongs to D thus, if 
j 2 i then di = $j, i(dj). Therefore 
since the pair (&, j, Iclj, i) is a projection. The inequality is established in this case as 
well. 
To conclude, we show now that the isolated elements ofD are exactly the 4i, ,(e) for 
any i (i> 1) and e isolated in Di. Consider first an element d with d= $i, ,(e) and 
e isolated in Di. Let X be an arbitrary directed subset of D such that d< UX. On the 
ith coordinate, we have 
As e is isolated and Xi is directed, there exists x in X with e < Xi. By monotonicity of 
4i, m we conclude 4i, oo(e) = dd 4i, m(~i). It remains to prove that 4i, oo(~i) <x. 
(i) j<i: (di, m(Xi))j=$i, j(Xi)‘xj, 
(4 jai: (~i,m(Xi))j=~i,j(Xi)=~i,j(~j,i(Xj))~Xj. 
We conclude that d 6 x with XEX hence d is isolated in D. Similarly, one shows that 
Vi, ki<k4i,k(e)Ed(Dk). Thus the set 
{Z~Z<X and z=4i,m(e)> 
is directed and its lub is x. Thus sz’(D) = { bi, oo(e) 1 i 3 1 and eEDi} and D is o-algebraic. 
(3) The pairs (pi, m, $ m, i) are rigid. Assume that we have y < pi, m(x) for some y in 
D and x in Di. We have to show that y=4i, m ($~~,i(y)). 
(i) j-=i: Then Yj=$i,j(YJ hence Yj=(4i, m(.YJ)j=(4i, ,($,,i(y)))j. 
(ii) j>i: Then (4i,m(X))j=4i,j(X). Since the pairs (4i,j,$j,i) are rigid, from 
yj< 4i,j(X) we deduce ,Vj= +i,j($j, i( yj)). But $j, i(Yj)=yi SO that we obtain 
Yi=4i,j(Yi)=(4i, m(Yi))j=(+i, m(tim,i(Y)))j. 
In both cases we have the desired inequality. The pairs (&i, m, t,bm, i) are therefore 
rigid, and all domains Di are isomorphic to coherent ideals of D. 
(4) The domain D is concrete. We first check property I. If +i, ,(e) and 4j, oo(f) are 
two isolated elements in D with 4i, m(e) < 4j, ,(f), then 4i, ,(e) belongs to 4j, m(Dj) 
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since bj, o. (Oj) is an ideal of D. Since 4j, co (Dj) is isomorphic to Dj which has property 
I, there cannot be an infinite chain between 4i, a(e) and +j, ,(f). The remaining 
properties C, Q, and R are expressed in terms of a finite number of finite elements in D. 
There exists always a coherent ideal &, m(Dk) that contains all these elements, and 
therefore the properties are valid in D because they are valid in Dk. 0 
Proposition 9.9. Any concrete domain is the inverse limit of a rigid sequence of some of 
its jinite coherent ideals. 
Proof. Consider an enumeration (ci, c2, . . . , c,,, . . . } of the finite elements in a concrete 
domain D. This enumeration exists since D is w-algebraic. Let us build a sequence 
{Jl,JZ, . . . . J”, ... } of ideals where Ji is the coherent ideal generated by {ci , c2, . . . , ci}. 
By Lemma 8.4, each of these ideals is finite, and by Proposition 8.10, each one of them 
is a concrete domain. Since for any i domain Ji is a coherent ideal of Ji + 1, the sequence 
{Ji} is a rigid sequence of concrete domains, and its inverse limit J is a concrete 
domain. We have to show that J is isomorphic to D. 
By Proposition 9.4, if Ji is a coherent ideal of Jj the pair (4i,j, $j, i) with id j and 
VXEJi ~i,j(X)=X, 
VXEJj $i,j(X)=u{ZIZEd(X)nJi} 
is a rigid projection between Ji and Jj. Take x = (xi, x2, . . , x,, . . . ) an element of J. 
From xi= Gj, i(xj) we deduce Vi, j> i Xi <xj. The sequence {x1, x2, . . . , x,, . . . } is 
increasing and has a lub 4(x). It is immediate that function $J is a monotonic function 
from J to D. 
(1) 4 is onto. Consider an arbitrary element d in D and the sequence 
6=(dl,d2 ,,,,, d, ,... ), where di=U{zIz~d(d)nJi}. The sequence 6 belongs to J 
because if i < j then Ji c Jj and therefore 
di=U {ZIz~d(d)nJi}= U{zIzE&(d)nJinJi) (i< j) 
=U {zIzE~(dj)r\Ji}=~j,i(dj). 
Finally 4(d)= vi,, di=d since the family (Ji}ial covers d(D). 
(2) 4 is one-one. Consider two distinct elements x=(x1, . . . , x,, . . . ) and 
x’ = (Xi) . . . ) XL, *. . ) of J and let k be the smallest integer such that xk # xi. We must 
have xk =x; V ck or the symmetric equality. From V12 k xk = U {z I zEd(Dl)nJk} we 
deduce Vlak xl$ck and therefore ~(X)=UiklXi~cCk. But ~(x')>x;~Q SO that 
necessarily b(x) #4(x’). 0 
We now give a result that justifies our expressing all properties in terms of isolated 
elements. 
Theorem 9.10 (Ideal completion). Let (L;<) be a partial order where L is denumer- 
able and 
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(i) any consistent finite subset of L has a lub, 
(ii) between any two elements of L, all chains are jinite, 
(iii) L has properties C, Q, and R. 
Consider then the partial order L of the directed ideals of L ordered by inclusion. Then 
L is a concrete domain and L is isomorphic to d(L). 
Proof. (1) L^ is coherent. Let X be a consistent family of directed ideals. Consider two 
compatible elements J1 and J2 of J. They are compatible so there exists a directed 
ideal J3 with J1 c J3 and J2 c J3. For any aEJ, and beJz we have also aeJ, and bEJ, 
so a and b are compatible. Let X’ be the union of all ideals in X and J the set obtained 
from X’ in adding the lubs of all of the finite subsets of X’ (they exist by hypothesis i) 
and the elements dominated by these lubs. It is immediate that J is a directed ideal. 
Since any directed ideal containing the elements of X must include J we deduce 
J= UiX and therefore i is coherent. 
(2) i is o-algebraic. We show that the principal ideal of L, i.e. the sets of the form 
J, with 
J,={zIz<a) (aEL) 
are exactly the isolated elements in i. Consider a directed subset X of L^ such that 
J,c UiX. We have a G UL(uiX). But in L, all elements a are isolated because all 
chains from J_ to a are finite by hypothesis ii. Thus there exists an element x in the 
directed ideal UiX with adx, and therefore an ideal % in X that contains x. We 
obtain J, c % which proves that J, is isolated. 
Consider now an arbitrary element J in L^. Trivially, we have J = oasJJa. But 
lJaEJ ,c I,)+ J, c lJasJ J, hence U.=J , = i._JapJ J,. Finally, J = IJaG; J,, which 
proves that L^ is algebraic, and that the principal ideal of L are the isolated elements of 
L. Since L is denumerable, L^ is w-algebraic. 
Finally we note that d(i) is isomorphic to L. Consequently, properties C, Q, and 
R are valid in &(L^) and hence in L^. This concludes the proof that L^ is a concrete 
domain. 0 
10. Distributive concrete domains 
We are now going to study a special case of importance in applications, that of 
concrete domains in which there is a unique minimal prime interval in each equivalence 
class of projective prime intervals (by Proposition 6.12, there exists at least one 
minimal interval in each projectivity class). We call this unicity property property U. 
It is defined as follows 
Property U. If [a, a’] and [b, b’] are two minimal projective prime intervals, then 
[a, a’] = [b, b’]. 
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Proposition 10.1. Property U is equivalent to property U’: Zf [a, a’] and [b, b’] are two 
minimal projective prime intervals and there exists a prime interval o with 
[a, a’] do > [b, b’] then [a, a’] = [b, b’]. 
Proof. It is immediate that property U implies property U’. Assume now that U’ 
holds, and consider an alternating sequence of transposed prime intervals between 
two minimal intervals [a, a’] and [b, b’] 
Since [a, a’] and [b, b’] are minimal, we have necessarily [a, a’] < [x1, xi] and 
Cb, b’l <Lx,- 1, XL _ J; hence n is an even number. Take n = 2p and reason by induc- 
tion on p. If p= 1, we are in the configuration of property U’, so [a, a’] = [b, b’]. If p is 
larger than 1, two cases are possible. 
Case 1: xi is joint-irreducible. By U’ we have [a, a’] = [x2, xi]. There exists now an 
alternating chain of length 2( p- 1) of prime intervals between [a, a’] = [b, b’]. By 
induction hypothesis we conclude [a, a’] = [b, b’]. 
Case 2: xi is not join-irreducible. Then there exists a minimal prime interval 
[G;, z] with [- x2, xi] <[x2, xi]. But then [a, a’] <[xl, xi] 2 [x2, xi] 2 I%, &I and 
by property U’ we obtain [a, a’] <[G, xi]. The sequence {[q, xi], [x3, xi], 
. . . , [b, b’] is an alternating sequence of length 2(p- l), and [or;, xi] = [b, b’] by 
induction hypothesis. We conclude [a, a’] = [G, xi] = [b, b’]. 0 
Lemma 10.2. In a concrete domain D, the following properties are equivalent: 
(1) Property U. 
(2) Conditional distributivity: 
Va,b,ceD bfc = aA(bVc)=(aAb)V(aAc). 
(3) Conditional modularity: 
Va,b,cED afb,a<c * aV(bAc)=(aVb)Ac. 
(4) Vx,yeD d(xAy)=d(x)nd(y) 
(5) The height function is a valuation, i.e. 
Vx,y~d(D) xty =S h(x)+h(y)=h(xVy)+h(xAy). 
Proof. 
(a) (1) implies (4). We know already, by Proposition 6.4, that A(x A y)c A(x) and 
A(xA y)c A( y) and therefore A(xA y)c A(x)nA(y). Consider now a decision d be- 
longing to A(x) and A(y), and two prime intervals [u, u’] and [v, v’] included in [I, x] 
and [I, y], respectively, and in the projectivity class of d. By Proposition 6.12, we can 
find two minimal intervals [ii, Z] and [I?, 71 such that [U, Z] <[u, u’] and 
[O, 71 <[u, u’]. s ince [u, u’] - [v, v’] property U allows one to deduce [U, ?] = [V, 71. 
Since z and Z are dominated by x and y, respectively, we have u’ = V‘ < x A y. Thus, 
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decision d belongs to A (x A y). We have shown the inequality A(x)nA ( y) c A (x A y) 
and we conclude A (x A y) = A (x)n A ( y). 
(b) (4) implies (5). In the lattice of finite subsets of an arbitrary set, we have the 
equation 1 AuB I= 1 A I+ 1 B I- 1 AnB I. Consider two arbitrary compatible elements 
x and y in D. By Proposition 6.4 we have A(x V y) = A(x)uA(y). Therefore, 
Using the result of Proposition 6.12, we obtain 
xTy * h(x)+h(y)=h(xVy)+h(xAy) 
(c) (5) implies (1). We show that (5) implies property U’, which is sufficient by 
Proposition 12.1. Assume we have [a, a’] d [z, z’] >[b, b’] with [a, a’] and [b, b’] 
minimal. Let us show that either [a, a’] = [b, b’] or a A b = a’ A b’. Suppose we had 
a A b< a’ A b’. By relative atomicity, there would exist an element t such that 
a A b< t <a’ A b’. Thus, either t %a or t 6 b. Assume w.1.o.g. that t $a. Then 
t A a = a A b and by property C a --< a V t < a’. Since we also have a + a’ we must have 
aVt=a’ and [uAb, t]<[u, a’]. Since [~,a’] is minimal uAb=u and t=a’. Since 
[a, a’] and [b, b’] are projective, by Theorem 5.10 a’< b is not possible. Hence 
[a, a’] d [b, b’]. But [b, b’] is also minimal, so [a, a’] = [b, b’]. We have proved by 
contradiction that if [a, a’] and [b, b’] are distinct a’ A b’ = a A b. But Proposition 6.14 
allows one to write 
[a,u’]Q[uVb,u’Vb’]>[b,b’]. 
By hypothesis, function h is a valuation and we have 
h(uAb)=h(u)+h(b)-h(uVb), 
thus 1+ h(u A b) = h(a’ A b’), which contradicts a A b = a’ A b’. We conclude that 
[a, a’] = [b, b’] thereby proving property U’. 
(d) (4) implies (2). Consider three elements a, b, c in D with bfc. 
A(aA(bVc)=A(u)nA(bVc) (by (4)) 
= A(a)n(A(b)uA(c)) (Proposition 6.4) 
=(A(u)nA(b))u(A(u)nA(c)) (set theory) 
=A(aAb)uA(aAc) (by (4) again) 
=A((uAb)V(aAc)) (Proposition 6.4). 
And by Theorem 6.9 we conclude a A (b V c) = (a A b) V (a A c). 
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(e) (2) implies (3). This is a standard proof in lattice theory. Assume atb and a < c. By 
distributivity: 
(aVb)A(aVc))=((aVb)Au)V((uVb)Ac) 
=uV((uVb)Ac) 
= a V ((a A c) V (b A c)) (by distributivity) 
=uVuV(bAc) (since a d c). 
We obtain the required modularity law (a V b) A c = a V (b A c). 
(f) (3) implies (1). Assume we have the modularity law and consider two minimal 
prime intervals [a, a’] and [b, b’] such that [a, a’] <[a V b, a’ V b’] > [b, b’]. Since 
UV b’=u’V b=u’Vb’ and bdb’ we obtain by modularity: 
b’ = (a’ V b) A b’ = b V (a’ A b’). 
But if [a, a’] and [b, b’] are distinct, we have seen that a’ A b’ = a A b thus 
b’=u V(u A b)= b which is a contradiction. Since [a, a’] = [b, b’] property U 
holds. Cl 
The above result justifies calling a domain satisfying property U either modular or 
distributive or even metric. 
Proposition 10.3. A concrete domain D is distributive iff it is isomorphic to the partial 
order of conjigurutions of a matrix (r, V, Y, E) with 
@ET, IW)l=l. 
In other words D is represented by a matrix without disjunctions. 
Proof. From left to right, the result is a direct consequence of the construction used 
in the representation theorem and property U. Conversely, consider a matrix 
M = (r, V, Y, 6’) verifying the condition VyeT 1 Q(y) I= 1. For any decision d, let p(d) 
the unique set of decisions that enables d. We show that, in such an information 
matrix, if a decision d has a proof, then it has a unique irredundant proof. The proof is 
by induction on the length l(d) of the proof of d. 
Base case: i(d) = 1 i.e. d is initial and p(d) = 8. The proof {d} is irredundant and any 
other proof of d includes it, hence it is unique. 
Znductive step: I(d) = n(n > 1). Then d has a proof dl, dz, . . . , d,_ 1, d. Since only p(d) 
enables d, we must have p(d) c {d,, da, . . . , d, _ 1}. Thus, all decisions in p(d) have proof 
of length less than n, therefore a unique irredundant proof by induction hypothesis. 
Now let A(d) be the union of all unique irredundant proofs of all elements of p(d). The 
set A(d)u{d} is a proof of d. Any proof of d contains d and the irredundant proofs of 
the elements of p(d). Therefore A(d)u{d} is the unique irredundant proof of d. 
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Fig. 43. M and M’ have the same configuration space CM. 
Now consider crl and a2 two finite compatible configurations of M. Since a1 and 
a2 are compatible, the set of decisions a1 na2 does not contain two distinct decisions 
concerning the same cell because it is included in a1 ua2. If d is an arbitrary decision in 
a,na, it has a unique irredundant proof rr. Since a1 and a2 are connected rt car and 
z c a2 thus rc c a1 na2 and the set a1 na2 is connected. Hence it is a configuration and 
alAaz=alnaz. Then la,l+la21=l a1 A a2 I+ Ia1 Vaz I and the height of the ele- 
ments of CM is a valuation. By Lemma 10.2 the concrete domain (C,;c) is 
distributive. 0 
Remark. The previous results states that if (CM;<) is distributive, then there exists 
a matrix M’ with (C M; c) = (CL,; c ). But it is perfectly possible for M to contain 
disjunctions, as shown in the example of Fig. 43. 
The following proposition characterizes a frequent case, where distributivity can be 
proved quickly. 
Proposition 10.4. A concrete domain is distributive #the domain is the partial order of 
configurations of some information matrix M = (r, V, “tr, 8) where any cell is enabled by 
sets of decisions that concern a single set of cells. 
Proof. The proof follows the pattern of the proof of the previous result. The property 
is immediate from left to right. For any d let q(d) be the common set of cells occupied 
by all sets of decisions that enable the cell of d. We show that in such an information 
matrix, if a decision d has a proof, then all irredundant proofs of d occupy the same set 
of cells. We proceed by induction on the length l(d) of the length of d. 
Base case: l(d)= 1. Then empty set is the only one that enables d. Hence the cell of 
d is occupied by any proof of d. 
Inductive step: l(d)=n(n>l). Then d has a proof dI,dz, ...,d,_IFd. Let 
o({dr,dz, . . . . d,_ 1}) be the set of cells occupied by the decisions in {d,, d2, . . . , d,_ 1}. 
Any set of decisions enabling d occupies q(d) so q(d) c O( {d 1, d2, . . . , d, _ ,}). Consider 
an element A in b(d) included in {dl,d2, . . . , d, _ 1}. By induction hypothesis, all 
irredundant proofs of the elements of A occupy the same set of cells. Let y be the cell 
occupied by d. Taking the union of all these cells with y we obtain a set of cells T(d) 
and any irredundant proof of d contains T(d). 
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Now consider two finite and compatible configurations o1 and gz of M and take an 
arbitrary decision d in 0ir~r~. Any irredundant proof of d occupies T(d). Hence 
g1 and c2 occupy T(d). Therefore, d has a proof in 01n02 and this set of decisions is 
connected. Hence c1 A rr2 = c1 na2 and CM is a distributive concrete domain. Cl 
Proposition 10.5. The separated sum of a jnite or denumerable number of distributive 
concrete domains, the Cartesian product of a finite or denumerable number of distributive 
concrete domains, and the inverse limit of any rigid sequence of distributive concrete 
domains are distributive concrete domains. 
Proof. It is immediate that the sum and the juxtaposition of an arbitrary number of 
information matrices in which all cells are enabled by a unique set of decisions is of 
this kind as well. Let D be the inverse limit of a rigid sequence of distributive concrete 
domainsD,dD2< ... QD,< “.. If [x,x’] and [y, y’] are two minimal prime intervals 
with [x, x’] d [x V y, x’ V y’] b [y, y], consider the coherent ideal generated by the 
isolated elements x’ and y’. The ideal J is finite and thus there exists an integer k such 
that J < Dk. Since Dk is distributive, by property U’ we obtain [x, x’] = [y, y’], which 
proves property U’ in D. 0 
Proposition 10.6. If D and E are two distributive concrete domains, and if0 is an open 
set such that 
Vd,eGO minimal T(d)=T(e) 
then D ?. E is a distributive concrete domain. 
Proof. By construction of the matrix associated to DA E, it is immediate that it 
satisfies the condition of Proposition 10.4. q 
Example. It is easy to check in Fig. 42 that only F4 is not distributive. 
Historical Note (1978): The essential part of the research reported here was carried 
out in Autumn 1975 at the University of Edinburgh. Preliminary versions of this text 
have been distributed privately during seminars on Semantics in Sophia-Antipolis in 
Autumn 1977 and on the Theory of Continuous Lattices in Darmstadt, July 1978. 
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