Dirac introduced the notion of a k-critical graph, a graph that is not (k − 1)-colorable but whose every proper subgraph is (k − 1)-colorable. Brook's Theorem states that every graph with maximum degree k is k-colorable unless it contains a subgraph isomorphic to K k+1 or an odd cycle (for k = 2). Equivalently, for all k ≥ 4, the only k-critical graph of maximum degree k − 1 is K k . A natural generalization of Brook's theorem is to consider the Ore-degree of a graph, which is the maximum of d(u) + d(v) over all uv ∈
Introduction
All graphs considered in this paper are simple and finite. Graph coloring is an important area of study in graph theory.
Proof. Let us prove that they have Ore-degree at most seven. Suppose without loss of generality that G 1 is the edge-side with replaced edge xy and G 2 is the split-side where z is the split vertex. As G 1 is 4-critical, x and y have degree at least three in G 1 . As G 2 is 4-critical, z has degree at least three in G.
and hence one of x and y has degree at least 5 in G, contradicting that G has Ore-degree at most 7. So d G 1 (x) + d G 1 (y) ≤ 7. Note that d G 1 (x) ≤ d G (x) and d G 1 (y) ≤ d G (y). This implies that the sum of the degree of every edge in G 1 other than xy is at most the sum of the degrees in G. Hence G 1 has Ore-degree at most 7.
Similarly we claim that d It follows then that the sum of the degree of every edge in G 2 are at most the sum of the degrees in G and hence G 2 has Ore-degree at most seven.
Kostochka and Yancey proved that if a 4-Ore graph is the Ore-composition of two graphs, then both of those graphs are 4-Ore. Using this fact and Lemma 1.7, we may prove the following structural characterization of 4-Ore graphs of Ore-degree at most 7. First we need the following definitions. We say K 4 − e subgraph of a graph G whose vertices of degree three are also degree three in G is a diamond. We call the vertices of degree two in the K 4 −e the ends of the diamond and the other vertices we call internal. Let H 7 denote the unique Ore-composition of two K 4 s. Proof. We proceed by induction on the number of vertices. We may assume that (1) does not hold. As G = K 4 , G is the Ore-composition of two graphs, an edge-side G 1 with replaced edge xy and a split-side G 2 with split vertex z. By Kostochka and Yancey, G 1 and G 2 are 4-Ore and by Lemma 1.7, G 1 and G 2 have Ore-degree at most 7. Hence, at least one of (1)-(3) holds for each of G 1 and G 2 .
Note that if d G 2 (z) = 3, then either {d G 1 (x), d G 1 (y)} = {3, 3} and {d G (x), d G (y)} = {3, 4}, or, d G 1 (x), d G 1 (y)} = {3, 4} and {d G (x), d G (y)} = {4, 4}. Similarly if d G 2 (z) = 4, then {d G 1 (x), d G 2 (y)} = {3, 3} and {d G (x), d G (y)} = {4, 4}. The following is a useful claim: Corollary 1.10 says that 4-critical graphs with Ore-degree at most seven are obtained from a restricted class of Ore-compositions, namely where the edge-side G 1 is always isomorphic to K 4 . Moreover, since contracting a diamond in a 4-critical graph of Ore-degree at most seven yields another 4-critical graph of Ore-degree at most 7, Corollary 1.10 implies that every such graph may be reduced to K 4 by a sequence of diamond contractions. Indeed, using Corollary 1.10, it is straightforward to characterize the explicit structure of 4-critical graphs of Ore-degree at most seven; however, we omit its overly technical statement here.
Ore's Conjecture
It is natural to ask what the minimum density in a k-critical graph is. As every vertex must have degree at least k − 1,
is a trivial lower bound. Inspired by Hajos' construction, Gallai conjectured that the minimum density is in fact . Kostochka and Yancey [8] recently resolved Gallai's conjecture: Theorem 1.11 (Kostochka and Yancey) . For all k ≥ 4, if G is a k-critical graph, then
Their proof is quite innovative. Moreover, Theorem 1.11 provides short proofs of Theorem 1.2 when k ≥ 6 and of Theorem 1.5 when k = 5. However, Theorem 1.11 with k = 4 does not imply a characterization of the 4-critical graphs with Ore-degree at most seven. Nevertheless, this will be the starting point of our proof. Of special interest to us then is a shorter version of their proof for k = 4 (see [9] ): Theorem 1.12 (Kostochka and Yancey). If G is a 4-critical graph on n vertices, then
We prove a similar but more complicated theorem which yields a short proof of Theorem 1.6. If G is a graph, let D 3 (G) denote the graph induced by vertices of degree at most three in G. Indeed we prove the following stronger theorem which shows that equality holds only if G is a 4-Ore graph: The proof itself is also of interest for a few reasons. One, we modify the potential developed by Kostochka and Yancey to include the indepence number of D 3 (G); this raises the question whether similar improvements are possible for general k. Two, we introduce some new theory for k-Ore graphs which is also useful for other results in this area. Three, we use an iterated discharging rule, that is, a discharging which make take an arbitrary number of steps. This is one of the only examples of this more complicated discharging.
Furthermore, we use the iterated discharging not to move charge along an arbitrarily long path but rather to force charge outward from an arbitrarily nested struture.
Organization of the Paper
The paper is organized as follows. The proof of Theorem 1.14 comprises Sections 2-6. The proof is similar to that of Kostochka and Yancey for 4-critical graphs and yet more complicated and intricate.
In Section 2, we modify the potential of Kostochka and Yancey to incorporate indepenent sets in D 3 (G). We then prove similar lemmas about this new potential when used in the key reduction from Kostochka and Yancey's proof. Finally, we develop a theory of 'collapsible' subsets which happen to have the least possible potential in a minimum counterexample.
In Section 3, we briefly develop some straightforward bounds on the potential of proper subsets of a minimum counterexample. In Section 4, we improve upon these straightforward bounds by excluding an 'identifiable pair'. This has many corollaries, in particular, that every component of D 3 (G) is acyclic. In Section 5, we continue to follow Kostochka and Yancey's proof by utilizing a reduction that identifies the neighbors of degree three vertices. Unlike Kostochka and Yancey though, who showed the components of D 3 (G) for their minimal counterexample are either a vertex or edge, we show the components of D 3 (G) are small, having size at most 10. In Section 6, we use discharging to finish the proof of Theorem 1.14. Indeed we will need an iterated discharging rule to send charge out from the arbitrarily nested structures that arise in Section 5, which we call 'gadgets', and toward the components of
In Section 7, we use Theorem 1.14 to provide a short proof of Theorem 1.6. In Section 8, we discuss a few open questions.
Potential, Critical Extensions and Collapsible Subsets
We now update the potential notion developed by Kostochka and Yancey for 4-critical graphs to work with independent sets of vertices of degree three.
Definition 2.1. Let G be a graph. We let D 3 (G) denote the graph induced by the vertices of degree at most three in G. We define the potential of subset R of V (G), denoted by p(R), as follows:
We define the potential p(G) of G to be p(V (G)). Similarly we define P (G) = min H⊆G p(H).
Note that p(K 1 ) = 5.4, p(K 2 ) = 7.2, p(K 3 ) = 6 and p(K 4 ) = 1.8. Let H 7 be the unique graph that is the Ore composition of two copies of K 4 . Note p(H 7 ) = 1.8.
Potential of 4-Ore Graphs
We now characterize the potential of 4-Ore graphs. Note the following: Proof. Since G 1 is 4-critical, x and y have degree at least three in G 1 . Since G 2 is 4-critical, its split vertex z has degree at least three in G 2 . Hence at least one of x or y are adjacent to two vertices in V (G 2 ) \ z and so has degree at least four in G.
Proof. Let G 1 be the edge-side of the composition with replaced edge xy. Let G 2 be the split side of the composition with split vertex z.
Since at most one of x, y is degree three in G by Proposition 2.2, it follows that
. Combining these calculations, we find that
Proof.
We proceed by induction on the number of vertices in G. Note that p(K 4 ) = 1.8. So we may suppose that G is not isomorphic to K 4 . Thus G is the Ore composition of two smaller 4-Ore graphs
Later on, we will need the following structural lemma about 4-Ore graphs whose potential is maximum:
Proof. We proceed by induction on vertices. Let v ∈ V (G) and let I be a maximum independent set in
So we may assume that G is the Ore-composition of two 4-Ore graphs. Let G 1 be the edge-side of this composition with replaced edge xy and let G 2 be the split side with split vertex z. As p(G) = 1.8, it follows from Lemma 2.3 that p(G 1 ) = p(G 2 ) = 1.8. Since equality holds throughout it follows that α(
). This in turn implies that I 1 = I ∩ V (G 1 ) is a maximum independent set in D 3 (G 1 ) and
Now we consider two cases. First suppose v ∈ V (G 2 ) \ {z}. By induction I 2 intersects N G 2 (v) and hence I intersects N G (v) as desired. So we may assume that v ∈ V (G 1 ). By induction, I 1 intersects N G 1 (v). This would imply that I intersects N G (v) as desired unless v ∈ {x, y} and the lone vertex of I in N G 1 (v) is the other vertex in {x, y}.
Without loss of generality suppose that v = x and that y ∈ I. On the other hand, by induction
Thus w is adjacent to one of x and y. Since I is an independent set, w is not adjacent to y. Thus w is adjacent to x. So I intersects N G (v) as desired.
Critical Extensions
We will also need the following identification of Kostochka and Yancey to drive the induction. Definition 2.6. If R V (G) with |R| ≥ 4, and φ is a 3-coloring of G[R], we define the φ-identification of R in G, denoted G φ (R), to be the graph obtained by identifying the vertices colored i in R to a vertex x i for each i ∈ {1, 2, 3}, adding the edges x 1 x 2 , x 1 x 3 , x 2 x 3 and then deleting parallel edges.
Definition 2.8. Let G be a 4-critical graph, R V (G) with |R| ≥ 4 and φ be a 3-coloring of G [R] . Now let W be a 4-critical subgraph of G φ (R) and T be the triangle corresponding to R in G. Then we say that R ′ = (W − T ) ∪ R is a critical extension of R with extender W . We refer to W ∩ T as the core of the extension. If a vertex in W − T has more neighbors in R then in X or there exists an edge in G[V (W − T )] that is not in W − T , then we say that the extension is incomplete. Otherwise, we say the extension is complete. If R ′ = V (G), then we say the extension is spanning. A total extension is an extension that is both complete and spanning.
Note that -as G is critical -every critical extension has a non-empty core. Here is a useful lemma about the potential of a critical extension. Lemma 2.9. Let G be a 4-critical graph, R V (G) with |R| ≥ 4 and R ′ be a critical extension of R with extender W . Then
if the core has size 1/2/3, respectively. Furthermore, if the extension is incomplete, then
and
. If |W ∩ X| = 1, then this is
and hence an additional three is added.
Collapsible Sets
We will now characterize the subsets whose critical extensions have core size exactly one.
Definition 2.10. Let G be a graph and R V (G) with |R| ≥ 2. The boundary of R is the set of vertices in R with neighbors in G \ R. If G is 4-critical, we say R is collapsible if in every 3-coloring of G[R] all vertices in the boundary of R receive the same color. If R is collapsible, then we define the critical complement of R to be the graph obtained by identifying the boundary of R to one vertex v and deleting the rest of R. We call v the collapsed vertex of W .
Note then that the boundary of R is an independent set and for any u, v in the boundary of R, G[R] + uv contains a 4-critical subgraph. We say a collapsible subset is tight if for any u, v in the boundary of R, G[R] + uv is 4-critical.
Proof. Suppose not. Then either W is 3-colorable or there exists an edge e ∈ E(W ) such that W − e is not 3-colorable. First suppose that W is 3-colorable and let φ be a 3-coloring of W . Let φ ′ be a 3-coloring of G [R] . Note that as R is collapsible, every vertex in ∂R receives the same color in φ ′ .
Let c be this color and let x be the collapsed vertex of W . We may assume without loss of generality that φ(x) = c by permuting the colors of φ if necessary. But then φ ∪ φ ′ is a 3-coloring of G, a contradiction.
So we may suppose that there exists e ∈ E(W ) such that W − e is not 3-colorable. But then e corresponds to an edge e ′ in G. As G is 4-critical, G − e ′ has a 3-coloring φ.
However, φ induces a coloring of R and hence every vertex of ∂R receives the same color in φ, call it c. Let φ ′ (x) = c where x is the collapsed vertex of W and φ
This implies that if R is collapsible, then there is only one critical extension of R. Indeed, that extension is total, has core size one and the extender is the critical complement. Hence Lemma 2.9 applied to collapsible sets, yields the following characterization of their potential: Proof. If R is a collapsible subset, then there exists a unique critical extension whose extender is the critical complement. The core of the extension is the special vertex and hence has size one. Moreover, the extension is total. This proves the forward direction.
So let us assume that every critical extension of R is total and has a core of size one.
Suppose toward a contradiction that R is not collapsible. Hence there exists a 3-coloring φ of R and u, v ∈ ∂R such that φ(u) = φ(v). Let R ′ be an extension of R using φ with extender W . Since R ′ is total, R ′ is spanning. Hence all the neighbors of u, v outside of R must be in R ′ . Furthermore, since R ′ is total, R ′ is complete. Hence the edges from those neighbors to u, v must be in W . But then as φ(u) = φ(v), the core of the extension must have size at least two, a contradiction.
As the next proposition asserts, collapsible sets of critical complements yield collapsible sets in the original graph: Proposition 2.14. Let R be a collapsible subset of a 4-critical graph G and W its critical complement and v its collapsed vertex. If R ′ is a collapsible set containing R, then R ′ −R + v is collapsible in W and has the same critical complement as R ′ in G.
Proof. Let φ be 3-coloring of A = R ′ − R + v. Let φ ′ be a 3-coloring of R. We may assume by permuting colors that φ(v) = φ ′ (z) for all z ∈ ∂R. But then φ ∪ φ ′ is a 3-coloring of R ′ . As R ′ is collapsible, every pair of vertices in ∂R receives the same color. Hence every pair of vertices in ∂A receives the same color in φ. As φ was arbitrary, it follows that A is collapsible.
Similarly the critical complements are identical since they are both obtained by identifying all the vertices in R ′ to a single vertex. The latter identification is done in two steps, first by identifying all the vertices in R to a single vertex and then all the vertices in A.
Cocollapsible Sets
We also would like to characterize the complements of collapsible sets. This motivates the following definitions.
Definition 2.16. Let G be a 4-critical graph, R V (G), and the S the boundary of R. We say R is cocollapsible if (G[R], S) is boundary 3-colorable and every vertex in S has exactly one neighbor in G \ R. We say a cocollapsible subset R is nontrivial if |G \ R| > 1.
Hence a triangle of vertices of degree three is cocollapsible. Note that in a 4-critical graph G, G \ v is a trivial cocollapsible subset for every v ∈ V (G). Proof. Suppose not. Then there exists a 3-coloring φ of G \ R such that there exist u, v in the boundary of G \ R with φ(u) = φ(v). Now for all x in the boundary of R, let f (x) be the color that the neighbor of x in G \ R receives in φ. As R is cocollapsible, there exists a
Here are some useful lemmas about the existence of collapsible or cocollapsible sets in 4-Ore graphs.
Proof. We proceed by induction on the number of vertices of G. If G = H 7 , then the lemma follows since for every v ∈ V (H 7 ), there exists a triangle of degree three vertices disjoint from v which is a nontrivial cocollapsible subset as desired.
As G is 4-Ore and G = K 4 , G is the Ore-composition of two 4-Ore graphs. Let G 1 be the edge-side of this composition and G 2 the split side with split vertex z.
Moreover, every vertex in G[R] has at most one neighbor in G \ R. Thus R is a nontrivial cocollapsible subset of G as desired. So we may suppose that z ∈ R. Let R ′ = (R\z)∪V (G 1 ).
So we may suppose that
Let z 1 , z 2 be the vertices into which z is split. We may suppose without loss of generality that z 1 has two neighbors in V (G 2 ) and z 2 has one neighbor in V (G 2 ). As G 1 = K 4 , it follows by induction that there exists a nontrivial cocollapsible R subset of G 1 \ z 1 . If z 2 ∈ R, then R is a nontrivial cocollapsible subset of G as desired. On the other hand if z 2 ∈ R, then R is also a nontrivial collapsible subset of G, since z 2 still has exactly one neighbor outside of R,
Proof. We proceed by induction on the number of vertices of G. G is the Ore-composition of two 4-Ore graphs. Let G 1 be the edge-side of this composition and let G 2 be the split side with split vertex z split into vertices z 1 , z 2 . But then T is either a subgraph of
Suppose T is a subset of G 1 . By Lemma 2.18, there exists a nontrivial cocollapsible subset R of G 2 \ z. But then R is a cocollapsible subset of G as desired.
So we may suppose that T is a subset of G 2 . If neither z 1 nor z 2 are in T , then R = V (G 1 ) is a collapsible subset of G as desired. So we may suppose without loss of generality that z 1 ∈ T . As z 2 is not adjacent to z 1 , z 2 ∈ T . If G 2 is not isomorphic to K 4 , then by induction there exists a collapsible or cocollapsible subset of V (G 2 ) \ T , which is then a collapsible or cocollapsible set of G as desired.
So we may suppose that G 2 is isomorphic to K 4 . But then z 2 has degree one in G 2 (z 1 , z 2 ). By Lemma 2.18, there exists a nontrivial cocollapsible subset R of
R is certainly cocollapsible in G as desired, while if z 2 ∈ R, then R is cocollapsible in G as desired since it follows that z 2 has only one neighbor in G \ R.
Uncollapsible Vertices
Definition 2.20. Let G be a 4-critical graph and v ∈ V (G). We say v is an uncollapsible vertex if there does not exist a collapsible set in G \ v. We say a graph G ′ obtained from splitting v into two vertices v 1 , v 2 is an uncollapsible split if there does not exist a collapsible
Note that every vertex of K 4 is uncollapsible but yet there is no uncollapsible split of K 4 . We now characterize uncollapsible vertices in 4-Ore graphs: Proof. First suppose u in uncollapsible in G. That is, there does not exist a collapsible subset disjoint from u.
is collapsible. But then there does not exist a collapsible subset contained in V (G 2 ) − z and so z is uncollapsible in G 2 . Finally if u ∈ {z 1 , z 2 }, then certainly u is uncollapsible in the graph obtained from G 2 by splitting z.
So let us prove the reverse direction. Suppose to a contradiction that u is not uncollapsible and let R be a collapsible subset contained in
In order to bound the size of components of D 3 (G) for a minimum counterexample G to Theorem 1.14, it will be useful to understand the degree three neighbors of an uncollapsible vertex in a 4-Ore graph:
Proof. Suppose not. We may assume without loss of generality that d(u 1 ) = 1. But then G \ u 1 is a collapsible subset, a contradiction.
Hence there is no uncollapsible split of K 4 . However, there is an uncollapsible split of Proof. We proceed by induction on the number of vertices of G. By Lemma 2.22,
, we find that d(u) ≥ 4. The base case to consider then is H 7 .
But every neighbor of the degree four vertex in H 7 is in a triangle.
So we may assume that G is the Ore-composition of two 4-Ore graphs. Let G 1 be the edge-side of this composition and G 2 the split side with split vertex z split into two vertices z 1 , z 2 . Further we may assume that u is an uncollapsible vertex in
Let v be a degree three neighbor of u 1 or u 2 . We may assume without loss of generality that v is a neighbor of u 1 . Suppose that v ∈ V (G 1 ). By induction on G 1 , either v is in a triangle T = vv 1 v 2 in G 1 − u or all its neighbor have degree at least four. We may assume the former as the latter is a desirable outcome. Yet as v has degree three in G 1 , it follows that v ∈ {x, y} as otherwise v would have at least degree two in G 2 since G 2 (z 1 , z 2 ) is an uncollapsible split and hence v would have degree four in G, a contradiction. Now v is a in a triangle in G as desired unless {v 1 , v 2 } = {x, y}. But then x, y have degree at least four in G as desired.
So we may suppose that v ∈ V (G 2 ). Hence u ∈ {x, y}. By induction applied to G 2 , either all the neighbors of v in G 2 not in {z 1 , z 2 } are degree at least four, and hence degree at least four in G as desired, or v is in a triangle in G 2 − z and hence a triangle in G − u as desired.
3 Properties of a Minimum Counterexample G 0 to Theorem 1.14 For the remainder of this paper, let G 0 be a counterexample to Theorem 1.14 with a minimum number of vertices. Hence G 0 is not 4-Ore and p(G 0 ) > 1.2.
Subsets with Small Potential
Next we show that the potential of proper subgraphs of G 0 is large. This is where we need critical extensions. First an easy lemma.
This has the following consequence.
Proof. Let R be a proper set with minimum potential. Thus |R| ≥ 4 and R has a critical extension
Moreover, we can do better if R has an extension that is not total:
Proof. First suppose R has a W -critical extension R ′ that is not spanning. By Lemma 3.1,
So we may suppose that R has a W -critical extesnion R ′ that is spanning but not complete.
Proof. By Lemma 3.3, we may assume that every extension of R is total. Since R is not collapsible, there exists by Proposition 2.13 a critical extension R ′ of R with extender W whose core has size at least two. By Lemma 2.9, Proof. Suppose |S| = 3. Let v ∈ S. As |S| ≥ 3, there exists distinct u 1 , u 2 ∈ S \ {v}. As R is tight, R + u 1 u 2 is 4-critical. Hence the minimum degree of R + u 1 u 2 is degree three. This implies that v has degree at least three in R. As v is the boundary of R, it follows that v has degree at least four in G. So we may suppose that S = {u, v}. As R + uv is 4-critical, u and v have degree at least two in R. If they both have degree three in G, then there exists an edge-cut of size two in R + uv, which is impossible. So either u or v has degree at least four in G as desired.
Definition 4.2. We say u, v ∈ V (G) is an identifiable pair in a proper subset R of V (G) if u, v ∈ ∂R and R + uv is not 3-colorable. We say an identifiable pair (u, v, R) is minimal if there does not exist (u
Here is a useful lemma:
is a minimal identifiable pair and R + uv is 4-Ore, then either there exists a 2-separation of G or R is not collapsible.
Proof. Suppose not. That is, we may assume that R is collapsible and that there does not exist a 2-separation of G. As (u, v, R) is minimal, it follows that R is a tight collapsible set.
Let K = R + uv which by assumption is 4-Ore. Let S be the boundary of R and let W be the critical complement of R. Note that K = K 4 as otherwise S is a 2-separation of G, a contradiction. Thus K is the Ore-composition of two 4-Ore graphs. Furthermore, note that K is not the Ore-composition of 4-Ore graphs G 1 and G 2 such that uv ∈ E(G 2 ) where G 2 is the split side of the composition, as otherwise (x, y, V (G 1 )) contradicts the choice of
Ore-compositions with other 4-Ore graphs where G ′ is always contained in the edge-side of the composition, and subject to that,
is the Ore-composition of two 4-Ore graphs. Let G 1 be the edge-side and G 2 the split-side of such a composition. As noted above, uv ∈ E(G 2 ) and hence uv ∈ E(G 1 ). But then G 1 contradicts the choice of
As there does not exist a 2-separation of G, it follows
Hence G the Ore-composition of split-side G 2 with v ∈ V (G 2 ) and edge-side G ′ whose replaced edge xy is not equal to uv. Note then that in every 3-coloring of G 2 − xy, x and y receive different colors. We may assume without loss of generality that u ∈ {x, y}. As R is tight, Proof. Suppose there exists a 2-separation {x, y} of G 0 . Then G is an Ore-composition of two graphs G 1 , G 2 where the replaced edge is xy. By Lemma 2.3,
By the minimality of G 0 , p(G 1 ), p(G 2 ) ≤ 1.8. Furthermore as G 0 is not 4-Ore, at least one of G 1 , G 2 is not 4-Ore and thus by the minimality of G 0 has potential at most 1.2. Thus Proof. Let u, v be an identifiable pair in a proper subset R of V (G 0 ) such that R + uv is not 3-colorable where we choose u, v, and R such that |R| is minimium.
Suppose R is collapsible. As R was chosen to have minimum size, it follows that R is tight. Let K = R + uv, S be the boundary of R and W be the critical complement of R. BY Lemma 4.4, the boundary of R has size at least three. By Proposition 4.1, all vertices in the boundary of R have degree at least four in G. In particular, u and v have degree at least four in G. Thus every maximum independent set of D 3 (G) intersect R is also an independent set in D 3 (K). This observation combined with Lemma 2.9 implies that p(G 0 ) ≤ p(K) + 3 + p(W ) − 4.8 where 3 is added since we delete the edge uv to obtain R.
So we may assume that R is not collapsible. Let K = R + uv. Let R ′ be a critical extension of R with extender W that is either not total or has core size at least two. Note
is a counterexample, equality holds throughout. Hence it follows that p(K) = p(W ) = 1.8 and so by the minimality of G 0 , K and W are 4-Ore. Furthermore, equality implies that R ′ is a total extension with core size three and also that α(D 3 (R)) = α(D 3 (K)) + 1. The last condition implies that u and v are degree three in G 0 . Hence u and v are also degree three in K.
Let us further suppose that K = K 4 . Since W has core size three, it follows that the other two vertices of K are in W and that W is formed by simply identifying u and v to a new vertex w. But then w is a degree four vertex in a 4-Ore graph with potential 1.8. By Lemma 2.5, every maximum independent set of D 3 (W ) intersects N(w). Thus
So we may assume that K = K 4 . Thus K is the Ore-composition of two 4-Ore graphs. Furthermore, K is not the Ore-composition of two graphs
where K 2 is the split-side of the composition, as otherwise (x, y, V (K 1 )) contradicts the choice of (u, v, R) since V (K 1 ) R. Now choose K 1 such that K 1 is 4-Ore, uv ∈ E(K 1 ) and K is an Ore-composition of K 1 and K 2 , and subject to that, |V (K 1 )| is minimized. It follows from the comment above that K 1 is the edge-side of the composition. Suppose K 1 = K 4 . But then K 1 is the Ore-composition of two 4-Ore graphs, an edge-side K ′ 1 and a split-side K ′ 2 . As noted above, uv ∈ E(K ′ 2 ) and hence uv ∈ E(K
So we may assume that K 1 = K 4 . Let xy be the replaced edge of K 1 , z the split vertex of K 2 and z 1 , z 2 the vertices into which z is split in K. We claim that
Suppose not. We may assume without loss of generality that d G 2 (z 1 ) = 1. Let w be the neighbor of z 1 in G 2 . But now w and z 2 form a 2-cut of K. Indeed they yield an Ore-decomposition of K where the split-side is K 4 and yet contains the edge uv, a contradiction. This proves the claim that
It follows that x, y are degree at least four in K. Thus u, v ∈ {x, y}. As K 1 = K 4 , V (K 1 ) = {x, y, u, v}. Let G ′ be obtained from G 0 by identifying u and v to a vertex w. As u and v must receive the same color in every 3-coloring of R it follows that G ′ contains a 4-critical subgraph W ′ . Moreover, w ∈ W ′ . Yet w has degree at least three in W ′ . Thus at least one of x or y must be in W . Suppose without loss of generality that
contradiction. Finally we may suppose that y ∈ W ′ . In this case,
It follows from Lemma 3.4, that R 0 = V (G 0 ). As G 0 is a minimum counterexample and p(G 0 ) > 1.2, we find that p(W ′ ) = 1.8 and W ′ is 4-Ore. Yet w is a vertex of degree four in a 4-Ore-graph with potential 1.8. By Lemma 2.5, every maximum independent set of
Lemma 4.5 has many consequences which we now list. Proof. Otherwise the two vertices of degree two in that subgraph are an identifiable pair contradicting Lemma 4.5. Proof. Suppose not. It is straightforward to check that the statement holds when |R| ≤ 3. So we may assume that |R| ≥ 4. Let R ′ be a critical extension of R with extender W . As G 0 is minimum counterexample,
a contradiction. Yet we may choose R ′ with core size at least two since R is not collapsible by Corollary 4.6. Thus
Hence W is 4-Ore and the extension has core size three. Suppose W = K 4 . By Lemma 2.19, there exists a collapsible or cocollapsible subset R 0 of G 0 \T , where T is the core of the extension. Note T is a triangle since the extension has core size three. But R ′ is a total extesnion of R. Thus either R 0 or G 0 \ R 0 is collapsible in G 0 , contradicting Lemma 4.6. So we may assume that W = K 4 . That is G 0 \ R consists of one degree three vertex, a contradiction.
Characterizing Components of D 3 (G 0 )
We now attempt to characterize the components of D 3 (G 0 ). In particular we show that they are small in size. A useful tool for this goal is the following reduction of Kostochka and Yancey [9] .
Degree Three Reductions
Definition 5.1. Let v be a vertex of degree three in G 0 with neighbors u 1 , u 2 , u 3 . If u 1 is not adjacent to u 2 then the graph obtained from G 0 by deleting v and identifying u 1 and u 2 is not 3-colorable and so contains a 4-critical subgraph K. We say K is a degree three reduction of v in the direction of u 1 and u 2 and denote it by K(v; u 1 , u 2 ). We also say that K is a degree three reduction of v away from u 3 and may denote it as K(v; u 3 ). We say R = V (K) − u 1 u 2 + {v, u 1 , u 2 } is the expansion of K. 
W is 4-Ore

Furthermore, if W has a core of size two, then (1), (2) and (3) all hold.
Proof. Suppose that K is a reduction of v in the direction of u and w. Since |E(R)| = |E(K)| + 2 and |V (R)| = |V (K)| + 2, we find that p(R) = p(K) + 3.6 + .6(α(
). Yet note that α(D 3 (R)) ≤ α(D 3 (K)) + 2 since u and w may be degree three in R. Thus p(R) ≤ p(K) + 4.8. As G 0 is a minimum counterexample, p(K), p(W ) ≤ 1.8.
Suppose W is not complete. By Lemma 2.9, p(R ′ ) ≤ p(R) + P (W ) − 7. 
Characterizing the Components of Degree Three Vertices
Note by Corollary 4.9 that every component of D 3 (G) is a tree. Our goal is to show that these components have bounded size. Indeed, we will go further and characterize the possible components exactly. For discharging purposes, we will also need that degree four neighbors of the larger components of degree three are in special structures. To that end, we will need the following notion: Next we will analyze the degree twos. But first let us define a notion of smallness that will be useful: Proof. Let w be the neighbor of degree at least four of v and u 1 , u 2 be the neighbors of degree three of v. Apply Lemma 5.7 separately to u 1 and u 2 . If (1) holds for both u 1 and u 2 , then |C| = 3 since u 1 and u 2 are both degree one in C. Thus 1 holds as desired. If (1) holds for one and (2) for the other, then 3 holds since w is good for v by (2) and v has degree one neighbor in C by (1). Finally if (2) holds for both u 1 and u 2 , then w is good for v and |C(v; u 1 )|, |C(v; u 2 )| ≤ 4. Thus |C| ≤ 7 and 2 holds as desired.
Proof. By Lemma 4.10, u 1 and u 2 are not adjacent. Hence we may apply Lemma 5.3 to the degree three reduction K 1 (v; u 1 , u 2 ). If 5.3(3) holds, then u 3 has degree one in C and 3 holds as desired. If 5.3(1) holds, then C(v; u 3 ) is small and (1) holds as desired. So we may suppose 5.3(2) holds, and hence there exists a maximum independent set of C(v; u 3 ) \ {u 1 , u 2 , v} not intersecting N(u 1 ) ∪ N(u 2 ). But then for all i ∈ {1, 2} there is a maximum independent set I i of C(u i ; v) not intersecting N(u i ), which means that α(C(u i ; v)) = α(C(u i ; v) − u i ) + 1 since u i + I i is also an independent set. Thus 2 holds as desired. So we may assume that u 1 has degree three in C. Let w 1 , w 2 be the neighbors of u 1 in C distinct from v. Apply Lemma 5.9 where u 1 plays the role of v in that lemma and w 2 plays the role of u 3 . Suppose (1) holds. That is, C(u 1 ; w) is small. But then C(v; u 1 ) is also small, a contradiction. Suppose (2) holds. But then α(C(w 1 ; u 1 )) = α(C(w 1 ; u 1 ) − w 1 ) + 1. This is a contradiction since there exists a maximum indepedent set I in C(u 1 ; v) − u 1 not intersecting N(u 1 ) which would imply that α(C(w 1 ; u 1 )) = α(C(w 1 ; u 1 ) − w 1 ).
Finally suppose 3 holds. That is w 1 has degree one. But then there does not exist a maximum independent set I in C(u 1 ; v) − u 1 not intersecting N(u 1 ) since then I + w 1 is a larger independent set in C(u 1 ; v) − u 1 , a contradiction. (3) holds, then u has a neighbor w of degree one in C. Since v has degree three in C, v = w and so |C| ≤ 7
as desired. So we may suppose that (2) holds. But then |C| ≤ 7 as desired. So we may suppose that u has degree three in C. By Lemma 5.10, there exists a neighbor w of u such that C(u; w) is small. Yet C(u; w) is not small for all w = v since v has a neighbor x of degree at least two distinct from u and thus x has distance at least three from u. Hence C(u; v) is small. But then |C| ≤ |C(u; v)| + |C(v; u)| ≤ 5 + 5 = 10 as desired. So we may suppose that every vertex of degree three in C has two neighbors of degree one in C. Next let us suppose there exists a vertex v of degree three in C. If v has only neighbors of degree one in C, then |C| = 4 as desired. So we may suppose that v has exactly one neighbor u of degree at least two. Suppose u has degree two in C. Apply Lemma 5.8 to u. (1) does not hold since |C| ≥ 4. If (3) holds, then u has a neighbor w of degree one in C. Since v has degree three in C, v = w and so |C| ≤ 5 as desired. So we may suppose that (2) holds. But then |C| ≤ 7 as desired.
So we may suppose that u has degree three in C. But then u has two neighbors of degree one in C. Hence |C| = 6 as desired.
Finally we may suppose that there exist no vertices of degree three in C. That is, C is a path P = x 1 x 2 . . . x k . We may suppose that k ≥ 5 as otherwise |C| = 4 as desired. But then apply Lemma 5.8 to x 3 . (1) does not hold as |C| ≥ 4. (3) does not hold since x 3 has only neighbors of degree two in C. Hence (2) holds and |C| ≤ 7 as desired.
Proof of the Main Result
We are now ready to prove Theorem 1.14. Here is an equivalent form in terms of potential:
We now prove Theorem 1.14.
Proof. Let G 0 be a minimum counterexample. As noted we may assume then that |V (G 0 )| ≥ 5.
Discharging
We now utilize Lemma 5.11 as forbidding certain configurations that will allow us to perform discharging.
We define the charge of a vertex v ∈ V (G 0 ), denoted by ch(v) as:
Note that the charge of a vertex of degree three is −.2, of degree four is .8, and of degree at least five is 1.8.
We will prove that v∈V (G 0 ) ch(v) ≥ .4α(D 3 (G 0 )). To do this we apply an initial discharging rule, and then one futher rule arbitrarily many times.
We use the following intial discharging rule: 
Moreover, as some charge is sent there exists a vertex u of degree three such that ch i (u) < .6 and ch i+1 (u) ≥ .6. This implies that eventually we must stop applying this rule since at every application at least one vertex of degree three goes from below .6 to at least .6 charge and such vertices never go below .6 again.
So let T −1 be the number of times we apply the above rule. We now apply one final rule: and the proposition follows. So no such pair of vertices exist. But then there must exist a vertex v of degree three in C that has two leaves u 1 , u 2 as neighbors (say by considering the lowest non-leaf vertex in a depth-first search tree). Apply induction to
and the proposition follows. 
However, |V (H)| ≤ 10 by Lemma 5.11. We claim then that for |V (H)| ≤ 10,
by Proposition 6.4. Thus
. Hence 3|V (H)| + 12 < 4|V (H)| + 2. That is, |V (H)| > 10, a contradiction. This proves the claim. Hence
as desired.
. By Claim 6.2, ch T (v) ≥ 0 for all vertices v with degree at least four. By Claim 6.3,
) by adding over the components of H is a path on three or four vertices. In the latter case, H is a tree plus one edge but also a clique. Hence H is a triangle.
Finally suppose s(H) = 2. If |E(H)| = |V (H)| − 1, then H is a tree. In that case,
H is a tree plus an edge and also α(H) = 2. Now H contains a cycle C. C has length at most five. If |C| = 4 or 5, then it follows that H = C as desired. So we may suppose that |C| = 3. But then it follows once again by independence number that H is a triangle with at most one pendant tree and in fact that tree is a path on one or two vertices as desired.
Here is another useful lemma:
Proof. Let m be the number of vertices of degree 4. Thus |E(G)| = 4m + |E(D 3 (G))| and
Furthermore, we may note that p(
However, as all of the vertices in D 3 (G) have degree three in G it is easy to note that
Proof. Let G be a counterexample with a minimum number of vertices. By Theorem 1.14, Proof. Suppose not. But then G is the Ore-composition of two graphs G 1 and G 2 by Proposition 1.4. Yet as G has Ore-degree at most seven, it follows from Lemma 1.7 that G 1 and G 2 have Ore-degree at most seven. By the minimality of G, G 1 and G 2 are 4-Ore. Thus G is also 4-Ore, a contradiction. If z 1 = z 2 , then {z 1 , v} is a 2-separation of G contradicting Claim 7.4. So we may suppose
Let S be the boundary of R. As every vertex of K has degree at least three in K, it follows that all the vertices in S \ {z 1 , z 2 } have degree four in G. First suppose that at least one of z 1 , z 2 is degree three in K. In this case, then K has Ore-degree at most seven. To see this, note that every edge e ∈ E(K) ∩ E(G) has Ore-degree at most that it had in G which is seven. The only other edge is z 1 z 2 but since at least one of z 1 , z 2 has degree three in K, the Ore-degree of K is at most seven.
This implies that |S ′ | = 1. But then G has a 2-separation formed by v and the unique element of S ′ , contradicting Claim 7.4.
So we may assume that z 1 and z 2 have degree four in K. Similar calculations (p(K) = .6s(D 3 (K))−.6) show that |S ′ | ≤ 2 in this case. Hence |S| ≤ 4. Let R ′ be a critical extension of R with extender W such that if possible the extension is not total, and subject to that has maximum core size. Since |S| ≤ 4, it is not hard to see that W has Ore-degree at most seven. Hence W is 4-Ore as G is a minimum counterexample.
If W is not total or has core size two, then p(G) ≤ p(K) + p(W ) − 3.6 as every vertex in S has degree at least four in G. As G is a minimum counterexample, p(K), p(W ) ≤ 1.8 and so p(G) ≤ 0, a contradiction. Thus every critical extension of R is total.
Next suppose that W has a core of size three. Let the three vertices identified in W be w 1 , w 2 , w 3 . Since z 1 , z 2 must be identified to one vertex, say w 1 , we find that |S| = 4 and the other two vertices in S must be identified to w 2 and w 3 respectively. But now after collapsing the diamond w 1 u 1 u 2 v in W , there must be a separation of order two. This implies that there exists a separation of order two in G, contradicting Claim 7.4. So we may assume that every critical extension of R has a core of size one and is total.
By Lemma 2.13, it follows that R is collapsible. But then R ∪ T is collapsible. Yet the boundary of R ∪ T contains a vertex with degree two in R ∪ T , namely z, a contradiction as in the above calculation. First suppose s(C 1 ) = 2. Since D 3 (G) cannot be bipartite, it follows that C 1 is a cycle of length five. Let v ∈ V (C 1 ) and w be the neighbor of v of degree at least four. Note that D 3 (G) ∪ {w} \ {v} is bipartite by Claim 7.5. Now color D 4 (G) ∪ {v} \ {w} with color 3 and extend this coloring to G, a contradiction.
So we may assume that s(C 1 ) = 1 and hence C 1 is a triangle by Proposition 7.1. First suppose that s(D 3 (G)) = 1. Let v be a neighbor of degree four of a vertex w in C 1 . Note that D 3 (G) ∪ {v} \ {w} is bipartite since v is not adjacent to two adjacent vertices of degree three by Claim 7.5. Now we may color D 4 (G) ∪ {w} \ {v} with color 3 and extend the coloring to the rest of G which is bipartite, a contradiction.
So we may suppose that s(D 3 (G)) = 2. That is, there exists exactly one component C 2 = C 1 of D 3 (G) such that s(C 2 ) = 1. As we supposed that C 1 is the only component of G containing an odd cycle, C 2 is a path P = p 1 . . . p k where k = 3 or 4 by Proposition 7.1.
Let v be a neighbor of degree at least four of a vertex in C 1 such that v is not adjacent to both p 1 and p k . Such a vertex v exists since the three neighbors of vertices in C 1 with degree at least four are distinct by Claim 7.5, and there can be at most two vertices of degree at least four adjacent to both p 1 and p k . Let w denote the neighbor of v in C 1 . Note that D 3 (G) ∪ {v} \ {w} is bipartite since v is not adjacent to two adjacent vertices of degree three by Claim 7.5 and v is not in an odd cycle with the vertices of C 2 given the choice of v. So we may color D 4 (G) ∪ {w} \ {v} with color 3 and extend the coloring to the rest of G which is bipartite, a contradiction.
So we may assume there exist at least two components C 1 , C 2 containing an odd cycle. Yet s(C 1 ) + s(C 2 ) ≤ 2 as s(D 3 (G)) ≤ 2. So s(C 1 ) = s(C 2 ) = 1 and thus C 1 , C 2 are triangles by Proposition 7.1. Let V (C 1 ) = {a 1 , a 2 , a 3 } and V (C 2 ) = {b 1 , b 2 , b 3 }. Let u i denote the neighbor of degree at least four of a i and v j denote the neighbors of degree at least four ofb j . By Claim 7.5, u i = u j and v i = v j for all i, j ∈ {1, 2, 3}. Proof. Let i, j ∈ {1, 2, 3}. Let φ ij be the coloring that assigns the color 3 to D 4 (G)∪{a i , b j }\ {u i , v j }. As G is not 3-colorable, φ ij cannot be extend to a 3-coloring of G for all i and j.
That is, D 3 (G) ∪ {u i , v j } − {a i , b j } is not bipartite and so contains an odd cycle C ij . But then C ij must have size five and contain u i and v j . Note that C ij does not contain any vertex in C 1 ∪ C 2 since these vertices are either a i or b j or are in a different component of For each i, j ∈ {1, 2, 3}, let C ij = u i x ij v j z ij y ij . That is to say that u i and v j have a neighbor of degree three x ij in common as well as a path of length three u i y ij z ij v j whose internal vertices are degree three. Let X = {x ij |1 ≤ i, j ≤ 3}, Y = {y ij |1 ≤ i, j ≤ 3} and Z = {z ij |1 ≤ i, j ≤ 3}. Note that (X ∪ Y ∪ Z) ∩ (C 1 ∩ C 2 ) = ∅ since each C ij is disjoint from C 1 ∪ C 2 . Claim 7.9. All x ij are distinct.
Proof. Suppose not. Note that x ij = x kl when i = k and j = l since otherwise that vertex in X has degree four since its neighbors u i , u k , v j , v l are all distinct, a contradiction.
We may suppose without loss of generality then, by the symmetry of C 1 and C 2 , that there exist i, j, k with j = k such that x ij = x ik . Suppose without loss of generality that i = j = 1, k = 2. But then x 11 = x 12 is a vertex of degree three with neighbors u 1 , v 1 , v 2 . That says that all the neighbors of x 11 are degree four. Hence x 11 ∈ Y ∪ Z since every vertex of Y ∪ Z has a neighbor of degree three. Let w 1 , w 2 be the neighbors w 1 , w 2 of u 1 distinct from a 1 and x 11 . Since the neighbors of u 1 corresponds to the three elements y 1m of Y , it follows that one of these neighbors corresponds to at least two such elements of Y .
We may suppose without loss of generality that w 1 is that vertex. Hence w 1 has a neighbor of degree three, call it v such that t has two neighbors in {v 1 , v 2 , v 3 }. Hence at least one of v 1 , v 2 is a neighbor of t. We may suppose without loss of generality that v 1 is a neighbor of t. But then v 1 has neighbors b 1 , x 11 , t and a fourth neighbor, call it s. Now v 1 general k. Note that k-Ore graphs satisfy α (D k−1 (G) 
