We consider generalized metric spaces as first-order structures in a relational language L S consisting of distance inequalities for a distinguished set of distances S. Our first main result is the existence of a nonstandard extension S * of S and an ordered additive structure
Introduction
The fundamental objects of interest in this paper are metric spaces. Specifically, we study the behavior of metric spaces as combinatorial structures in a relational language. This the setting of a vast body of literature (e.g. [7] , [11] , [22] , [27] , [28] , [29] ) focusing on topological dynamics of automorphism groups and Ramsey properties of countable homogeneous structures. Our goal is to develop the model theory of metric spaces in this setting. We face the immediate obstacle that the notion of "metric space" is not very well controlled by classical first-order logic, in the sense that models of the theory of a metric space need not be metric spaces. Indeed, this is a major motivation for working in continuous logic and model theory for metric structures, which are always complete metric spaces with the metric built into the logic (see [4] ). However, we wish to study the model theory of (possibly incomplete) metric spaces treated as combinatorial structures (specifically, labeled graphs where complexity is governed by the triangle inequality). In some sense, we will sacrifice the global topological structure of metric spaces for the sake of understanding local combinatorial complexity. Moreover, our results will uncover and exploit the relationship between this complexity and the algebraic structure of distance sets.
Another benefit of our framework is that it is flexible enough to encompass generalized metric spaces with distances in arbitrary ordered additive structures. This setting appears often in the literature, with an obvious example of extracting a metric from a valuation. Other examples include [20] , where Narens considers topological spaces "metrizable" by a generalized metric over an ordered abelian group, as well as [19] , where Morgan and Shalen use metric spaces over ordered abelian groups to generalize the notion of an R-tree. Finally, in [7] , Casanovas and Wagner use the phenomenon of "infinitesimal distance" to construct a theory without the strict order property that does not eliminate hyperimaginaries. We will analyze this example at the end of Section 9.
We will consider metric spaces as first-order structures in binary relational languages of the form L S = {d(x, y) ≤ s : s ∈ S}, where S is a distinguished set of distances in some ordered additive structure (see Definition 1.1). Our first main result (Theorem A below) establishes a general model theoretic framework for the study of metric spaces in this context. This framework is obtained by developing an algebraic structure on the distance set S. Therefore, we first define the appropriate algebraic notions. Definition 1.1. Let L om = {⊕, ≤, 0} be the first-order language of ordered monoids. Fix an L om -structure R = (R, ⊕, ≤, 0).
R is a distance magma if (i) (totality) ≤ is a total order on R;
(ii) (positivity) r ≤ r ⊕ s for all r, s ∈ R;
(iii) (order ) for all r, s, t, u ∈ R, if r ≤ t and s ≤ u then r ⊕ s ≤ t ⊕ u;
(iv) (commutativity) r ⊕ s = s ⊕ r for all r, s ∈ R;
(v) (unity) r ⊕ 0 = r = 0 ⊕ r for all r ∈ R.
2. R is a distance monoid if it is a distance magma and (vi) (associativity) (r ⊕ s) ⊕ t = r ⊕ (s ⊕ t) for all r, s, t ∈ R. Remark 1.2. Recall that, according to [6] , a magma is simply a set together with a binary operation. After consulting standard literature on ordered algebraic structures (e.g. [8] ), one might refer to a distance magma as a totally and positively ordered commutative unital magma, and a distance monoid as a totally and positively ordered commutative monoid. So our terminology is partly chosen for the sake of brevity. We are separating the associativity axiom because it is not required for our initial results and, moreover, associativity often characterizes some useful combinatorial property of metric spaces (see Proposition 6.3(e), Proposition 7.8, Exercise 7.12).
Next, we observe that the notion of a distance magma allows for a reasonable definition of a generalized metric space. Definitions of a similar flavor can be found in [1] , [19] , [20] . (ii) for all x, y ∈ A, d(x, y) = d(y, x);
(iii) for all x, y, z ∈ A, d(x, z) ≤ d(x, y) ⊕ d(y, z).
In this case, (A, d) is an R-metric space.
The first and most important motivation for considering distance structures and metric spaces in this generality is that we obtain a class of structures invariant under elementary equivalence. Roughly speaking, we will show that models of the L S -theory of an R-metric space are still generalized metric spaces over a canonical distance magma, which depends only on S and R but may contain distances not in R. For example, suppose A is a standard metric space over (R ≥0 , +, ≤, 0), which contains points of arbitrarily small distances. Then we can use compactness to build models of the L Q ≥0 -theory of A, which contain distinct points infinitesimally close together. Therefore, we must relax the notion of distance and consider a "nonstandard" extension of the distance set.
A second motivation for generalized distance structures comes from the wide variety of examples that this notion encompasses. The following are a few examples arising naturally in the literature. Example 1.4.
1. If R = (R ≥0 , +, ≤, 0) then R-metric spaces coincide with standard metric spaces.
2. If R = (R ≥0 , max, ≤, 0) then R-metric spaces coincide with ultrametric spaces.
3. Given S ⊆ R ≥0 , with 0 ∈ S, one may wish to study metric spaces with distances restricted to S. This is the context of [11] , which has inspired much of the following work (especially Section 7). If S satisfies the property that, for all r, s ∈ S, {x ∈ S : x ≤ r + s} contains a maximal element, then we can endow S with the structure of a distance magma under the operation r + S s := max{x ∈ S : x ≤ r + s}. This situation is closely studied by Sauer in [24, 25] . In Section 5, we develop this example in full generality.
We can now state the first main result of this paper.
Theorem A. Let R be a distance magma and fix S ⊆ R, with 0 ∈ S. Then there is an L omstructure S * = (S * , ⊕ * S , ≤ * , 0) satisfying the following properties. (a) S * is a distance magma.
(b) (S * , ≤ * ) is an extension of (S, ≤), and S is dense in S * (with respect to the order topology).
(c) Given r, s ∈ S, if r ⊕ s ∈ S then r ⊕ * S s = r ⊕ s. (i) For all a, b ∈ M , there is a unique α = α(a, b) ∈ S * such that, given any s ∈ S, we have M |= d(a, b) ≤ s if and only if α ≤ * s.
The structure S * from Theorem A is obtained by defining a distance magma structure on the space of quantifier-free 2-types consistent with a natural set of axioms for R-metric spaces with distances in S. We will also give explicit combinatorial descriptions of the set S * and the operation ⊕ * S . Moreover, we will isolate conditions under which, in part (d) of this theorem, the requirement Spec(A) ⊆ S can be weakened (for example, in order to keep L countable). Theorem A appears again in its final form as Theorem 4.3.
We then consider the existence of an R-Urysohn space over S, denoted U S R , where S is a countable subset of some distance magma R. When it exists, U S R is a countable, homogeneous R-metric space with spectrum S, which is universal for finite R-metric spaces with distances in S. In [11] , Delhommé, Laflamme, Pouzet, and Sauer characterize the existence of U S R when R = (R ≥0 , +, ≤, 0). In Section 7 we show that, after appropriate translation, the same characterization goes through for any R. A corollary is that, given a countable distance magma R = (R, ⊕, ≤, 0), the R-Urysohn space U R := U R R exists if and only if ⊕ is associative. Therefore, in Section 8, we fix a countable distance monoid R and consider Th(U R ), the first-order L R -theory of U R . Our second main result characterizes quantifier elimination for Th(U R ) in terms of continuity in R * .
Theorem B.
If R is a countable distance monoid then Th(U R ) has quantifier elimination if and only if for all α ∈ R * , if α is nonzero and has no immediate predecessor in R * then, for all s ∈ R,
This theorem appears again as Theorem 8.10. A corollary of this result is the existence of an L om -sentence ϕ such that, if R is a countable distance monoid, then Th(U R ) has quantifier elimination if and only if R |= ϕ. When quantifier elimination holds, we also obtain an ∀∃-axiomatization of Th(U R ). Finally, in Section 9, we consider several classes of natural examples, which occur frequently in the literature, and we verify that they all have quantifier elimination.
It is worth emphasizing that the significance of Theorem B lies in the case when R is infinite. Indeed, if R is finite then quantifier elimination for Th(U R ) follows from standard results in Fraïssé theory. However, if R is infinite then the language is infinite and the theory is not ℵ 0 -categorical. In this situation, quantifier elimination for Fraïssé limits can fail (see Example 8.14) . Therefore, Theorem B uncovers a natural class of non-ℵ 0 -categorical Fraïssé limits in which quantifier elimination holds, and is characterized by analytic behavior of the structure.
The characterization of quantifier elimination for Th(U R ) also initiates a program of study concerning the relationship between model theoretic properties of U R and algebraic properties of R. This is the subject of the sequel to this paper [9] . The result is a rich class of firstorder structures without the strict order property, which represent a wide range of complexity in examples both classical and exotic (e.g. stable theories of refining equivalence relations as ultrametric Urysohn spaces; the simple, unstable random graph as the Urysohn space over {0, 1, 2}; and the rational Urysohn space, which is SOP n for all n). Moreover, each measure of complexity (e.g. stability, simplicity, and the strong order properties) is characterized in [9] by natural algebraic and combinatorial properties of the monoid R.
The First-Order Setting
Our first main goal is to construct the structure (S * , ⊕ * S , ≤ * , 0) described in Theorem A, where S is some subset of a distance magma R = (R, ⊕, ≤, 0). Each step of the construction is motivated by an attempt to capture the first-order theory of R-metric spaces. Therefore, in this section, we describe the first-order setting.
2. Given x, y ∈ R, we write x < S y if there is some s ∈ S such that x < s ≤ y.
Let T ms
S,R be the following collection of L S -sentences:
(MS3) for all r, s, t ∈ S such that t < S r ⊕ s,
(MS4) if S has a maximal element s,
It is not hard to see that R-metric spaces, with distances in S, satisfy the axioms of T ms S,R . However, we are interested in when R-metric spaces, with distances possibly outside of S, still satisfy T ms S,R . This is to allow the option of working in a countable language. We will use the notation A = (A, d A ) to refer to abstract metric spaces. Given a distance magma R and a subset S ⊆ R, with 0 ∈ S, we will interpret R-metric spaces as L S -structures in the obvious way. We first define a notion of approximation, which captures the extent to which atomic L S -formulas can distinguish distances in R.
Definition 2.2. Suppose R = (R, ⊕, ≤, 0) is a distance magma. Fix S ⊆ R, with 0 ∈ S.
Define
I(S, R) = {{0}} ∪ {(r, s] : r, s ∈ S, r < s},
where, given r, s ∈ S with r < s, (r, s] := {x ∈ R : r < x ≤ s}. These sets are chosen to reflect quantifier-free L S -formulas of the form r < d(x, y) ≤ s.
3. Suppose (x 1 , . . . , x n ) ∈ R n , Φ is an (S, R)-approximation of {x 1 , . . . , x n }, and (
Note that if Φ is an S-approximation of X ⊆ R, and 0 ∈ X, then we must have Φ(0) = {0}. Therefore, whenever defining a specific S-approximation Φ, we will always tacitly define Φ(0) = {0}.
Next, we define a condition on R-metric spaces A and sets S ⊆ R, which will ensure A |= T ms S,R . Definition 2.3. Suppose R = (R, ⊕, ≤, 0) is a distance magma.
1. A triple (r, s, t) ∈ R 3 is an R-triangle if r ≤ s ⊕ t, s ≤ r ⊕ t, and t ≤ r ⊕ s.
Suppose
A is an R-metric space. A subset S ⊆ R is R-metrically dense over A if (i) for all r ∈ Spec(A) there is s ∈ S such that r ≤ s;
(ii) for any R-triangle (r, s, t), if there are a, b, c
and d A (a, c) = t, then, for any (S, R)-approximation Φ of {r, s, t}, there is an R-triangle in S that Φ-approximates (r, s, t).
Example 2.4.
1. For any R-metric space A, we trivially have that Spec(A) is R-metrically dense over A.
. . , 1} is R-metrically dense over any metric space A such that Spec(A) ⊆ [0, 1]. Similarly, N and Q ≥0 are both R-metrically dense over any metric space. Proposition 2.5. Let R = (R, ⊕, ≤, 0) be a distance magma. Suppose A is an R-metric space and S ⊆ R is such that 0 ∈ S and S is R-metrically dense over A. Then A |= T ms S,R . Proof. The axiom schemes (MS1) and (MS2) are immediate. Axiom (MS4) follows from Definition 2.3.2(i). So it remains to verify axiom scheme (MS3). Fix r, s, t ∈ S such that t < S r ⊕ s, and suppose a, b, c ∈ A,
Then we have u ≤ r and v ≤ s, and we want to show w ≤ t. Suppose, towards a contradiction, that t < w. Let Φ be an (S, R)-approximation of {u, v, w} such that Φ + (u) = r, Φ + (v) = s, and Φ − (w) = t. Since S is R-metrically dense over A, there is an R-triangle (r , s , t ) in S, which realizes Φ. Then t < t ≤ r ⊕ s ≤ r ⊕ s, which contradicts t < S r ⊕ s.
Suppose R is a distance magma and S ⊆ R, with 0 ∈ S. The distance magma S * from Theorem A will have the property that any L S -structure satisfying T ms S,R can be equipped with an S * -metric in a coherent and canonical way. In other words, T ms S,R axiomatizes the class of S * -metric spaces (see Proposition 4.2 for the precise statement). Once S * is defined, this result will follow quite easily. The work lies in the construction of S * , and the proof that S * is a distance magma.
Construction of S *
Throughout all of Section 3, we fix a distance magma R = (R, ⊕, ≤, 0), and work with a fixed subset S ⊆ R, with 0 ∈ S (these assumptions may be repeated in the statements of the main results). The goal of this section is to construct S * satisfying Theorem A. The essential idea is that we are defining a distance magma structure on the space of quantifier-free 2-types consistent with T ms S,R . This statement is made precise by Proposition 3.8 and Definition 3.9.
3.1 Construction of (S * , ≤ * )
Definition 3.1.
1.
A subset X ⊆ S is an end segment if, for all r, s ∈ S, if r ∈ X and r ≤ s then s ∈ X.
2. An end segment is a cut if it does not have a greatest lower bound in S. Let κ(S) denote the set of cuts in S.
3. An end segment is a noncut if it has a greatest lower bound in S.
A noncut is
proper if it is nonempty and does not contain its greatest lower bound. Letν(S) denote the set of proper noncuts in S.
5.
A noncut is principal if it contains its greatest lower bound. LetṠ denote the set of principal noncuts in S.
6. Define (S * , ≤ * ) such that S * =Ṡ ∪ν(S) ∪ κ(S) and, given X, Y ∈ S * , X ≤ * Y if and only if Y ⊆ X.
Note that we may identify S withṠ via the map s → {x ∈ S : s ≤ x}. Therefore (S * , ≤ * ), (Ṡ ∪ κ(S), ≤ * ), and (Ṡ ∪ν(S), ≤ * ) can be viewed as extensions of (S, ≤).
Remark 3.2. The reader may verify that (Ṡ ∪ κ(S), ≤ * ) is precisely the Dedekind-MacNeille completion of (S, ≤) (see [16, Section 11] ), which is the smallest complete linear order containing (S, ≤). Moreover, it is easy to see that no new cuts are added when extending (S, ≤) to (Ṡ ∪ν(S), ≤ * ). Therefore (S * , ≤ * ) is the Dedekind-MacNeille completion of (Ṡ ∪ν(S), ≤ * ). In particular, (S * , ≤ * ) is a complete linear order. In fact, (S * , ≤ * ) is the smallest complete linear order containing (S, ≤), in which every non-maximal element of S has an immediate successor. Definition 3.3. Given r ∈ S, define ν S (r) = {x ∈ S : r < x}. We say r ∈ S is a noncut if ν S (r) is a proper noncut, i.e. if r has no immediate successor in S and is not the maximal element of S. Define ν(S) = {r ∈ S : r is a noncut} = {r ∈ S : ν S (r) ∈ν(S)}.
Remark 3.4. For the rest of the paper, we will use the following explicit description of (S * , ≤ * ). Identify S * with S ∪ {r + : r ∈ ν(S)} ∪ {g X : X ∈ κ(S)}, where r + and g X are distinct new symbols not in S. Then ≤ * is described by the following rules:
1. If r ∈ ν(S) then r < * r + < * s for all s ∈ ν S (r).
2. If X ∈ κ(S) then r < * g X < * s for all r ∈ S\X and s ∈ X. S 0 r r + g X X Next, we make some useful observations about (S * , ≤ * ). Since (S * , ≤ * ) is a complete linear order, we may calculate infima and suprema in S * . Unless otherwise stated, the reader should assume that these calculations are done with respect to S * . Proposition 3.5.
(a) For all α, β ∈ S * , if α < * β then there is some t ∈ S such that α ≤ * t < * β.
Proof. Part (a). Fix α, β ∈ S * with α < * β. We may clearly assume α ∈ S. We consider the case that α = r + for some r ∈ ν(S) and leave the case when α = g X for some X ∈ κ(S), which is similar, to the reader. If β = s ∈ S or β = s + for some s ∈ ν(S), then r < s and so, since r ∈ ν(S), there is some t ∈ S such that r < t < s. On the other hand, if β = g X for some X ∈ κ(S), then r ∈ X and so there is t ∈ X, with r < t. In either case, α < * t < * β. Part (b). For the first claim, note that any r + has an immediate predecessor in S * , namely r. For the second claim, note that any non-maximal r ∈ S has an immediate successor in S * , namely either r + or an immediate successor in S.
Part (a) of the previous result will be used frequently throughout the entirety of the paper. Therefore, for smoother exposition, we will say "by density of S" when using this fact.
Finally, we connect (S * , ≤ * ) back to the first-order setting.
Notation 3.6.
1. Note that S * has a maximal element, which occurs in one of two ways:
(i) If S has a maximal element s, then this is also the maximal element of S * .
(ii) If S has no maximal element then ∅ ∈ κ(S), and so g ∅ is the maximal element of S * .
We will use ω S to denote the maximal element of S * . We can distinguish between the two cases above by observing either ω S ∈ S or ω S ∈ S.
2. Note that, in Definition 2.2, the notion of an (S, R)-approximation does not depend on ⊕. Therefore, we may apply this definition with S * < := (S * , ≤ * , 0). In this case, we let I(S) denote I(S ∪ {ω S }, S * < ), and we say S-approximation in place of (S ∪ {ω S }, S * < )-approximation.
Definition 3.7. Given α ∈ S * , define the set of L S -formulas
Proposition 3.8. Let S qf 2 (T ms S,R ) denote the space of complete quantifier-free 2-types p(x, y) over L S , such that p(x, y)∪T ms S,R is consistent. The map α → p α (x, y) is a bijection from S * to S qf 2 (T ms S,R ).
Proof. We first show that the map is well-defined. Fix α ∈ S * . Note that if p α (x, y) ∪ T ms S,R is consistent then, by axiom schemes (MS1) and (MS2), p α (x, y) determines a complete quantifierfree type in S qf 2 (T ms S,R ). Moreover, for any s ∈ S, the space A, where A = {a, b} and d A (a, b) = s, satisfies T ms S,R by Proposition 2.5. Therefore, to show p α (x, y) ∈ S qf 2 (T ms S,R ), it suffices by compactness to fix I ∈ I(S), with α ∈ I, and show I ∩ S = ∅. If I = {0} or I = (r, s] for some s ∈ S then this is obvious. So we may assume I = (r, ω S ] and ω S ∈ S. Then S has no maximal element, so there is s ∈ S such that r < s. Therefore s ∈ I ∩ S.
For injectivity, fix α, β ∈ S * , with α < * β. By density of S, there is s ∈ S such that α ≤ * s < * β.
Finally, we show surjectivity. Given p(x, y) ∈ S qf 2 (T ms S,R ), let X(p) = {s ∈ S : p d(x, y) ≤ s}. By axiom schemes (MS1) and (MS2), p is completely determined by X(p). So it suffices to fix p(x, y) ∈ S qf 2 (T ms S,R ) and show there is some α ∈ S * with X(p) = X(p α ). Let X = X(p), and note that X is an end segment by axiom scheme (MS3). Note also that if X = ∅ then S has no maximal element by axiom (MS4), and so ∅ is a cut. Therefore, one of the following cases must hold. Case 1 : X is a principal noncut. Then X = X(p s ), where s is the greatest lower bound of X. Case 2 : X is a proper noncut. Then X = X(p s + ), where s is the greatest lower bound of X. Case 3 : X is a cut. Then X = X(p g X ).
Definition of ⊕ * S
The definition of ⊕ * S is motivated by the simple observation that, given r, s ∈ R,
Given α, β ∈ S * , we define α ⊕ * S β in an analogous way.
Definition 3.9.
1. Fix α, β ∈ S * .
(a) Given γ ∈ S * , the triple (α, β, γ) is a logical S * -triangle if
Explicit reformulation of ⊕ * S
This subsection is devoted to proving that S * is a distance magma. The main tool will be an explicit expression for ⊕ * S . We start with some basic properties.
Proposition 3.10.
(a) For any α, β ∈ S * , (α, β, max{α, β}) is a logical S * -triangle, and so max{α, β} ≤ * α ⊕ * S β.
(b) Given α, β, γ ∈ S * , (α, β, γ) is a logical S * -triangle if and only if for every S-approximation Φ of {α, β, γ}, there is an R-triangle in S that Φ-approximates (α, β, γ).
Proof. Part (a). Suppose α, β ∈ S * , with α ≤ * β. Fix an S-approximation Φ of {α, β}. We may choose r ∈ Φ(α) ∩ S such that r ≤ s (if α = β let r = s and if α < * β use density of S). Then (r, s, s) is an R-triangle, which Φ-approximates (α, β, β). By compactness, and Proposition 2.5, (α, β, β) is a logical S * -triangle. Part (b). The reverse direction follows from Proposition 2.5 and compactness. For the forward direction, let Φ be an S-approximation of {α, β, γ}. We may assume α ≤ * β ≤ * γ and Φ + (α) ≤ * Φ + (β) ≤ * Φ + (γ). By the proof of part (a), we may also assume β < * γ. Let r = Φ + (α) and s = Φ + (β). We may assume r, s ∈ S, with r ≤ s. Moreover, by density of S, we may assume s ≤ Φ − (γ). Since Φ − (γ) < * γ, α ≤ * r, and β ≤ * s, it follows from axiom scheme (MS3) that Φ − (γ) < S r ⊕ s. So we may fix t ∈ Φ(γ) ∩ S such that t ≤ r ⊕ s. Then (r, s, t) is an R-triangle, which Φ-approximates (α, β, γ).
Definition 3.11.
In many cases, we will have α ⊕ * S β = sup P S (α, β). However, in the case that µ := sup P S (α, β) is an element ν(S), α ⊕ * S β may be equal to either µ or µ + . Distinguishing between the two cases requires further analysis.
Lemma 3.12. Fix α, β ∈ S * and let µ = sup P S (α, β).
Proof. Part (a). For any r, s, t ∈ S, if r ∈ ν S (α), s ∈ ν S (β), t ∈ P S (α, β), and max{r, s} ≤ t, then (r, s, t) is an R-triangle. So the result follows from Proposition 3.10 and density of S.
Part (b). If t < * α ⊕ * S β then we may fix γ ∈ ∆(α, β), with t < * γ. Fix r ∈ ν S (α), s ∈ ν S (β), and let Φ be an S-approximation of {α, β, γ} such that Φ + (α) = r, Φ + (β) = s and Φ − (γ) = t. By Proposition 3.10(b), there is an R-triangle
Part (c). Use parts (a) and (b), and density of S. Part (d). The forward direction follows immediately from part (b). Conversely, suppose µ ∈ ν(S) and µ < S r ⊕ s for all r ∈ ν S (α) and s ∈ ν S (β). We want to show µ + ∈ ∆(α, β).
Fix Φ, an S-approximation of {α, β, µ + }. Without loss of generality, we may assume
Without loss of generality, we may assume v ≤ Φ + (µ + ), and so v ∈ Φ(µ + ). Note that v ∈ ν S (µ + ) and so
is an R-triangle in S that Φ-approximates (α, β, µ + ), and so µ + ∈ ∆(α, β). Case 2 : Without loss of generality, assume ν S (α) ∩ P S (β, µ + ) = ∅.
Note that µ ∈ P S (β, µ + ), so we must have µ < * α. By part (c) and Proposition 3.10(a), it follows that α = α ⊕ * S β = µ + . So we want to show µ + ∈ ∆(µ + , β). By Proposition 3.10(a), we may assume µ + < * β. By density of S, there is t ∈ S such that µ + < * t < * β. Then µ < t and so t ∈ P S (α, β). Therefore, there are r ∈ ν S (α) and s ∈ ν S (β) such that r ⊕ s < t. But this is a contradiction, since t < * β ≤ * s.
We can now give a completely explicit description of ⊕ * S , along with some useful observations. Proposition 3.13. Let R be a distance magma and fix S ⊆ R, with 0 ∈ S.
(a) If α, β ∈ S * and µ = sup P S (α, β), then
Proof. Part (a). By parts (a) and (d) of Lemma 3.12, it suffices to show that if µ < * α ⊕ * S β then µ ∈ ν(S) and α ⊕ * S β = µ + . So assume µ < * α ⊕ * S β. By Lemma 3.12(c), α ⊕ * S β is the immediate successor of µ in S * . In particular, µ ∈ S. So it remains to show µ ∈ ν(S). If not, then v := α ⊕ * S β is an element of S. Since µ < v, there are r ∈ ν S (α) and s ∈ ν S (β) such that r ⊕ s < v. But then µ < S r ⊕ s < v by Lemma 3.12(b), which is a contradiction.
Part (b). Fix r, s ∈ S and let µ = sup P S (r, s).
by Proposition 3.10(a). Therefore, by density of S, we may fix r, s ∈ S such that α ≤ * r < * µ and β ≤ * s < * µ. Suppose Φ is an S-approximation of {α, β, µ}. Without loss of generality, we assume
is an R-triangle, which Φ-approximates (α, β, µ).
Theorem 3.14. If R is a distance magma and S ⊆ R, with 0 ∈ S, then S * is a distance magma.
Proof. By construction, (S * , ≤ * , 0) is a linear order with least element 0, and ⊕ * S is clearly commutative. By Propositions 3.8 and 3.10(a), 0 is the identity element of S * .
We have left to show that for all α, β, γ, δ ∈ S * , if α ≤ * γ and β ≤ * δ then α ⊕ * S β ≤ * γ ⊕ * S δ. Since ⊕ * S is commutative, it suffices to assume β = δ. Let µ = sup P S (α, β) and η = sup P S (γ, β). If follows from Proposition 3.13(a) that if γ ⊕ * S β < * α ⊕ * S β then we must have µ = η ∈ ν(S), µ + ∈ ∆(α, β), and µ + ∈ ∆(γ, β). But, by Lemma 3.12(d), µ = η ∈ ν(S), µ + ∈ ∆(α, β), and α ≤ * γ together imply µ + ∈ ∆(γ, β).
First-Order Theories of Metric Spaces
The purpose of this section is to collect the previous results and prove Theorem A. Given a distance magma R and a subset S ⊆ R, with 0 ∈ S. We consider S * -colored spaces as L S -structures in the obvious way. Toward the proof of Theorem A, we first show that T ms S,R can be thought of as a collection of axioms for the class of S * -metric spaces (as a subclass of S * -colored spaces).
Definition 4.1. Suppose R is a distance magma and S ⊆ R, with 0 ∈ S. An L S -structure A is S * -colorable if, for all a, b ∈ A, there is a (unique) α = α(a, b) ∈ S * such that A |= p α (a, b). In this case, we define d A :
Suppose R is a distance magma and S ⊆ R, with 0 ∈ S.
S,R if and only if A is an S * -metric space. Proof. Part (a). By Proposition 3.8.
Part (b). If A |= T ms S,R then A is an S * -metric space by axioms schemes (MS1) and (MS2), and the definition of ⊕ * S . Conversely, suppose A is an S * -metric space. Then A clearly satisfies axiom schemes (MS1), (MS2), and (MS4). From Proposition 3.10(b), we have that S ∪ {ω S } is S * -metrically dense over A. Therefore, (MS3) follows as in the proof of Proposition 2.5.
We can now state and prove an updated version of Theorem A. Theorem 4.3. Let R be a distance magma and fix S ⊆ R, with 0 ∈ S. Then there is an L omstructure S * = (S * , ⊕ * S , ≤ * , 0) satisfying the following properties. (a) S * is a distance magma.
Proof. Part (a) follows from Theorem 3.14. Part (b) follows from Proposition 3.5(a). Part (c) follows from Proposition 3.13(c). For part (d), we have T ms S,R ⊆ Th L (A) by Proposition 2.5, and so the statements follow from Proposition 4.2.
Recall that in Proposition 3.10(b), we showed that logical S * -triangles are approximated by R-triangles in S. Since logical S * -triangles represent S * -metric spaces with at most 3 points, we can naturally extend this notion of approximation to larger S * -metric spaces.
Definition 4.4. Let R be a distance magma and fix S ⊆ R, with 0 ∈ S. An S * -colored space
Proposition 4.5. Let R be a distance magma and fix S ⊆ R, with 0 ∈ S.
Proof. Suppose A is finitely (S, R)-approximable. By compactness, Proposition 2.5, and since T ms S,R is universal, it follows that A |= T ms S,R . Therefore A is an S * -metric space by Proposition 4.2(b).
Regarding the converse of this fact, Proposition 3.10(b) shows that S * -metric spaces of size at most 3 are finitely R-approximable. For larger S * -metric spaces, this can fail. Example 4.6. Let R = (R ≥0 , +, ≤, 0) and S = [0, 2) ∪ [3, ∞). Using Proposition 3.13, one may check that 1 + * S 3 = 4 and 1 + * S 1 = 3. Define the S * -metric space A, where A = {w, x, y, z}, In the next section, we will isolate a natural assumption on S under which the converse of Proposition 4.5 holds.
Magmal Sets of Distances
Until this point, we have made no assumptions on the set of distances S, other than 0 ∈ S. In this section, we define a property of S that allows S itself to be endowed with the structure of a distance magma. As a result we will obtain the converse of Proposition 4.5. Throughout the section, we fix a distance magma R = (R, ⊕, ≤, 0). Given S ⊆ R and r, s ∈ S, note that P S (r, s) = {x ∈ S : x ≤ r ⊕ s}, and so the definition of P S (r, s) does not depend on S * . Definition 5.1. A subset S ⊆ R is R-magmal if 0 ∈ S and, for all r, s ∈ S, P S (r, s) contains a maximal element, denoted r ⊕ S s. In this case, we let S denote the L om -structure (S, ⊕ S , ≤, 0).
Proof. This follows easily from Proposition 3.13(b).
Remark 5.3. Suppose S ⊆ R is R-magmal.
1. Note that we may construct S * while viewing S as a subset in S. Using Remark 3.4 and Proposition 3.13, it is straightforward to verify that the resulting distance magma S * does not depend on this choice of context. Note also that an S * -metric space is finitely (S, R)-approximable if and only if it is finitely (S, S)-approximable. For the rest of this section, we fix an R-magmal subset S ⊆ R. Note that this setting generalizes the situation described in Example 1.4(3). Our first goal is to obtain the converse of Proposition 4.5. We start by observing that, in the case when ω S ∈ S, the magmality of S forces ω S to behave much like an infinite element of S * .
Proposition 5.4. Suppose ω S ∈ S. If α, β ∈ S * are such that α, β < * ω S , then α ⊕ * S β < * ω S .
Proof. If S is R-magmal and ω S ∈ S, then r ⊕ * S s < * ω S for all r, s ∈ S. So the result follows by density of S.
Next, we define certain well-behaved S-approximations of subsets of S * . In addition to helping with the goal of this section, these approximations will play an important role in Section 8.
Definition 5.5. Suppose X ⊆ S * .
1. X is S-bounded if for all α ∈ X there is s ∈ S with α ≤ * s, i.e. if ω S ∈ S implies ω S ∈ X.
2. An S-approximation Φ of X is standard if Φ + (X) is S-bounded, i.e. if Φ + (X) ⊆ S.
3. Suppose X is S-bounded and Φ is a standard S-approximation of X. Then Φ is metric if
4. If Φ and Ψ are S-approximations of X then Φ refines Ψ if Φ(α) ⊆ Ψ(α) for all α ∈ X.
Lemma 5.6. Let R be a distance magma and fix an R-magmal subset S ⊆ R. Suppose X ⊆ S * is finite and S-bounded. For any S-approximation Ψ of X there is a metric S-approximation Φ of X, which refines Ψ.
Proof. For convenience, assume 0 ∈ X. Let X = {α 0 , α 1 , . . . , α n }, with 0 = α 0 < * α 1 < * . . . < * α n . Fix an S-approximation Ψ of X. Since X is S-bounded, we may assume that Ψ is standard. By density of S, we may also assume Ψ + (α k ) < * α k+1 for all 1 ≤ k < n. Given 1 ≤ k ≤ n, define
Then properties (2) and (3) above are satisfied. For (1), we have
Then, by (1) and (2), Φ is an S-approximation of X, which refines Ψ. So it remains to show that Φ is metric. Condition (i) of Definition 5.
is increasing, so we may assume i, j < k. Then (i, j) ∈ I k , and so s k ≤ s i ⊕ S s j by (3).
Theorem 5.7. Let R be a distance magma and fix an R-magmal subset S ⊆ R. Suppose A is an S * -colored space. Then A is an S * -metric space if and only if A is finitely (S, R)-approximable.
Proof. We have the reverse direction by Proposition 4.5. For the forward direction, assume A is an S * -metric space. Fix a finite subset A 0 ⊆ A and an S-approximation Ψ of Spec(A 0 , d A ). We want to find an R-metric
Suppose first that Spec(A 0 , d A ) is not S-bounded. Then we may fix t ∈ S, with Ψ − (ω S ) < t and α ≤ * t for all α ∈ Spec(A 0 , d A )\{ω S }, and define
is S-bounded, and Ψ is still an S-approximation of Spec(A 0 , d A ). Therefore, without loss of generality, we assume Spec(A 0 , d A ) is S-bounded. By Lemma 5.6, there is a metric S-approximation Φ of Spec(A 0 , d A ), which refines Ψ. Define x, y) ). Since Φ is metric, it follows that d Ψ is an R-metric.
Metrically Complete Distance Structures
Given a distance magma R and a subset S ⊆ R, with 0 ∈ S, the distance magma S * is constructed to satisfy nice analytic properties, such as being a complete order and containing S as a dense subset. In this section, we show that, without any further assumptions, the construction of S * automatically creates a certain level of continuity, which will play an important role in later sections. We start with the following general definition. Definition 6.1. Let R = (R, ⊕, ≤, 0) be a distance magma.
1. Given r, s ∈ R, define M R (r, s) = {x ∈ R : r ≤ s ⊕ x and s ≤ r ⊕ x}. Note that M R (r, s) is an end segment in R.
2. R is metrically complete if, for all r, s ∈ R, M R (r, s) is a principal noncut.
The purpose of this definition is that it allows for a generalized notion of absolute value of the difference between two distances. Definition 6.2. Suppose R is a metrically complete distance magma. Given r, s ∈ R, define |r s| := inf M R (r, s).
The following properties illustrate that this difference operation is well behaved. Proof. Parts (a) to (d) follow trivially from the definitions. We leave part (e) as an exercise.
We now proceed to the main result of this section.
Theorem 6.4. Suppose R is a distance magma and S ⊆ R, with 0 ∈ S. Then S * is a metrically complete distance magma.
Proof. Fix α, β ∈ S * and let γ = inf M S * (α, β). We want to show γ ∈ M S * (α, β) and, without loss of generality, we may assume β ≤ * α. By Proposition 3.5(b), we may also assume γ ∈ S. In particular, this implies that if s ∈ ν S (γ) then γ < * s, and so α ≤ * β ⊕ S s. We want to show α ≤ * β ⊕ * S γ. Let µ = sup P S (β, γ), and note that µ ≤ * β ⊕ * S γ by Proposition 3.12(a), so we may assume µ < * α. Claim: µ ∈ ν(S) and α = µ + . Proof : By density of S, and the construction of (S * , ≤ * ), it suffices to show that, for all t ∈ S, if t ≤ * α then t ≤ * µ. So suppose, towards a contradiction, that µ < * t ≤ * α for some t ∈ S. Then t ∈ P S (β, γ) so there are r ∈ ν S (β) and s ∈ ν S (γ) such that t > r ⊕ s. By Proposition 3.13(b), we have r ⊕ * S s ≤ * t, and so α ≤ * β ⊕ * S s ≤ * r ⊕ * S s ≤ * t. Therefore α = t ∈ S, and so α > r ⊕ s. By density of S, there is some t ∈ S such that µ ≤ * t < α. By the same argument as above, it follows that µ = t ∈ S. So altogether, we have shown µ, α ∈ S and α is the immediate successor of µ. But then α > r ⊕ s and Proposition 3.13(b) imply r ⊕ * S s ≤ * µ, which contradicts µ < α ≤ * β ⊕ * S s ≤ * r ⊕ * S s. By the claim, we need to show β ⊕ * S γ = µ + , which by Proposition 3.13(a), means showing µ < S r ⊕ s for all r ∈ ν S (β) and s ∈ ν S (γ). So fix r ∈ ν S (β) and s ∈ ν S (γ), and suppose µ < S r ⊕ s. By Proposition 3.13(b), it follows that r ⊕ * S s ≤ * µ. But then µ + = α ≤ * β ⊕ * S s ≤ * r ⊕ * S s ≤ * µ, which is a contradiction.
From the previous result, we obtain the following continuity property in S * .
Corollary 6.5. Suppose R is a distance magma and S ⊆ R, with 0 ∈ S. Given α, β, γ ∈ S * , if α ≤ * β ⊕ * S s for all s ∈ ν S (γ) then α ≤ * β ⊕ * S γ. For clarity, we repeat the definition of the abstract difference operation on S * . Definition 6.6. Fix a distance magma R and S ⊆ R, with 0 ∈ S. Given α, β ∈ S * , define |α * S β| := inf M S * (α, β) = inf{x ∈ S * : α ≤ * β ⊕ * S x and β ≤ * α ⊕ * S x}. Recall that α ⊕ * S β was originally defined as the largest possible length for the third side of a logical S * -triangle, in which the other two sides are length α and β. We now note that |α * S β| satisfies the expected property of being the shortest possible length.
Corollary 6.7. Suppose R is a distance magma and S ⊆ R, with 0 ∈ S. Given α, β ∈ S * , we have ∆(α, β) = {γ ∈ S * : |α * S β| ≤ * γ ≤ * α ⊕ * S β}, and so |α * S β| = inf ∆(α, β). Proof. We have γ ∈ ∆(α, β) if and only if γ ≤ * α⊕ * S β and γ ∈ M S * (α, β). Combined with Theorem 6.4, γ ∈ ∆(α, β) if and only if |α * S β| ≤ * γ ≤ * α ⊕ * S β.
Finally, we use the established continuity in S * to show that, in order to check associativity of ⊕ * S , it suffices to check the only the elements of S. Proposition 6.8. Suppose R is a distance magma and S ⊆ R, with 0 ∈ S. If r ⊕ * S (s ⊕ * S t) = (r ⊕ * S s) ⊕ * S t for all r, s, t ∈ S, then ⊕ * S is associative on S * . Proof. Suppose ⊕ * S is not associative on S * . Since ⊕ * S is commutative, we may fix α, β, γ ∈ S * such that α ⊕ * S (β ⊕ * S γ) < * (α ⊕ * S β) ⊕ * S γ. By Corollary 6.5, we may fix r ∈ ν S (α) such that
It suffices to find s ∈ ν S (β) and t ∈ ν S (γ) such that r ⊕ * S (s ⊕ * S t) < * η. So suppose, towards a contradiction, that η ≤ * r ⊕ * S (s ⊕ * S t) for all s ∈ ν S (β) and t ∈ ν S (γ). Let µ = sup P S (β, γ).
Suppose first that β ⊕ * S γ ∈ S. Fix z ∈ ν S (β ⊕ * S γ). Then µ ≤ * β ⊕ * S γ < * z, and so there are s ∈ ν S (β) and t ∈ ν S (γ) such that s ⊕ t < z. Then s ⊕ * S t ≤ * z, and so, by assumption, η ≤ * r ⊕ * S z. Altogether, by Corollary 6.5, we have η ≤ * r ⊕ * S (β ⊕ * S γ), which contradicts the choice of r. Finally, suppose β ⊕ * S γ ∈ S. Then β ⊕ * S γ = µ and so there are s ∈ ν S (β) and t ∈ ν S (γ) such that β ⊕ * S γ < S s ⊕ t (if µ ∈ ν(S) use Proposition 3.13(a); if µ has an immediate successor in S use the definition of µ). By Proposition 3.13(b), it follows that β ⊕ * S γ = s ⊕ * S t. By assumption, η ≤ * r ⊕ * S (β ⊕ * S γ), which contradicts the choice of r.
Corollary 6.9. Suppose R is a distance magma and S ⊆ R is R-magmal. Then S * is a distance monoid if and only if S is a distance monoid.
Associativity, Amalgamation, and the Four-Values Condition
In this section, we turn to a specific class of abstract metric spaces. The motivating example is that of the rational Urysohn space, i.e. the unique countable, universal, and homogeneous metric space with rational distances. In [11] , generalizations of this space are obtained by replacing Q ≥0 with arbitrary countable subsets S ⊆ R ≥0 . The sets S for which an analogous metric space exists are characterized in [11] by a property called the four-values condition.
We first generalize the four-values condition to arbitrary distance magmas. Our treatment closely follows [11] . In particular, Proposition 7.3, which is the main result of this section, is a direct generalization of the main result of [11, Section 1.3] . Throughout the section, we fix a distance magma R = (R, ⊕, ≤, 0). Definition 7.1. A subset S ⊆ R satisfies the four-values condition in R if for all u 1 , u 2 , v 1 , v 2 ∈ S, if there is some s ∈ S such that (s, u 1 , u 2 ) and (s, v 1 , v 2 ) are R-triangles, then there is some t ∈ S such that (t, u 1 , v 1 ) and (t, u 2 , v 2 ) are R-triangles.
Figure 7.1: the four-values condition
The four-values condition describes the amalgamation of two triangles over a common side (Figure 7 .1). In Proposition 7.3, we show that this instance of amalgamation is enough to show amalgamation for any two finite R-metric spaces with distances in S. Definition 7.2. Given S ⊆ R, with 0 ∈ S, let K S R denote the class of finite R-metric spaces with distances in S. Let K R = K R R . We consider K S R as a countable (up to isomorphism) class of structures in a relational language, which therefore is amenable to Fraïssé theory (see [14, Chapter 7] ). The next result is a direct generalization of [11, Proposition 1.6]. The proof is the same, modulo adjustments made to account for the possibility that R is not metrically complete. We include the steps requiring these adjustments, and refer the reader to [11] for the remaining details. Proof. If K S R has the amalgamation property then the proof that S satisfies the four-values condition in R follows exactly as in [11, Proposition 1.6] . The essential idea is to consider Figure 7. 1. For the converse, we assume S satisfies the four-values condition in R, and prove that K S R has the disjoint amalgamation property.
We may assume X 1 ⊆ X 2 and X 2 ⊆ X 1 . Let m = |(X 1 \X 2 ) ∪ (X 2 \X 1 )| and set X = X 1 ∪ X 2 . Then m ≥ 2 by our assumptions, and we proceed by induction on m.
Suppose m = 2. Let X 1 \X 2 = {x 1 } and
Therefore, it suffices to find t ∈ S satisfying ( †). Fix y ∈ X 1 ∩ X 2 such that
Next, recall that M R (r, s) is an end segment in R for any r, s ∈ R. Therefore we may fix y ∈ X 1 ∩X 2 such that
Then we have that (
Since d 1 (y, y ) = d 2 (y, y ) and S satisfies the four-values condition in R, there is some t ∈ S such that (t, d 1 (x 1 , y), d 2 (x 2 , y)) and (t, d 1 (x 1 , y ), d 2 (x 2 , y )) are R-triangles. If t = 0 then, after replacing t with min{d 1 (x 1 , y), d 1 (x 1 , y )}, we may assume t > 0. Since (t,
Therefore, to show that t satisfies ( †), it remains to show that for all x ∈ X 1 ∩ X 2 , we have the x) ) for all x ∈ X 1 ∩ X 2 , which yields the desired result. This completes the base case m = 2. The induction step proceeds exactly as in [11, Proposition 1.6].
Definition 7.4. Fix a countable subset S ⊆ R, with 0 ∈ S. An R-metric space (X, d) is an R-Urysohn space with spectrum S if X is countable, Spec(X, d) = S, and (i) (ultrahomogeneity) any partial isometry between two finite subspaces of (X, d) extends to a total isometry of (X, d);
(ii) (universality) any element of K S R is isometric to a subspace of (X, d).
Using the standard Fraïssé construction (see [14, Theorem 7.1.2])
, we obtain the following corollary of Proposition 7.3. Theorem 7.5. Suppose R is a distance magma and S ⊆ R is countable, with 0 ∈ S. Then an R-Urysohn space with spectrum S exists if and only if S satisfies the four-values condition in R. Moreover, such a space is unique up to isometry. Definition 7.6. Fix a countable subset S ⊆ R, which contains 0 and satisfies the four-values condition in R. Let U S R denote the R-Urysohn space with spectrum S. If R satisfies the four-values condition in R, then we let U R denote U R R .
Remark 7.7.
1. Consider the distance monoid Q = (Q ≥0 , +, ≤, 0). Then U Q is precisely the classical rational Urysohn space, which is an important example in model theory, descriptive set theory, Ramsey theory, and topological dynamics of isometry groups. The completion of the rational Urysohn space is called the Urysohn space, and is the universal separable metric space. Both the rational Urysohn space and the complete Urysohn space were first constructed by Urysohn (see [30] , [31] ). Further details and results can be found in [18] .
2. In Proposition 7.3, there is no restriction on the cardinality of S. However, in order to apply classical Fraïssé theory and construct a countable space U S R , we must assume S is countable. In [24] , Sauer considers arbitrary subsets S ⊆ R ≥0 and, combining the fourvalues condition with certain topological properties, characterizes the existence of a universal separable complete metric space with distances in S (e.g. if S = R ≥0 then this produces the Urysohn space).
Note that if S ⊆ R is countable and R-magmal then K S = K S R and U S = U S R . In this case, we have the following nice characterization of when U S exists. This result was first shown for (topologically) closed subsets of (R ≥0 , +, ≤, 0) by Sauer in [25, Theorem 5] , and the following is, once again, a direct generalization. Proof. Suppose S satisfies the four-values condition in R, and fix r, s, t ∈ S. Since ⊕ S is commutative, it suffices to show (r ⊕ S s) ⊕ S t ≤ r ⊕ S (s ⊕ S t). Let u = (r ⊕ S s) ⊕ S t. Then (r ⊕ S s, r, s) and (r ⊕ S s, u, t) are both R-triangles. By the four-values condition, there is v ∈ S such that (v, r, u) and (v, s, t) are R-triangles. Therefore u ≤ r ⊕ S v ≤ r ⊕ S (s ⊕ S t), as desired.
Conversely, assume ⊕ S is associative on S. Fix u 1 , u 2 , v 1 , v 2 , s ∈ S such that (s, u 1 , u 2 ) and (s, v 1 , v 2 ) are R-triangles. Without loss of generality, assume Then (t, u 1 , v 1 ) is clearly an R-triangle, so it suffices to show that (t, u 2 , v 2 ) is an R-triangle. We have t ≤ u 1 ⊕ v 1 ≤ u 2 ⊕ v 2 by assumption, so it remains to show v 2 ≤ u 2 ⊕ t and u 2 ≤ v 2 ⊕ t. Note that s ≤ u 2 ⊕ S u 1 and v 2 ≤ s ⊕ S v 1 since (s, u 1 , u 2 ) and (s, v 1 , v 2 ) are R-triangles. Therefore
The argument for u 2 ≤ v 2 ⊕ t is similar.
By Corollary 6.9 and Proposition 7.8, we obtain the following corollary.
Corollary 7.9. If S ⊆ R is R-magmal, and satisfies the four-values condition in R, then S * is a distance monoid.
Example 7.10. We show that, in the previous corollary, the magmality assumption is necessary. Let R = (R ≥0 , +, ≤, 0) and S = [0, 2) ∪ (4, ∞). Note that S is not R-magmal, as P S (1, 1) has no maximal element. To verify the four-values condition for S, fix
This immediate from the choice of S. On the other hand, + * S is not associative on S * . Indeed, we have X := (4, ∞) ∈ κ(S), and, using Proposition 3.13(a), it is straightforward to show (1 + * S 1) + * S g X = 8 + and 1 + * S (1 + * S g X ) = 6 + .
Finally, it is worth noting that if R is a countable distance monoid then one can directly show K R is a Fraïssé class via the usual free amalgamation of metric spaces, which we now define. Definition 7.11. Let R be a distance magma. y) ) if x ∈ A\B and y ∈ B\A.
2. R admits free amalgamation of metric spaces if and only if A ⊗ B is an R-metric space for all finite R-metric spaces A and B.
Exercise 7.12. Let R be a distance magma. Then R admits free amalgamation of metric spaces if and only if ⊕ is associative.
Quantifier Elimination for Abstract Urysohn Spaces
In this section, we will consider quantifier elimination for the theory of an abstract Urysohn space of the kind constructed in Section 7. The general setup is as follows. We have a distance magma R = (R, ⊕, ≤, 0), and a countable subset S ⊆ R, such that 0 ∈ S and S satisfies the four-values condition in R. We will also assume that S is R-magmal. The reason for this is that Lemma 8.9, which is a key tool in this section, crucially relies on the existence of an associative binary operation on S. In light of Remark 5.3(1), in order to cover this general setup it suffices to just fix a countable distance monoid R = (R, ⊕, ≤, 0) and let S = R. By previous results we have:
2. R * = (R * , ⊕ * , ≤ * , 0) is a metrically complete distance monoid (where ⊕ * := ⊕ * R ). Let * := * R be the abstract difference operation defined on R * (Definition 6.6).
We continue to consider R as an L om -substructure of R * . Therefore, to ease notation, we will omit the asterisks on the symbols in L om , and let R * = (R * , ⊕, ≤, 0). We will also omit the asterisk on * (note, however, that R is not necessarily closed under * ).
By universality of U R and Theorem 5.7, we obtain the following fact.
Proposition 8.1. Any R * -metric space is isometric to a subspace of some model of Th(U R ).
The goal of this section is Theorem B, a characterization of quantifier elimination for Th(U R ). The proof will rely on extension axioms, i.e. L R -sentences approximating one-point extensions of finite metric spaces. Therefore, we begin with several definitions in this direction.
is an R * -triangle.
2. Let E R * (A) be the set of R * -Katětov maps on A.
Remark 8.3. Note that the definition of Katětov map makes sense in the context of an arbitrary distance magma. These maps take their name from [15] , in which Katětov uses them to construct the Urysohn space, as well as similar metric spaces in larger cardinalities. See [18] for more on Katětov maps in the standard case of R = (R ≥0 , +, ≤, 0), including an analysis of E R (A) as a topological space. It is also worth mentioning that Katětov maps have a natural model theoretic characterization as quantifier-free 1-types. In particular, if A is an R * -metric space then, by Proposition 8.1, we may fix M |= Th(U R ) such that A is a subspace of (M, d M ). Let S qf 1 (A) be the space of quantifier-free 1-types over the parameter set x, a) . Conversely, given q(x) ∈ S qf 1 (A), let f q : A −→ R * such that p fq(a) (x, a) ⊆ q(x). Then one may verify that f → q f is a bijection from E R * (A) to S qf 1 (A), with inverse q → f q .
Going forward, we will only consider non-principal Katětov maps, i.e. those not containing 0 in their image.
Next, we give a variation of the notion of R-approximation, which will simplify some steps of the arguments in this section.
for all a, b ∈ A.
2. Assume A is finite. Given an R-approximation Φ of A and α ∈ Spec(A), definê
, and note thatΦ is an R-approximation of Spec(A) in the sense of Definition 2.2 and Notation 3.6.
, if Φ is an R-approximation of A f and x ∈ A, then we let Φ(x) = Φ(x, z f ). We now define some specific L R -formulas. Recall that ω R denotes the maximal element of R * . Definition 8.6.
Given
2. Fix a finite R * -metric space A and f ∈ E + R * (A). Suppose Φ is an R-approximation of A f . Let A = {a 1 , . . . , a n }, and fix a tuplex = (x 1 , . . . , x n ) of variables.
(a) Define the quantifier-free L R -formulas
Sentences of the form Φ
A should be viewed as extension axioms approximating Katětov maps. Note that if Φ is a poor approximation of A f then there is no reason to expect U R |= Φ A . This observation motivates our final definition. Definition 8.7.
1. An extension scheme is a triple (A, f, Ψ), where A is a finite R * -metric space, f ∈ E + R * (A), and Ψ is an R-approximation of A f .
2. Th(U R ) admits extension axioms if, for all extension schemes (A, f, Ψ), there is an Rapproximation Φ of A f such that Φ refines Ψ and U R |= Φ A .
To avoid inconsequential complications when ω R ∈ R, we make the following reduction. Call an extension scheme (A, f,
Proposition 8.8. Th(U R ) admits extension axioms if and only if for all standard extension schemes (A, f, Ψ) there is an R-approximation Φ of A f such that Φ refines Ψ and U R |= Φ A .
Proof. The forward direction is trivial. If ω R ∈ R then the reverse direction is also trivial. So we assume ω R ∈ R. Fix an extension scheme (A, f, Ψ). 
otherwise.
Then Φ refines Ψ, and we show U R |= Φ A . Let A = {a 1 , . . . , a n },
By homogeneity of U R and Exercise 7.12, we may assume cb is isometric to cb 0 ⊗b. We claim U R |= K Φ A (b, c), and it suffices to show d(
Next, we give sufficient conditions for when, in a standard extension scheme (A, f, Φ), Φ is a good enough approximation of A f to ensure U R |= Φ A .
Lemma 8.9. Suppose (A, f, Φ) is a standard extension scheme satisfying the following conditions:
Proof. Let {a 1 , . . . , a n } be an enumeration of A such that Φ + (a 1 ) ≤ . . . ≤ Φ + (a n ). Suppose there are b 1 , . . . , b n ∈ U R such that U R |= C Φ A (b). We inductively construct s 1 , . . . , s n ∈ R such that:
Let s 1 = Φ + (a 1 ). Fix 1 < k ≤ n and suppose we have defined s i , as above, for i < k. Define
Note that (2) is satisfied. We need to verify (1) and (3).
Then (1) is satisfied. For (3), note that for any i < k, we have
So we have left to fix i < k and show d(b i , b k ) ≤ s i ⊕ s k . Toward this end, we construct a sequence i = i 0 > i 1 > . . . > i t , for some t ≥ 0, such that
• for all 0 ≤ l < t,
Note that such a sequence exists by (2), and since s 1 = Φ + (a 1 ). By construction, we have
Therefore, using (i), we have
Then, for any j < k, using (3) and induction we have
and
and so (3) is satisfied. For (1), we must show
As in Case 1, we construct a sequence i = i 0 > i 1 > . . . > i t such that
We want to show
By the triangle inequality, it suffices to show 
We can now restate and prove Theorem B.
Theorem 8.10. Suppose R is a countable distance monoid. The following are equivalent.
(i) Th(U R ) has quantifier elimination.
(ii) Th(U R ) admits extension axioms.
(iii) For all α ∈ R * , if α is nonzero and has no immediate predecessor in R * , then, for all s ∈ R, α ⊕ s = sup{x ⊕ s : x < α}.
Remark 8.11. Condition (iii) of Theorem 8.10 is clearly a statement about continuity of ⊕ from below. On the other hand, the analogous statement concerning continuity from above is always true. In particular, it follows from Corollary 6.5 that if R is a distance magma then, for all α ∈ R * , if α has no immediate successor then α ⊕ s = inf{x ⊕ s : α < x} for all s ∈ R (in fact, for all s ∈ R * ). In other words, we always have some level of continuity in R * , and quantifier elimination for Th(U R ) is characterized by further continuity.
Proof of Theorem 8.10. (iii) ⇒ (ii): Fix an extension scheme (A, f, Ψ). By Proposition 8.8, we may assume (A, f, Ψ) is standard. By Proposition 5.6, there is a metric R-approximation Ψ 0 of Spec(A f ) such that Ψ 0 refinesΨ. We may consider Ψ 0 as an R-approximation of A f , which refines Ψ. We define an R-approximation Φ of A f such that Φ refines Ψ 0 and U R |= Φ A . By Lemma 8.9, it suffices to define Φ, refining Ψ 0 , so that: 
and so (1) is satisfied.
We have left to define Φ − (a, b) so that (2) is satisfied. By construction, (2) is equivalent to
Note that (2) * is trivially satisfied when f (a) ≤ f (b). Therefore, we fix a, b ∈ A with f (b) < f (a), and define Φ − (a, b) so that (2) * is satisfied. We will then set Φ − (b, a) = Φ − (a, b).
has an immediate predecessor u ∈ R * . Then u ∈ R, and we have Ψ
, and, since Ψ 0 is metric and f (b) < f (a), we also have Ψ A (a, b) . Then α has no immediate predecessor, and so, by (iii), we have
In particular, there is x ∈ R * such that
By the claim, and density of R, there is some t ∈ R such that |Ψ A (a, b) , and we may assume Ψ
by the assumption of this case. Therefore, by (iii) and density of R, there is u ∈ R such that u < d A (a, b) and
which verifies (2) * .
(ii) ⇒ (i): Fix M, N |= Th(U R ) and suppose C ⊆ M ∩N is a substructure. Fix a quantifier-free formula ϕ(x, y). Suppose that there isā ∈ C and some b ∈ M such that M |= ϕ(ā, b). We want to show that there is some c ∈ N such that N |= ϕ(ā, c). Without loss of generality, we may assume ϕ(x, y) is a conjunction of atomic and negated atomic formulas. If b ∈ā then we may set c = b. Otherwise, we may assume x i = y is a conjunct of ϕ(x, y) for all 1 ≤ i ≤ (x).
By Theorem 4.3, we have R * -metrics d M and d N on M and N , respectively. Let
Since R admits extension axioms, there is an R-approximation Φ of A f such that Φ refines Ψ and U R |= Φ A . Then N |= C Φ A (ā), so there is some c ∈ N such that N |= K Φ A (ā, c). Since Φ refines Ψ, it follows that N |= ϕ(ā, c), as desired.
(i) ⇒ (iii): Suppose (iii) fails. Fix s ∈ R and α ∈ R * such that α > 0 has no immediate predecessor in R * and sup{x ⊕ s : x < α} < α ⊕ s. By density of R, we may fix t ∈ R such that sup{x ⊕ s :
and note that M |= ϕ (a 1 , a 2 , b) . Claim: There is N |= Th(U R ), with a 1 , a 2 ∈ N , such that d N (a 1 , a 2 ) = α and N |= ¬∃yϕ(a 1 , a 2 , y). Proof : By compactness it suffices to fix u, v ∈ R, with u < α ≤ v, and show that
Since α has no immediate predecessor, we may use density of R to fix w ∈ R such that u < w < α. Then w ⊕ s ≤ t by choice of t. Pick a 1 , a 2 ∈ U R with d (a 1 , a 2 
which is a contradiction. So U R |= ¬∃yϕ(a 1 , a 2 , y).
Let N be as in the claim. Then M |= ∃yϕ(a 1 , a 2 , y) and N |= ¬∃yϕ (a 1 , a 2 , y) . Moreover, (a 1 , a 2 ) and (a 1 , a 2 ) both realize p α (x 1 , x 2 ) , and thus have the same quantifier-free type. Therefore Th(U R ) does not have quantifier elimination.
It is natural to ask if the characterization of quantifier elimination for Th(U R ) can be given as a property of R. In particular, we have the following corollary of Theorem 8.10, which is left to the reader. Corollary 8.12. There is a first-order L om -sentence ϕ such that, for any countable distance monoid R, Th(U R ) has quantifier elimination if and only if R |= ϕ.
From the proof of Theorem 8.10, we can precisely isolate the connection between extension axioms and the continuity condition in (iii). The proof is left to the reader. Corollary 8.13. Suppose R is a countable distance monoid, α ∈ R * is nonzero and has no immediate predecessor, and
The following are equivalent.
(ii) For all S-approximations Ψ of A f there is an S-approximation Φ of A f , which refines Ψ, such that U R |= Φ A .
In Section 9, we will give a number of natural examples, which illustrate that quantifier elimination for Th(U R ) holds in many sufficiently nice situations. For now, we give an example where quantifier elimination fails.
Example 8.14. Let R = (R, +, ≤, 0), where
Then g X has no immediate predecessor and sup{x ⊕ 2 :
and so R * fails Theorem 8.10(iii).
We invite the reader to observe basic model theoretic facts about Th(U R ), which follow from quantifier elimination and classical results in model theory (see e.g. [17] ). For instance, one may show that Th(U R ) is ℵ 0 -categorical if and only if R is finite; and Th(U R ) is small (i.e. has a countable saturated model) if and only if R * is countable. We end this section with an ∀∃-axiomatization of Th(U R ), in the case that quantifier elimination holds. Definition 8.15. Suppose Th(U R ) has quantifier elimination.
1. Given an extension scheme (A, f, Ψ), let Φ be an R-approximation of A f such that Φ refines Ψ and
Theorem 8. 16 . If Th(U R ) has quantifier elimination then it is axiomatized by T ax R .
Proof. We clearly have T ax R ⊆ Th(U R ), so it suffices to show that T ax R is a complete L R -theory. To accomplish this, we fix saturated models M and N of T ax R of the same cardinality κ, and show that M and N are isomorphic. From classical facts concerning saturated models (see e.g. [12] ), it follows that M and N are κ-universal and κ-homogeneous R * -metric spaces (when equipped with R * -metrics by Proposition 4.2). Using this observation, the argument that M and N are isomorphic is similar to standard transfinite back-and-forth arguments using extension axioms (see e.g. [17, Section 2.4]).
Examples
In this section, we consider examples of Urysohn spaces, which arise naturally in the literature, and we verify that they all have quantifier elimination. Definition 9.1. Let R = (R, ⊕, ≤, 0) be a countable distance monoid.
Next, suppose R is ultrametric. We want to verify that Theorem 8.10(iii) holds for R * . So fix α ∈ R * and s ∈ R, such that α is nonzero and has no immediate predecessor in R * . The reader may verify that α ⊕ s = max{α, s} (in general, α ⊕ β = max{α, β} for any α, β ∈ R * ). Therefore, we must show max{α, s} = sup{max{x, s} : x < α}. If α ≤ s then this is trivial, and if s < α then this follows since α has no immediate predecessor in R * .
Finally, suppose R is convex. Fix an ordered abelian group G = (G, +, ≤, 0) such that R = I ∪ {0} for some convex subset I ⊆ G ≥0 . Toward verifying Theorem 8.10(iii), we first make the following observations.
(i) If α ∈ R * cannot be identified with an element of G * ≥0 then either α = ω R ∈ R or α = 0 + .
(ii) Given r, s ∈ G ≥0 , if |r − * s| is the abstract difference operation on G * ≥0 (see Definition 6.6), then |r − * s| = |r − s| := max{r, s} − min{r, s}. In particular, |r − * s| ∈ G ≥0 . Fix a nonzero α ∈ R * , with no immediate predecessor in R * , and some s ∈ R. We want to show α ⊕ s = sup{x ⊕ s : 0 < x < α, x ∈ R}.
We may assume that α < ω R , and therefore, by remark (i) above, identify α with an element of G * ≥0 . If x ⊕ s = ω R for some x ∈ R, with x < α, then the result follows. So it suffices to show α ⊕ s = sup{x + s : x < α, x ∈ G ≥0 }, where this supremum is calculated in R * . Suppose this fails. Note that α ⊕ s ≤ α + s, and so sup{x + s : x < α, x ∈ G ≥0 } < α + s, where this supremum is calculated in G * ≥0 . By density of G ≥0 in G * ≥0 , there is v ∈ G ≥0 such that sup{x + s : x < α, x ∈ G ≥0 } ≤ v < α + s. By remark (ii) above, it follows that v − s < α. Since α has no immediate predecessor, we may fix x ∈ G ≥0 such that v − s < x < α. But x + s ≤ v by choice of v, which is a contradiction.
We end this section with a discussion of a particular family of generalized Urysohn spaces, which have been used in previous work to obtain exotic behavior in model theory. First, however, we give a more explicit axiomatization of Th(U R ), in the case that R is finite.
Note that, if R is a finite distance monoid, then we have R * = R. In this case, given r ∈ R with r > 0, we let r − denote the immediate predecessor of r. If R is a finite distance monoid, and A is a finite R-metric space, then Φ A refines any Rapproximation of A. Moreover, if f ∈ E + R (A) then U R |= (A, f ) (this can be shown directly or via Lemma 8.9). Altogether, given an extension scheme (A, f, Ψ), we may define the axiomatization T ax R so that (A, f, Ψ) = (A, f ). In particular, (A, f, Ψ) does not depend on Ψ.
We now turn to a specific family of examples. Given n > 0, set R n = {0, 1, 2, . . . , n} and S n = {0, 1 n , 2 n , . . . , 1}, and let + n denote addition truncated at n. Let S = Q ∩ [0, 1]. Define R n = (R n , + n ≤, 0), S n = (S n , + 1 , ≤, 0), and S = (S, + 1 , ≤, 0). Note that S n is a submonoid of S.
In [7] , Casanovas and Wagner construct T n , the theory of the free n th root of the complete graph, for n > 0. In particular, T 1 is the theory of an infinite complete graph; and T 2 is the theory of the random graph. The reader familiar their work will recognize that, for general n > 0, T n is precisely Th(U Rn ). Moreover, the axiomatization of Th(U Rn ) given in [7] uses the same canonical extension axioms described above. In order to form a directed system of first-order theories, Casanovas and Wagner then replace R n with S n and define T ∞ = n>0 Th(U Sn ). We now verify that T ∞ is precisely Th(U S ), the theory of the rational Urysohn sphere.
Proposition 9.5. T ∞ = Th(U S ).
Proof. We first fix n > 0 and show Th(U Sn ) ⊆ Th(U S ). Recall that S n is S-metrically dense over U S (see Example 2.4(2)), and so T ms Sn,S ⊆ Th(U S ) by Proposition 2.5. Therefore, we must fix a finite S n -metric space A and f ∈ E n < 1, so it suffices to show i − 1 < ns + j. Since f ∈ E + Sn (A), we have i ≤ k + j, and so i − 1 ≤ k − 1 + j < ns + j, as desired.
We have shown T ∞ ⊆ Th(U S ), and so T ∞ is consistent. Since Th(U Sn ) is a complete L Sn -theory for all n > 0, and L S = n>0 L Sn , it follows that T ∞ is complete. Therefore T ∞ = Th(U S ).
Casanovas and Wagner remark that a saturated model of Th(U S ) could be considered a metric space with nonstandard distances in (Q ∩ [0, 1]) * , but it is not observed that the theory they have constructed is the theory of such a classical structure. The main result of [7] is that Th(U S ) does not eliminate hyperimaginaries. In particular, let E(x, y) = {d(x, y) ≤ r : r ∈ Q ∩ (0, 1]} be the type-definable equivalence relation describing infinitesimal distance. Then the equivalence class of any point (in some sufficiently saturated model) is a non-eliminable hyperimaginary. In [9] , we generalize their methods in the setting of an arbitrary countable distance monoid R, and obtain necessary conditions for elimination of hyperimaginaries in Th(U R ). Casanovas and Wagner also show that Th(U S ) is non-simple and without the strict order property. In [10] , it is shown that the continuous theory of the complete Urysohn sphere has SOP n for all n > 0, but does not have the finitary strong order property (see [26] for definitions). In [9] , we use similar methods to show the same results for Th(U S ).
