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CLASSIFICATION OF NILPOTENT ASSOCIATIVE ALGEBRAS
OF SMALL DIMENSION
WILLEM A. DE GRAAF
Abstract. We classify nilpotent associative algebras of dimensions up to 4
over any field. This is done by constructing the nilpotent associative algebras
as central extensions of algebras of smaller dimension, analogous to methods
known for nilpotent Lie algebras.
1. Introduction
The classification of associative algebras is an old and often recurring problem.
The first investigation into it was perhaps done by Peirce ([13]). Many other publi-
cations related to the problem have appeared. Without any claim of completeness,
we mention work by Hazlett ([7], nilpotent algebras of dimension ≤ 4 over C),
Kruse and Price ([9], nilpotent associative algebras of dimension ≤ 4 over any
field), Mazzola ([10] - associative unitary algebras of dimension 5 over algebraically
closed fields of characteristic not 2, [11] - nilpotent commutative associative alge-
bras of dimension ≤ 5, over algebraically closed fields of characteristic not 2,3) and
Poonen ([15] - nilpotent commutative associative algebras of dimension ≤ 5, over
algebraically closed fields). Recently, Eick and Moede ([4]) have developed a coclass
theory for nilpotent associative algebras, offering a different perspective on their
classification.
The purpose of this paper is, similar to the work of Kruse and Price, to describe
a classification of nilpotent associative algebras of dimensions up to 4 over any
field. We rewrite this classification using a more uniform method (constructing
nilpotent associative algebras as central extensions of algebras of lower dimension),
and provide some small corrections to the classification in [9]. Although the method
employed here is quite different, many details have been taken from the proofs of
Kruse and Price. This goes especially for the proofs in Section 6.4; examples are
the invariant σ for solving the isomorphism problem for the algebras Aα,β,γ4,23 , the
substitution u = ω2τ + ω1ψσ, v = ω1ψ − 1 in the proof of Lemma 6.12, the group
Hα in Lemma 6.14.
On many occasions we use the algorithmic technique of Gro¨bner bases, executed
with help of the computer algebra system Magma ([1]), to obtain conditions for
isomorphism. This may not entirely satisfy the theoretically minded reader who
wants to verify the results without the help of a computer. However, as illustrated
in Section 5, it is possible to compute polynomials that make such a verification
equivalent to checking arithmetic identities in polynomial rings. Because they can
be a bit bulky we do not include these polynomials here (except for one instance
in Section 4).
It may not be entirely obvious what exactly is meant by a classification of 4-
dimensional nilpotent associative algebras. Let V be a 4-dimensional vector space
over the field F . Let A be the 64-dimensional space of bilinear maps V × V → V ,
that is, A is the space of algebra structures on V . Define an action of GL(V ) on A
by g·ϕ(v, w) = ϕ(g−1v, g−1w) (where g ∈ GL(V ), ϕ ∈ A, v, w ∈ V ). Then ϕ, ψ ∈ A
are isomorphic if and only if they lie in the same GL(V )-orbit. Let N ⊂ A consist
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of the associative and nilpotent algebra structures. Then N is Zariski-closed in A;
moreover, polynomials defining N can explicitly be written down. A classification
of 4-dimensional nilpotent associative algebras over F is a map Γ : S → N , where
S is a set, such that each ϕ ∈ N is isomorphic to exactly one element of Γ(S).
One such classification is very easy to give. Indeed, let S0 ⊂ N be a fundamental
domain for the action of GL(V ) and let Γ : S0 → N be the inclusion map. However,
it is clear that such a classification is not very explicit. Firstly, it is not clear what
the set S0 looks like; for instance, if F is finite then S0 is finite, but we have no
direct way to determine its size. Secondly, this classification does nothing to help
us solve the isomorphism problem: given a ϕ ∈ N , to which element of Γ(S0) is it
isomorphic?
In Section 3 a list will be given of 4-dimensional nilpotent associative algebras.
Some of them depend on parameters running through (a subset of) the ground
field. In each such case a precise condition will be given characterizing the pairs of
isomorphic algebras, obtained relative to different values of the parameters. Using
these conditions it is straightforward to define a set S as above, that is much more
explicit than the set S0. The proof of the correctness of this list is contained in
Sections 4, 5, 6. In Section 7 the set S is made completely explicit for the cases
where F is a finite field and F = R. In the case where q = |F | is finite its size is
determined: it is 5q + 20 for q odd and 5q + 17 for q even. This is confirmed by
experimental data obtained by Moede for q up to 32, using the ccalgs package ([3])
for GAP4 ([5]). Moreover, the proof of the correctness of the list of Section 3 is
constructive: for a given 4-dimensional nilpotent associative algebra it is possible,
by following the steps in the proof, to find the algebra of the list to which it is
isomorphic. In Section 8 this is illustrated in a small example.
Acknowledgement: I thank Andrea Caranti for suggesting this problem to
me. Also I am grateful to Heiko Dietrich for a useful email exchange on the proof
of Lemma 7.2, and to Tobias Moede for sharing his computational data with me.
2. The classification method
The proofs of the main results in this section are simply translations of those for
Lie algebras (cf. [18], [6]), and are therefore omitted.
Throughout the ground field of the vector spaces and algebras will be denoted
F .
2.1. Central extensions. Let A be an associative algebra, V a vector space, and
θ : A × A→ V a bilinear map. Set Aθ = A ⊕ V . For a, b ∈ A, v, w ∈ V we define
(a+ v)(b+ w) = ab+ θ(a, b). Then Aθ is an associative algebra if and only if
θ(ab, c) = θ(a, bc) for all a, b, c ∈ A.
The bilinear θ satisfying this are called cocycles. The set of all cocycles is denoted
Z2(A, V ). The algebra Aθ is called a (dimV -dimensional) central extension of A
by V (note that AθV = V Aθ = 0).
Let ν : A → V be a linear map, and define η(a, b) = ν(ab). Then η is a
cocycle, called a coboundary. The set of all coboundaries is denoted B2(A, V ). Let
η be a coboundary; then Aθ ∼= Aθ+η. Therefore we consider the set H2(A, V ) =
Z2(A, V )/B2(A, V ). If we view V as a trivial A-bimodule, then H2(A, V ) is the
second Hochschild-cohomology space (cf. [14]).
Now let B be an associative algebra. By C(B) we denote the ideal consisting of
all b ∈ B with bB = Bb = 0. This is called the annihilator of B. Suppose that C(B)
is nonzero, and set V = C(B), and A = B/C(B). Then there is a θ ∈ H2(A, V )
such that B ∼= Aθ.
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We conclude that any algebra with a nontrivial annihilator can be obtained as a
central extension of a algebra of smaller dimension. So in particular, all nilpotent
algebras can be constructed this way.
When constructing nilpotent algebras as Aθ = A ⊕ V , we want to restrict to θ
such that C(Aθ) = V . If the annihilator of Aθ is bigger, then it can be constructed
as a central extension of a different algebra. (This way we avoid constructing
the same algebra as central extension of different algebras.) Now the radical of a
θ ∈ Z2(A, V ) is
θ⊥ = {a ∈ A | θ(a, b) = θ(b, a) = 0 for all b ∈ A}.
Then C(Aθ) = (θ
⊥ ∩ C(A)) + V , proving the following proposition.
Proposition 2.1. θ⊥ ∩ C(A) = 0 if and only if C(Aθ) = V .
Let e1, . . . , es be a basis of V , and θ ∈ Z2(A, V ). Then
θ(a, b) =
s∑
i=1
θi(a, b)ei,
where θi ∈ Z2(A,F ). Furthermore, θ is a coboundary if and only if all θi are.
Let φ ∈ Aut(A). For η ∈ Z2(A, V ) define φη(a, b) = η(φ(a), φ(b)). Then φη ∈
Z2(A, V ). So Aut(A) acts on Z2(A, V ). Also, η ∈ B2(A, V ) if and only if φη ∈
B2(A, V ) so Aut(A) acts on H2(A, V ).
Proposition 2.2. Let θ(a, b) =
∑s
i=1 θi(a, b)ei and η(a, b) =
∑s
i=1 ηi(a, b)ei. Sup-
pose that θ⊥ ∩ C(A) = η⊥ ∩ C(A) = 0. Then Aθ ∼= Aη if and only if there is a
φ ∈ Aut(A) such that the φηi span the same subspace of H2(A,F ) as the θi.
Let A = I1 ⊕ I2 be the direct sum of two ideals. Suppose that I2 is contained in
the annihilator of A. Then I2 is called a central component of A.
Proposition 2.3. Let θ be such that θ⊥ ∩ C(A) = 0. Then Aθ has no central
components if and only if θ1, . . . , θs are linearly independent.
Based on Propositions 2.1, 2.2, 2.3 we formulate a procedure that takes as in-
put a nilpotent algebra A of dimension n − s. It outputs all nilpotent algebras
B of dimension n such that B/C(B) ∼= A, and B has no central components.
For this we need some more terminology. Let Ω be an s-dimensional subspace of
H2(A,F ) spanned by θ1, . . . , θs. Let V be an s-dimensional vector space spanned
by e1, . . . , es. Then we define θ ∈ H2(A, V ) by θ(a, b) =
∑
i θi(a, b)ei. We call θ
the cocycle corresponding to Ω (or more precisely, to the chosen basis of Ω). Fur-
thermore, we say that Ω is useful if θ⊥∩C(A) = 0. Note that θ⊥ is the intersection
of the θ⊥i .
Now the procedure runs as follows:
(1) Determine Z2(A,F ), B2(A,F ) and H2(A,F ).
(2) Determine the orbits of Aut(A) on the set of useful s-dimensional subspaces
of H2(A,F ).
(3) For each orbit let θ be the cocycle corresponding to a representative of it,
and construct Aθ.
Of course the hard part is Step 2. Note that Aut(A) is an algebraic group. This
means that whether two useful subspaces lie in the same Aut(A)-orbit is equivalent
to the existence of a solution over F of a set of polynomial equations. On some
occasions we cannot decide solvability by hand. Then we use the technique of
Gro¨bner bases (cf. [2]). This is an algorithmic procedure to compute an equivalent
set of polynomial equations that is sometimes easier to solve. On all occasions where
we use this the equations have coefficients in Z. For the Gro¨bner basis calculation
4 WILLEM A. DE GRAAF
we take the ground field to be Q. A priori this yields results that are only valid
over fields of characteristic 0. However, the Magma computational algebra system
([1]) has the facility to compute the coefficients of an element of the Gro¨bner basis
relative to the input basis. We use this in order to derive conclusions valid in all
characteristics. This will be illustrated in more detail in Section 5.
The procedure only gives those algebras without central components. So we have
to add the algebras obtained by taking the direct sum of a smaller-dimensional
algebra with a nil-algebra (that has trivial multiplication).
2.2. Notation and terminology. The base field of all algebras will be denoted
F . Furthermore, F ∗ is the set of nonzero elements of F .
Let A be an associative algebra with basis elements a1, . . . , an. Then by ∆ai,aj
we denote the bilinear map A× A→ F with ∆ai,aj (ak, al) = 1 if i = k and j = l,
and otherwise it takes the value 0.
Throughout the basis elements of the algebras will be denoted by the letters
a, b, . . .. We specify an algebra by an expression in angled brackets. First we list
the basis elements, and then the nonzero products among the basis elements. For
example:
A = 〈a, b, c | a2 = b2 = c〉
specifies the algebra with basis a, b, c, with a2 = b2 = c and the other products
among the basis elements are zero.
Let A be a nilpotent associative algebra, M = H2(A,F ), G = Aut(A). The
main problem that we will be dealing with is to list the orbits of G on the set
of s-dimensional usable subspaces of M . (In fact, we will always have s = 1 or
s = 2.) These subspaces correspond to points in the Grassmannian Gr(M, s) of
s-dimensional subspaces of M . We say that two such points are conjugate if they
lie in the same G-orbit.
Often we will be dealing with a Grassmannian of 1-dimensional subspaces. In
that situation we say that θ1, θ2 ∈M are conjugate if there is a φ ∈ G and a λ ∈ F ∗
such that φθ1 = λθ2.
3. The list of nilpotent associative algebras of dimension 4
In this section we give the list of 4-dimensional nilpotent associative algebras.
The list consists of single algebras and of parametrized series of algebras. The latter
are followed by restrictions on the parameters, on the ground field, and by a precise
description of the isomorphisms that exist between different members of the series.
The algebras A4,k, A4,l for k 6= l are not isomorphic.
• A4,1 = 〈a, b, c, d |〉.
• A4,2 = 〈a, b, c, d | a2 = b〉.
• Aδ4,3 = 〈a, b, c, d | a2 = c, b2 = δc〉, δ 6= 0, Aδ4,3 ∼= Aǫ4,3 if and only if there
is a ν ∈ F ∗ with δ = ν2ǫ.
• Aδ4,4 = 〈a, b, c, d | a2 = c, b2 = δc, ab = c〉,
• A4,5 = 〈a, b, c, d | ab = c, ba = −c〉.
• A4,6 = 〈a, b, c, d | a2 = b, ab = ba = c〉.
• A4,7 = 〈a, b, c, d | a2 = bc = −cb = d〉, char(F ) 6= 2.
• Aα,β4,8 = 〈a, b, c, d | a2 = d, b2 = αd, c2 = βd〉, where α, β 6= 0. We
have that Aα,β4,8
∼= Aγ,δ4,8 if and only if if and only if the quadratic forms
αx2 + βy2 + αβz2, γx2 + δy2 + γδz2 are equivalent.
• Aα,β4,9 = 〈a, b, c, d | a2 = αd, b2 = d, bc = d, c2 = βd〉, where α 6= 0,
Aα,β4,9
∼= Aγ,δ4,9 (α, γ 6= 0) if and only if β = δ and there are s, t ∈ F with
t2 − st+ δs2 = α
γ
.
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• Aα4,10 = 〈a, b, c, d | a2 = d, ab = d, b2 = αd, bc = d, cb = d〉; if char(F ) 6= 2
then Aα4,10
∼= A04,10; if char(F ) = 2 then Aα4,10 ∼= Aβ4,10 if and only if there is
a T ∈ F with T 2 + T + α+ β = 0.
• A4,11 = 〈a, b, c, d | a2 = d, ab = d, cb = d, c2 = −d〉.
• A4,12 = 〈a, b, c, d | a2 = b, ab = ba = d, ac = d, c2 = d〉.
• A4,13 = 〈a, b, c, d | a2 = b, ab = ba = d, c2 = d〉.
• A4,14 = 〈a, b, c, d | a2 = b, ab = ba = d, ac = d〉.
• A4,15 = 〈a, b, c, d | a2 = b, ab = ba = c, b2 = ac = ca = d〉.
• A4,16 = 〈a, b, c, d | a2 = c, ba = d〉.
• Aδ4,17 = 〈a, b, c, d | a2 = c, ab = ba = d, b2 = δc + d〉, char(F ) = 2, Aδ4,17 ∼=
Aǫ4,17 if and only if there is a T ∈ F with T 2 + T + δ + ǫ = 0.
• Aδ4,18 = 〈a, b, c, d | a2 = c, ab = d, ba = −d, b2 = δc〉. If char(F ) 6= 2 then
Aδ4,18
∼= Aǫ4,18 if and only if there is a ν ∈ F ∗ with ǫ = ν2δ. If char(F ) = 2
Aδ4,18
∼= Aǫ4,18 if and only if there are u, v, x, y ∈ F with uy + vx 6= 0,
u2 + v2δ 6= 0 and ǫ = x2+y2δ
u2+v2δ .
• Aδ4,19 = 〈a, b, c, d | a2 = c, ab = d, ba = c + d, b2 = δc〉; char(F ) = 2 and
Aδ4,19
∼= Aǫ4,19 if and only if there is a T ∈ F with T 2 + T + δ + ǫ = 0.
• A4,20 = 〈a, b, c, d | a2 = c, ab = d, ba = c〉.
• Aδ4,21 = 〈a, b, c, d | a2 = c, ab = d, ba = δd〉, δ 6= −1.
• A4,22 = 〈a, b, c, d | a2 = c, ab = d, ba = c+ d, b2 = c〉, F = F3.
• Aδ4,23 = 〈a, b, c, d | a2 = c, ab = ba = d, b2 = −δc〉, δ 6= 0, char(F ) 6= 2 and
Aδ4,23
∼= Aǫ4,23 if and only if there is a ν ∈ F ∗ with ǫ = ν2δ.
• A4,24 = 〈a, b, c, d | a2 = c, ab = d, ba = −c, b2 = c〉, char(F ) 6= 2.
• Aα,β,γ4,25 = 〈a, b, c, d | a2 = c, ab = d, ba = −βc+ αd, b2 = −γc〉, char(F ) 6= 2,
α 6= ±1, γ 6= 0, σ2 6= −γ, where σ = β1−α . Furthermore, Aα,β,γ4,25 ∼= Aα
′,β′,γ′
4,25
if and only if there are ϕ, ν ∈ F ∗ with (σ′)2 + γ′ = ϕ2(σ2 + γ) (where
σ′ = β
′
1−α′ ), γ = ν
2γ′ and, setting ψ = νϕ, letting ω1 = ±1 be such that
−ω1 6= 1+α1−αψ and defining
λ =
ψ(1 + α)− ω1(1 − α)
ψ(1 + α) + ω1(1 − α) and µ = σ
′(1− λ),
we have α′ = λ, β′ = µ or α′ = λ−1, β′ = −µλ−1.
• Aα,β,γ4,26 = 〈a, b, c, d | a2 = c, ab = d, ba = βc + αd, b2 = γc〉, char(F ) = 2,
α 6= 1, γ 6= 0. Furthermore, Aα,β,γ4,26 ∼= Aα
′,β′,γ′
4,26 if and only if there is a
ν ∈ F ∗ with γ = ν2γ′ and σ = νσ′ (where σ = β1+α , σ′ = β
′
1+α′ ), and a
h ∈ Hα,β,γ with 11+α′ = 11+α + h, where
Hα,β,γ = {σuv + γv
2
u2 + γv2
| u, v ∈ F and u2 + γv2 6= 0},
which is an additive subgroup of F .
Remark 3.1. The algebras A4,k, 1 ≤ k ≤ 6 and A04,17, A−14,23 are decomposable
(i.e., they are direct sums of ideals). The others are not.
Remark 3.2. As remarked in Section 1, many details of the proof of the correctness
of this list have been taken from [9]. There are, however, also some differences in
the final result. It appears that in [9] it is stated that Aα,β4,8
∼= Aγ,δ4,8 if and only
if the quadratic forms x2 + αy2 + βz2, x2 + γy2 + δz2 are equivalent, which is
different from the condition obtained here. Furthermore, the algebras Aα,β4,8 such
that x2 + αy2 + βz2 has a nontrivial zero, are omitted. I can only explain that
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by the fact that in [9] only the indecomposable algebras are classified. However,
the algebras Aα,β4,8 are not decomposable, regardless of the existence of a zero of
x2 + αy2 + βz2. In [9] it is claimed that Aα,β4,9
∼= Aγ,δ4,9 if and only if β = δ and
α = ν2γ for some ν ∈ F ∗. This is sufficient but not necessary. Finally, in [9] the
classification is presented using sets that precisely parametrize the non-isomorphic
algebras. For example, we have Aδ4,3 for δ ∈ F ∗/(F ∗)2. Here we have stated the
conditions under which two algebras are isomorphic, as this helps in solving the
isomorphism problem and also immediately characterizes the parameter sets (like
F ∗/(F ∗)2. For this we have taken the analysis of the isomorphism of the algebras
Aα,β,γ4,23 one step further than in [9].
4. Dimensions 1 and 2
There is only one nilpotent algebra of dimension 1: it is spanned by a, and
a2 = 0. We denote it by A1,1.
Now H2(A1,1, F ) is spanned by ∆a,a. So we get two nilpotent algebras of di-
mension 2, corresponding to θ = 0 and θ = ∆a,a respectively. They are A2,1, which
is spanned by a, b, and all products are zero, and
A2,2 = 〈a, b | a2 = b〉.
5. Dimension 3
In this section we classify nilpotent associative algebras of dimension 3, over any
field.
First we get the algebras that are the direct sum of an algebra of dimension 2
and a 1-dimensional ideal, isomorphic to A1,1, spanned by c. We denote them A3,1
(all products zero), and
A3,2 = 〈a, b, c | a2 = b〉.
There are no 2-dimensional central extensions ofA1,1. So we consider 1-dimensional
central extensions of A2,1. HereH
2(A2,1, F ) consists of θ = α∆a,a+β∆a,b+γ∆b,a+
δ∆b,b. The automorphism group consists of all
φ =
(
u x
v y
)
, with uy − vx 6= 0.
Write φθ = α′∆a,a + · · ·+ δ′∆b,b. Then
α′ = u2α+ uvβ + uvγ + v2δ
β′ = uxα+ uyβ + vxγ + vyδ
γ′ = uxα+ vxβ + uyγ + vyδ
δ′ = x2α+ xyβ + xyγ + y2δ.
We distinguish a few cases.
Case 1: suppose that there are f ∈ A2,1 with θ(f, f) 6= 0. Then we may assume
that α 6= 0, and we can divide to get α = 1. Choose u = y = 1, v = 0, x = −γ to
get γ′ = 0 and α′ = 1. So we may assume that α = 1 and γ = 0. Choose x = v = 0,
u = 1; this leads to α′ = 1, γ′ = 0, and β′ = yβ. We can still freely choose y 6= 0.
So we are left with two cases: β = 0, 1.
Case 1a. If β = 0, then we get the cocycles θ1δ = ∆a,a + δ∆b,b. If we choose
x = v = 0, u = 1, then α′ = 1, γ′ = β′ = 0 and δ′ = y2δ. So we see that θ1δ and
θ1
y2δ
are conjugate for any y 6= 0. In order to show the converse let φ be as above.
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Then φθ1δ = λθ
1
ǫ (for some λ ∈ F ∗) amounts to the following polynomial equations
f1 := u
2 + v2δ − λ = 0,
f2 := ux+ vyδ = 0,
f3 := x
2 + y2δ − λǫ = 0.
To these we add
f4 := D(uy − vx)− 1 = 0,
which ensures that detφ 6= 0.
Now a reduced Gro¨bner basis of the ideal generated by f1, . . . , f4 contains the
polynomials u2ǫ − y2δ, and v2δǫ − x2. Using Magma it is not only possible to
compute this Gro¨bner basis, but also to write its elements in terms of the fi. In
this case we have
u2ǫ − y2δ = (Dvxǫ + ǫ)f1 + (Dxyβ −Duvǫ)f2 − (Dvxβ + 1)f3 + (v2δǫ− x2)f4
v2δǫ− x2 = −Dvxǫf1 + (Duvǫ−Dxy)f2 +Dvxf3 − (v2δǫ − x2)f4.
We see that the coefficients that appear all lie in Z; so these equations are valid
over any field F . Hence if there is a φ ∈ Aut(A2,1) with φθ1δ = λθ1ǫ , then there are
u, v, x, y ∈ F with u2ǫ − y2δ = v2δǫ − x2 = 0 and uy − vx 6= 0. This implies that
there exists y ∈ F ∗ with δ = y2ǫ. The conclusion is that θ1δ and θ1ǫ are conjugate if
and only if there is a y ∈ F ∗ with δ = y2ǫ.
Case 1b. If β = 1, then we get the cocycles θ2δ = ∆a,a +∆a,b+ δ∆b,b. Note that
these cannot be Aut(A2,1)-conjugate to a θ
1
δ as the latter is symmetric. Also here
we use a Gro¨bner basis calculation, of which we do not give all the details. In this
case when we write the polynomial equations that are equivalent to φθ2δ = λθ
2
ǫ and
compute a Gro¨bner basis, then we find that it contains δ − ǫ. Also, writing δ − ǫ
in terms of the initial polynomials (as above) we conclude that this is valid over all
fields. So, in this case θ2δ and θ
2
ǫ are conjugate if and only if δ = ǫ.
Case 2: θ(f, f) = 0 for all f ∈ A2,1. In that case, α = δ = 0 and β = −γ. So,
after dividing we may assume β = 1, γ = −1, and we get θ3 = ∆a,b − ∆b,a. We
have that φθ3 is a multiple of θ3. Hence it is not conjugate to any of the previous
cocycles.
So we get the nonzero cocycles θ1δ , θ
2
δ , and θ
3. For the first we need δ 6= 0,
otherwise b lies in the radical. This leads to the algebras:
Aδ3,3 = 〈a, b, c | a2 = c, b2 = δc〉, δ 6= 0,
Aδ3,4 = 〈a, b, c | a2 = c, b2 = δc, ab = c〉,
A3,5 = 〈a, b, c | ab = c, ba = −c〉.
From the above discussion it follows that Aδ3,3 is isomorphic to A
ǫ
3,3 if and only if
there is an y ∈ F ∗ with δ = y2ǫ.
Next we consider 1-dimensional central extensions of A2,2. Here we get that
Z2(A2,2, F ) is spanned by ∆a,a and ∆a,b+∆b,a. Moreover, B
2(A2,2, F ) is spanned
by ∆a,a. So we get only one cocycle θ = ∆a,b +∆b,a, yielding the algebra
A3,6 = 〈a, b, c | a2 = b, ab = ba = c〉.
Concluding, we have the following nilpotent 3-dimensional algebras: A3,1, A3,2,
Aδ3,3, where δ ∈ F ∗/(F ∗)2, Aδ3,4, where δ ∈ F , A3,5, A3,6. So over an infinite field
there is an infinite number of them, wheras over Fq there are q + 6 for q odd, and
q + 5 for q even.
Remark 5.1. By inspection it is seen that we have obtained the same classification
as in [9], Theorem 2.3.6.
8 WILLEM A. DE GRAAF
6. Nilpotent algebras of dimension 4
First we get the algebras that are the direct sum of a 3-dimensional algebra, and
A1,1. This way we get the algebras A4,i, 1 ≤ i ≤ 6.
Next we consider the 1-dimensional central extensions of the algebras A3,i, 1 ≤
i ≤ 6. Staightforward calculations show that a θ ∈ Z2(A3,i, F ), for i = 3, 4, 5, alwas
has c ∈ θ⊥. So those algebras do not yield anything. For each remaining case we
have a subsection.
Finally, A2,2 does not have 2-dimensional central extensions, so we are left with
determining the 2-dimensional central extensions of A2,1, which is done in Section
6.4.
6.1. 1-dimensional central extensions of A3,1. Let B = (e1, e2, e3) be an or-
dered basis of A3,1. Then H
2(A3,1, F ) consists of all θ =
∑3
i,j=1 γi,j∆i,j , where
∆ij, = ∆ei,ej . We let [θ]B denote the 3 × 3-matrix (γi,j). To ease notation a bit,
on many occasions we will just identify θ with [θ]B.
We have that θ1, θ2 ∈ H2(A3,1, F ) are conjugate if and only if there is a basis
B′ of A3,1 and a nonzero λ ∈ F with [θ1]B = λ[θ2]B′ . This is equivalent to the
existence of a nonsingular 3× 3-matrix M with M [θ1]BMT = λ[θ2]B.
Let θ ∈ H2(A3,1, F ). We distinguish a few cases. Case 1: θ(a, a) = 0 for all
a ∈ A3,1. This means that θ is an alternate bilinear form. By [8], Chapter V,
Theorem 7, there is a basis B of A3,1 such that [θ]B is block diagonal with blocks(
0 1
−1 0
)
, or 0. Hence θ has a nonzero radical. Therefore the space spanned by θ is
not useful.
Case 2: there are a ∈ A3,1 with θ(a, a) 6= 0. Then there is a basis B = (e1, e2, e3)
of A3,1 with θ(e1, e1) 6= 0. After dividing, we may assume that θ(e1, e1) = 1. As
above, let γi,j = θ(ei, ej). Set e
′
1 = e1, e
′
2 = e2 − γ2,1e1, e′3 = e3 − γ3,1e1. Then
θ(e′1, e
′
1) = 1 and θ(e
′
2, e
′
1) = θ(e
′
3, e
′
1) = 0. So we may assume that γ2,1 = γ3,1 = 0.
Case 2a: γ1,2 = γ1,3 = 0. Let U be the subspace of A3,1 spannned by e2, e3.
Case 2aa: θ(u, u) = 0 for all u ∈ A3,1. Then γ2,2 = γ3,3 = 0 and γ2,3 = −γ3,2 = α.
We may assume that α 6= 0, as otherwise θ has nonzero radical. Set e′1 = αe1,
e′2 = αe2, e
′
3 = e3. The matrix of θ with respect to this basis is α
2 times
θ1 =
(
1 0 0
0 0 1
0 −1 0
)
,
yielding the algebra A4,7.
Case 2ab: there are u ∈ U with θ(u, u) 6= 0. Then we may assume that γ2,2 6= 0.
By setting e′1 = e1, e
′
2 = e2, e
′
3 = γ3,2e2 − γ2,2e3 we see that we may assume that
γ3,2 = 0. If γ2,3 = 0 as well then we have the cocycles
θ2α,β =
(
1 0 0
0 α 0
0 0 β
)
, where α, β 6= 0.
giving the algebras Aα,β4,8 .
If γ2,3 6= 0 then we set e′1 = e1, e′2 = γ−12,3γ2,2e2, e′3 = e3, showing that we may
suppose that γ2,3 = γ2,2. After dividing by γ2,2 we get
θ3α,β =
(
α 0 0
0 1 1
0 0 β
)
, where α 6= 0,
which gives the algebras Aα,β4,9 .
We now consider the conjugacy relations between the cocycles we have obtained
thus far.
If the characteristic is not 2, then θ1 is not conjugate to θ2α,β (as the latter is
symmetric), or θ3α,β (this is seen by a Gro¨bner basis computation). However, if the
characteristic is 2, then by setting e′1 = e1 + e2, e
′
2 = e1 + e3, e
′
3 = e1 + e2 + e3 it is
seen that θ1 is conjugate to θ21,1.
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Since θ2α,β is symmetric, it is not conjugate to θ
3
γ,δ. However, among the θ
2
α,β
there can be conjugate pairs, as explained by the following lemma. For the termi-
nology and notation relative to quadratic forms and quaternion algebras we refer
to [12].
Lemma 6.1. Let α, β, γ, δ ∈ F ∗. Then θ2α,β and θ2γ,δ are conjugate if and only
if the quadratic forms αx2 + βy2 + αβz2, γx2 + δy2 + γδz2 are equivalent. If the
characteristic is not 2 then this holds if and only if the quaternion algebras
(
−α,−β
F
)
,(
−γ,−δ
F
)
are isomorphic.
Proof. We start by showing the first equivalence. Write Xα,β =
1
αβ
θ2α,β . Suppose
that there is a nonsingular 3 × 3-matrix M and λ ∈ F ∗ with Mθ2α,βMT = λθ2γ,δ.
By taking determinants it follows that λ γδ
αβ
= ν2 for some ν ∈ F ∗. Set N = 1
ν
M ,
then NXα,βN
T = Xγ,δ, implying that
1
α
x2 + 1
β
y2 + 1
αβ
z2, 1
γ
x2 + 1
δ
y2 + 1
γδ
z2 are
equivalent. Obviously, these two quadratic forms are equivalent to the ones given
in the lemma.
Conversely, if αx2 + βy2 + αβz2, γx2 + δy2 + γδz2 are equivalent then there
is a nonsingular 3 × 3-matrix M with MXα,βMT = Xγ,δ. But that implies that
Mθ2α,βM
T = αβ
γδ
θ2γ,δ.
The second equivalence follows from [12], 57:8. 
We have that θ3α,β is conjugate to θ
3
γ,δ (α, γ 6= 0) if and only if β = δ and there
are s, t ∈ F with t2 − st + δs2 = α
γ
. The necessity of this condition is readily
established by a Gro¨bner basis computation. Conversely, let B = (e1, e2, e3) be a
basis of A3,1 such that
[θα,β]B =
(
α 0 0
0 1 1
0 0 β
)
.
Suppose that β = δ and let s, t ∈ F be given satisfying the above condition.
Set e′1 = e1, e
′
2 = (t − s)e2 + se3, e′3 = −sδe2 + te3. With B′ = (e′1, e′2, e′3) we
have that [θα,β ]B′ =
α
γ
[θγ,δ]B. If the characteristic of F is not 2, then by viewing
t2 − st+ δs2 = α
γ
as an equation in t, and by considering its discriminant, one sees
that the existence of s, t satisfying this equation, is equivalent to the existence of
x, y ∈ F with x2 + (4δ − 1)y2 = 4α
γ
.
Case 2b: at least one of γ1,2, γ1,3 is nonzero. After possibly interchanging e2, e3
we may assume that γ1,2 6= 0. By setting e′1 = e1, e′2 = 1γ1,2 e2, e′3 = e3 it follows
that we may assume that γ1,2 = 1. Then by setting e
′
1 = e1, e
′
2 = e2, e
′
3 = e3−γ1,3e2
we see that we may assume that γ1,3 = 0.
Case 2ba: γ2,3 = γ3,2. If γ2,3 = 0 then set e
′
1 = e3, e
′
2 = e1, e
′
3 = e2, and
we are back in Case 2a. Furthermore, if γ3,3 6= 0 then we set e′1 = e3, e′2 =
e1 + γ3,3e2 − γ2,3e3, e′3 = γ3,3e2 − γ2,3e3, showing that again we are back in Case
2a. So we may assume that γ2,3 6= 0, γ3,3 = 0. Then we set e′1 = e1, e′2 = e2,
e′3 =
1
γ2,3
e3, showing that we may assume that γ2,3 = 1. We obtain the cocycles
θ4α =
(
1 1 0
0 α 1
0 1 0
)
,
yielding the algebras Aα4,10. By Gro¨bner basis computations it is seen that θ
4
α is
not conjugate to θi, i = 1, 2, 3. If the characteristic of F is not 2, then by setting
e′1 = e1, e
′
2 = e2 − 12αe3, e′3 = e3, we see that θ4α is conjugate to θ40 . If the
characteristic is 2, then θ4α, θ
4
β are conjugate if and only if there is a T ∈ F with
T 2 + T + α + β = 0. The necessity of this condition is established by a Gro¨bner
basis computation. Conversely, if such a T ∈ F exists, then set e′1 = e1 + Te3,
e′2 = Te1 + e2, e
′
3 = e3.
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Case 2bb: γ2,3 6= γ3,2. By setting e′1 = e1, e′2 = e2, e′3 = 1γ2,3−γ3,2 e3 we see
that we may assume that γ2,3 − γ3,2 = 1. If γ3,3 6= −1 then we set e′1 = e1 + e3,
e′2 = −γ2,3e1 + e2, e′3 = −γ3,3e1 + e3, and get θ(e′2, e′1) = θ(e′3, e′1) = θ(e′1, e′2) =
θ(e′1, e
′
3) = 0, and θ(e
′
1, e
′
1) = γ3,3 + 1 6= 0. So here we are back in Case 2a. If
γ3,3 = −1 then set e′1 = −e1, e′2 = −e2 − γ2,3e3, e′3 = e3, from which it is seen
that we may assume that γ2,3 = 0, γ3,2 = 1 as well. If γ2,2 6= 0 then set e′1 = e2,
e′2 = e2 − γ2,2e1, e′3 = e1 − e3. The matrix of θ with respect to this basis is γ2,2
times ( 1 1 0
0 γ2,2 −1
0 −1 0
)
,
so that we are back in Case 2ba. If γ2,2 = 0 then we obtain
θ5 =
(
1 1 0
0 0 0
0 1 −1
)
,
yielding A4,11. Gro¨bner basis computations show that θ
5 is not conjugate to the
cocycles seen before.
6.2. 1-dimensional central extensions of A3,2. We have that H
2(A3,2, F ) con-
sists of θ = α1(∆a,b + ∆b,a) + α2∆a,c + α3∆c,a + α4∆c,c. Furthermore the auto-
morphism group consists of
φ =

a11 0 0a21 a211 a23
a31 0 a33

 .
Writing φθ = α′1(∆a,b +∆b,a) + α
′
2∆a,c + α
′
3∆c,a + α
′
4∆c,c we have
α′1 = a
3
11α1
α′2 = a11a23α1 + a11a33α2 + a31a33α4
α′3 = a11a23α1 + a11a33α3 + a31a33α4
α′4 = a
2
33α4.
We need α1 6= 0 and (α4 6= 0 or α2 6= α3) in order to have θ⊥ ∩ C(A3,2) = 0.
So after dividing we may asume α1 = 1. Choose a31 = 0, a11 = 1 and a23 = −α3.
Then α′1 = 1, α
′
3 = 0. So we may assume α3 = 0.
First suppose that α4 6= 0. Setting a11 = a33 = α4, and the other aij equal to
0, we obtain α′1 = α
′
4 = α
3
4, α
′
3 = 0. After dividing by α
3
4 we see that we may
assume that α4 = 1 as well. If α2 6= 0 then we set a22 = α22, a33 = α32, and the
other aij equal to 0, leading to α
′
1 = α
′
2 = α
′
4 = α
3
2. Again, after dividing, we
conclude that we may assume that α1 = α2 = α4 = 1. So we get two cocycles,
∆a,b + ∆b,a + ∆a,c + ∆c,c, ∆a,b + ∆b,a + ∆c,c, yielding the algebras A4,12, A4,13.
These are not conjugate, as one is symmetric and the other is not.
Second, suppose that α4 = 0. Then α2 6= α3 implies that α2 6= 0. Set a23 = 0,
a11 = 1, a33 =
1
α2
, showing that θ is conjugate to ∆a,b + ∆b,a + ∆a,c. It is not
conjugate to the previous ones, as cocycles with α4 6= 0 are not conjugate to cocycles
with α4 = 0. This leads to the algebra A4,14.
6.3. 1-dimensional central extensions of A3,6. Here H
2(A3,6, F ) is spanned by
∆b,b +∆a,c +∆c,a. So in this case we get only one algebra, A4,15.
6.4. 2-dimensional central extensions of A2,1. Let H = H
2(A2,1, F ) which
consists of all linear maps A2,1 → F . It is straightforward to see that every 2-
dimensional subspace ofH is usable. Therefore the 2-dimensional central extensions
of A2,1 are parametrized by the 2-dimensional subspaces of H .
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Let a, b be a fixed basis of A2,1. Then ∆a,a, ∆a,b, ∆b,a, ∆b,b form a basis of H .
The 2-dimensional subspaces are identified in the usual way with the points of a
Grassmannian in P(H ∧H) (cf., [16], §I.4.1). In H ∧H we use the basis
∆a,a ∧∆a,b,∆a,a ∧∆b,a,∆a,a ∧∆b,b,∆a,b ∧∆b,a,∆a,b ∧∆b,b,∆b,a ∧∆b,b
(in that order). We write the homogeneous coordinates of a point in P(V ∧ V ),
with respect to that basis, as [α1, . . . , α6]. By mapping the subspace with basis
θ1, θ2 ∈ H to the point θ1 ∧ θ2 ∈ P(H ∧H), we obtain a bijection from the set of
2-dimensional subspaces to the variety X of points [α1, . . . , α6] ∈ P(H ∧ H) with
α1α6 − α2α5 + α3α4 = 0.
We have that Aut(A2,1) = GL(A2,1). Moreover, Aut(A2,1) acts on H (see Sec-
tion 2), and hence on X . Moreover, by Proposition 2.2, the isomorphism classes
of 2-dimensional central extensions of A2,1 correspond bijectively to the orbits of
Aut(A2,1) on X .
As in Section 5 we write an element of Aut(A2,1) as φ = (
u x
v y ) with uy− vx 6= 0.
Let α = [α1, . . . , α6] ∈ P(H ∧H), then φ(α) = [β1, . . . , β6] with
(1)
β1 = u
2α1 + uvα3 − uvα4 + v2α6
β2 = u
2α2 + uvα3 + uvα4 + v
2α5
β3 = uxα1 + uxα2 + (uy + vx)α3 + vyα5 + vyα6
β4 = −uxα1 + uxα2 + (uy + vx)α4 + vyα5 − vyα6
β5 = x
2α2 + xyα3 + xyα4 + y
2α5
β6 = x
2α1 + xyα3 − xyα4 + y2α6.
Let M be a subspace of H with basis θ1, θ2. If θi(m,m) = 0 for all m ∈ A2,1,
i = 1, 2, then both θi are equal to a scalar multiple of ∆a,b −∆b,a, and therefore
cannot be linearly independent. It follows that we may assume that θ1(a, a) = 1,
and after subtracting a scalar multiple of θ1 from θ2, that θ2(a, a) = 0. Represent
the elements of H by their matrices with respect to the basis a, b of A2,1. Let X
be the set of 2-dimensional subspaces with basis θ1 =
(
1 α
β γ
)
, θ2 =
(
0 δ
ǫ η
)
. We have
just seen that every 2-dimensional subspace of H has a Aut(A2,1)-conjugate in X .
Furthermore, the basis θ1, θ2 as above, corresponds to the point in P(H ∧H) with
coordinates
(2) [δ, ǫ, η, αǫ− βδ, αη − γδ, βη − γǫ].
By X̂ we denote the image of X in X . Then X̂ is exactly the set of points α =
[α1, . . . , α6] ∈ X with (α1, α2, α3) 6= (0, 0, 0). We use (2) to translate a point of X̂
to an algebra. In this section we only deal with points in X̂ , whereas in Section 3
we only have algebras.
Lemma 6.2. Set X̂1 = {α ∈ X̂ | α1 6= 0}. Then an α ∈ X̂ is conjugate to an
element of X̂1, or to [0, 1, 0, 0, 0, 0]. Moreover, the latter point is not conjugate to
an element of X̂1.
Proof. Let α ∈ X̂, and suppose that no Aut(A2,1)-conjugate of α has first coor-
dinate nonzero. In particular α1 = 0 and the first coordinate of φ(α) is uv(α3 −
α4) + v
2α6. Therefore, α3 = α4 and α6 = 0. It follows that α2α5 = α
2
3. Hence
α2 6= 0 as otherwise α 6∈ X̂. It follows that α = [0, 1, ξ, ξ, ξ2, 0]. Choose u = 1,
v = 0, y = 1, x = −ξ. Then φ(α) = [0, 1, 0, 0, 0, 0]. The conclusion is that if α ∈ X̂
has the property that none of its conjugates has first coordinate nonzero, then α is
conjugate to [0, 1, 0, 0, 0, 0]. The last statement is obvious from (1). 
12 WILLEM A. DE GRAAF
In the remainder of this section we study the orbits with representatives in X̂1.
Since we may divide the homogeneous coordinates of a point in P(V ∧ V ) by a
nonzero scalar, we may assume that the first coordinate of a point in X̂1 has first
coordinate equal to 1.
Lemma 6.3. Set X̂1,0 = {α ∈ X̂1 | α3 = 0}. Let α ∈ X̂1. Then α is conjugate
to an element of X̂1,0 unless the characteristic of F is 2 and α1 = α2, α3 6= 0
and α4 = 0, in which case α is conjugate to pδ = [1, 1, 1, 0, δ, δ]. A point pδ is not
conjugate to points of X̂1,0, and pδ, pǫ are conjugate if and only if there is a T ∈ F
with T 2 + T + δ + ǫ = 0.
Proof. Let α = [α1 = 1, α2, . . . , α6] ∈ X̂1. Since α ∈ X , α6 = α2α5 − α3α4.
Suppose α3 6= 0. Write φ(α) = [β1, . . . , β6] as in (1). Then β1 = u2 + uvα3 −
uvα4+v
2(α2α5−α3α4) and β3 = ux(1+α2)+(uy+vx)α3+vy(α5+α2α5−α3α4).
If α2 6= −1 then choose v = 0, u = y = 1, x = − 11+α2α3, so that β1 = 1, β3 = 0.
Suppose α2 = −1, α4 6= 0. Then β3 = (uy + vx − vyα4)α3. If α5 6= 0 then set
x = 0, y = u = 1, v = 1
α4
. Then β3 = 0 and β1 = −α5α−24 6= 0. If α5 = 0 then set
u = 0, v = x = 1, y = 1
α4
. Then β3 = 0, β1 = −α3α4 which is nonzero. If α2 = −1
and α4 = 0 then we have to choose u, v, x, y such that uy + vx = 0, uy − vx 6= 0,
β1 = u
2 + uvα3 − v2α5 6= 0. If the characteristic is not 2, then this clearly can be
done. Indeed, set v = 1, x = 12 , u 6= 0 a non-zero of u2 + α3u− α5 (note that since
we assume α3 6= 0 such a u always exists even if F is the field of three elements),
y = − 12u . If the characteristic is 2, then if α3 6= 0, α2 = 1, α4 = 0, by choosing
u = 1, v = 0, y = 1
α3
we obtain β1 = β2 = β3 = 1, β4 = 0.
By (1), the polynomial equations equivalent to φpδ = λpǫ amount to
u2 + uv + v2δ + uy + vx = 0
x2 + xy + y2δ + (uy + vx)ǫ = 0
uy + vx 6= 0.
We claim that the above equations have a solution over F if and only if there is a
T ∈ F with T 2+ t+ δ+ ǫ = 0 Indeed, if we have such a T then we set v = 0, x = T
and u = y = 1 and obtain a solution. Conversely, the (reduced) Gro¨bner basis of
the ideal generated by the above polynomials (where we replace the last inequality
by the polynomial D(uy + vx) + 1) contains the polynomials
(u+ y)2 + v(u+ y) + v2(δ + ǫ)
v2ǫ2 + vyǫ + x2 + xy + y2(δ + ǫ).
So if a solution exists then those polynomials have to vanish as well. If the
solution has v 6= 0 then we divide the first polynomial by v2 and get T = u+y
v
. If
v = 0 then y 6= 0 and from the second polynomial we find T = x
y
. 
Let α ∈ X̂1,0; we may assume that α1 = 1, and hence α6 = α2α5. Write
β = φ(α) as above. If α2 = −1 then β2 = −β1, so that, after dividing by β1 we also
have β2 = −1. Therefore an α ∈ X̂1,0 with α1 = 1 and α2 = −1 is not conjugate
to α′ ∈ X̂1,0 with α′1 = 1 α′2 6= −1.
Lemma 6.4. Let the characteristic be different from 2. Let α ∈ X̂1,0 with α1 = 1,
α2 = −1. Then α is conjugate to qδ = [1,−1, 0, 0, δ,−δ]. Moreover, qδ, qǫ are
conjugate if and only if there is a ν ∈ F ∗ with ǫ = ν2δ.
Proof. Again write β = φ(α), as in (1). Then β3 = 0. Furthermore, β4 = −2ux+
(uy + vx)α4 + 2vyα5. By taking v = 0, u = y = 1, x =
1
2α4 we obtain β4 = 0. So
α is conjugate to qδ. Write β = φ(qδ). Then β1 = u
2 − δv2, β2 = −β1, β3 = 0,
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β4 = −2ux+2δvy, β5 = −x2+ δy2. Hence pδ is conjugate to pǫ if and only if there
are u, v, x, y with uy−vx 6= 0, u2− δv2 6= 0, ux− δvy = 0, −x2+ δy2 = (u2− δv2)ǫ.
A Gro¨bner basis of the ideal generated by these polynomials contains u2ǫ − y2δ,
v2δǫ−x2. It follows that if pδ, pǫ are conjugate, then there is a nonzero ν ∈ F with
ǫ = ν2δ. The converse is straightforward, by setting v = x = 0, y = 1, u = 1
ν
. 
Lemma 6.5. Let the base field have characteristic 2. Let α ∈ X̂1,0 with α1 = α2 =
1. If α4 = 0, then α = qδ = [1, 1, 0, 0, δ, δ]. Moreover, qδ, qǫ are conjugate if and
only if there are u, v, x, y ∈ F with uy + vx 6= 0, u2 + v2δ 6= 0 and ǫ = x2+y2δ
u2+v2δ . If
α4 6= 0 then α is not conjugate to a qδ but to rδ = [1, 1, 0, 1, δ, δ]. Finally, rδ, rǫ
are conjugate if and only if there is a T ∈ F with T 2 + T + δ + ǫ = 0.
Proof. The first statement is obvious. The conjugacy condition follows directly
from the polynomials already written in the proof of the previous lemma.
Suppose that α4 6= 0, then in (1) we have β4 = (uy + vx)α4 6= 0. Therefore
α is not conjugate to a qδ. In (1) we take v = 0, u = 1, y =
1
α4
and obtain
β4 = 1. So in this case α is conjugate to rδ. By (1), rδ is conjugate to rǫ if
and only if there are u, v, x, y ∈ F with uy + vx 6= 0, uy + vx = u2 + uv + δv2,
x2+xy+δy2 = (u2+uv+δv2)ǫ. By a Gro¨bner basis computation it is seen that this
implies that v2(δ+ǫ)+v(u+y)+(u+y)2 = 0, v2ǫ2+vyδ+x2+xy+y2δ+y2ǫ = 0. As
in the proof of Lemma 6.3, this implies that there is a T ∈ F with T 2+T+δ+ǫ = 0.
Conversely, if such a T exists, then pδ, pǫ are seen to be conjugate by setting v = 0,
u = y = 1, x = T . 
Lemma 6.6. Set Ŷ = {α ∈ X̂1,0 | α1 = 1, α2 6= −1}. Let α, α′ ∈ Ŷ be conjugate.
Then there is a ν ∈ F ∗ with α′5 = ν2α5. Conversely α ∈ Ŷ is conjugate to
[1, α2, 0, να4, ν
2α5, ν
2α6] ∈ Ŷ .
Proof. Write β = φ(α) as in (1). Then β3 = (1 + α2)(ux + α5vy). Furthermore,
β1 = u
2 − uvα4 + v2α2α5, β5 = x2α2 + xyα4 + y2α5. Suppose that α is conjugate
to α′ = [1, α′2, 0, α
′
4, α
′
5, α
′
2α
′
5]. Then there are u, v, x, y ∈ F with uy − xv 6= 0,
u2−uvα4+v2α2α5 6= 0, ux+α5vy = 0, x2α2+xyα4+y2α5 = (u2−uvα4+v2α2α5)α′5.
(Of course, there are further conditions coming from β2, β4, but we ignore those.)
By a Gro¨bner basis computation it is seen that these equations imply u2α′5−y2α5 =
0, v2α5α
′
5−x2 = 0. But that implies that there is a nonzero ν ∈ F with α′5 = ν2α5.
For the converse set v = x = 0, u = 1, y = ν. 
Let Ẑ0, Ẑ1 be the sets of points of Ŷ with, respectively, fifth coordinate zero,
and fifth coordinate nonzero. Then in particular it follows that points from Ẑ0 are
not conjugate to points from Ẑ1.
Lemma 6.7. Let α ∈ Ẑ0. Then α is conjugate to [1, 0, 0,−1, 0, 0] or to [1, δ, 0, 0, 0, 0],
δ ∈ F , δ 6= 0. These points are pairwise not conjugate.
Proof. Suppose that α4 = 0 as well, and write β = φ(α) as in (1). Then β1 = u
2,
β2 = u
2α2, β3 = (1+α2)ux, β4 = ux(−1+α2), β5 = x2α2. So if [β1, . . . , β6] lies in
Ŷ , then u 6= 0 and x = 0 so that also β4 = 0. It follows that points from Ẑ0 with
fourth coordinate zero are not conjugate to points of Ẑ0 with fourth coordinate
nonzero. Moreover, it follows that [1, δ, 0, 0, 0, 0] and [1, ǫ, 0, 0, 0, 0] are conjugate if
and only if δ = ǫ. Second, if α4 6= 0 then set x = 0, u = −α4, v = α2, y = 1 + α2
and see that α is conjugate to [1, 0, 0,−1, 0, 0]. 
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Let α ∈ Ẑ1, and set β = φ(α) as before. Then
(3)
β1 = u
2 − uvα4 + v2α2α5
β2 = u
2α2 + uvα4 + v
2α5
β3 = (1 + α2)(ux+ vyα5)
β4 = ux(−1 + α2) + (uy + vx)α4 + vy(1 − α2)α5
β5 = x
2α2 + xyα4 + y
2α5
Lemma 6.8. Let α, α′ ∈ Ẑ1 be such that α5 = α′5. Then α, α′ are conjugate if and
only if there are u, v ∈ F , ǫ = ±1 with u2 + v2α5 6= 0, u2 − uvα4 + v2α2α5 6= 0,
and after setting y = ǫu, x = −ǫvα5 we have α′i = βiβ1 , where the βi are as in (3).
Proof. Suppose that α, α′ are conjugate. Write β = φ(α) as in (3) and suppose
β = α′. As seen in the proof of Lemma 6.6, uy − vx 6= 0, u2 − uvα4 + v2α2α5 6= 0
and u2α5 − y2α5 = 0, v2α25 − x2 = 0. Hence y = ǫu, x = νvα5, with ǫ, ν = ±1.
Also we must have ux+ vyα5 = 0. If uv 6= 0 then this yields ν = −ǫ. On the other
hand, if u = 0 then y = 0 and we can choose ǫ = −ν. Similarly, if v = 0 then x = 0
and we can choose ν = −ǫ. Finally, uy − vx 6= 0 translates to u2 + v2α5 6= 0. The
other direction is trivial. 
Lemma 6.9. Let α ∈ Ẑ1. If α4 6= 0 then α is conjugate to an α′ ∈ Ẑ1 with
α′2 6= 1, unless F has three elements and α5 = −1, in which case α is conjugate to
[1, 1, 0,−1,−1,−1]. On the other hand, if α2 = 1 and α4 = 0 then the characteristic
is not 2, α is not conjugate to an α′ ∈ Ẑ1 with α′2 6= 1, but to sδ = [1, 1, 0, 0, δ, δ].
We have that sδ is conjugate to sǫ if and only if there is a ν ∈ F ∗ with ǫ = ν2δ.
Proof. Suppose that α2 = 1, α4 6= 0. (By hypothesis α2 6= −1, so in particular
the characteristic is not 2.) By the previous lemma α is conjugate to an α′ ∈ Ẑ1
with α′2 6= 1 if and only if there are u, v ∈ F with −uvα4 6= uvα4 (this follows
from β1 6= β2 in (3)), 0 6= u2 + v2α5, 0 6= u2 − uvα4 + v2α5. Choose v = 1 and
u 6= 0 such that u2 6= −α5, u2 − α4u + α5 6= 0. If F has more than five elements
then such u clearly exist. If F has five elements, then it is not possible that two
nonzero elements of F are solutions of X2 = −α5, and two other nonzero elements
are solutions of X2 − α4X + α5 = 0, because α4 6= 0; so also in that case a u as
above exists. If F has three elements, then the second equation cannot have two
distinct roots as α4 6= 0 and the first equation has roots only if α5 = −1. So if
α5 6= −1 then we can find a u as above. If α5 = −1 then as |F | = 3, u = ±v and
u2 + v2α5 = 0. Hence α is not conjugate to a point with second coordinate 6= 1.
In this case, if α4 = 1 then by (3) with v = x = 0, u = 1, y = −1 we see that α is
conjugate to [1, 1, 0,−1,−1,−1]. We conclude that, if α4 6= 0 then α is conjugate
to α′ ∈ Ẑ1 with α′2 6= 1, unless |F | = 3, in which case there is an extra point.
If α2 = 1 and α4 = 0, then α = sδ. The conjugacy condition is seen in Lemma
6.6. 
Let Ŵ denote the set of α ∈ Ẑ1 with α1 = 1, α2 6= 1. For α ∈ Ŵ define
σ(α) =
α4
1− α2 .
Let α ∈ Ŵ . Then also α3 = 0, α5 6= 0. Let α′ ∈ Ŵ be such that α′5 = α5. By
Lemma 6.8, α, α′ are conjugate if and only if there are u, v ∈ F with u2+α5v2 6= 0,
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u2 − uvα4 + v2α2α5 6= 0 and
(4)
α′2 =
u2α2 + uvα4 + v
2α5
u2 − uvα4 + v2α2α5
α′4 = ǫ
2uvα5(1− α2) + (u2 − v2α5)α4
u2 − uvα4 + v2α2α5 .
Brute force verification shows that (4) implies
(5) σ(α′)2 + α5 = Ψ2(σ(α)2 + α5) with Ψ =
(α2 − 1)(u2 + v2α5)
(α2 − 1)(v2α5 − u2)− 2uvα4 .
Lemma 6.10. Suppose that the characteristic of F is not 2. Let α, α′ ∈ Ŵ .
Suppose that σ(α)2 = −α5. Then α is conjugate to [1, 0, 0, 1,−1, 0]. Furthermore,
α, α′ are conjugate if and only if σ(α′)2 = −α′5.
Proof. Choosing v = x = 0, y = 1 and u = σ(α) we obtain by (3) that β1 = u
2,
β2 = u
2α2, β3 = 0, β4 = uα4, β5 = α5. Dividing by u
2 (note that σ(α) 6= 0
by hypothesis), we see that α is conjugate to [1, α2, 0, 1 − α2,−1, 0]. Now we
use the formulas (4) (where instead of α4 we put 1 − α2, instead of α5 we put
−1). Setting u = −1, v = α2, ǫ = 1, we have u2 + α5v2 = 1 − α22 6= 0, and
u2 − uvα4 + v2α2α5 = (1 − α2)(1 + α2)2 6= 0, and α′2 = 0, α′4 = 1, showing that α
is conjugate to [1, 0, 0, 1,−1, 0].
Suppose α, α′ are conjugate. By Lemma 6.6, there is a ν ∈ F ∗ such that α5 =
ν2α′5, and moreover, α
′ is conjugate to [1, α′2, 0, να
′
4, α5, α
′
6]. By (5) this implies
that ν2σ(α′)2 + α5 = Ψ2(σ(α)2 + α5). The denominator of Ψ is
(u(α2−1)+vα4)2
α2−1 .
Hence it is zero if and only if u = vσ(α). But then u2 + α5v
2 = 0. The conclusion
is that necessarily ν2σ(α′)2 = −α5, or equivalently, σ(α′)2 = −α′5. The converse is
obvious, as σ(α′)2 = −α′5 implies that α′ is conjugate to [1, 0, 0, 1,−1, 0] as well. 
Lemma 6.11. Suppose that the characteristic of F is not 2. Let α, α′ ∈ Ŵ be
such that α5 = α
′
5. Suppose that σ(α) = σ(α
′) and σ(α)2 6= −α5. Then α, α′ are
conjugate if and only if α′2 = α2, α
′
4 = α4 or α
′
2 = α
−1
2 , α
′
4 = −α4α−12 .
Proof. If α, α′ are conjugate, then there are u, v ∈ F with u2 + α5v2 6= 0, u2 −
uvα4 + v
2α2α5 6= 0 and (4). Write σ = σ(α), σ′ = σ(α′). If ǫ = 1 then σ′ = σ
amounts to uv(σ2 + α5) = 0 so that uv = 0. If u = 0 then α
′
2 = α
−1
2 , α
′
4 =
−α4α−12 . If v = 0 then α′2 = α2, α′4 = α4. If ǫ = −1 then σ = σ′ is equivalent
to (α4u + α5(1 − α2)v)(α4v − (1 − α2)u) = 0. If the first factor vanishes then
v = −α−15 σu, and α′2 = α2, α′4 = α4. If the second factor is zero then α′2 = α−12 ,
α′4 = −α4α−12 . 
Lemma 6.12. Suppose that the characteristic of F is not 2. Let α, α′ ∈ Ŵ and
write σ = σ(α), σ′ = σ(α′). Suppose that σ2 6= −α5, (σ′)2 6= −α′5. If α, α′ are
conjugate, then there are ϕ, ν ∈ F ∗ with (σ′)2 + α′5 = ϕ2(σ2 + α5), α5 = ν2α′5.
Conversely, suppose that these conditions are satisfied, set ψ = νϕ, let ω1 = ±1 be
such that ψ − ω1 6= 2ψ1−α2 , and set
γ2 =
ψ(1 + α2)− ω1(1− α2)
ψ(1 + α2) + ω1(1− α2) and γ4 = νσ
′(1− γ2).
Then α, α′ are conjugate if and only if α′2 = γ2, να
′
4 = γ4, or α
′
2 = γ
−1
2 , να
′
4 =
−γ4γ−12 .
Proof. Suppose that α, α′ are conjugate. By Lemma 6.6 there is a ν ∈ F ∗ with
α5 = ν
2α′5, and α
′ is conjugate to [1, α′2, 0, να
′
4, α5, α
′
6]. So also α is conjugate to
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this point. By (5) there is a ψ ∈ F ∗ with ν2(σ′)2 + α5 = ψ2(σ2 + α5). Dividing by
ν2 we see that (σ′)2 + α′5 = ϕ
2(σ2 + α5) with ϕ = ψ/ν.
For the converse, define ω1 as in the statement of the lemma. Set τ = νσ
′. Then
τ2 + α5 = ψ
2(σ2 + α5).
Suppose that ψ = ω1. Then τ = ±σ. If both are zero, then α′ is conjugate to
[1, α′2, 0, 0, α5, α
′
6]. Furthermore, α = [1, α2, 0, 0, α5, α6] and γ2 = α2, γ4 = 0. So
Lemma 6.11 finishes the proof in this case.
If ψ 6= ω1 or both σ, τ are nonzero, then there is an ω2 = ±1 such that
ω1ψ(ω2τσ − α5) 6= −τ2 − α5. Set u = ω2τ + ω1ψσ, v = ω1ψ − 1. After some
manipulation it is seen that
u2 − 2uvσ − α5v2 = 2ω1ψ−1(τ2 + ω1ω2τψσ − ω1α5ψ + α5)
u2 + α5v
2 = 2(τ2 + ω1ω2τψσ − ω1α5ψ + α5)
u2 − α4uv + α2α5v2 = 12ψ−1(u2 + α5v2)(2ψ − (ψ − ω1)(1 − α2))
α2u
2 + α4uv + α5v
2 = 12ψ
−1(u2 + α5v2)(2α2ψ + (ψ − ω1)(1− α2)).
In particular we see that u2 +α5v
2 6= 0 by the choice of ω2. So these u, v define an
element φ of Aut(A2,1). By the choice of ω1 we see that u
2 − α4uv + α2α5v2 6= 0.
Write γ = φ(α). Then γ2, γ4 are given by the right hand sides of (4), and γ1 = 1,
γ3 = 0, γ5 = α5. Secondly, γ2 is given as in the statement of the lemma. Thirdly,
the factor Ψ in (5) is equal to −ω1ψ. Hence σ(γ)2 + α5 = ψ2(σ2 + α5) = τ2 + α5,
so that σ(γ) = ±τ . By choosing ǫ in (4) we can force σ(γ) = τ . This ensures that
γ4 = νσ
′(1− γ2). Furthermore, γ2 6= 1 as otherwise ω1 = 0, so we have γ ∈ Ŵ . By
Lemma 6.6, α′ is conjugate to δ = [1, α′2, 0, να
′
4, α5, δ6]. We have σ(δ) = νσ
′. Since
α, α′ are conjugate if and only if γ, δ are, Lemma 6.11 finishes the proof. 
Remark 6.13. If both choices of ω1 = ±1 are possible then it does not matter
which one is chosen. Indeed, if ω1 = 1 yields γ2, γ4, then ω1 = −1 yields γ−12 ,
−γ4γ−12 .
Lemma 6.14. Suppose that the characteristic of F is 2. Let α, α′ ∈ Ŵ and write
σ = σ(α), σ′ = σ(α′). Define
Hα = {σuv + α5v
2
u2 + α5v2
| u, v ∈ F and u2 + α5v2 6= 0}.
Then Hα is a subgroup of the additive group of F . Moreover, α, α
′ are conjugate
if and only if there is a ν ∈ F ∗ with α5 = ν2α′5, σ = νσ′ and a h ∈ Hα such that
1
1+α′
2
= 11+α2 + h.
Proof. By direct computation it is verified that Hα is a subgroup of F . Suppose
that α, α′ are conjugate. By Lemma 6.6 there is a ν ∈ F ∗ with α5 = ν2α′5 and
α′ is conjugate to δ = [1, α′2, 0, να
′
4, α5, δ6]. Let α be conjugate to γ where γ2, γ4
are the right hand sides of (4), and γ1 = 1, γ3 = 0, γ5 = α5. Because α, α
′ are
conjugate, u, v can be chosen such that γ = δ. Since the characteristic is 2, the Ψ
of (5) is 1. Hence, by the same equation, σ(α) = σ(γ) = σ(δ) = νσ′.
Now suppose that a ν satisfying the given conditions exists. Let δ, γ be as above.
If α, α′ are conjugate, u, v can be chosen such that γ = δ. But
1
1 + γ2
=
u2 + uvα4 + v
2α2α5
u2 + α5v2
· 1
1 + α2
=
1
1 + α2
+
σuv + α5v
2
u2 + α5v2
.
Conversely, if u, v ∈ F exist with u2 + α5v2 6= 0 and 11+α′
2
= 11+α2 +
σuv+α5v
2
u2+α5v2
,
then u2 + uvα4 + v
2α2α5 6= 0 because 11+α′
2
6= 0. So we can define φ with these
u, v and γ = φ(α). Then 11+α′
2
= 11+γ2 , so γ2 = α
′
2. Furthermore,
γ4
1+γ2
= σ(γ) =
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σ(α) = νσ′ = σ(δ) = να
′
4
1+α′
2
. Hence γ4 = να
′
4. It is seen that α is conjugate to δ,
and therefore to α′. 
7. The classification over specific fields
Here we give complete and irredundant lists of the 4-dimensional nilpotent asso-
ciative algebras over finite fields and over R. We comment on the classification over
algebraically closed fields (where we can get an explicit list for example if F = C)
and over Q (where we cannot obtain a fully explicit list).
7.1. Finite fields of odd characteristic. In this section F is a finite field of odd
characteristic.
Lemma 7.1. There are non-squares ξ ∈ F such that ξ − 1 is a square.
Proof. Let p be the characteristic of F . Suppose that there are i with 1 < i ≤ p− 1
that are non-squares. Then let ξ be the minimal such i. On the other hand, if there
are no such i, then −1 = p − 1 is a square. Let η ∈ F be a primitive element. If
η− 1 is a square then we can take ξ = η. If η− 1 is not a square then η− 1 = η2k+1
and η−1 − 1 = −η2k is a square, so ξ = η−1 does the job. 
Lemma 7.2. There are non-squares ξ ∈ F such that 1 − ξ is a square, unless
|F | = 3 where there is no such ξ.
Proof. Suppose that −1 is a square. Let ξ ∈ F be a non-square such that ξ − 1 is
a square (previous lemma). Then 1− ξ = −(ξ − 1) is a square as well.
Suppose that −1 is not a square. If 2 is a square then take ξ = −1. So suppose
that 2 is not a square. Suppose also that the characteristic is not 3. If 3 is not a
square then we can take ξ = 3 as −2 is a square. So suppose that 3 is a square.
But then −3 is not a square and 1− (−3) = 4 is a square.
There remains the case where the characteristic is 3 and −1 = 2 is not a square.
Suppose that F is such that there is no non-square ξ such that 1 − ξ is a square.
Let f : F → F be the map with f(α) = 1 − α. Let S be the set of squares in F ,
except 0, 1. Let N be the set of non-squares in F , except −1. Suppose that |F | > 3
so that S, N are non-empty. Then f maps N to N , and hence also S to S. If ζ ∈ S
is such that 1 + ζ ∈ S, then we ξ = −ζ is not a square with 1 − ξ a square. So
under our assumption such ζ do not exist. Define g : F → F , g(α) = 1 + α. Then
g maps S to N , and hence N to S. Let ζ ∈ N . Then 1 − ζ ∈ N , 1 + ζ ∈ S. But
then ζ2 ∈ S and f(ζ2) = (1− ζ)(1 + ζ) ∈ N , which is a contradiction. 
Proposition 7.3. Let η be a primitive element of F . Let ξ, ζ ∈ F be non-squares
such that ξ− 1, 1− ζ are squares. Fix σξ, σζ ∈ F such that σ2ξ = ξ− 1, σ2ζ = 1− ζ.
Let A be a maximal subset of F with 0 ∈ A, ±1 6∈ A, if α ∈ A, α 6= 0 then α−1 6∈ A.
Then
A4,1, A4,2, A
δ
4,3(δ = 1, η), A
δ
4,4(δ ∈ F ), A4,5, A4,6, A4,7, A1,14,8, A1,β4,9 (β ∈ F, β 6= 14 ),
A
1,
1
4
4,9 , A
η,
1
4
4,9 , A
0
4,10, A4,11, A4,12, A4,13, A4,14, A4,15, A4,16, A
δ
4,18(δ = 0, 1, η), A4,20
Aδ4,21(δ ∈ F, δ 6= −1), Aδ4,23(δ = 1, η), A4,24, Aα,0,14,25 (α ∈ A), Aα,σξ(1−α),14,25 (α ∈ A),
A
α,σζ(1−α),ζ
4,25 (α ∈ A), Aα,0,ξ4,25 (α ∈ A)
is the list of 4-dimensional nilpotent associative algebras (up to isomorphism) if
|F | > 3. If |F | = 3 then the list is obtained from the above one by adding A4,22 and
erasing A
α,σζ(1−α),ζ
4,25 (which is just one algebra in this case).
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Proof. The bulk of the list follows directly from the list in Section 3. We consider
the cases where there is something to do.
Consider the algebra A3,1 with basis a, b, c. Then A
α,β
4,8 is the 1-dimensional
central extension of A3,1 corresponding to the cocycle θα,β = ∆a,a+α∆b,b+β∆c,c.
If we replace a, b, c by a′ = δ1a, b′ = δ2b, c′ = δ3c then the coefficients of ∆a,a, ∆b,b,
∆c,c are multiplied by δ
2
1 , δ
2
2 , δ
2
3 respectively. Furthermore, multiplying θα,β by a
nonzero scalar leads to an isomorphic algebra. By these operations we can reduce
to considering two cocycles: θ1,1, θ1,η. By [12], 62:1 quadratic forms over F are
universal, so there exist a31, a32 ∈ F with a231 + a232 = η. Now set a′ = a32b+ a31c,
b′ = −a31b+ a32c, c′ = ηa. Note that they are linearly independent as a231 + a232 =
η 6= 0. Then we get that θ1,1 = η∆a′,a′ + η∆b′,b′ + η2∆c′,c′ . We see that after
dividing by η we get θ1,η. Hence of the algebras A
α,β
4,6 there remains only one: A
1,1
4,6.
As noted in Section 6.1, Aα,β4,9
∼= Aγ,δ4,9 if and only if β = δ and there are x, y ∈ F
with x2 + (4β − 1)y2 = 4α
γ
. If β 6= 14 then this equation has a solution because
quadratic forms are universal. However, if β = 14 then the algebras are isomorphic
only if α is a square times γ.
Consider the algebras Aα,β,γ4,25 and set σ =
β
1−α . These split into two classes: the
first has γ equal to a fixed square (for example 1), the second has γ equal to a
fixed non-square (for example ξ or ζ). Each class again splits into two: the first
has σ2+ γ equal to a fixed square (for example 1), and the second has σ2+ γ equal
to a fixed non-square. This leads to the listed algebras.
If |F | = 3 then the algebra A4,22 is added, but Aα,σζ(1−α),ζ4,25 is erased because
there are no non-squares ζ ∈ F such that 1− ζ is a square. 
Corollary 7.4. The number of isomorphism classes of 4-dimensional nilpotent
associative algebras over F is 5q + 20, where q = |F |.
7.2. Finite fields of even characteristic. In this section F is a finite field of
even characteristic.
Lemma 7.5. Let σ ∈ F and set
Hσ = {σuv+v2u2+v2 | u, v ∈ F, u 6= v}.
Then Hσ is an additive subgroup of F . Its index in F is 1 if σ = 0, 1, and it is 2
otherwise.
Proof. It is straightforward to see thatHσ = F if σ = 0, 1. So suppose that σ 6= 0, 1.
Define G = {(u, v) ∈ F × F | u 6= v}. Then G is a group with group operation
(u1, v1)+(u2, v2) = (u1u2+v1v2, u1v2+v1u2). (Indeed, the neutral element is (1, 0),
the inverse of (u, 0) is (u−1, 0), the inverse of (u, v) is (u′, v′) with v′ = (u2v−1+v)−1,
u′ = uv−1v′ if v 6= 0.) Furthermore, τ : G → Hσ given by τ(u, v) = σuv+v2u2+v2 is a
surjective group homomorphism. Its kernel is {(u, 0) | u 6= 0} ∪ {(u, σu) | u 6= 0},
which has 2(q − 1) elements (q = |F |). Now |G| = q2 − q, so Hσ, being the image
of τ , has 12q elements. 
Proposition 7.6. Let γ0 lie outside the additive subgroup {t2 + t | t ∈ F} of F .
For σ ∈ F \ 0, 1, fix ησ outside Hσ. Then
A4,1, A4,2, A
1
4,3, A
δ
4,4(δ ∈ F ), A4,5, A4,6, A1,14,8, A1,β4,9 (β ∈ F ), Aα4,10(α = 0, γ0), A4,11,
A4,12, A4,13, A4,14, A4,15, A4,16, A
δ
4,17(δ = 0, γ0)A
1
4,18, A
δ
4,19(δ = 0, γ0), A4,20,
Aδ4,21(δ ∈ F, δ 6= 1), A0,0,14,26 , A0,1,14,26 , A0,σ,14,26 (σ ∈ F \ {0, 1}), A1+η
−1
σ ,ση
−1
σ ,1
4,26 (σ ∈ F \ {0, 1}).
is the list of 4-dimensional nilpotent associative algebras over F (up to isomor-
phism).
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Proof. We only have to comment on the enumeration of the algebras Aα,β,γ4,26 . Ob-
viously we may assume that γ = 1. Then Aα,β,14,26 is isomorphic to A
α′,β′,1
4,26 if and
only if σ = σ′ (where σ = β1+α , σ
′ = β
′
1+α′ ) and
1
1+α =
1
1+α′ + h for some h ∈ Hσ
(notation as in Lemma 7.5). By that lemma, for σ = 0, 1 we have only one algebra
with 11+α = 1 and β = σ. For the other values of σ we get two algebras, one with
1
1+α = 1 and β = σ, and one with
1
1+α = ησ and β = σ(1 + α). 
Corollary 7.7. The number of isomorphism classes of 4-dimensional nilpotent
associative algebras over F is 5q + 17, where q = |F |.
7.3. The classification over R.
Proposition 7.8. Let F = R. Then
A4,1, A4,2, A
δ
4,3(δ = ±1), Aδ4,4(δ ∈ F ), A4,5, A4,6, A4,7, A1,β4,8 (β = ±1), A1,β4,9 (β ∈ F ),
A−1,β4,9 (β ∈ F, β ≥ 14 ), A04,10, A4,11, A4,12, A4,13, A4,14, A4,15, A4,16, Aδ4,18(δ = 0,±1),
A4,20A
δ
4,21(δ ∈ F, δ 6= −1), Aδ4,23(δ = ±1), A4,24, Aα,0,γ4,25 (α ∈ (−1, 1), γ = ±1),
A
α,
√
2(1−α),−1
4,25 (α ∈ (−1, 1)).
is the list of 4-dimensional nilpotent associative algebras (up to isomorphism) over
F .
Proof. For the enumeration of Aα,β4,8 , use [8], Chaper V, Section 9. As remarked
in Section 6.1, Aα,β4,9
∼= Aγ,δ4,9 if and only if β = δ and there are x, y ∈ F with
x2+(4β− 1)y2 = 4α
γ
. If β < 14 then this equation always has a solution. So in this
case we have one algebra, A1,β4,9 . If β >
1
4 , then the equation has a solution if and
only if α, γ have the same sign. So we obtain two algebras, A1,β4,9 , A
−1,β
4,9 .
For the algebras A4,25 we remark that we may assume that γ = ±1 and σ2+γ =
±1. If σ2+γ = γ then σ = 0, implying β = 0. We have that Aα,0,γ4,25 ∼= Aα
′,0,γ
4,25 if and
only if α = α′, or α = (α′)−1. It follows that by restricting α to the interval (−1, 1)
we obtain the list of non-isomorphic algebras Aα,0,γ4,25 . If γ = −1 and σ2 + γ = 1
then we may assume that σ =
√
2. Then again we restrict α to the interval (−1, 1),
and have β =
√
2(1 − α). 
7.4. Algebraically closed fields. Over algebraically closed fields the enumeration
of the algebras is straightforward (and we leave it to the reader). We remark that
if the characteristic is not 2, then the algebras Aα,β,γ4,25 are enumerated as A
α,0,1
4,25 ,
where α runs through a maximal subset A of F not containing 1, −1 and such that
for τ ∈ A, we do not have τ−1 ∈ A. If F = C, then for A we can take the unit
circle with the part of the boundary lying in the upper half plane included.
If the characteristic is 2, then the group Hα,β,γ is all of F , and we may assume
that α = β = 0, γ = 1. So here the class A4,26 reduces to one algebra, A
0,0,1
4,26 .
7.5. The classification over Q. Over Q we are not able to obtain a very explicit
classification. However, we are able to solve the isomorphism problem. In most
cases it is enough to decide whether a given rational number is a square. Decid-
ing whether Aα,β4,8
∼= Aγ,δ4,8 is, by Lemma 6.1, equivalent to deciding whether the
quaternion algebras
(
−α,−β
Q
)
,
(
−γ,−δ
Q
)
are isomorphic. The latter question can be
decided by computing the sets of places of ramification of the quaternion algebras
(see [19], Theorem 3.1). Deciding whether Aα,β4,9
∼= Aγ,δ4,9 boils down to checking
whether β = δ and whether the curve x2+(4β− 1)y2 = 4α
γ
has a point over Q; the
latter can be done using the methods of [17].
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8. The isomorphism problem
Given a nilpotent associative algebra of dimension 4, it is possible to follow the
steps in the proof of the classification to obtain the element of the list of Section 3
to which the given algebra is isomorphic. We illustrate this in an example. Let
A = 〈a, b, c, d | a2 = c, b2 = d〉
(so A is isomorphic to the direct sum of two copies of A2,2). Then A is a 2-
dimensional central extension of A2,1, so we are in the situation of Section 6.4.
Using the notation in that section we have θ1 = ( 1 00 0 ), θ2 = (
0 0
0 1 ). So by (2) A
corresponds to the point a1 = [0, 0, 1, 0, 0, 0]. We first conjugate this to a point
with first coordinate nonzero. According to the proof of Lemma 6.2 we can choose
u = v = y = 1, x = 0 and see that a1 is conjugate to a2 = [1, 1, 1, 0, 0, 0]. If
the characteristic is 2 then we are done (Lemma 6.3), and conclude that A is
isomorphic to A04,17. If the characteristic is not 2 then according to the proof of
Lemma 6.3 we can choose u = y = 1, v = 0, x = − 12 and get that a2 is conjugate to
a3 = [1, 1, 0, 0,− 14 ,− 14 ]. By Lemma 6.9, a3 is conjugate to [1, 1, 0, 0,−1,−1], which
corresponds to the algebra A−14,23.
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