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It is shown that it is decidable of any endomorphisms 6, a,,..., 6, and any words 
p, p, ,..., P, whether or not d*(P)= (6 ,,..., 6,,)*((P ,,..., P,)). As a consequence it is decidable 
of any endomorphisms 6, ,..., 6, and any words P, ,..., P, whether or not there exist an 
endomorphism 6 and a word P such that the above equality holds true. In the positive case all 
such endomorphisms 6 and words P can be effectively listed. 
0. INTRODUCTION 
Consider the following decidability problem. Given two finite sets of 
endomorphisms (6, ,..., S,,}, {ui ,..., cm*} on a word monoid A* and two words 
P, Q E A*, is it decidable whether or not 
IS I,..., d,,}*(P) = {a, ..., u,,}*(Q)? 
Problems like this first arose in the theory of Lindenmayer systems. In current L 
systems jargon this is the DTOL equivalence problem and it is known to be 
undecidable in the general case. This result was first obtained by Rozenberg [9] in 
1972. It is closely connected with the undecidability of the equivalence problem of 
sentential forms of context-free grammars, independently obtained by Blattner [2], 
Rozenberg [8] and Salomaa [ 171. Using the standard technique of “cycling tables,” 
see e.g., the proof of Theorem 7.12 in [5], it is straightforward .to show that the 
undecidability is obtained already in the case m, = m2 = 2. 
The case m, = m2 = 1 (the DOL equivalence problem) was open for a long time; it 
was finally solved in 1976 by Culik and Fri$ [3] who proved that the problem is 
decidable in this case, using complicated structural analysis. Later, another solution 
was obtained by Ehrenfeucht and Rozenberg [4], which uses some elegant algebraic 
constructs. Further modifications and simplifications of this latter solution can be 
found in [ 1 I] and [6]. All these solutions are based on the pioneering earlier work of 
Nielsen [ 71. 
The remaining cases m, = 1, m2 > 2 (the DOGDTOL equivalence problem) have 
been open. We show in this paper that they are all decidable. While pursuing another 
subject (namely the decidability of the inclusion problem for DOL languages) we 
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proved in [ 13, Corollary 3.31 a related result: It is decidable whether or not 67(P) 
satisfies the equation 
X=a,(X)+a,(X)+ ‘.. -to,,(X)+ {Q}. (0) 
Clearly, (a, ,..., o,,}*(Q) is the minimal solution of this equation and therefore. if 
67(P) satisfies it, we have 
10 , ,..., a,,}*(Q) G ST09 
The proof is based on the decidability of the DOL equivalence problem and a 
powerful result of Berstel’s and Nielsen’s [ 1 ] concerning DOL growth sequences. 
We take the result of [ 13]---in more detail than is indicated above-as our starting 
point in this paper and proceed to show that the DOL-DTOL equivalence problem is 
decidable. It is interesting to contrast this result and the result of [ 131 with the result 
of [ 12 1 concerning the structure of the class of solutions of equations like (0) (and 
even more general equations and systems of equations). Indeed, although the 
structure seems to be rather complicated in the general case, DOL languages possess 
strong structural restraints which makes it possible to effectively test their position 
(solution or not, minimal solution or not) with respect to the class of solutions of (0). 
Disregarding minimality, this is known to be true for regular languages, too. but not 
any more for linear languages, OL languages nor DTOL languages. 
A reader unfamiliar with the usual requisites of formal language theory is referred 
to I16 ]. The basis for L systems can be found in Ill 1 or [ lo]. Reference 15 ] contains 
the earlier developments of L systems theory up to 1973 as well as a good 
introduction to the biological origins and applications of L systems written by the 
“father” of the theory, A. Lindenmayer. 
1. NOTATION 
The length of a word P is denoted by ]P]. 
The Purikh vector of a word P is denoted by [P] (a row vector) 
The empty word is denoted by A. 
The set of symbols occurring in a word P is denoted by alph(P). 
The Purikh matrix of a word morphism 6: A * + B* is denoted by [6], i.e., 
where T denotes transpose. 
A DOL system G with alphabet A, endomorphism 6 and axiom w is denoted by 
G = (A, 6, w). 
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A DTOL system H with alphabet A, endomorphisms 6, ,..., 6, and axiom P is 
denoted by H = (A, {S, ,..., S,}, P). 
The language generated by a DOL system G is denoted by L(G), i.e., 
L(G) = {d”(o) 1 n > O}; in the sequel it is always assumed that L(G) is infinite 
without an explicit mentioning of it; this is to avoid more or less trivial exceptions 
(finiteness and membership problems are decidable for DOL languages). 
The monoid of endomorphisms generated by 6, ,..., 6, under composition is denoted 
by (4 ,..., %,I* and also by ST if m = 1. 
The language generated by a DTOL system H is denoted by L(H), i.e., 
L(H) = {o(P)10 E (6, ,..., S,}*} = (6, ,..., o,}*(P); 
we will always assume that L(H) is infinite (finiteness and membership problems are 
decidable for DTOL languages, too). 
The Parikh language generated by a DOL system G is denoted by P(G), i.el, 
p(G) = 1 lQ1 IQ E WN = ~k4Pl” I n > 01. 
The Parikh language generated by a DTOL system H is denoted by P(H), i.e., 
P(H) = { [Ql I Q E W-01 = 1 V-7 bl I CJ E 14 T--.7 &nl* 1. 
The DOL systems (A, P, 6’(o)), j = O,..., p - 1, form a decomposition of the DOL 
system (A, 6, w); decompositions of DOL systems are used frequently in the sequel 
for technical convenience. 
n is assumed in the sequel to be a free variable ranging through nonnegative 
integers. 
An A-guarded subword of a word P E (A + B)*, where A TI B = @, is a word 
Q E B* such that aQb is a subword of aPb for some a, b EA. 
2. THE CASE OF NONLINEAR GROWTH 
Let us first recall the result of [ 131, concerning the DOGDTOL equivalence 
problem, in its full generality: 
THEOREM 2.1. For any endomorphisms 6, ,..., 6,, any word P and any DOL 
language L = L((A, 6, co)) it is decidable whether or not 
L = 6,(L) + ... + 6,(L) + {P). (1) 
Furthermore, if (1) holds true, then there exist computable numbers pi > 1, qij > 0, 
ri > 0, s,, > 0, where j = 0 ,..., p, - 1 and i = l,..., m, such that for any i E { l,..., m} 
andj E {O,...,p, - I} either qii = 0 and c~~({W+~(O) ( n > 0)) isfinite or qij > 0 and 
6 &v+‘i+$) = ijW+sU(w). i 1 
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For simplicity we will assume in the sequel that p1 = p2 = ... = pm = p. If this is 
not the case originally we write p = 1.c.m. {p, ,..., p,} and take suitable decom- 
positions. We may obviously also assume that r, = rz = ... = r,,, = r. Note that if (1) 
holds true, then L((A, {S, ,..., S,}, P)) EL. 
LEMMA 2.1. Let G = (A, 6, co) be a DOL system and o an endomorphism on A*. 
Ler 
ups+‘= cYn+yu) (2) 
for some p, q > 1 and r, s > 0. Zf G is nonlinear, then p = q. Zf G is linear, then q > p. 
Proof: We may obviously assume that r = 0. The case where G is exponential is 
taken care of in the proof of Lemma 3.3 of [ 131. Suppose then that G is polynomial. 
We may assume that 
alph(@(w)) = alph(6’+s(w)) = alph(#+“(w)) = ... . 
We may assume also that 
l~“+Yw)l = (h(n),..., h(n)), (3) 
where 4, ,..., 4, are nonzero polynomials the set of degrees of which equals {O,.... d}, 
where d is the degree of G, cf., e.g., Lemma 4.1 in [ 131. Without restricting the case 
we may assume that $, ,..., 4, are of degree d and #,+, ,..., $( are of lower degree. Since 
(2) holds true, #,(qn + s),..., #l(qn + s) can be written as linear combinations of 
4, ( pn),..., #,( pn) with nonnegative integer coefficients. Hence q > p. 
In the sequel we assume that G is nonlinear. To prove that p = q “growth 
arguments,” that is, arguments using Parikh sequences only, are not sufficient any 
more, as is witnessed by the identity (1,2n, 4n*) = (1, 2n, (2n)‘). Therefore we need 
methods which employ the internal order of symbols in words. We recall a charac- 
terization result, see, e.g., [ 13, Sect. 41: 
The degree of the polynomial in (3) corresponding to a symbol is also called the 
degree of the symbol. Denote by Ai the set of symbols of degree i (for i = O,..., d). 
Then, for any a E Ai, 6(a) is either empty of contains only occurrences of symbols of 
Ai+Ai+, + .. - + A, and, since (2) holds true, the same is true for u(a). Therefore we 
may assume that d = 2 simply by ignoring symbols of higher degree. 
Let c’n + d’ be the total number of (A, + A,)-guarded subwords of 8’(w) and let 
N,(n) be the number of (A, + A,)-guarded subwords of MY of length greater than 
D. It is easily seen by induction on n that the maximum length f(n) of an (A,, + A,)- 
guarded subword of 6”(u) is linearly bounded, say l(n) < en + f: Then 
(c’n + d’)D + (en + f)N,(n) > \6n(w)j - c’n - d’ + 1, 
whence N,(n) > cn + dD for some c > 0 not depending on D. Assume now, contrary 
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to the claim, that q > p. Then, for some k, (q/p)k > c’/c. Equation (2) implies that for 
each j = 1, 2,... 
(6 sd-l-sa)j@n(W) = #7jn+Sj(w), where ,j=s(p'i-q')a 
P-9 
Take j = k and let D be the maximum length of an (A, + A *)-guarded subword of 
(6 Sp”~‘-Su)“(x) where x E A, + A 1. Then ND(qkn + sk) cannot exceed c’pkn + d’ since 
no word of (c!P~~~‘-~ u)~(AJ contains symbols of A, + A 1. This is a contradiction 
because, on the other hand, 
&(qkn + Sk) > c(qkn + Sk) + dD. 1 
Remark. In [ 131 Lemma 3.3 was proved using the decidability of the 
equivalence problem for polynomial HDOL sequences. The above proof shows that 
this decidability result can be replaced by weaker arguments. 
Now let 6, ,..., a,,,, P and G = (A, 6, w) be such that (1) in Theorem 2.1 holds true. 
Denote H = (A, (6, ,..., S,}, P). Let G be nonlinear. By Lemma 2.1 it follows that 
qii = 0 or qij = p for each i = l,..., m and j= 0 ,..., p - 1. We may assume that 
{w, 6(w),..., P(w)} c L(H), after separate testing of membership, for any fixed U. 
Let us construct a finite directed graph with labelled vertices and labelled 
(directed) edges as follows: 
(A) the vertices are labelled by O,..., p - 1, 
(B) the edges are labelled by l,..., m, 
(C) an edge labelled by i joins two vertices labelled by j, and j, (in that order) 
iff sii, = j, + Y (mod p) and qij, # 0. 
This digraph has the following property which follows from (1): 
(D) for any vertex j, there exists a vertex j, which is joined to j, (in that 
order). 
Note that there need not be an edge labelled by i joining j, to any of the vertices 
for each label i (or for any i, for that matter), owing to the fact that qij, may be zero. 
Now (D) implies that the digraph contains cycles. For any cycle with vertices 
j, ,..., j, = j, and edges i , ,..., i, = i, (denoted by (j, ,..., j,; i, ,..., ik)) we have 
6. 'k-l 
for some q. The cycles are divided into two types: (I) those cycles for which q > 0 
and (II) those cycles for which q < 0. For a cycle (j, ,..., j,; i, ,..., ik) of type (I) we 
have 
tdik_, 
. . . ~i,)ny+il+pl(Lo) = p4n+O+r+iqw), 
for I = O,..., q - 1, whence we know that {P’+r+il(~) 1 n > O} SL(H) once we 
assume that Sr+jl(~), ~S*+~l+~(w),..., B’+jl+p(q-l)(o) are in L,(H). 
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Let then, more generally, j be a vertex such that a directed path (j’, ,..., j;, = j: 
i{ ,..., i;) joins a vertex j{ to j and j’, belongs to a cycle (j, = j; ,..., j,; i, ,..., ik) of type 
(I). Then (P’+r+ji (0) 1 n > 0) E L(H) and hence also 
‘ii , ... &({P “+‘+yw) / n > 0)) = (Pn+Q’)+r+qO)l n > 0) s L(H) 
for some q’. We may thus assume that for any j E (O,..., p - 1 } such that the vertex 
labelled by j can be reached from a cycle of type (I), {&“‘trij(~)l n > 0) S L(H). 
Our aim, then, is to show that if L(G) = L(H) then all vertices satisfy this condition, 
whence we can decide whether or not L(G) c L(H) since the membership problem is 
decidable for DTOL languages and so is reachability from cycles of type (I). 
We note first that q = 0 for type (II) cycles. Assume the contrary. i.e., q < 0. and 
denote 
F, = Sik_, *-. 6,,, E, = P’, u’ = sr+jl(w). 
Then sle;(w’) = 0’. We may assume that [w’] < le,(w’)] < [E:(w’)] < ... , by 
Konig’s Lemma, and that 
alph(w’) = alph(e,(w’)) = alph(e:(w’)) = . . . . 
Now, for any DOL system (B, E, 0) there exists a constant c > 0 depending on the 
cardinality of B only such that 1 ?+‘(B)I > 1 E”(@ for all large enough x, cf., e.g., the 
proof of Lemma 3.1 in [ 141. Thus, for some c > 0, 
Is :+CE;(W’)I > I &;&;(W’)( = / E;-C(W’)/ = / E;+CE:C(O’)~ > / &.:+%;(W’)I, 
which is absurd, unless K = {s:(e) 1 n > 0) is finite for all words 8 in (E:(w’) / n > 0). 
This is, however, impossible since the size of K is then bounded by a constant 
depending on the cardinality of alph(o’) only, see, e.g., Corollary 4 of [ 18 1, whence 
e~+‘s~(o’) = EWE: for some d > 1 and e. 
Consider an arbitrary j E (O,..., p - 1). For any word P”+~+‘(w) #P, say 
6 pnl+jf’(m), we must have a sequence of indices i, ,..., i,. E { l,..., m) such that 
6i,, 
. . . &p) = Pnl+j+‘(u), 
if L(H) = L(G). We may assume, of course, that the words P, ail(P), 
Gi28i,(P)y***, 6i~ ** * d,,(P) are distinct, i.e., u is minimal. We may, of course, also 
assume that u and n, are arbitrarily large. Let 
Jiw . . . qp) = pw+jw+yW), O<j,<p- 1, (4) 
for all w = u,..., U, where u is chosen to be so large that it is possible to write (4). 
Clearly, we may assume u - u to be arbitrarily large, too. Now, for a large enough U, 
there is always an edge labelled by i, joining jw_, to j, in our digraph for each 
LV E (u,..., u}. Otherwise Bi,({P’tj~-l$-‘(~) 1 n > 0)) is finite. i.e., qiJw__, = 0, and we 
?‘I 22 1 J 
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may assume that u is so large that these finite languages do not contain 
6iu * * - S,,(P) ,..., 6,” . . a d,,(P). If u - u is large enough, the path (j, ,..., j,_ ,; i,, , ,..., i,.) 
contains a cycle. This cycle cannot be of type (II) by the minimality of u. Hence j is 
reached from a cycle of type (I). 
We have proved 
THEOREM 2.2. For any DTOL system H and any nonlinear DOL system G it is 
decidable whether or not L(H) = L(G). Moreover, if L(H) = L(G), there exist 
(efectively) a decomposition G ,,..., G, of G, endomorphisms CT, ..., uk, r, ,..., rk 
generated by the endomorphisms of H, words P, ,..., P, E L(H) and finite languages 
F 1 ,..., F, such that 
L(Gi) = oi(L((A, zt, Pi))) + Fi for i = l,..., k, 
where A is the alphabet of H. 1 
3. THE CASE OF LINEAR GROWTH AND ANOTHER PROOF 
FOR THE CASE OF NONLINEAR GROWTH 
We give here a proof which shows that the DOGDTOL equivalence problem is 
decidable in the case of linear growth. In fact, the proof is general and does not use 
the linearity of growth. Thus we have another proof for the nonlinear case. The 
second sentence of Theorem 2.2 does not hold true, in general, in the case of linear 
growth as is witnessed by the fact that the DOL system ({a, b}, 6, b) and the DTOL 
system ({a, b}, {S,, J,}, b), where 
6(a) = a, 6(b) = ba, 6,(a) = 6,(a) = a2, d,(b) = b, 6,(b) = ba, 
both generate the language ba*. Therefore our proof in this section, being quite 
general, does not readily produce the second sentence of Theorem 2.2, which is why 
we chose to present the more elaborate proof of the previous section. 
Let us denote, for brevity, 
7rJn) = fYpn+ “‘(co) for j = O,..., p - 1 
in Theorem 2.1. Then 
6,(7rj(n)) = cW” + “u(w). 
After separate testing of membership we may assume that 
F = L(G)\(zj(n) 1 j = O,..., p - 1 and n > 0} c L(H). 
If we wish we may always omit some initial terms of a sequence (Xi(n)), i.e., replace 
it by (nj(n + q)), where q > 0 and add x,(O), xi(l),..., rrj(q - 1) to F. In fact, in order 
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to carry out our argumentation this may have to be done. For this purpose we define 
a finite directed graph with labelled vertices and labelled (directed) edges as follows: 
(A) the vertices are labelled by O,..., p - 1; 
(B) an edge joins two vertices labelled by j, and j, (in that order) iff 
sij, E j, + r (mod p) and qii, = p for some i E (l,..:, m); the edge is then labelled by 
the smallest number q, such that 
or 
sitrjl(n>> = nj,tn + 4) if q>,O 
6i(7cj,(n - 9)) = 71j2(n) if q < 0, 
for some such i; any two vertices are joined by at most one edge. 
An edge with a negative (resp. zero, positive) label is called a negative edge (resp. 
a O-edge, a positive edge). Let E be the sum of the labels of all negative edges, if any. 
If E = 0, i.e., there are no negative edges, then nothing further needs to be done. 
Suppose then that E < 0. Then there exists a vertex j, which is joined to one of the 
vertices by a negative edge. Denote by j, ,..., j, those vertices from which j, is reached 
through paths consisting solely of O-edges. We may assume that no vertex is joined to 
one of j,, j, ,..., j, by a negative edge. Indeed, if 1 is joined to j,, say, by a negative 
edge, then we repiace j,, by j’. Such replacement can be carried out only a certain 
finite number of times because otherwise we end up with a cycle consisting of 
nonpositive edges only and having a negative sum of labels of edges. Such cycles 
cannot exist, cf. the proof in the previous section of the fact that q = 0 for type (II) 
cycles. For the same reason no vertex is joined to itself by a negative edge. 
We now replace nj,,(n) by zjC(n + 1) for u = O,..., u. Then 
(i) the label of an edge joining one of j,,..., j, to one of the other vertices 
increases by 1; 
(ii) the label of an edge joining a vertex of (O,..., p - I}\( jo,..., j,} to one of 
jO,.,., j, decreases by 1; 
(iii) the label of an edge joining two of the vertices j,,,..., j, remains the same. 
Since there are no negative edges joining one of the vertices to one of j, ,..., j, , and 
there is at least one negative edge joining one of jO,..., j, to one of the other vertices, 
the net result is that E is increased. The procedure is repeated till E = 0. Finally we 
may assume that there are no negative edges. 
Suppose then that L(H)$L(G). Let n, be the smallest number such that 
nk(n,) 6$ L(H) for some k. We will show that there exists a computable upper bound 
for n, . Therefore we may assume, given a computable bound w, that n, > w. Now 
zk(n, - d) EL(H) if n, > d, where 
d = l.c.m.{qij # 0 / i = l,..., m and j = 0 ,..., p - 1 }. 
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We may assume, provided that n, is large enough, that 
71k(121 - d) = 6i(7c!(n*)) 
for some i and 1. Since, for an n, so large that qi, # 0, 
S,(n,(n)) = dqit(“+q2)+ Sil(w) 
for some q2 > 0, we have 
qi/n2 + qi/q2 + Si/ = ~(ni - d + 41) + r + k 
for some q, > 0. Thus 
and, by the minimality of n, , we have 
n <n +dp=pn +P91+r+k-si/ 
I' ' 4il 4i/ ' clil 
-42. 
If n, is large enough, this means that p = qir (recall that, by Lemma 2.1, qir > p). But 
then n, = n, + d. Now zl(n2 + d) & L(H) and we may repeat the above process 
starting from it. The number of steps like this can be made finite, because there exists 
a sequence i, ,..., i, such that 
We have proved 
THEOREM 3.1. For any DOL system G and any DTOL system H it is decidable 
whether or not L(G) = L(H). m 
4. CONCLUSIONS 
We may in fact present our results for FDTOL systems, i.e., DTOL systems with 
finite sets of axioms, instead of DTOL systems only. This follows from the simple 
observation that if G is a DOL system and H is an FDTOL system and c is a symbol 
not in the alphabets of G and H, then L(G) + (c} is a DOL language and L(H) + {c) 
is a DTOL language. Therefore we have 
THEOREM 4.1. For any DOL system G and any FDTOL system H it is decidable 
whether or not L(G) = L(H). Moreover, if L(G) = L(H) and G is nonlinear, then 
there exist (effectively) a decomposition G,,..., G, of G, endomorphisms 
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0, ,..., ok, 51 ,..., sk generated by the endomorphisms of H, words P, ,..., P, E L(H) and 
finite languages F, ,..., Fk such that L(G,) = oi(L((A, ti, Pi))) + Fi for i = I,..., k, 
where A is the alphabet of H. 1 
To put it in another way, it is decidable of any endomorphisms 6,6, ,..., 6, on a 
word monoid A* and any words w, P, ,.... P, E A* whether or not 
6*(m) = (6, ,***, J,}*({P,,..., P,}). 
It may be noted that Theorem 4.1 holds true for Parikh languages, too, i.e., when 
A* is a free Abelian monoid, with the restriction that G should be exponential for the 
second sentence of the theorem to hold true in general. 
We have also a corollary concerning “DOLness” of FDTOL (Parikh) languages. 
COROLLARY 4.1. For any FDTOL system H it is decidable whether or not there 
exist DOL s_vstems G such that L(G) = L(H) (resp. P(G) = P(H)) and in the positive 
case all such DOL systems can be efectively listed (there will be aJinite number of 
them). 
Proof Cf. the proof of Corollary 6.2 in [ 141 and the proof of Corollary 2 in 
1151. I 
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