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Abstract
We define the tensor product of filtered A∞-algebras, establish some of its prop-
erties and give a partial description of the space of bounding cochains in the tensor
product. Furthermore we show that in the case of classical A∞-algebras our defi-
nition recovers the one given by Markl and Shnider. We also give a criterion that
implies that a given A∞-algebra is quasi-isomorphic to the tensor product of two
subalgebras. This will be used in a sequel to prove a Ku¨nneth Theorem for the
Fukaya algebra of a product of Lagrangian submanifolds.
1 Introduction
In this paper we study the tensor product of A∞-algebras. The case of classical (or flat)
A∞-algebras, that is algebras with m0 = 0, was studied by several authors, see [2], [8], [10]
and [12, 13]. We will focus on a class of curved A∞-algebras over the Novikov ring Λ0,
that has not been considered yet, namely filtered A∞-algebras. These were introduced by
Fukaya, Oh, Ohta and Ono in [5], to study the obstruction to the existence of Lagrangian
Floer cohomology and play an important role in symplectic geometry and homological
mirror symmetry.
For classical A∞-algebras, it follows from the general theory of minimal models of
operads (see [11]) that the tensor product of A∞-algebras exists. However this does not
provide an explicit model for the tensor product. The first explicit construction of the
tensor product of classical A∞-algebras was given by Saneblidze and Umble in [12, 13].
They do it by constructing an explicit diagonal for the operad governing A∞-algebras, the
associahedra. Later Markl and Shnider [10] gave a somewhat more conceptual construc-
tion of a diagonal which they claim coincides with the construction of Saneblidze-Umble.
Markl and Shnider use a cubical decomposition of the associahedra and then apply the
usual Alexander-Whitney diagonal to this cubic complex. Loday [8] gave another con-
struction of a diagonal, this time using a simplicial decomposition of the associahedra.
All these constructions are quasi-isomorphic but in fact it seems they give the exact same
mk operations. This has not been checked for k > 6.
We will take a different approach, first suggested in [7], that has the advantage of not
using operads. This makes it easier to generalize to the filtered case. First we reduce the
problem to the case of filtered dg-algebras, that is filtered A∞-algebras with mk = 0 for
k > 3. Given a (unital) filtered A∞-algebra A we show there is a filtered dg-algebra EndA
quasi-isomorphic to A. For classical algebras this follows from the Yoneda embedding
(see [15]), but for filtered algebras it is new. For filtered dg-algebras there is an obvious
definition of tensor product, so we take
A⊗∞ B := EndA ⊗dg EndB .
This definition is very natural and satisfies (up to quasi-isomorphism) the usual properties
of the tensor product of associative algebras. It might however seem a bit unsatisfactory
as it does not give an A∞-algebra structure on the vector space A⊗B. We can remedy this
situation using the homological perturbation lemma to transfer the A∞-algebra structure
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on A ⊗∞ B to the vector space A ⊗ B. This way we obtain an explicit A∞-algebra
structure on A⊗B, described in Theorem 4.1. We summarize the main properties of the
tensor product ⊗∞ in
Theorem 1.1. Let Ai and Bi be filtered A∞-algebras. We have the following:
1. If A1 ' A2 and B1 ' B2 are quasi-isomorphic, then A1 ⊗∞ B1 ' A2 ⊗∞ B2;
2. A⊗∞ K ' A, where K is the ground field;
3. A1 ⊗∞ A2 ' A2 ⊗∞ A1;
4. A1 ⊗∞ (A2 ⊗∞ A3) ' (A1 ⊗∞ A2)⊗∞ A3;
5. If Ai are flat A∞-algebras then A1⊗∞A2 is quasi-isomorphic to the tensor product
A1 ⊗SU A2 defined by Markl and Shnider in [10].
Our second main theorem gives a set of conditions under which a filtered (or classical)
A∞-algebra C is quasi-isomorphic to the tensor product of two subalgebras A and B.
For associative algebras the basic condition for this to happen is that elements of A and
B should commute in C. Our definition of commuting subalgebras can be thought of as
a generalization of this to the A∞ world. Although completely algebraic, this definition
and the construction used to prove the following theorem arose in symplectic geometry,
in the author’s Ph.D. thesis [3].
Theorem 1.2. Let (A,mA) and (B,mB) be commuting subalgebras of (C, µ) in the sense
of Definitions 5.1 and 5.2. If K : A ⊗ B −→ C defined as K(a ⊗ b) = (−1)|a|µ2,0(a, b)
is an injective map which induces an isomorphism on µ1,0-cohomology then there is a
(strict) quasi-isomorphism
A⊗∞ B ' C.
The main application of this theorem, that we have in mind, is the proof of a Ku¨nneth
Theorem for the Fukaya algebra. Let L be a Lagrangian submanifold of a symplectic man-
ifold (M,ω), the Fukaya algebra F(L) is a filtered A∞-algebra structure on the singular
chain (or de Rham) complex of L, constructed in [5]. Given Lagrangian submanifolds
Li ⊂ (Mi, ωi), consider the product Lagrangian L1 × L2 ⊂ (M1 ×M2, ω1 ⊕ ω2). In [1], it
is proved that F(L1) and F(L2) are commuting subalgebras of F(L1 × L2). The above
theorem then implies that F(L1 × L2) is quasi-isomorphic to F(L1)⊗∞ F(L2).
For the applications in symplectic geometry it is important to understand the space
of bounding cochains, or Maurer–Cartan elements, of a filtered A∞-algebra. These are
solutions of the equation ∑
k>0
mk(x, . . . , x) = P(x)eA,
where eA is the unit of A and P(x) is some element in the Novikov ring Λ0. We denote
by MC(A) the set of solutions to this equation, modulo an equivalence relation known as
gauge equivalence. Given a bounding cochain x we can deform A to obtain an A∞-algebra
(Aˆ,mx) with mx0 = P(x)eA. This is a classical A∞-algebra over the Novikov field Λ. We
prove the following
Theorem 1.3. Let A and B be filtered A∞-algebras. There is a map
 : MC(A)×MC(B) −→MC(A⊗∞ B),
which satisfies P(x  y) = P(x) + P(y). When A and B are graded, connected A∞-
algebras, this map is a bijection. Moreover there is a (strict) quasi-isomorphism
(Aˆ,mx)⊗∞ (Bˆ,my) ' ( ̂A⊗∞ B,m⊗,xy).
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This paper is organized in the following way. In Section 2, we review the main aspects
of the theory of filtered A∞-algebras that we will use, mostly following [5]. In Section 3, we
construct the filtered dg-algebra EndA, define the tensor product of filtered A∞-algebras
and establish its basic properties. In Section 4, we use the homological perturbation
lemma to give a model for the tensor product A⊗∞ B on the vector space A⊗ B. This
will allow the comparison with the previous definitions of tensor product and prove the last
part of Theorem 1.1. In Section 5, we define commuting subalgebras and prove Theorem
1.2. In the last section we study bounding cochains on the tensor product A ⊗∞ B and
prove Theorem 1.3.
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Conventions: Given an homogeneous element a in a graded module A, we will denote
its degree by |a|. We will also use a shifted degree, ||a|| = |a| − 1.
We use bold letters to denote elements in a tensor algebra,
a = a1 ⊗ . . .⊗ an ∈ A⊗n
and ||a|| = ∑ni=1 ||ai||. Furthermore, we use Sweedler notation for the standard coproduct
on a tensor coalgebra, namely:
∆(a) =
∑
(a)
a(1) ⊗ a(2) =
n∑
i=0
(a1 ⊗ . . .⊗ ai)⊗ (ai+1 ⊗ . . .⊗ an).
In this paper, a tree T is always a planar tree, which is a finite graph with no cycles
embedded in the plane, with a distinguished set of vertices with one incident edge. Of
these one is chosen as the root and the others are called leaves. In all the figures these
vertices are left implicit. We would like to point out that the tree might have other
vertices with a single incident edge, other than the root and the leaves. All vertices but
the root and the leaves are called internal and we denote the set of these by V (T ). We
denote by E(T ) the set of edges and by Eint(T ) the set of internal edges, that is not
incident at the root or a leaf. Given a vertex v there is a unique path on T from v to
the root. The unique edge incident at v that is part of this path is said to be outgoing
and the other edges incident at v are incoming. The valency of v, val(v) is the number
of incoming edges.
2 Filtered A∞-algebras
2.1 A∞-algebras and homomorphisms
In this section we will review the definitions and main properties of filtered A∞-algebras
and homomorphisms introduced in [5]. We start with the definition of a general A∞-
algebra.
Definition 2.1. An A∞-algebra over a ring R consists of a Z2-graded R-module A and
a collection of multilinear maps mk : A
⊗k −→ A for each k > 0 of degree k (mod 2)
satisfying the following equation∑
06j6n
16i6n−j+1
(−1)∗mn−j+1(a1, . . . ,mj(ai, . . . , ai+j−1), . . . , an) = 0 (1)
3
where ∗ = ∑i−1l=1 ||al||.
When R is a field and m0 = 0, we say A is a classical A∞-algebra. The A∞-algebra is
graded if A is a Z-graded module and the maps mk have degree 2− k.
Remark 2.2. Following the convention in [14], from now on, given any expression which
consists of a multilinear map applied to a block of entries, like (1) for example, we write
∗ for the sum of the shifted degrees of the entries lying to the left of the block.
In this paper we will be interested in a particular kind of A∞-algebra defined over the
Novikov ring. Let K be a field, the Novikov ring over K is defined as follows
ΛK0 =
{ ∞∑
i=0
aiT
λi |λi ∈ R, ai ∈ K, 0 6 . . . 6 λi 6 λi+1 6 . . . , lim
i→∞
λi = +∞
}
,
with maximal ideal
ΛK+ =
{∑
i
aiT
λi |λi > 0,∀ i with ai 6= 0
}
.
Localizing at ΛK+ we obtain the Novikov field
ΛK =
{ ∞∑
i=0
aiT
λi |λi ∈ R, ai ∈ K, λi 6 λi+1, lim
λi→∞
= +∞
}
.
Note also that ΛK0 has a natural filtration
FλΛK0 =
{∑
i
aiT
λi |λi > λ, ∀ i with ai 6= 0
}
.
Usually we will drop K from the notation and simply write Λ0, Λ and Λ+.
Next, consider G ⊂ R>0 × 2Z and write E : G −→ R>0 and µ : G −→ 2Z for the
natural projections. We say G is a discrete submonoid, if it is an additive submonoid
satisfying
E−1([0, c]) is finite for any c > 0.
Definition 2.3. Let G be a discrete submonoid, a G-gapped filtered A∞-algebra A =
(A,m) consists of a Z-graded K-vector space A together with maps mk,β : A⊗k −→ A, for
each β ∈ G and k > 0 of degree 2− k − µ(β). These are required to satisfy m0,0 = 0 and
for all β ∈ G and homogeneous a1, . . . , an ∈ A:∑
β1+β2=β
06j6n
16i6n−j+1
(−1)∗mn−j+1,β2(a1, . . . ,mj,β1(ai, . . . , ai+j−1), . . . , an) = 0. (2)
We will say (A,m) is a filtered A∞-algebra if it is G-gapped filtered for some G.
Given a filtered A∞-algebra (A,m), the tensor product A ⊗K Λ0 inherits a filtration
from Λ0. We denote the completion of A⊗K Λ0 with respect to this filtration by Aˆ0 and
define maps mk : Aˆ
⊗k
0 −→ Aˆ0 by setting
mk =
∑
β∈G
mk,βT
E(β).
The gapped condition ensures this is well defined and (2) implies that (Aˆ0,m) is an
A∞-algebra over Λ0.
Note that (A,mk,0) is a classical A∞-algebra over K. Therefore, by considering G =
{0}-gapped A∞-algebras we recover the theory of classical A∞-algebras over the field K.
Next we introduce some terminology.
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Definition 2.4. Let (A,m) be a G-gapped filtered A∞-algebra.
(a) If mk,β = 0 when k > 2 or when k = 2 and β 6= 0, we say A is a filtered dg-algebra.
(b) If G ⊂ R>0 × {0}, we say A is graded.
(c) If m0 = 0 we say A is a flat A∞-algebra.
Definition 2.5. An element eA ∈ A of degree 0 is said to be a unit of the filtered
A∞-algebra (A,m) if
m2,0(eA, a) = (−1)|a|m2,0(a, eA) = a
and mk,β(. . . , e, . . .) = 0 for (k, β) 6= (2, 0).
This notion of unit is sometimes called strict unit. There are other, more flexible,
notions of unit, namely cohomological unit or homotopy unit. As it is explained in [15],
these notions are equivalent.
Definition 2.6. Let (A,mA) and (B,mB) be filtered A∞-algebras (for some discrete
submonoid G). A filtered A∞-homomorphism F : A −→ B consists of a sequence of maps
Fk,β : A
⊗k −→ B, k > 0, β ∈ G,
of degree 1− k − µ(β), satisfying
(a) F0,0 = 0,
(b) for each n > 1, β ∈ G and a1, . . . , an ∈ A∑
mBl,β0(Fk1,β1(a1, . . . , ak1), . . . , Fkl,βl(an−kl+1, . . . , an)) =
=
∑
β1+β2=β
06j6n
(−1)∗Fn−j+1,β2(a1, . . . ,mAj,β1(ai, . . . , ai+j−1), . . . , an)
where the sum on the left hand side is taken over l > 1, ki > 0, βi ∈ G such that
β0 + β1 + . . .+ βl = β and k1 + . . .+ kl = n.
For n = 0 one must have
mB0,β +
∑
l>1
mBl,β0(F0,β1 , . . . , F0,βl) =
∑
β1+β2=β
F1,β1(m
A
0,β2).
Definition 2.7. Let F : A −→ B be a filtered A∞-homomorphism.
(a) If A and B have units eA and eB , we say F is unital if
F1,0(eA) = eB and Fk,β(. . . , eA, . . .) = 0 for (k, β) 6= (1, 0).
(b) We say F is strict if F0,β = 0 for all β.
(c) We say F is naive if Fk,β = 0 for all (k, β) 6= (1, 0).
(d) If F1,0 : A −→ B is an isomorphism we say F is an isomorphism. If the induced
map on cohomology (F1,0)∗ : H∗(A,mA1,0) −→ H∗(B,mB1,0) is an isomorphism we
say F is a quasi-isomorphism.
Given two filtered A∞-homomorphism F : A −→ B and G : B −→ C we can define
their composition as
(G ◦ F )n,β(a1, . . . , an) =
∑
Gl,β0(Fk1,β1(a1, . . . , akl), . . . , Fkl,βl(. . . , an))
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where we sum over l, βi, ki > 0, such that k1 + . . .+ kl = n and β0 + β1 + . . .+ βl = β.
In [5], the authors develop the homotopy theory of filtered A∞-algebras, which we
quickly review. Given a filtered A∞-algebra (A,m) one can define a filtered A∞-algebra
(A[0,1],m[0,1]) and naive filtered A∞−homomorphisms i : A −→ A[0,1], p0 : A[0,1] −→ A
and p1 : A
[0,1] −→ A satisfying:
(i) i, p0 and p1 are quasi-isomorphism,
(ii) p1 ◦ i = p0 ◦ i = idA,
(iii) (p1)1,0 ⊕ (p0)1,0 : A[0,1] −→ A⊕A is surjective.
These properties uniquely determine A[0,1] in an appropriate sense (see [5, Chapter 4]). In
Section 6 we will give a model for A[0,1] using the tensor product of filtered A∞-algebras.
We can now give the following
Definition 2.8. Two filtered A∞-homomorphisms F0, F1 : A −→ B are said to be
homotopic if there is a filtered A∞-homomorphism F [0,1] : A −→ B[0,1] such that
F0 = p0 ◦ F [0,1] and F1 = p1 ◦ F [0,1].
A filtered A∞-homomorphism F : A −→ B is called a homotopy equivalence if there exists
G : B −→ A such that F ◦G and G ◦F are homotopic to the identity (the identity is the
naive map defined by (id)1,0 = id).
The following is one of the the most important theorems about A∞-algebras, it is
sometimes referred to as the Whitehead theorem for A∞-algebras.
Theorem 2.9 ([5, Section 4.5]). Let F : A −→ B be a filtered A∞-homomorphism. If
F is a quasi-homomorphism, it is a homotopy equivalence. If F is unital (respectively
strict), its homotopy inverse can also be taken to be unital (respectively strict).
2.2 Homological perturbation lemma
In this subsection we will review the homological perturbation lemma. This allows us to
transfer the A∞-algebra structure (A,m) to a different chain complex homotopic to A.
Consider the following situation: let (A,m) be a filtered A∞-algebra, (V, d) be a chain
complex and suppose we have chains maps i : (V, d) −→ (A,m1,0), p : (A,m1,0) −→ (V, d)
and a homotopy H : A −→ A satisfying,
i ◦ p− idA = m1,0 ◦H +H ◦m1,0. (3)
We call such collection of maps homotopy data. We have the following
Theorem 2.10. In the situation described, V has the structure of filtered A∞-algebra with
η1,0 = d and there is a filtered A∞-homomorphism ϕ : (V, η) −→ (A,m) with ϕ1,0 = i.
Moreover there is a filtered A∞-homomorphism ψ : A −→ V with ψ1,0 = p and a homotopy
between ϕ ◦ ψ and idA.
A proof of this theorem for classical A∞-algebras, together with explicit formulas for
the maps is given in [9]. For the case of filtered A∞-algebras see [4]. Here we will only
give a description of the maps ηk,β and ϕk,β .
Let Γk(G) denote the set of trees with k-leaves together with a map ν : V (T ) −→ G.
We impose the condition that ν(v) 6= 0 if v is an internal vertex of valency zero or one.
Now, given β ∈ G, consider the set Γk(β) = {T ∈ Γk(G)|
∑
v∈V (T ) ν(v) = β}. We can
easily see that Γk(β) is finite. For each T ∈ Γk(β), we obtain T from T by inserting one
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Figure 1: Example of an element of Γ5(
∑5
i=1 νi). Note that ν3, ν2 6= 0.
additional vertex into each internal edge of T . To each inserted vertex assign the map H.
We use T as a flow chart to define a map
ηT : V
⊗k −→ V. (4)
We assign to each v ∈ V (T ) the map mval(v),ν(v) and we assign p to the root and i to the
leaves. For example, the tree in Figure 1 gives the map
ηT (v1, v2, v3, v4, v5) =
= p
(
m3,ν5(H ◦m3,ν1(H(m0,ν2), i(v1), i(v2)), H ◦m1,ν3(i(v3)), H ◦m2,ν4(i(v4), i(v5)))
)
.
Then we define
ηk,β =
∑
T∈Γk(β)
ηT .
The construction of the map ϕ : V −→ A is similar. We take ϕk,β =
∑
T∈Γk(β) ϕT .
The map ϕT is defined in the same way as ηT , the only difference is that we assign H to
the root vertex (instead of p as in the case of ηT ).
When A is unital, we can ensure V and ϕ are also unital by imposing side conditions
on p, i and H.
Proposition 2.11. Suppose (A,m) is unital and that the homotopy data satisfies
p ◦ i = id, H ◦ i = 0, p ◦H = 0 and H2 = 0.
Additionally, assume there is an element eV such that i(eV ) = eA. Then eV is a unit for
(V, η) and ϕ is a unital quasi-isomorphism.
Proof. Simply inspecting the formulas given above for ηk,β and applying the side condi-
tions we see that
ηk+1,β(v1, . . . , eV , . . . , vk) = p(mk+1,β(i(v1), . . . , eA, . . . , i(vk))),
which readily implies eV is a unit. The same argument shows ϕ is unital. The first
condition p ◦ i = id together with the homotopy imply that i = ϕ1,0 is an isomorphism in
cohomology. Thus, we conclude ϕ is a unital quasi-isomorphism.
7
The standard application of the homological perturbation lemma is the following
proposition proved in [4].
Proposition 2.12. Any filtered A∞-algebra (A,m) is quasi-isomorphic to a filtered A∞-
algebra (A′,m′) with m′1,0 = 0. We call (A
′,m′) a canonical model for A.
Proof. We pick a subspace W ⊆ A such that W ⊕ Kerm1,0 = A. Since m21,0 = 0 we can
choose H ⊆ Kerm1,0 satisfying H ⊕m1,0(W ) = Kerm1,0. This gives a decomposition
A = H ⊕W ⊕m1,0(W ).
Note that if H is nontrivial we can choose it so that eA ∈ H. Using the decomposition
we define a inclusion i : H −→ A, a projection p : A −→ H and a map H : A −→ A
of degree −1, which is zero when restricted to H ⊕ W and is the inverse of m1,0 on
m1,0(W ). It is straightforward to check that this defines homotopy data satisfying the
side conditions. Applying the homological perturbation lemma to this data we obtain a
filtered A∞-algebra (H, ηk,β) with η1,0 = 0 quasi-isomorphic to A.
2.3 Bounding cochains
Here we will review some basic definitions and facts about bounding cochains. For details
see [5, Section 4.3].
Definition 2.13. Let (A,m) be a (G-gapped) filtered A∞-algebra and consider x =∑∞
i=0 xiT
λi ∈ Aˆ0 with λi > λ for some λ > 0 and xi of odd degree. We say x is a
bounding cochain if there is P(x) ∈ Λ0 such that∑
k>0
mk(x, . . . , x) = P(x)eA. (5)
Note that the authors in [5] use the term weak bounding cochain and reserve the
term bounding cochain to the case when P(x) = 0. Bounding cochains are also called
Maurer–Cartan elements. We denote by M̂C(A) the set of all bounding cochains.
When A is graded, we require |xi| = 1 for all i. In this case P(x) = 0 since the left
hand side of (5) has degree 2 and eA has degree 0.
Given a bounding cochain x we deform the A∞-algebra A in the following way. Con-
sider γi = (λi, 1 − |xi|) ∈ R>0 × 2Z and let G¯ be the smallest submonoid containing G
and all the γi. This is a discrete submonoid. We then define a new G¯-gapped A∞-algebra
(A,mx), by setting
mxk(a1, . . . , ak) =
∑
i0,...,ik
mk+i0+...+ik(x, . . . , x, a1, x, . . . , x, ak, x, . . . , x).
Observe that (A,mx) is graded whenever A is graded.
Since mx0 = P(x)eA the A∞-relation implies mx1 : Aˆ0 −→ Aˆ0 has square zero. Thus
given a bounding cochain x we can define the cohomology for the pair (A, x):
H∗(A, x; Λ0) :=
Kermx1
Im mx1
.
Since it is often more convenient to work over a field, we consider the A∞-algebra
(Aˆ,mx) where Aˆ = Aˆ0 ⊗Λ0 Λ. Observe that this is a classical A∞-algebra over the field
Λ, even when P(x) 6= 0 (since mx0 = P(b)eA, terms in the A∞-equations involving mx0
cancel). Hence we can think of (Aˆ,mx) as a classical A∞-algebra with one additional
invariant P(x) ∈ Λ0.
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Next we introduce an equivalence relation on M̂C(A). We say x0, x1 ∈ M̂C(A) are
gauge equivalent if there is x¯ ∈ M̂C(A[0,1]) such that p0(x¯) = x0 and p1(x¯) = x1, in which
case we write x1 ∼ x0. We denote the set of equivalence classes by MC(A). In fact, if
x1 ∼ x0, then P(x1) = P(x0) so that P is a well defined function on MC(A) (see [5,
Section 4.3]). Moreover H∗(A, x0; Λ0) ∼= H∗(A, x1; Λ0).
The following theorem is proved in Sections 4.3 and 5.2 of [5]:
Theorem 2.14. If F : (A,mA) −→ (B,mB) is a unital quasi-isomorphism, the induced
map F∗ : MC(A) −→MC(B) is a bijection. Moreover P(F∗(x)) = P(x),
H∗(A, x; Λ0) ∼= H∗(B,F∗(x); Λ0)
and (Aˆ,mx) is quasi-isomorphic to (Bˆ,mF∗(x)), as classical A∞-algebras over Λ.
3 Tensor product of filtered A∞-algebras
3.1 Definition of the tensor product
We will now consider the problem of defining the tensor product of filtered A∞-algebras.
We will first prove that any A∞-algebra is quasi-isomorphic to a filtered dg-algebra and
then define the tensor product for these. This approach is inspired by the definition of
tensor product of classical A∞-algebras in [7].
Let (A,m) be a unital filtered A∞-algebra. We define EndA to be the subspace of
HomK
(⊕
s>0
A⊗A⊗s, A)
of elements satisfying ρs(•, . . . , eA, . . .) = 0. An element ρ = {ρs}s ∈ EndA has degree
|ρ| if each ρs has degree |ρ| − s. For each β ∈ G we define the operations
(µ0,β)s(v, a1, . . . , as) =
∑
β1+β2=β
ms+2,β1(m0,β2 , v, a1, . . . , as),
(µ1,β(ρ))s(v, a1, . . . , as) =
∑
i>0
−ms−i+1,β(ρi(v, a1, . . . , ai), . . . , as)
+
∑
i>0
(−1)|ρ|ρs−i(mi+1,β(v, a1, . . . , ai), . . . , as)
+
∑
j,i>0
(−1)|ρ|+∗ρs−j+1(v, . . . ,mj,β(ai+1, . . . , ai+j), . . . , as),
(µ2,0(ρ, τ)) = (−1)|ρ|ρ ◦ τ
where (ρ ◦ τ)s(v, a1, . . . , as) =
∑
i>0
ρs−i(τi(v, a1, . . . , ai), . . . , as).
For all the other (k, β) we define µk,β = 0.
When A is a flat A∞-algebra, one can regard A as a (right) A∞-module over itself.
In this case, EndA is simply the filtered A∞-algebra of A∞-pre-homomorphisms of this
module (see [14]). In general, A is not a right module over itself, but as we will see, EndA
is still a filtered A∞-algebra.
Lemma 3.1. EndA = (EndA, µ) is an unital filtered dg-algebra.
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Proof. The proof consists of a series of long and tedious computations. We start with ∑
β1+β2=β
µ1,β1(µ0,β2)

s
(v, a1, . . . , as) =
=
∑
β1+β′+β′′=β
−ms−i+1,β1(mi+2,β′(m0,β′′ , v, . . . , ai), . . . , as)
+
∑
i>0
β1+β
′+β′′=β
ms−i+2,β′(m0,β′′ ,mi+1,β1(v, . . . , ai), . . . , as)
+
∑
i,j>0
β1+β
′+β′′=β
(−1)∗+1ms+j+1,β′(m0,β′′ , v, . . . ,mj,β1(ai+1, . . . , ai+j), . . . , as).
By the A∞-equation this equals∑
β′′
∑
β1+β′=β−β′′
ms+3,β′(m0,β1 ,m0,β′′ , v, . . . , as)−ms+3,β′(m0,β′′ ,m0,β1 , v, . . . , as) = 0.
So we conclude
∑
β1+β2=β
µ1,β1(µ0,β2) = 0. The next equation can be handled in the
same way:∑
β1+β2=β
µ1,β1(µ1,β2(ρ))s(v, a1, . . . , as) =
∑
i>0
−ms−i+1,β1((µ1,β2(ρ))i(v, . . . , ai), . . . , as)+
+
∑
i>0
(−1)|ρ|+1(µ1,β2(ρ))s−i(mi+1,β1(v, . . . , ai), . . . , as)+
+
∑
i,j>0
(−1)|ρ|+∗(µ1,β2(ρ))s(v, . . . ,mj,β1(ai+1, . . . , ai+j), . . . , as).
Further expanding and canceling all the terms we see this is equal to∑
j>0
∑
β1+β2=β
i>j
ms−i+1,β1(mi−j+1,β2(ρj(v, . . . , aj), . . . , ai) . . . as)
+
∑
j>0
∑
β1+β2=β
l>j
i>0
(−1)ms−i−j+2,β1(ρj(v, . . . , aj), . . . ,mi,β2(al+1, . . . , al+i), . . . , as)
−
∑
j
∑
β1+β2=β
06i6j
ρs−j(mj−i+1,β1(mi+1,β2(v, . . . , ai) . . . , aj), . . . , as)
−
∑
j
∑
β1+β2=β
l>0
i>0
(−1)∗ρs−j(mj−i+2,β1(v, . . . ,mi,β2(al+1, . . . , al+i), . . . , aj), . . . , as),
where  = |ρ|+ |v|+∑lp=1 ||ap||. Adding the first two terms and the last two, and using
the A∞-equation, we obtain
−
∑
β1+β2=β
∑
j
ms−j+2,β1(m0,β2 , ρ(v, . . . , aj), . . . , as)+
+
∑
β1+β2=β
∑
j
ρs−j(mj+2,β1(m0,β2 , v, . . . , aj), . . . , as) =
10
=
[
−µ2,0(µ0,β , ρ) + (−1)|ρ|µ2,0(ρ, µ0,β)
]
s
(v, a1, . . . , as).
So we conclude that∑
β1+β2=β
µ1,β1(µ1,β2(ρ)) + µ2,0(µ0,β , ρ) + (−1)||ρ||µ2,0(ρ, µ0,β) = 0.
The last two equations we have to check
µ2,0(µ1,β(ρ), τ) + (−1)||ρ||µ2,0(ρ, µ1,β(τ)) + µ1,β(µ2,0(ρ, τ)) = 0,
and
µ2,0(µ2,0(ρ, τ), θ) + (−1)||ρ||µ2,0(ρ, µ2,0(τ, θ)) = 0,
simply state that (up to a change in sign) µ2,0 is associative and µ1,β is a derivation of
µ2,0. Since these do not involve µ0,β , they can be derived from the flat case (see [14]).
Finally we can easily verify that
(id)r(v, a1, . . . , ar) =
{
v , r = 0
0 , otherwise
defines a unit in EndA.
Next we will show that EndA is quasi-isomorphic to A. We begin with the following
proposition:
Proposition 3.2. Let A be a unital filtered A∞-algebra and EndA be the filtered dg-
algebra described above. Consider Fk,β : A
⊗k −→ EndA defined as
Fk,β(α1, . . . , αk)s(v, a1, . . . , as) = mk+s+1,β(α1, . . . , αk, v, a1, . . . , as),
for k > 0. This defines a strict A∞-homomorphism.
Proof. First note that
µ0,β =
∑
β1+β2=β
F1,β1(m0,β2)
by definition. Next we need to check that∑
β1+β2=β
16i6k−1
(−1)|Fi(α1,...,αi)|Fi,β1(α1, . . . , αi) ◦ Fk−i,β2(αi+1, . . . , αk)
+ µ1,β1
(
Fk,β2(α1, . . . , αk)
)
=
∑
β1+β2=β
06j6k
(−1)∗Fk−j+1,β1
(
α1, . . . ,mj,β2(αi+1, . . . , αi+j) . . . , αk
)
.
If we denote by L and R the left and right-hand side of the above equation, we need to
check Ls(v, a1, . . . , as) = Rs(v, a1, . . . , as). Noting that |Fi(α1, . . . , αi)| =
∑i
l=1 ||αl||+ 1,
we compute
Ls(v, a1, . . . , as) =
∑
06j6s
−ms−j+1,β1
(
mk+j+1,β2(α1, . . . , αk, v, a1, . . . , aj), . . . , as
)
+
∑
06j6s
(−1)∗+1mk+s−j,β2
(
α1, . . . , αk,mj+1,β1(v, a1, . . . , aj), . . . , as
)
+
∑
06j6s
06l6s−j
(−1)∗+1mk+s−j,β2
(
α1, . . . , αk, v, . . . ,mj,β1(al+1, . . . , al+j), . . . , as
)
+
∑
06j6s
16i6k−1
(−1)∗+1mi+s−j+1,β1
(
α1, . . . , αi,mk−i+j+1,β2(αi+1, . . . , v, . . . , aj), . . . , as
)
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and
Rs(v, a1, . . . , as) =
∑
06j6k
06i6k−j
(−1)∗ms+k−j,β1
(
α1, . . .mj,β2(αi+1, . . . , αi+j), . . . , v, . . . , as
)
.
Thus we conclude that Ls(v, a1, . . . , as) − Rs(v, a1, . . . , as) = 0, since this is simply the
A∞-equation on A.
Next we observe that F1,0 induces an isomorphism on cohomology by defining a ho-
motopy inverse. Consider the map P : EndA −→ A defined by P (ρ) = (−1)|ρ|ρ0(eA).
We can easily see that P : (EndA, µ1,0) −→ (A,m1,0) is a chain map and P ◦ F1,0 = idA.
Lemma 3.3. Define H : EndA −→ EndA by
(Hρ)s(v, a1, . . . , as) = (−1)|ρ|ρs+1(eA, v, a1, . . . , as).
Then F1,0 ◦ P − idEndA = µ1,0 ◦H +H ◦ µ1,0 and F1,0 is a quasi-isomorphism.
Proof. We compute
(µ1,0 ◦H(ρ))s(v, a1, . . ., as) =
∑
06i6s
(−1)|ρ|+1ms−i+1,0(ρi+1(e, v, a1, . . . , ai), . . . , as)
+
∑
06i6s
ρs−i(e,mi+1,0(v, a1, . . . , ai), . . . , as)
+
∑
16j6s
06i6s−j
(−1)∗+1ρs−j(e, v, a1, . . . ,mj,0(ai+1, . . . , ai+j), . . . , as).
Similarly
(H ◦ µ1,0(ρ))s(v, a1, . . ., as) =
∑
06i6s
(−1)|ρ|ms−i+1,0(ρi+1(e, v, a1, . . . , ai), . . . , as)
+(−1)|ρ|ms+2,0(ρ0(e), v, . . . , as)
+
∑
06i6s
−ρs−i(mi+2,0(e, v, a1, . . . , ai), . . . , as)
+
∑
16j6s
06i6s−j
(−1)∗ρs−j(e, v, . . . ,mj,0(ai+1, . . . , ai+j), . . . , as)
+
∑
06j6s
−ρs−j+1(e,mj+1,0(v, a1, . . . , aj), . . . , as).
Comparing the two expressions we obtain(
(µ1,0H +Hµ1,0)ρ
)
s
(v, a1, . . . , as) =
= (−1)|ρ|ms+2,0(ρ0(e), v, . . . , as)−
∑
i>0
ρs−i(mi+2,0(e, v, . . . , ai), . . . , as)
= (−1)|ρ|ms+2,0(ρ0(e), v, . . . , as)− ρs(v, a1, . . . , as)
=
[(
(F1,0 ◦ P )ρ
)− ρ]
s
(v, a1, . . . , as). (6)
The second equality holds because A is unital, so mi+2,0(e, v, a1, . . . , ai) = 0 unless i = 0.
Since P is a homotopy inverse of F1,0, the conclusion follows.
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Corollary 3.4. Let A be a unital filtered A∞-algebra. Then A is quasi-isomorphic to the
filtered dg-algebra EndA.
We are now ready to define the tensor product of filtered A∞-algebras. Given A
and B filtered GA and GB-gapped A∞-algebras, we will define their tensor product as
a G-gapped A∞-algebra, for G = GA + GB . In fact the tensor product is bi-gapped in
the following sense: for each β1 ∈ GA and β2 ∈ GB we will define m⊗k,β1×β2 and given
β ∈ GA +GB we take
m⊗k,β =
∑
β1×β2∈GA×GB
β1+β2=β
m⊗k,β1×β2 .
We start by defining the tensor product of filtered dg-algebras.
Lemma 3.5. Let (C, µC) and (D,µD) be unital filtered dg-algebras. On the vector space
C ⊗K D consider the operations
µ⊗0,β1×β2 =

µC0,β1 ⊗ eD β2 = 0
eC ⊗ µD0,β2 β1 = 0
0 β1, β2 6= 0
,
µ⊗1,β1×β2(c⊗ d) =

µC1,β1(c)⊗ d β2 = 0
(−1)|c|c⊗ µD1,β2(d) β1 = 0
0 β1, β2 6= 0
,
µ⊗2,0(c1 ⊗ d1, c2 ⊗ d2) = (−1)|c2||d1|µC2,0(c1, c2)⊗ µD2,0(d1, d2).
Then (C ⊗D,µ⊗) is an unital filtered dg-algebra, which we denote by C ⊗dg D
Proof. We omit the simple verification of the A∞equations. It is also clear that eA ⊗ eB
is a unit.
Remark 3.6. To avoid confusion, we spell out the notation above when β = 0:
µ⊗1,0(c⊗ d) = µC1,0(c)⊗ d+ (−1)|c|c⊗ µD1,0(d).
We are now ready to state our main definition.
Definition 3.7. Let A and B be filtered A∞-algebras. We define their tensor product as
A⊗∞ B := EndA ⊗dg EndB .
If A and B are classical A∞-algebras over K, then they are also G = {0}-gapped
A∞-algebras, then the above also gives a definition of classical A∞-algebras. For these
algebras the tensor product was already defined, see [10, 12, 8]. All these constructions
define the tensor product as an A∞-algebra structure on the vector space A ⊗ B. Our
definition uses a different underlying vector space and therefore is not directly comparable.
In the next section, we will remedy this by using the homological perturbation lemma to
transfer our A∞-structure on A⊗∞ B to the vector space A⊗B.
3.2 Some properties of the tensor product
Let A1, A2, B1 and B2 be filtered A∞-algebras and let ϕ : A1 −→ A2 and ψ : B1 −→
B2 be filtered A∞-homomorphisms. We will show that these induce a filtered A∞-
homomorphism
ϕ⊗∞ ψ : A1 ⊗∞ B1 −→ A2 ⊗∞ B2.
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Although not functorial, this construction satisfies the additional property that if ϕ and
ψ are quasi-isomorphisms then ϕ⊗∞ ψ is also a quasi-isomorphism. This will be enough
to show that the tensor product is well defined and satisfies some monoidal properties.
Following our strategy, we begin with the case of filtered dg-algebras. We will use the
following notation: Given c1, . . . , ck ∈ C, we denote c1 · · ·ck = µ2,0(. . . µ2,0(µ2,0(c1, c2), c3)
. . . , ck) with the convention that if k = 0 we mean eC .
Proposition 3.8. Let C1, C2, D1 and D2 be filtered dg-algebras. Let ϕ, f : C1 −→ C2
and ψ, g : D1 −→ D2 be unital filtered A∞-homomorphisms with f and g naive. Then
there are A∞-homomorphisms ϕ ⊗dg g, f ⊗dg ψ : C1 ⊗dg D1 −→ C2 ⊗dg D2 defined as
follows:
(ϕ⊗dg g)k,β1 = (−1)Cϕk,β1(c1, . . . , ck)⊗ g(d1 · · · dk),
if β1 ∈ GC and zero otherwise;
(f ⊗dg ψ)k,β2 = (−1)C+(k+1)|c|f(c1 · · · ck)⊗ ψk,β2(d1, . . . , dk)
if β2 ∈ GD and zero otherwise.
In either case, the sign is defined in terms of C :=
∑
p>q |cp||dq|.
Proof. Since both statements have essentially the same proof, we only derive the A∞-
homomorphism equation for ϕ⊗dg g.
We start by observing that the A∞-equations of a filtered dg-algebra imply the fol-
lowing identities:
(c1 · · · cj)(cj+1 · · · ck) = (−1)(k−j−1)
∑j
l=1 |cl|c1 · · · ck,
c1 · · · (ci ci+1) · · · ck = (−1)
∑i−1
l=1 |cl|c1 · · · ck,
c1 · · · ci eC ci+1 · · · ck = (−1)
∑i
l=1 |cl|c1 · · · ck, (7)
(−1)kµ1,β(c1 · · · ck) +
∑
16i6k
(−1)
∑i−1
l=1 ||cl||c1 · · · µ1,β(ci) · · · ck = 0.
We omit the derivation of the A∞-homomorphism equation with no inputs as it is very
similar to the general case. Thus we will prove that the following equation holds for all
k > 0.∑
06j6k
β′+β′′=β
µ⊗2,0
(
(ϕ⊗ g)j,β′(c1 ⊗ d1, . . . , cj ⊗ dj), (ϕ⊗ g)k−j,β′′(cj+1 ⊗ dj+1, . . . , ck ⊗ dk)
)
+
+
∑
β′+β′′=β
µ⊗1,β′′
(
(ϕ⊗ g)k,β′(c1 ⊗ d1, . . . , ck ⊗ dk)
)
=
=
∑
16i6k−1
(−1)∗(ϕ⊗ g)k−1,β(c1 ⊗ d1, . . . , µ⊗2,0(ci ⊗ di, ci+1 ⊗ di+1), . . . , ck ⊗ dk)
+
∑
16i6k
β′+β′′=β
(−1)∗(ϕ⊗ g)k,β′(c1 ⊗ d1, . . . , µ⊗1,β′′(ci ⊗ di), . . . , ck ⊗ dk)
+
∑
06i6k
β′+β′′=β
(−1)∗(ϕ⊗ g)k+1,β′(c1 ⊗ d1, . . . , ci ⊗ di, µ⊗0,β′′ , ci+1 ⊗ di+1, . . . , ck ⊗ dk),
We will do this by breaking this equation into a sum of two equalities. The first consists of
the terms where both β′, β′′ ∈ GC and of these, only those involving µ⊗k,β′×0. The second
equation has the remaining terms, namely those involving terms of the form µ⊗k,0×β′′ . The
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first one equals∑
β′,β′′∈GC
(−1)C+(k−j−1)
∑j
l=1 |dl|µ2,0
(
ϕj,β′(c1, . . . , cj), ϕk−j,β′′(cj+1, . . . , ck)
)⊗
g(d1 · · · dj)g(dj+1 · · · dk) + (−1)C
∑
β′,β′′∈GC
µ1,β′(ϕk,β′′(c1, . . . , ck))⊗ g(d1 · · · dk)
=
∑
16i6k−1
(−1)ζ+
∑i−1
l=1 |dl|ϕk−1,β(c1, . . . , µ2,0(ci, ci+1), . . . , ck)⊗ g(d1 · · · (didi+1) · · · dk)
+
∑
16i6k
β′,β′′∈GC
(−1)ζ(c1, . . . , µ1,β′′(ci), . . . , ck)⊗ g(d1 · · · dk)
+
∑
β′,β′′∈GC
06i6k
(−1)ζ+
∑i−1
l=1 |dl|ϕk+1,β′(c1, . . . , µ0,β′′ , . . . , ck)⊗ g(d1 · · · di eD1 di+1 · · · dk),
where ζ = C +
∑i−1
l=1 ||cl||. Using the first three identities in (7) and the fact that g is a
naive A∞-homomorphism we conclude that this equation holds, since it is equivalent to
the A∞-homomorphism equation for ϕk,β .
As for the second equation, we have∑
β′+β′′=β
(−1)C+k+1+|c|ϕk,β′(c1, . . . , ck)⊗ µ1,β′′g((d1 · · · dk))
=
∑
16i6k
(−1)C+|c|+
∑i−1
l=1 ||dl||ϕk,β′(c1, . . . , ck)⊗ g(d1 · · · µ1,β′′(di) · · · dk)
+
∑
06i6k
(−1)C+
∑i−1
l=1 (||cl||+|dl|)ϕk+1,β′(c1, . . . , eC1 , . . . , ck)⊗ g(d1 · · · di · µ0,β′′ · · · dk).
For k > 0, the last sum vanishes because ϕ is unital, therefore the equation is equiva-
lent to ∑
β′+β′′=β
(−1)C+|c|ϕk,β′(c1, . . . , ck)⊗
⊗
(−1)kµ1,β′′(d1 · · · dk) + ∑
16i6k
(−1)
∑i−1
l=1 ||dl||d1 · · · µ1,β2(di) · · · dk
 = 0.
Finally this equation holds because the right hand side of the tensor product vanishes by
the last identity in (7).
This proposition allows us to give the following definition:
Definition 3.9. Let ϕ : C1 −→ C2 and ψ : D1 −→ D2 be filtered, unital A∞-
homomorphisms between filtered dg-algebras C1, C2, D1, D2. Define ϕ ⊗dg ψ : C1 ⊗dg
D1 −→ C2 ⊗dg D2 by
ϕ⊗dg ψ = (ϕ⊗dg idD1) ◦ (idC2 ⊗dg ψ).
We would like to point out that this construction is not functorial, that is,
(ϕ1 ⊗dg ψ1) ◦ (ϕ2 ⊗dg ψ2) 6= (ϕ1 ◦ ϕ2)⊗dg (ψ1 ◦ ψ2).
We believe that these two A∞-homomorphism are homotopy equivalent, but we have
not tried to prove this. In fact we will not need this statement, instead we will use the
following
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Lemma 3.10. Let ϕ : C1 −→ C2 and ψ : D1 −→ D2 be filtered quasi-isomorphisms
between filtered dg-algebras C1, C2, D1 and D2. Then ϕ⊗dg ψ : C1 ⊗dg D1 −→ C2 ⊗dg D2
is a quasi-isomorphism.
Proof. We only need to check that (ϕ ⊗dg ψ)1,0 is an isomorphism on cohomology. For
this note that (ϕ ⊗dg ψ)1,0(c ⊗ d) = ϕ1,0(c) ⊗ ψ1,0(d) by definition. Then the Ku¨nneth
theorem implies that
ϕ1,0 ⊗ ψ1,0 : C1 ⊗D1 −→ C2 ⊗D2
induces an isomorphism in cohomology.
We now tackle the problem for general A∞-algebras, A1, A2, B1 and B2. In the
previous section we constructed a quasi-isomorphism FAi : Ai −→ EndAi ; let F−1Ai be a
quasi-inverse. In fact, we could use the homological perturbation lemma to give explicit
formulas for F−1Ai , but this is unnecessary for our purposes.
Given ϕ : A1 −→ A2 and ψ : B1 −→ B2 define ϕ˜ := FA2 ◦ ϕ ◦ F−1A1 and ψ˜ :=
FB2 ◦ ψ ◦ F−1B1 . Finally, define ϕ⊗∞ ψ : A1 ⊗∞ B1 −→ A2 ⊗∞ B2 by
ϕ⊗∞ ψ := ϕ˜⊗dg ψ˜ : EndA1 ⊗dg EndB1 −→ EndA2 ⊗dg EndB2 .
Proposition 3.11. Let ϕ : A1 −→ A2 and ψ : B1 −→ B2 be quasi-isomorphism. Then
ϕ⊗∞ ψ : A1 ⊗∞ B1 −→ A2 ⊗∞ B2 is a quasi-isomorphism
Proof. We only need to check that (ϕ⊗∞ ψ)1,0 is an isomorphism on cohomology. First
note that, if ϕ and ψ are quasi-isomorphisms then so are ϕ˜ and ψ˜. Thus the statement
follows from Lemma 3.10 applied to ϕ˜ and ψ˜.
Next we will discuss some monoidal properties of the tensor product of A∞-algebras.
We will not show that the category of filtered A∞-algebras is monoidal, which is probably
true but not relevant here.
Proposition 3.12. Let A, B and C be filtered A∞-algebras. We have the following:
(a) Consider the field K as a filtered A∞-algebra with the product as the single non-
trivial operation m2,0. Then A⊗∞ K ' A.
(b) A⊗∞ B ' B ⊗∞ A.
(c) A⊗∞ (B ⊗∞ C) ' (A⊗∞ B)⊗∞ C.
Proof. For part (a) note that, given a filtered dg-algebra V , we have V ⊗dg K ' V . Also,
by definition EndK is isomorphic to K, hence
A⊗∞ K = EndA ⊗dg EndK ' EndA ⊗dg K ' A,
by Lemma 3.10.
Given filtered dg-algebras V and W define the naive map
τ : V ⊗dg W −→W ⊗dg V
by τ1,0(v⊗w) = (−1)|v||w|w⊗ v. One can easily see this is a A∞-isomorphism. Applying
this to EndA and EndB proves (b).
Next recall that EndB ⊗dg EndC ' EndEndB⊗dgEndC , by Corollary 3.4, therefore
Lemma 3.10 implies
A⊗∞ (B ⊗∞ C) := EndA ⊗dg EndEndB⊗dgEndC
' EndA ⊗dg (EndB ⊗dg EndC).
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Similarly
(A⊗∞ B)⊗∞ C ' (EndA ⊗dg EndB)⊗dg EndC .
Part (c) now follows from the following easily verifiable fact: Given filtered dg-algebras
V , W and U , the naive map
id1,0 : V ⊗dg (W ⊗dg U) −→ (V ⊗dg W )⊗dg U
is an A∞-isomorphism.
4 Another model for A⊗∞ B
Given two A∞-algebras A and B, we will use the homological perturbation lemma to
construct an A∞-algebra structure on the vector space A⊗B quasi-isomorphic to A⊗∞B.
We start by introducing some terminology and constructions relating to trees. Let Gn
denote the set of all trees with n leaves such that val(v) > 2 for all v ∈ V (T ). Given a
vertex v we will denote by v(i) the ith incident edge at v.
For each pair x, y ∈ V (T )∪E(T ) we say x is under y if the unique path Px in T from
x to the root of T contains y. Note that this defines a partial ordering. Suppose x and
y are not comparable and denote by w the first (furthest from the root) vertex that Px
and Py have in common. Then Px and Py contain edges w(i) and w(j) respectively. We
say that x is to the left of y if i < j.
Given x ∈ V (T )∪E(T ) we denote by px ( respectively qx) the left (respectively right)
most leaf of T under x. Additionally, given e ∈ E(T ) we define integers Je, Ie and I˜e to
be zero when e is a leaf and when e is not a leaf, Je is the number of leaves under e, I˜e
is the number of internal edges under e and Ie = I˜e + 1.
Next, let Gbinn denote the subset of Gn consisting of trees T with val(v) = 2 for all
v ∈ V (T ). Elements of Gbinn are called binary trees. There is a partial order on the set
Gbinn , which was introduced in [10]. It is generated by the relation on the following figure:
 
 
 
@
@
@
@@  
 
 
@
@
@
  
6
Figure 2: Relation that generates the partial order on binary trees
We say T1 6 T2 if there is a sequence of trees starting at T1 and ending at T2 such
that consecutive trees are isomorphic in the complement of some neighborhood where
they differ as pictured in Figure 2. There is an absolute minimum and maximum for this
order. The minimum (maximum), which we denote by Mn (Mn), is the binary tree with
strictly right (left) leaning internal edges.
Given T ∈ Gn we define Tmax ∈ Gbinn as the maximal (with respect to the order just
described) binary tree that resolves T . That is, T can be obtained by collapsing several
edges in Tmax. See Figure 3 for an example.
Similarly, we define Tmin as the minimal binary tree that resolves T . The tree in Gn
with exactly one internal vertex, called the n-corolla, is denote by cn.
We introduce one more subset of Gn. Let Ln denote the subset of Gn obtained by
grafting corollas in all possible ways while avoiding the last leaf. More formally, T ∈ Ln
if either T = cn or there exist integers 1 6 i1 < . . . < il < m and trees Tj ∈ Lnj such that
T = cm ◦i1,...,il (T1, . . . , Tl),
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Figure 3: Example of maximal tree resolving T
where ◦i1,...,il tells us to graft the root of Tj to the leaf ij of cm.
Now suppose that V ∈ Ln has k internal edges. There is an obvious correspondence
between internal edges of V and right leaning (internal) edges of Vmax. Let R(B) denote
the set of right leaning internal edges of a binary tree B and let |R(B)| denote its order.
We define
α(V ) :=
∑
S∈Gbinn
S>Vmax
|R(S)|=k
S/R(S),
where S/R(S) is the tree obtained by collapsing all the edges of S in R(S). Note that
α(V ) is non-zero as it always includes α0(T ) := Tmax/R(Tmax). For an example see
Figure 4.
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Figure 4: Example of α
Finally, given U ∈ Gn and β ∈ G, let Uβ denote the sum of all elements of Γn(β)
whose underlying tree is U . We use Uβ as a flow chart to define a map
UAβ : A
⊗k −→ A
by assigning to each v ∈ V (Uβ) the map mAval(v),ν(v). Similarly we define maps UBβ .
Theorem 4.1. Let A and B be unital filtered A∞-algebras. Then the tensor product
A ⊗∞ B is quasi-isomorphic to the A∞-algebra (A ⊗ B,m⊗) with operations given by
m⊗k,β =
∑
β1+β2=β
m⊗k,β1×β2 , where
m⊗0,β1×β2 =

mA0,β1 ⊗ eB , β2 = 0
eA ⊗mB0,β2 , β1 = 0
0 , β1, β2 6= 0
,
m⊗1,β1×β2 =
 m1,β1 ⊗ id , β2 = 0id⊗m1,β2 , β1 = 0
0 , β1, β2 6= 0
, (8)
m⊗n,β1×β2(a1 ⊗ b1, . . . , an ⊗ bn) =
∑
T∈Ln
(−1) TAβ1(a1, . . . an)⊗ α(T )Bβ2(b1, . . . , bn).
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The sign exponent is defined as  = θ(T ) +C+ |a||Eint(T )|+ γa + γb, with
γa =
∑
v∈V (T )
∑
i<pv
|ai|, γb =
∑
v∈V (α(T ))
∑
i<pv
|bi| and
θ(T ) =
∑
v∈V (T )
(∑
i
((val(v)− i− 1)Iv(i) + I˜v(i) + Jv(i)) +
∑
i<j
Iv(i)(I˜v(j) + Jv(j))
)
.
To illustrate the theorem, explicit formulas for m⊗3 and m
⊗
4 appear in Figure 5 with
signs determined by θ(T ).
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Figure 5: Formulas for m⊗3 and m
⊗
4 .
Assume A and B are classical A∞-algebras, then (8) agrees exactly with the formula
for m⊗SUn provided in [10, Theorem 3], up to sign. The difference in the sign comes from
the fact that Markl and Shnider use a different sign rule in the definition of A∞-algebra.
In (1), they take ∗ = i(j + 1) + jn+ j(|a1|+ . . .+ |ai−1|). This definition is equivalent to
ours via the change
m′k(a1, . . . , an) 7→ (−1)
∑
(k−i)|ai|mk(a1, . . . , an).
Taking this sign change in consideration one can show that (8) agrees with the formula
in [10]. Therefore we obtain the following
Corollary 4.2. Let A and B be classical A∞-algebras, then the tensor product A⊗∞ B
is quasi-isomorphic to the tensor product A⊗SU B defined by Markl and Shnider in [10].
Before proving the theorem, we will give two alternative descriptions of m⊗n,β1×β2 for
n > 3. Let Rn denote the subset of Gn obtained by grafting corollas in all possible ways
while avoiding the first leaf. Given T ∈ Rn with k internal edges we define
α¯(T ) =
∑
W∈Gbinn
W6Tmin
|L(W )|=k
W/L(W ),
where W/L(W ) is obtained by collapsing all the edges in L(W ), the set of left leaning
edges on W . We have the following:
Proposition 4.3. There are the following alternative descriptions when n > 3
m⊗n,β1×β2 =
∑
T∈Rn
±α¯(T )Aβ1 ⊗ TBβ2 ,
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and
m⊗n,β1×β2 =
∑
|Eint(U)|+|Eint(W )|=n−2
Umax6Wmin
±UAβ1 ⊗WBβ2 .
Proof. Easy combinatorial check, see [10].
The proof of Theorem 4.1 will occupy the remainder of this section.
Proof of Theorem 4.1. This is a direct application of the homological perturbation lemma.
Consider the chain complex (A⊗B, δ = mA1,0 ⊗ id+ id⊗mB1,0) and define maps
i = FA1,0 ⊗ FA1,0 : A⊗B −→ EndA ⊗ EndB ,
P = PA ⊗ PB : EndA ⊗ EndB −→ A⊗B, (9)
H = ΠA ⊗HB +HA ⊗ id : EndA ⊗ EndB −→ EndA ⊗ EndB ,
where ΠA = F
A
1,0 ◦ PA and PA, HA are as defined in Lemma 3.3.
Lemma 4.4. The maps i, P and H determine homotopy data that satisfies the side
conditions.
Proof. The maps i and P are chain maps because they are the tensor product of chain
maps. Next, by direct computation we have
µ⊗1,0H +Hµ
⊗
1,0 = ΠA ⊗ µB1,0HB −HA ⊗ µB1,0 + µA1,0ΠA ⊗HB + µA1,0HA ⊗ id+
+ΠA ⊗HBµB1,0 +HA ⊗ µB1,0 −ΠAµA1,0 ⊗HB +HAµA1,0 ⊗ id
=ΠA ⊗ (ΠB − id) + (µA1,0ΠA −ΠAµA1,0)⊗HB + (ΠA − id)⊗ id
=ΠA ⊗ΠB − id = i ◦ P − id,
using Lemma 3.3 for A and B and the fact that ΠA is a chain map.
The side conditions follow from direct computations that we omit. Finally we observe
that i(eA ⊗ eB) = id.
Now Theorem 2.10, provides an A∞-algebra structure on A ⊗ B with η1,0 = δ. By
Proposition 2.11 this A∞-algebra is unital and there is a quasi-isomorphism ϕ : (A ⊗
B, ν) −→ A⊗∞ B. Moreover we have explicit formulas
ηn,β =
∑
T∈Γn(β)
ηT .
In this situation, since the A∞-algebras are bi-gapped we can further decompose the
expression for ηn,β as
ηn,β =
∑
β1+β2=β
ηn,β×β2 =
∑
T∈Γn(β1×β2)
ηT . (10)
All that is left to prove is that (10) gives the formulas in (8). This will be done in
several lemmas in which we will determine and describe the trees T ∈ Γn(β1 × β2) that
give non-trivial contributions. The first lemma follows from easy computations, which we
omit.
Lemma 4.5. Let (C,m) be a G-gapped filtered A∞-algebra and consider β ∈ G and
f, g ∈ EndC . We have the following identities:
(a) HC(µ0,β) = 0.
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(b) HC ◦ µ2,0(f,HC(g)) = 0, PC ◦ µ2,0(f,HC(g)) = 0.
(c) HC ◦ µ1,β ◦HC = 0, PC ◦ µ1,β ◦HC = 0, if β 6= 0.
(d) [HC ◦ µ1,β ◦ FC1,0(ξ)]∗(u, c1, . . . , cr) = mr+2,β(ξ, u, c1, . . . , cr).
(e) PC ◦ µ1,β ◦ FC1,0(ξ) = m1,β(ξ).
Lemma 4.6. H(µ⊗0,β1×0) = H(µ
⊗
0,0×β2) = 0. Therefore ηT = 0 whenever T has a vertex
of valency zero.
Proof. From the definitions we have
H(µ⊗0,β1×0) = ΠA(µ0,β1)⊗HB(idEndB ) +HA(µ0,β1)⊗ idEndB = 0
by Lemma 4.5(a) and the easy fact HB(idEndB ) = 0.
The same argument shows H(µ⊗0,0×β2) = 0.
For the second statement, recall that when defining ηT , a vertex of valency zero is
assigned µ0,β and a new vertex inserted into the outgoing edge and assigned H. Since we
just showed that composition is zero, it follows that ηT = 0.
This lemma is enough to describe η0,β . A tree T ∈ Γ0(β1 × β2) such that ηT 6= 0
cannot have internal edges by Lemma 4.6. Therefore T has to be a tree with one single
internal vertex of weight β1 × 0 or 0× β2, in these cases we have
η0,β1×0 = P (µ0,β1×0) = PA(µ0,β1)⊗ PB(IdB) = m0,β1 ⊗ eB .
and similarly η0,0×β2 = eA ⊗m0,β2 .
Let us now consider the general case, ηn,β =
∑
T∈Γn(β) ηT . Since A⊗∞ B is a filtered
dg-algebra, the vertices of T have valency 6 2. By Lemma 4.6 T cannot have vertices of
valency zero. If a vertex has valency one, we say the incoming edge is vertical, if it has
valency two, we say the first incoming edge is right leaning and the second is left leaning.
To better describe the maps ηT , we will further decompose ηT into the following sum
ηn,β =
∑
T∈Γn(β)
ηT =
∑
T∈Γn(β)
TH
ηTH .
Here ηTH is defined in the same way as ηT except we assign either ΠA ⊗HB or HA ⊗ id
to each internal edge of T . We then sum over the 2|Eint(T )| ways of doing this.
Lemma 4.7. Given T ∈ Γn(β1×β2) and TH as above, cut T along the edges with ΠA⊗HB
assigned and let W1, . . . ,Wk+1 denote the trees obtained. If ηTH 6= 0, then each of the Wi
is equal to one of the following:





S
S
S
S
S
SS S
S
St
t
leaf of T leaf of T
root of T
, or
β′ × 0
0× β′′ tβ′ × 0.
In the first case there are l > 2 leaves; if β′ = 0, we remove the vertex of valency one. In
the second and third cases we have β′, β′′ 6= 0.
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Proof. Let W be one such tree. The root of W either coincides with the root of T , in
which case it is assigned with P , or it is assigned with ΠA⊗HB . Let ηW denote the map
induced by W . We are interested in computing ηW (ξ1, . . . , ξk) for ξi = fi⊗gi, where each
fi⊗ gi = ΠA(f˜i)⊗HB(g˜i) or fi⊗ gi = i(ai⊗ bi) since each leaf of W is either a leaf of TH
or an internal edge of TH labeled by ΠA ⊗HB . By construction, all the internal edges of
W are labeled with HA ⊗ id.
Claim: All the internal edges of W are right leaning.
• Suppose there is a left leaning internal edge. If it is not adjacent to the top vertex
of W , it leads to a composition of the form
(HA ⊗ id) ◦ µ⊗2,0(ρ⊗ τ,HA(ϕ)⊗ ψ) = HA(µ2,0(ρ,HA(ϕ)))⊗ µ2,0(τ, ψ) = 0,
which vanishes by Lemma 4.5(b). If the edge is adjacent to the top vertex of W , we
have one of the compositions: (ΠA ⊗HB) ◦ µ⊗2,0(ρ⊗ τ,HA(ϕ)⊗ ψ) or (PA ⊗ PB) ◦
µ⊗2,0(ρ⊗ τ,HA(ϕ)⊗ ψ), depending on whether or not the root of W coincides with
the root of T . In either case we get zero by Lemma 4.5(b).
• If there is a vertical interior edge, the endpoint of that edge has weight β′ × 0
or 0 × β′′. In the first case we have one of the compositions HA ◦ µ1,β′ ◦ HA or
PA ◦ µ1,β′ ◦HA, which are both zero by Lemma 4.5(c). The second case results in
compositions of the form HB ◦ HB or PB ◦ HB , which are both zero by the side
conditions.
This claim immediately implies that W can have at most one vertex of valency one, which
must be adjacent to the first leaf of W . Moreover, when W has k > 1 leaves, T is the
minimal binary tree, once we forget the vertex of valency one. When k = 1 then W has
a single internal vertex.
Next we observe that W = T whenever the vertex of valency one has weight β′ × 0
and k = 1. If the leaf of W is not a leaf of T , the input has the form ΠA(f˜i) ⊗HB(g˜i),
which leads to one of the compositions HB ◦HB or PB ◦HB that vanish as a consequence
of the side conditions. Similarly, if the root of W does not coincide with the root of T ,
we get (ΠA ⊗HB)(µ1,β′ ⊗ id) ◦ i, which again vanishes by the side conditions.
Now consider the case when the vertex of valency one has weight 0 × β′′. If the leaf
adjacent to this vertex is not a leaf of T , then either (ΠA⊗HB)(id⊗µ1,β′′)(ΠA⊗HB) or
(PA⊗PB)(id⊗µ1,β′′)(ΠA⊗HB). Again, the side conditions imply that both vanish.
We are now ready to describe η1,β1×β2 . Consider T ∈ Γ1(β1 × β2) and let TH be as
above. Then TH must be obtained by gluing trees of the second and third types in Lemma
4.7. But it must equal one of these since the leaves of these trees must also be leaves of
T . Therefore
η1,β1×0(a⊗ b) = (pA ⊗ pB) ◦ (µ1,β1 ⊗ id) ◦ (i(a)⊗ i(b)) = m1,β1(a)⊗ b
by Lemma 4.5(e). Similarly η1,0×β2(a ⊗ b) = (−1)|a|a ⊗ m1,β2(b) and η1,β1×β2 = 0 when
β1, β2 6= 0.
To describe ηn,β =
∑
T∈Γn(β) ηT , for n > 2 we need two more lemmas.
Lemma 4.8. Let T ∈ Γn(β1 × β2) for n > 2 and consider the decomposition of TH =
W1 ∪ . . .∪Wk+1 provided by Lemma 4.7. If ηTH 6= 0, then each of the Wi is never grafted
to the last leaf of another Wj.
Proof. If some Wi were grafted to the last leaf of another Wj , it would lead to a compo-
sition either of the form
(ΠA ⊗HB) ◦ µ⊗2,0(ρ⊗ τ,ΠA(ϕ)⊗HB(ψ))
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or (PA ⊗ PB) ◦ µ⊗2,0(ρ⊗ τ,ΠA(ϕ)⊗HB(ψ)), depending on whether or not the root of Wj
coincides with the root of T . In either case we get zero by Lemma 4.5(b).
Lemma 4.9. Let W be a tree with k leaves of the first type in Lemma 4.7 . For each
1 6 i 6 k, consider ξi = iA(ai)⊗ fi for ai ∈ A and fi ∈ EndB. If the root of W does not
coincide with the root T , then
ηW (ξ1, . . . , ξk) = (−1)α+CiA(mk,β(a1, . . . , ak))⊗H ′B(f1 ◦ . . . ◦ fk), (11)
where H ′(τ) = (−1)|τ |H(τ) and the sign exponent α = k +∑ki=1 |ai|+ (k − i− 1)|fi|. If
the root of W does coincide with the root of T , then
ηW (ξ1, . . . , ξk) = (−1)α′+Cmk,β(a1, . . . , ak)⊗ f1 ◦ . . . ◦ fk(eB), (12)
with α′ =
∑k
i=1(k − i− 1)|fi|.
When W is a tree of second type (in Lemma 4.7), we have
ηW (a⊗ b) = (−1)|a|FA1,0(a)⊗ FB1,β′′(b).
Proof. The proof is a straightforward computation and is left to the reader.
Given TH ∈ Γn(β1 × β2), n > 2, consider the decomposition
TH = S1 ∪ . . . ∪ St+1 ∪R1 ∪ . . . ∪Rj (13)
provided by Lemma 4.7, where each Si is of the first type and Rl is of the second type.
Recall that each Si has at most one vertex of valency one with weight β
′
i× 0 and each Rl
has a unique vertex of weight 0× β′′l . Moreover,
∑k
i=1 β
′
i = β1 and
∑k
i=1 β
′′
i = β2.
Let U be the tree obtained from TH by forgetting all the subtrees Rl and replacing
each Si by the corolla of the respective size with β
′
i assigned to its unique vertex. Then
U has t internal edges and U ∈ Ln by Lemma 4.8. Observe that Umax can be obtained
from TH by forgetting the Rl and replacing each Si by the maximal binary tree with the
same number of leaves.
Applying Lemma 4.9 to all subtrees Si and Rj we conclude
ηTH (a1 ⊗ b1, . . . , an ⊗ bn) = (−1)†UA(a1, . . . , an)⊗ ψ(b1, . . . , bn) (14)
for some sign †, which we will describe later, and for a map ψ which we now describe.
We first consider the case when there is a single S. Then by Lemma 4.8, there can be
at most n− 1 trees of second type R1, . . . , Rn−1 grafted to the first n− 1 leaves of S. An
easy computation using Lemma 4.5(d) shows that
ψ(b1, . . . , bn) = m2,β′′1 (b1,m2,β′′2 (b2, . . . ,m2,β′′n−1(bn−1, bn) . . .)). (15)
If there are several Si’s, we order them so that i < j whenever Si is above Sj . Then the
root of S1 agrees with the root of T . If we denote the number of leaves of S1 by l, then
by definition there are ϕm, τk ∈ EndB so that
ψ(b1, . . . , bn) = (ϕ1 ◦ . . . ◦ ϕl)0(eB).
Lemma 4.9 implies that for each i, ϕi = H
′(τ1 ◦ . . . ◦ τi0) or ϕi = FB1,βi0 (bi0); moreover,
we must have ϕl = F
B
1,0(bn), by Lemma 4.8.
Let j be the minimum such that ϕi = F
B
1,βi0
(bi0) for i > j. Then, proceeding as in
the calculation of (15) we have
ψ(b1, . . . , bn) =
= [ϕ1 ◦ . . . ◦ ϕj−1 ◦H ′(τ1, . . . τj0)](m2,βq (bq,m2,βq+1(bq+1, . . .m2,βn−1(bn−1, bn)) . . .)
= ϕ1 ◦ . . . ◦ ϕj−1
(
τ1 ◦ . . . ◦ τj
(
bq−1,m2,βq (bq, . . .m2,βn−1(bn−1, bn) . . .)
))
,
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since τj0 = F
B
1,0(bq−1) by Lemma 4.8.
Repeating this argument until we exhaust all of the Si and using the formula
(ϕ1 ◦ . . . ◦ ϕl)r(v; y1, . . . , yr) =∑
06il6...6i1=r
ϕ1(. . . ϕl1(ϕl(v; y1, . . . , yil); . . . yil−1) . . .), (16)
we conclude
ψ(b1, . . . , bn) =
∑
FB1,β′′1 (b1)(. . . F
B
1,β′′l
(bl)(bl+1 . . . bq) . . .). (17)
The terms in the sum are in one to one correspondence with binary trees Z with t right
leaning internal edges and Umax 6 Z. This can be seen as follows: Each of the t right
leaning internal edges in Umax corresponds to one of the internal edges of TH labeled with
ΠA ⊗ HB . Therefore it corresponds to applying H ′ when computing ψ. Each time we
apply H ′, we sum over all the ways of composing elements in EndB using (16). These
are in one to one correspondence with all the trees W that can be obtained from Umax by
performing a sequence of moves described in Figure 2, as long as the edge being moved
is an internal edge, which are exactly the ones with t right leaning internal edges and
Umax 6 Z. For example, Umax corresponds to taking 0 = il = . . . = i2, i1 = r in (16),
every time.
Given such tree Z, we collapse all the right leaning edges and obtain a tree Q. For
each vertex v in Q, let pv be the left most leaf under v. Define the weight of v to be β
′′
l
if pv is contained in Rl (for some l) and zero otherwise. Then the corresponding term in
the sum (17) is exactly QB(b1, . . . , bn).
Thus we conclude that
ηTH (a1 ⊗ b1, . . . , an ⊗ bn) = (−1)†UA(a1, . . . , an)⊗ α(U)B(b1, . . . , bn). (18)
The only thing left to show is that † coincides with the sign described in (8). From
now on all the computations are modulo 2.
Each of the trees Si contributes to † with the sign described in Lemma 4.9. By
Lemma 4.8, the last leaf of each Si coincides with one leaf of T , which we denote by mi.
This contributes with the sign (−1)|bmi |, coming from the computation FB1,0(bmi)(eB) =
(−1)|bmi |bmi . Therefore, noting that each Si corresponds to one vertex in U , we have
† =
∑
v∈V (U)
[
val(v) +
∑
i<j
|f˜i||a˜j |+
val(v)∑
i=1
|a˜i|+ (val(v) + 1− i)|f˜i|
]
+ (
n∑
i=1
|ai|+ n+ |Eint(U)|) +
t+1∑
i=1
|bmi |, (19)
where
|f˜i| =
∑
pv(i)6s6qv(i)
|bs|+ Iv(i) and |a˜i| =
∑
pv(i)6s6qv(i)
|as|+ I˜v(i) + Jv(i).
We will divide † = A+B+R into three sums, the first involving terms with |am|, the
second involving terms with |bm| and the third one with the remaining terms. Explicitly
we have
A =
∑
v∈V (U)
[∑
i<j
Iv(i)
( ∑
pv(j)6s6qv(j)
|as|
)
+
∑
pv6s6qv
|as|
]
+
n∑
i=1
|ai|
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B =
∑
v∈V (U)
[∑
i<j
|bi|(I˜v(j) + Jv(j)) +
∑
i
(val(v)− 1− i)
∑
pv(i)6s6qv(i)
|bs|
]
+
k∑
i=1
|bmi |
R =
∑
v∈V (U)
(∑
i
((val(v)− i− 1)Iv(i) + I˜v(i) + Jv(i)) +
∑
i<j
Iv(i)(I˜v(j) + Jv(j))
)
+
∑
v∈V (U)
val(v) + n+ |Eint(U)|
+
∑
v∈V (U)
∑
i<j
( ∑
pv(i)6s6qv(i)
|bs|
)( ∑
pv(i)6r6qv(i)
|ar|
)
.
First observe that R = θ(U) +C, because ∑v∈V (U) val(v) + n+ |Eint(U)| = 0. Next we
claim that A = |a||Eint(U)|+ γa. This claim is equivalent to∑
v∈V (U)
[∑
i<j
Iv(i)
( ∑
pv(j)6s6qv(j)
|as|
)
+
∑
s6qv
|as|
]
+ (|Eint(U)|+ 1)|a| = 0.
Noting that U has |Eint(U)|+ 1 internal vertices, this is in turn equivalent to∑
v∈V (U)
∑
s>qv
|as| =
∑
v∈V (T )
∑
i<j
Iv(i)
( ∑
pv(j)6s6qv(j)
|as|
)
.
Now this statement follows from the fact that both sides equal
n∑
i=1
|ai|νi,
where νi is the number of internal vertices (or internal edges) of U to the left of the i-th
leaf.
At last we show that B = γb. As above we can give an alternative description of γb,
namely
γb =
n∑
i=1
|bi|ν¯i,
where ν¯i is the number of internal vertices in α0(U) to the right of the i-th leaf. If we
exclude the internal vertex adjacent to the root (which is not to the right of any leaf),
internal vertices in α0(U) are in one-to-one correspondence with the left leaning edges in
Umax. These correspond to the internal edges of the Sm in (13). On the other hand we
can rewrite B as
B =
∑
v∈V (T )
∑
i<j
|bi|(I˜v(j) + Jv(j)) +
val(v)−1∑
i
(val(v)− 1− i)
∑
pv(i)6s6qv(i)
|bs|.
If we denote by Sv the subtree in TH corresponding to v ∈ V (U), then (val(v)− 1− i) is
the number of internal edges of Sv to the right of its i
th leaf. Also (I˜v(j) + Jv(j)) is the
number of internal edges of the other Sv′ , under v(j). Therefore we conclude that
B =
n∑
i=1
|bi|ν¯i = γb.
This completes the proof of Theorem 4.1.
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5 Criterion for tensor product
In this section we will describe a set of conditions under which a given filtered A∞-algebra
is the tensor product of two subalgebras. Although rather restrictive, this criterion will be
sufficient for the two applications we have in mind, namely, the description of deformations
of a tensor product via bounding cochains in Section 6 and the proof of the Ku¨nneth
Theorem for the Fukaya algebra of the product of two Lagrangian submanifolds in [1].
We start by defining the notions of subalgebra and commuting subalgebras.
Definition 5.1. Let (A,mA) and (C, µ) be (respectively) GA and G-gapped filtered A∞-
algebras, for discrete submonoids GA ⊆ G. We say A is a subalgebra of C if A ⊆ C,
eA = eC and for all k > 0 and a1, . . . ak ∈ A we have
µk,β(a1, . . . , ak) = m
A
k,β(a1, . . . , ak), β ∈ GA,
µk,β(a1, . . . , ak) = 0, β ∈ G \GA.
Definition 5.2. Let (A,mA) and (B,mB) be GA and GB-gapped filtered A∞-algebras.
Suppose A and B are subalgebras of (C, µ) a G-gapped A∞-algebra with G = GA +GB .
Define a map K : A ⊗ B −→ C by K(a ⊗ b) = (−1)|a|µ2,0(a, b). We say A and B are
commuting subalgebras if given c = K(a ⊗ b) and c1, . . . , ck ∈ C such that for each i,
ci = ai or ci = bi for some ai ∈ A and bi ∈ B, the following conditions hold.
(a) For k > 0, µk,β(c1, . . . , ck) = 0 unless
(i) (k, β) = (2, 0) and c1 ∈ A, c2 ∈ B (or vice-versa) in which case, µ2,0(c1, c2) +
(−1)‖c1‖‖c2‖µ2,0(c2, c1) = 0,
(ii) ci = ai for all i and β ∈ G1,
(iii) ci = bi for all i and β ∈ G2.
(b) µ0,β = m
A
0,β +m
B
0,β , with the convention that m
A
0,β = 0 (respectively m
B
0,β) if β /∈ GA
(respectively β /∈ GB).
(c) µk+1,β(c1, . . . , ci, c, ci+1, . . . , ck) = 0 unless
(i) ci = ai for all i and β ∈ GA, in which case it equals
(−1)|b|
∑
j>i ‖aj‖K(mAk+1,β(a1 . . . ai, a, . . . , ak)⊗ b),
(ii) ci = bi for all i and β ∈ GB , in which case it equals
(−1)|a|(
∑
j6i ‖bj‖+1)K(a⊗mBk+1,β(b1 . . . bi, b, . . . , bk)).
We are now ready to state the main theorem of this section.
Theorem 5.3. Let (A,mA) and (B,mB) be commuting subalgebras of (C, µ) and equip
A⊗B with the differential δ = mA1,0 ⊗ id+ id⊗mB1,0. If K : A⊗B −→ C is an injective
map that induces an isomorphism on δ − µ1,0-cohomology then there is a (strict) quasi-
isomorphism
A⊗∞ B ' C.
We will prove this theorem in three steps. First we will replace (C, µ) by a quasi-
isomorphic A∞-algebra (A ⊗ B, η) whose underlying vector space is A ⊗ B. Second, we
will construct a new filtered dg-algebra EndA,B quasi-isomorphic to A⊗∞ B and finally,
we will construct a quasi-isomorphism from (A⊗B, η) to EndA,B .
Proposition 5.4. Let (A,mA), (B,mB) and (C, µ) be as in Theorem 5.3. Then there
is a filtered A∞-algebra (A ⊗ B, η) quasi-isomorphic to (C, µ), such that A and B are
commuting subalgebras of (A⊗B, η), via the inclusions a 7−→ a⊗ eB and b 7−→ eA ⊗ b.
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Proof. The proof is an application of the homological perturbation lemma. By assumption
on the map K, we can choose a subspace V ⊂ C such that
C = K(A⊗B)⊕ V.
Using this decomposition we write
µ1,0 =
(
δ g
0 dV
)
.
Since K is an isomorphism on cohomology, dV must be acyclic, thus we can choose W
such that
V = W ⊕ dV (W ).
We define p : C −→ A⊗B and H : C −→ C by
p(K(a⊗ b), w0, dV w1) = a⊗ b− g(w1),
H(K(a⊗ b), w0, dV w1) = (0,−w1, 0).
We can easily check that K, p and H define homotopy data satisfying the side conditions.
Therefore, applying Theorem 2.10 and Proposition 2.11 we obtain a filtered A∞-algebra
(A⊗B, η) quasi-isomorphic to (C, µ).
Next we show that A is a subalgebra of (A⊗B, η). Recall that
ηk,β(a1 ⊗ e, . . . , ak ⊗ e) =
∑
T∈Γk(β)
ηT (a1 ⊗ e, . . . , ak ⊗ e).
Since by assumption A ⊆ A⊗B ⊆ C is closed under the µk,β operations and H|A⊗B = 0,
we see that if T has internal edges, then ηT (a1⊗e, . . . , ak⊗e) = 0. Since A is a subalgebra
of C, this together with K(a⊗e) = a implies ηk,β(a1⊗e, . . . , ak⊗e) = µk,β(a1, . . . , ak) =
mAk,β(a1, . . . , ak). Similarly, we prove that B is a subalgebra of (A⊗B, η).
Next we verify that the conditions in Definition 5.2 are satisfied. The same argument
implies that
ηk,β(c1, . . . , ck) = µk,β(c1, . . . , ck),
ηk+1,β(c1, . . . , ci, c, ci+1, . . . , ck) = µk,β(c1, . . . , ci, c, ci+1, . . . , ck).
It now easily follows that (A,mA) and (B,mB) are commuting subalgebras of (A⊗B, η).
Next we introduce a new filtered dg-algebra EndA,B . As a vector space, EndA,B is
the subspace of
HomK
⊕
r,s>0
A⊗B ⊗A⊗r ⊗B⊗s, A⊗B

satisfying
ρr,s(•; . . . , eA, . . .) = ρr,s(•; . . . , eB , . . .) = 0.
An element ρ = {ρr,s}r,s ∈ EndA,B is said to have degree k = |ρ| if each ρr,s has degree
k − r − s.
To define the A∞ operations on EndA,B , we introduce the following convenient nota-
tion
mAk+1,β(a⊗ b, a1, . . . , ak) = (−1)|b|
∑k
i=1 ||ai||mAk+1(a, a1, . . . , ak)⊗ b,
mBk+1,β(a⊗ b, b1, . . . , bk) = (−1)|a|a⊗mBk+1(b, b1, . . . , bk). (20)
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For each β ∈ G = GA +GB , we define
µk,β =
∑
β1∈GA,β2∈GB
β1+β2=β
µk,β1×β2 ,
where the maps µk,β1×β2 are defined by
(µ0,β1×0)r,s(x⊗ y; a; b) =
{ ∑
β′1+β
′′
1 =β1
(−1)|y|||a||mAr+2,β′1(m
A
0,β′′1
, x,a)⊗ y s = 0,
0 otherwise,
(µ0,0×β2)r,s(x⊗ y; a; b) =
{ ∑
β′2+β
′′
2 =β2
x⊗mBs+2,β′2(m
B
0,β′′2
, y,b) r = 0,
0 otherwise,
µ1,β1×0(ρ)r,s(x⊗ y; a; b) =
∑
(−1)1+||a(2)||||b||mAr−i+1,β1
(
ρi,s(x⊗ y; a(1); b),a(2)
)
+
∑
(−1)|ρ|ρr−i,s
(
mAi+1,β1(x⊗ y; a(1)); a(2); b
)
+
∑
(−1)|ρ|+||x⊗y||+||a(1)||ρr−j+1,s
(
x⊗ y; a(1),mAj,β1(a(2)),a(3); b
)
,
µ1,0×β2(ρ)r,s(x⊗ y; a; b) =
∑
−mBj+1,β2
(
ρr,s−j(x⊗ y; a; b(1)),b(2)
)
+
∑
(−1)|ρ|+||a|| ||b(1)||ρr,s−j
(
mBj+1,β2(x⊗ y; b(1)); a; b(2)
)
+
∑
(−1)|ρ|+||x⊗y||+||a||+||b(1)||ρr,s−j+1
(
x⊗ y; a; b(1),mBj,β2(b(2)),b(3)
)
.
µ2,0(ρ, τ)(x⊗y; a; b) =
∑
(−1)|ρ|+||b(1)|| ||a(2)||ρr−i,s−j
(
τi,j
(
x⊗ y; a(1); b(1)
)
; a(2); b(2)
)
and all other µk,β1×β2 = 0. We have the following:
Proposition 5.5. EndA,B = (EndA,B , µ) is a filtered dg-algebra.
Proof. The proof is straightforward computation combining the proofs of Lemmas 3.1
and 3.5. We simply highlight the main points.
Just as in Lemma 3.1 we can show that∑
β′1+β
′′
1 =β1
µ1,β′1×0
(
µ0,β′′1×0
)
= 0 =
∑
β′2+β
′′
2 =β2
µ1,0×β′2
(
µ0,0×β′′2
)
.
This, combined with the equalities
µ1,β1×0
(
µ0,0×β2
)
= µ1,0×β2
(
µ0,β1×0
)
= 0,
immediately implies the A∞-equation with no inputs. For the next equation, we note
that
µ1,β1×0
(
µ1,0×β2(ρ)
)
+ µ1,0×β2
(
µ1,β1×0(ρ)
)
= 0.
As in Lemma 3.1, we can verify the equation∑
β′1+β
′′
1 =β1
µ1,β′1×0
(
µ1,β′′1×0(ρ)
)
+ µ2,0
(
µ0,β1×0, ρ
)
+ (−1)||ρ||µ2,0
(
ρ, µ0,β1×0
)
= 0
and the analog for 0 × β2. These combine to prove the A∞ equation with one input.
Finally, we can prove
µ1,γ
(
µ2,0(ρ, τ)
)
+ µ2,0
(
µ1,γ(ρ), τ
)
+ (−1)||ρ||µ2,0
(
ρ, µ1,γ(τ)
)
= 0
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for γ = β1 × 0 or γ = 0× β2, and
µ2,0
(
µ2,0(ρ, τ), η
)
+ (−1)||ρ||µ2,0
(
ρ, µ2,0(τ, η)
)
= 0,
by straightforward computations. This finishes the proof of the A∞ equations. To com-
plete the proof, we note that
(id)r,s(x⊗ y; a; b) =
{
x⊗ y , r = s = 0,
0 , otherwise,
is a unit for EndA,B .
Proposition 5.6. Let A and B be filtered A∞-algebras. The map
S(ρ⊗ τ)(x⊗ y; a; b) = (−1)|y|||a||+|τ |(|x|+||a||)ρ(x; a)⊗ τ(y; b)
defines a naive quasi-isomorphism S : EndA ⊗dg EndB −→ EndA,B.
Proof. It is straightforward check that
S(µ⊗0,γ) = µ0,γ ,
S(µ⊗1,γ(ϕ)) = µ1,γ(S(ϕ))
and
S(µ⊗2,γ(ϕ1, ϕ2)) = µ2,0(S(ϕ1), S(ϕ2)),
for any ϕ = ρ ⊗ τ and γ = β1 × 0 or γ = 0 × β2. This shows that S is a naive A∞-
homomorphism. We need to check that the induced map
S∗ : H∗(EndA ⊗dg EndB , µ⊗1,0) −→ H∗(EndA,B , µ1,0)
is an isomorphism. In fact, when A and B are finite dimensional vector spaces S is an
isomorphism. In the general case we argue as follows. Let I denote the composition
A⊗B F
A
1,0⊗FB1,0−−−−−−→ EndA ⊗ EndB S−→ EndA,B .
Lemma 3.3 states that FA1,0 and F
B
1,0 induce isomorphisms in cohomology. Therefore
FA1,0 ⊗ FB1,0 also induces an isomorphism in cohomology by the Ku¨nneth theorem. We
have reduced the proof to showing that I induces an isomorphism in cohomology. We
will do this by providing a homotopy inverse. Define P¯ : EndA,B −→ A⊗B by
P¯ (ρ) = (−1)|ρ|ρ0,0(eA ⊗ eB).
By definition,
I(u⊗ v)(x⊗ y; a; b) = (−1)|y|||a||+(|x|+||a||)|v|mAr+2,0(u, x,a)⊗mBs+2,0(v, y,b),
which readily implies P¯ ◦ I = idA⊗B . The composition I ◦ P¯ is homotopic to the identity
in EndA,B . In fact, if we define
(Kρ)r,s(x⊗ y; a; b) = (−1)ξ1mAr+2,0 (ρ0,s+1(Ea ⊗ eB ; y; b), x,a)
+ (−1)ξ2ρr+1,s(eA ⊗ y;x,a; b),
where ξ1 = ||b||(||a||+ ||x||) + |x||y|+ ||y|| and ξ2 = |ρ|+ |y|||x||, we can see that
Kµ1,0 + µ1,0K = I ◦ P¯ − idEndA,B .
This is a simple albeit long computation, entirely analogous to Lemma 3.3, so we will
omit it.
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The third and main step in the proof of Theorem 5.3 is the construction of an A∞-
homomorphism
F : (A⊗B, η) −→ EndA,B .
For this, we need to introduce the notion of shuffle product.
Definition 5.7. Let r, s > 0 be integers. We say a permutation σ ∈ Sr+s is a (r, s)-shuffle
if σ(i) < σ(j) for i < j 6 r or r + 1 6 i < j.
Consider a = a1 ⊗ . . .⊗ ar ∈ A⊗r and b = b1 ⊗ . . .⊗ bs ∈ B⊗s and denote
ui =
{
ai , 1 6 i 6 r,
bi−r , r < i 6 r + s.
Given a (r, s)-shuffle σ, we define
σ(a,b) = (−1)uσ−1(1) ⊗ . . .⊗ uσ−1(r+s),
with
 =
∑
i6r<j
σ(j)<σ(i)
||uj ||||ui||.
With the same notation, we define
Sh(a; b) =
∑
σ
σ(a; b)
where we sum over all (r, s)-shuffles σ. In the next lemma we establish some properties
of the shuffle Sh that we will need later.
Lemma 5.8. Let A and B be commuting subalgebras of (A⊗ B, ηk,β) as in Proposition
5.4. We have the following:
(a) Let α = ||a(2)||||b(1)|| we have∑
(Sh(a;b))
Sh(a; b)(1) ⊗ Sh(a; b)(2) =
∑
(a)(b)
(−1)αSh(a(1); b(1))⊗ Sh(a(2); b(2)).
(b) Sh(a1, x,a2; b) =
∑
(b)(−1)||b
(1)||(||x||+||a(2)||)Sh(a1; b(1)) ⊗ x ⊗ Sh(a2; b(2)) and
Sh(a; b1, y,b2) =
∑
(a)(−1)||a
(2)||(||b(1)||+||y||)Sh(a(1); b1)⊗ y ⊗ Sh(a(2); b2).
(c) ηr+s+1,β(z, Sh(a; b)) =

mAr+1,β×0(z,a) β ∈ GA, s = 0,
mBs+1,0×β(z,b) β ∈ GB , r = 0,
mA1,β×0(z) +m
B
1,0×β(z) r, s = 0,
0 otherwise.
(d) ηr+s,β(Sh(a; b)) =

mAr,β(a) β ∈ GA, s = 0, r > 0,
mBs,β(b) β ∈ GB , r = 0, s > 0,
mA0,β(z) +m
B
0,β(z) r, s = 0,
0 otherwise.
Proof. Part (a) follows from the fact that for any vector space V , the tensor algebra
TV = ⊕k>0V ⊗k, equipped with ∆(v) =
∑
(v) v
(1) ⊗ v(2) and Sh is a bialgebra. See [6]
for a proof of this fact.
Part (b) is a straightforward check that we will omit. For (c), by definition we have
ηr+s+1,β(z, Sh(a; b)) =
∑
σ
ηr+s+1,β(z, σ(a; b)).
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Since A and B are commuting subalgebras,
ηr+s+1,β(z, σ(a; b)) = 0
unless one of the following happens: s = 0 and β ∈ GA, in which case σ = id and
ηr+1,β(z,a) = m
A
r+1,β×0(z,a); or r = 0 and β ∈ GB which implies ηr+1,β(z,b) =
mBs+1,0×β(z,b). When r = s = 0 we sum the two contributions and get m
A
1,β×0(z) +
mB1,0×β(z).
Part (d) is the same as (c) with one extra case: a = a1, b = b1 and β = 0. In this
case
η2,0(Sh(a; b)) = η2,0(a1, b1) + (−1)||b1||||a1||η2,0(b1, a1) = 0,
since A and B commute.
Proposition 5.9. Let A and B be commuting subalgebras of (A⊗B, η), as in Proposition
5.4. Consider the sequence of maps Fk,β : (A⊗B)⊗k −→ EndA,B defined by
Fk,β(c1, . . . , ck)(z; a; b) = ηk+r+s+1,β(c1, . . . , ck, z, Sh(a; b))
for ci, z = x⊗ y ∈ A⊗B and k > 0. These define a strict, filtered A∞-homomorphism.
Proof. We first check the A∞ equation, with no inputs:
µ0,β =
∑
β′+β′′=β
F1,β′(η0,β′′).
Since A and B are commuting subalgebras, η0,β′′ = m
A
0,β′′ +m
B
0,β′′ , we compute∑
β′+β′′=β
F1,β′(η0,β′′)(z; a; b) =
∑
β′+β′′=β
F1,β′(m
A
0,β′′ +m
B
0,β′′)(z; a; b)
=
∑
β′+β′′=β
ηr+s+2,β′
(
mA0,β′′ , z, Sh(a; b)
)
+ ηr+s+2,β′
(
mB0,β′′ , z, Sh(a; b)
)
.
Again, by commutativity of A and B this equals∑
β′+β′′=β
(−1)|y|||a||mAr+2,β′
(
mA0,β′′ , x,a
)⊗ y + x⊗mBs+2,β′ (mB0,β′′ , y,b)
with the convention that the first (respectively second) term is zero if s 6= 0 (respectively
r 6= 0). This is exactly the definition of µ0,β(z; a; b).
To prove the A∞-homomorphism equation with k > 0 inputs we consider the A∞-
equation on A ⊗ B, with inputs c = c1 ⊗ . . . ⊗ ck, z and σ(a; b) for some shuffle σ.
Summing over σ, we obtain the equation
0 =
∑
(−1)∗ηj′,β′
(
c(1), ηj′′,β′′(c
(2)), c(3), z, Sh(a; b)
)
+
+
∑
(−1)∗ηj′,β′
(
c(1), ηj′′,β′′(c
(2), z, Sh(a; b)(1)), Sh(a; b)(2)
)
+ (21)
+
∑
(−1)∗ηj′,β′
(
c, z, Sh(a; b)(1), ηj′′,β′′(Sh(a; b)
(2)), Sh(a; b)(3)
)
.
By definition, the first sum in (21) equals∑
(−1)||c(1)||Fk−j+1,β′
(
c(1), ηj,β′′(c
(2)), c(3)
)
(z; a; b). (22)
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Applying Lemma 5.8(a) to the second sum in (21) we see that it equals∑
(c),(a),(b)
(−1)ζηj′,β′
(
c(1), ηj′′,β′′
(
c(2), z, Sh
(
a(1); b(1)
))
, Sh
(
a(2); b(2)
))
,
where ζ = ||c(1)|| + ||b(1)||||a(2)||. We will further decompose this sum into two parts.
The first consists of the terms where c(1), c(2) 6= c. It equals∑
c(1),c(2) 6=c
(−1)ζηj′,β′
(
c(1), ηj′′,β′′
(
c(2), z, Sh
(
a(1); b(1)
))
, Sh
(
a(2); b(2)
))
= −
∑
µ2,0
(
Fk′,β′
(
c(1)
)
, Fk′′,β′′
(
c(2)
))
(z; a; b), (23)
because |Fk,β(c)| = ||c|| + 1. The second consists of the terms with c(1) = c or c(2) = c
and is equal to∑
(−1)||b(1)||||a(2)||ηj′,β′
(
ηj′′,β′′
(
c, z, Sh
(
a(1); b(1)
))
, Sh
(
a(2); b(2)
))
+
∑
(−1)||c(1)||+||b(1)||||a(2)||ηj′,β′
(
c, ηj′′,β′′
(
z, Sh
(
a(1); b(1)
))
, Sh
(
a(2); b(2)
))
=
∑
β′∈GA
(−1)||b||||a(2)||mAj′,β′×0
(
ηj′′,β′′
(
c, z, Sh
(
a(1); b
))
,a(2)
)
+
∑
β′∈GB
mBj′,0×β′
(
ηj′′,β′′
(
c, z, Sh
(
a; b(1)
))
,b(2)
)
(24)
+
∑
β′′∈GA
(−1)||c||ηj′,β′
(
c,mAj′′,β′′×0
(
z,a(1)
)
, Sh
(
a(2); b
))
+
∑
β′′∈GB
(−1)||c||+||b(1)||||a||ηj′,β′
(
c,mBj′′,0×β′′
(
z,b(1)
)
, Sh
(
a; b(2)
))
,
by Lemma 5.8(c). Finally, we apply Lemma 5.8(a) to the third sum in (21) and get∑
(−1)νηj′,β′
(
c, z, Sh
(
a(1); b(1)
)
, ηj′′,β′′
(
Sh
(
a2); b(2)
))
, Sh
(
a(3); b(3)
))
,
where ν = ||c||+ ||z||+ ||Sh (a(1); b(1)) ||+ ||b(1)|| (||a(2)||+ ||a(3)||)+ ||b(2)||||a(3)||. Ob-
serve that in this expression ηj′′,β′′
(
Sh
(
a2); b(2)
))
equals mAj′′,β′′(a
(2)) or mBj′′,β′′(b
(2)), by
Lemma 5.8(d). Then applying Lemma 5.8(b), with x = mAj′′,β′′(a
(2)) and y = mBj′′,β′′(b
(2))
we conclude the above expression equals∑
β′′∈GA
(−1)||c||+||z||+||a(1)||ηj′,β′
(
c, z, Sh
(
a(1),mAβ′′
(
a(2)
)
,a(3); b
))
+
∑
β′′∈GB
(−1)||c||+||z||+||a||+||b(1)||ηj′,β′
(
c, z, Sh
(
a,b(1),mBβ′′
(
b(2)
)
,b(3)
))
. (25)
Comparing with the definition of µ1,β , we see that
(24) + (25) = −
∑
µ1,β′ (Fk,β′′(c)) (z; a; b). (26)
Assembling (22), (23) and (26) we conclude that (21) is equivalent to∑
(−1)||c(1)||Fk−j+1,β′
(
c(1), ηj,β′′
(
c(2)
)
, c(3)
)
(z; a; b)
−
∑
µ2,0
(
Fk′,β′
(
c(1)
)
, Fk′′,β′′
(
c(2)
))
(z; a; b)
−
∑
µ1,β′ (Fk,β′′(c)) (z; a; b) = 0.
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This completes the proof that Fk,β defines an A∞-homomorphism. Lastly, the equality
Fk,β (c1, eA ⊗ eB , c2) (z; a; b) =
= ηk+r+s+1,β (c1, eA ⊗ eB , c2, z, Sh(a; b)) =
{
z , (k, β) = (1, 0), r = s = 0,
0 , otherwise,
shows that Fk,β is unital.
Proof of Theorem 5.3. Assembling Propositions 5.4, 5.6 and 5.9 we have the sequence of
A∞-homomorphisms:
(C, µ)
ϕ−→ (A⊗B, η) F−→ EndA,B S←− A⊗∞ B.
We already saw that ϕ and S are quasi-isomorphisms, so all that remains is to show
that F is also a quasi-isomorphism. Recall that the map P introduced in the proof of
Proposition 5.6 satisfies
P (F1,0(u⊗ v)) = (−1)(|u|+|v|)η2,0(u⊗ v, eA ⊗ eB) = u⊗ v.
Hence P ◦F1,0 = idA⊗B . Since P is an isomorphism on cohomology, we conclude that F1,0
induces an isomorphism in cohomology. This completes the proof of the theorem.
6 Bounding cochains on the tensor product
6.1 Bounding Cochains
In this subsection we use the description of the tensor product given in Theorem 4.1 to
describe (some of) the bounding cochains on A⊗∞ B. Namely, we will construct a map
 : MC(A)×MC(B) −→MC(A⊗B,m⊗).
We begin with the following preliminary lemma:
Lemma 6.1. Consider a tree U ∈ Ln, β ∈ GA and a1, . . . an ∈ A. Let ja be the number
of ai such that ai = eA and denote by b(U) the number of vertices of U of valency 2. If
UAβ (a1, . . . , an) 6= 0, then b(U) > ja unless ja = n and β = 0, in which case b(U) = n−1.
Moreover the same is true if U ∈ Rn.
Proof. Let wi1, . . . , w
i
li
be the set of internal vertices of Pi, the path from the i
th leaf of U
to the root (wi1 adjacent to the leaf, w
i
li
adjacent to the root). If ai = eA then w
i
1 must
be a binary vertex (of weight zero) since A is unital. This implies b(U) > ja unless there
is 1 6 l 6 n such that al = eA and al+1 = eA, in which case m2,0(al, al+1) = eA. Hence
wl2 is also binary.
By definition of Ln, the edge from w
l
1 to w
l
2 is right leaning and the other (since w
l
2
has valency two) incoming edge at wl2 is adjacent to a leaf. This implies b(U) > ja unless
al+2 = eA. Iterating this argument we conclude that the only way b(U) < ja is if l = 1
and ai = eA for all i. This implies U is the minimal binary tree, ja = n and b(U) = n−1.
The same argument (interchanging right and left) applied to U ∈ Rn, proves the
second claim. The only difference is that U is the maximal binary tree when ja = n.
Proposition 6.2. Let x ∈ M̂C(A), y ∈ M̂C(B), and define x y = x⊗ eB + eA ⊗ y ∈
Â⊗B0. Then x y ∈ M̂C(A⊗B,m⊗) and
P(x y) = P(x) + P(y).
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Proof. From Proposition 4.3 we have
m⊗n,β1×β2(x y, . . . , x y) =
∑
U,W
ai,bj
±UAβ1(a1, . . . , an)⊗WBβ2(b1, . . . , bn),
where for each i, ai = x and bi = eB , or ai = eA and bi = y. Moreover U ∈ Ln, W ∈ Rn
and |Eint(U)|+ |Eint(W )| = n− 2. Equivalently |V (U)|+ |V (W )| = n and therefore
b(U) + b(W ) 6 n. (27)
Observe that ja + jb = n, then if ja, jb 6= 0,
n = ja + jb 6 b(U) + b(W ) 6 n
by the previous lemma. This implies that both U and W are binary and therefore
|V (U)| = n− 1 = |V (W )|, which contradicts (27), unless n = 2. Therefore either n = 2,
or ja = n and β1 = 0, or jb = n and β2 = 0. When n 6= 2, U and W are (respectively)
the minimal and maximal binary trees and we get
m⊗n,β1×β2(x y, . . . , x y) =
 mn,β1(x, . . . , x)⊗ eB , β2 = 0,eA ⊗mn,β2(y, . . . , y) , β1 = 0,
0 , β1, β2 6= 0.
When n = 2, there are two extra terms
m⊗2,β1×β2(x⊗ eB , eA ⊗ y) +m⊗2,β1×β2(eA ⊗ y, x⊗ eB),
which cancel because A and B are unital. Since x and y are bounding cochains we have∑
n
m⊗n (x y, . . . , x y) =
[∑
n
mn(x, . . . , x)
]⊗ eB + eA ⊗ [∑
n
mn(y, . . . , y)
]
= P(x)eA ⊗ eB + eA ⊗ P(y)eB (28)
= (P(x) + P(y))eA⊗B .
Next we will show that the map  preserves gauge equivalence. For this we need to
make a small digression on models for A[0,1]. As in [15], we will construct a model for
A[0,1] as the tensor product of A with a filtered dg-algebra I. The dg-algebra I is the
(normalized) cochain complex of the standard one-simplex.
Consider the graded vector space I = I0 ⊕ I1, with I0 generated by elements u0 and
u1 and I
1 generated by h. We define operations µk,β on I by setting
−µ1,0(u0) = h = µ1,0(u1),
µ2,0(u0, h) = h = −µ2,0(h, u1), µ2,0(u0, u0) = u0, µ2,0(u1, u1) = u1,
and define all other operations to be trivial.
Lemma 6.3. (I, µ), as defined above, is a {0}-gapped filtered dg-algebra with unit e =
u0 + u1. There are naive quasi-isomorphisms i¯ : K −→ I and p¯0, p¯1 : I −→ K satisfying
p¯0 ◦ i¯ = p¯1 ◦ i¯ = idK. Additionally the map p¯0 ⊕ p¯1 : I −→ K⊕K is a surjection.
Proof. This is a simple computation. The map i¯ is defined as i¯(1) = u0 + u1 and p¯j is
defined as the projection to the subspace generated by uj .
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Proposition 6.4. The filtered A∞-algebra (A ⊗ I,m⊗) together with the naive quasi-
isomorphisms pj = id⊗ p¯j : A⊗ I −→ A⊗K = A and i = id⊗ i¯ : A = A⊗K −→ A⊗ I
is a model for A[0,1].
Proof. We just need to observe that given naive maps f : A1 −→ A2 and g : B1 −→ B2,
the naive map f ⊗ g : A1 ⊗B1 −→ A2 ⊗B2 is an A∞-homomorphism. All the properties
are then straightforward.
Remark 6.5. This model for A[0,1] is exactly the one described in [5, Lemma 4.2.25].
The other explicit model for A[0,1] given in [5, Lemma 4.2.13] can also be seen to be
a tensor product. In fact, Map([0, 1], A) is the tensor product of A with the de Rham
complex of differential forms on the unit interval [0, 1].
Using this model forA[0,1] we can describe gauge equivalence explicitly . Two bounding
cochains x0 and x1 are gauge equivalent if P(x0) = P(x1) and there is c =
∑
ciT
λi with
each ci of even degree (or degree zero in the graded case) satisfying
x0 − x1 =
∑
i,j
mi+j+1(x0, . . . , x0, c, x1 . . . , x1). (29)
After this digression we are now ready to prove the following proposition:
Proposition 6.6. The map  preserves gauge equivalence and descends to a map
 : MC(A)×MC(B) −→MC(A⊗∞ B).
Proof. We need to prove that if x0 ∼ x1 ∈ M̂C(A) and y0 ∼ y1 ∈ M̂C(B) then x0 y0 ∼
x1  y1. We will do this in two steps showing that x0  y0 ∼ x1  y0 ∼ x1  y1.
For the first equivalence we observe that the A∞-algebra (A⊗I)⊗B together with the
maps p′j = pj⊗id : (A⊗I)⊗B −→ A⊗B and i′ = i⊗id : A⊗B −→ (A⊗I)⊗B is another
model for (A ⊗ B)[0,1]. Now by definition there is c ∈ M̂C(A ⊗ I) such that pj(c) = xj .
Then, by Proposition 6.2, c y0 ∈ M̂C((A⊗ I)⊗ B) and we have p′j(c y0) = xj  y0.
Therefore x0  y0 ∼ x1  y0, by definition.
Similarly, using A⊗(B⊗I) as a model for (A⊗B)[0,1], we see that x1y0 ∼ x1y1.
In general, the map  is neither injective nor surjective. However, when A and B are
graded, there is one simple situation where we can show that  is a bijection.
Definition 6.7. A filtered A∞-algebra (A,m) is connected if H0(A,m1,0) = K.
Proposition 6.8. Let A and B be graded, connected, filtered A∞-algebras. Then  :
MC(A)×MC(B) −→MC(A⊗∞ B) is a bijection.
Proof. First note that by replacing A and B with their canonical models, we can assume
that m1,0 = 0 and thus A
0 = KeA and B0 = KeB . Second, we can ignore gauge equiva-
lence since equation (29) together with the grading and unitality imply that this relation
is trivial.
We now proceed by direct computation. From the definition of grading on the tensor
product
(A⊗B)1 = eA ⊗B1 ⊕A1 ⊗ eB .
Thus any element z ∈ (A ⊗ B)1⊗ˆΛ0 is of the form z = x ⊗ eB + eA ⊗ y = x  y. As in
the proof of Proposition 6.2, we have∑
n
m⊗n (z, . . . , z) =
[∑
n
mn(x, . . . , x)
]⊗ eB + eA ⊗ [∑
n
mn(y, . . . , y)
]
.
Hence z ∈MC(A⊗∞ B) if and only if x ∈MC(A) and y ∈MC(B).
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6.2 Cohomology and deformations of the tensor product
As we saw in Section 2, each bounding cochain x ∈ MC(A) determines a deformation
of the A∞-algebra A. In this section we will describe this deformation for the bounding
cochains x y ∈MC(A⊗∞ B) constructed in the previous subsection.
To avoid working with completions we will assume that all the A∞-algebras are com-
pact. We say an A∞-algebra is compact if H∗(A,m1,0) is a finite dimensional K-vector
space. By replacing the A∞-algebra by its canonical model, if necessary, this is equiva-
lent to assuming that A is finite dimensional. Under this assumption, the tensor product
A⊗K Λ0 is already complete, therefore
Aˆ0 = A⊗K Λ0 and Aˆ = A⊗K Λ.
Similarly Â⊗B0 = Aˆ0 ⊗Λ0 Bˆ0 and Â⊗B = Aˆ⊗Λ Bˆ.
Under these assumptions, we will show that (Â⊗B,m⊗,xyk ) is quasi-isomorphic to
(Aˆ,mxk) ⊗∞ (Bˆ,myk), as classical A∞-algebras over Λ. This will be a direct consequence
of Theorem 5.3, once we prove the following proposition:
Proposition 6.9. Let x ∈ MC(A) and y ∈ MC(B) be bounding cochains and consider
z = x  y ∈ MC(A ⊗∞ B). Then (Aˆ,mxk) and (Bˆ,myk) are commuting subalgebras of
(Aˆ⊗Λ Bˆ,m⊗,zk ), under the inclusions
Aˆ −→ Aˆ⊗Λ Bˆ, Bˆ −→ Aˆ⊗Λ Bˆ
a −→ a⊗ eB b −→ eA ⊗ b.
Proof. First we need to prove that Aˆ is a subalgebra, that is, for each n > 0 and
a1, . . . , an ∈ Aˆ we need to check
m⊗,zn (a1, . . . , an) = m
x
n(a1, . . . , an).
Using the same argument as in Proposition 6.2 we obtain
m⊗,zn (a1, . . . , an) =
∑
k=i0+...+in
mn+k(x, . . . , x, a1, x, . . . , x, an, x, . . . , x)⊗ eB
= mxn(a1, . . . , an).
Analogously we see that B is a subalgebra.
Next we check the commuting relations in Definition 5.2. Consider c, c1, . . . cn ∈
Aˆ ⊗Λ Bˆ such that for all i, either ci = ai ⊗ eB or ci = eA ⊗ bi and c = a ⊗ b. Again,
repeating the same argument we conclude that
m⊗,zn (c1, . . . , cn) = 0
unless ci = ai ⊗ eB for all i, ci = eA ⊗ bi for all i or n = 2. In the latter case, there are
two possibilities; we check the case c1 = a1 ⊗ eB and c2 = eA ⊗ b2. We compute
m⊗,z2 (c1, c2) = m2(a1, eA)⊗m2(eB , b2) = (−1)|a1|a1 ⊗ b2,
m⊗,z2 (c2, c1) = (−1)|a1||b2|m2(eA, a1)⊗m2(b2, eB) = (−1)|b2|+|a1||b2|a1 ⊗ b2.
Therefore we conclude m⊗,z2 (c1, c2) + (−1)||c1||||c2||m⊗,z2 (c2, c1) = 0.
Finally we compute
m⊗,zn+1(c1, . . . , ci, c,ci+1, . . . , cn) =
∑
k=i0+...+in
m⊗n+k+1(z, . . . , z, c1, z, . . . , cn, z, . . . , z)
=
∑
k=i0+...+in
∑
U,W
±UA ⊗WB(z, . . . , z, c1, z, . . . , cn, z, . . . , z).
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This sum can be further expanded since z = x⊗ eB + eA ⊗ y. In the notation of Lemma
6.1, we have k + n = ja,x + jb,y, therefore the only nontrivial contributions come from
trees U,W that satisfy
k + n = ja,x + jb,y 6 b(U) + b(W ) 6 n+ k + 1.
Hence there are two possibilities: U is binary and W has a single internal vertex, or
vice-versa. When n = 0, both cases contribute and we have
m⊗,z1 (a⊗ b) = mx1(a)⊗ b+ (−1)|a|a⊗my1(b).
When n > 1, since A and B are unital, the only contributions come from the first case,
when all the ci = eA⊗bi, or the second, when all the ci = ai⊗eB . A simple computation,
using the formula for the signs in Theorem 4.1 shows that in the first case we get
m⊗,zn+1(c1, . . . , ci, c, . . ., cn) = (−1)|a|(1+
∑
j6i ||bj ||)a⊗myn+1(b1, . . . , bi, b, . . . , bn)
and in the second,
m⊗,zn+1(c1, . . . , ci, c, . . ., cn) = (−1)|b|
∑
i+16j ||aj ||mxn+1(a1, . . . , ai, a, . . . , an)⊗ b,
as required.
Corollary 6.10. Let x ∈ MC(A) and y ∈ MC(B) be bounding cochains and consider
the bounding cochain z = x  y ∈ MC(A ⊗∞ B). We have the isomorphism of classical
A∞-algebras over Λ,
(Aˆ,mx)⊗∞ (Bˆ,my) ' (Â⊗B,m⊗,z).
Proof. Proposition 6.9 and Theorem 5.3 immediately imply the result, since K : Aˆ ⊗Λ
Bˆ −→ Â⊗B is simply the identity.
Proposition 6.9 has one additional consequence.
Corollary 6.11. Consider x ∈ MC(A) and y ∈ MC(B). For each n ∈ Z2, we have the
exact sequence
0 −→
⊕
i+j=n
Hi(A, x; Λ0)⊗Hj(B, y; Λ0) −→ Hn(A⊗∞ B, x y; Λ0)
−→
⊕
i+j=n−1
TorΛ01 (H
i(A, x; Λ0), H
j(B, y; Λ0)) −→ 0.
Proof. During the proof of Proposition 6.9 we saw that m⊗,xy1 = m
x
1 ⊗ id+ id⊗my1. The
result then follows from the usual Ku¨nneth formula [16, Theorem 3.6.1], once we prove
that Aˆi and mx1(Aˆ
i) are flat Λ0-modules, for i ∈ Z2. The module Aˆi is free by assumption
and mx1(Aˆ
i) is a finitely generated submodule of Aˆi+1, therefore it is also free by Corollary
2.6.7 in [5].
References
[1] L. Amorim. The Ku¨nneth theorem for the Fukaya algebra of a product of La-
grangians. arXiv:1407.8436, 2014.
[2] L. Amorim and J. Tu. Tensor product of cyclic A∞-algebras and their Kontsevich
classes. arXiv:1311.4073, 2013.
37
[3] L. J. C. Amorim. A Kunneth theorem in Lagrangian Floer theory. PhD thesis, The
University of Wisconsin-Madison, 2012.
[4] K. Fukaya, Y.-G. Oh, H. Ohta, and K. Ono. Canonical models of filtered A∞-
algebras and Morse complexes. In New perspectives and challenges in symplectic
field theory, volume 49 of CRM Proc. Lecture Notes, pages 201–227. Amer. Math.
Soc., Providence, RI, 2009.
[5] K. Fukaya, Y.-G. Oh, H. Ohta, and K. Ono. Lagrangian intersection Floer theory:
anomaly and obstruction. Parts I and II, volume 46 of AMS/IP Studies in Advanced
Mathematics. American Mathematical Society, Providence, RI, 2009.
[6] E. Getzler and J. D. S. Jones. A∞-algebras and the cyclic bar complex. Illinois J.
Math., 34(2):256–283, 1990.
[7] M. Kontsevich and Y. Soibelman. Notes on A∞-algebras, A∞-categories and non-
commutative geometry. In Homological mirror symmetry, volume 757 of Lecture
Notes in Phys., pages 153–219. Springer, Berlin, 2009.
[8] J.-L. Loday. The diagonal of the Stasheff polytope. In Higher structures in geometry
and physics, volume 287 of Progr. Math., pages 269–292. Birkha¨user/Springer, New
York, 2011.
[9] M. Markl. Transferring A∞ (strongly homotopy associative) structures. Rend. Circ.
Mat. Palermo (2) Suppl., (79):139–151, 2006.
[10] M. Markl and S. Shnider. Associahedra, cellular W -construction and products of
A∞-algebras. Trans. Amer. Math. Soc., 358(6):2353–2372 (electronic), 2006.
[11] M. Markl, S. Shnider, and J. Stasheff. Operads in algebra, topology and physics, vol-
ume 96 of Mathematical Surveys and Monographs. American Mathematical Society,
Providence, RI, 2002.
[12] S. Saneblidze and R. Umble. A Diagonal on the Associahedra. arXiv:0011065, Nov.
2000.
[13] S. Saneblidze and R. Umble. Diagonals on the permutahedra, multiplihedra and
associahedra. Homology, Homotopy and Applications, 6(1):363–411, 2004.
[14] P. Seidel. A∞-subalgebras and natural transformations. Homology, Homotopy Appl.,
10(2):83–114, 2008.
[15] P. Seidel. Fukaya categories and Picard-Lefschetz theory. Zurich Lectures in Ad-
vanced Mathematics. European Mathematical Society (EMS), Zu¨rich, 2008.
[16] C. A. Weibel. An introduction to homological algebra, volume 38 of Cambridge Studies
in Advanced Mathematics. Cambridge University Press, Cambridge, 1994.
Address:
The Mathematical Institute, Radcliffe Observatory Quarter, Woodstock Road, Oxford,
OX2 6GG, U.K.
E-mail: camposamorim@maths.ox.ac.uk
38
