Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Introduction
During the last two decades, a number of papers have addressed the causality between economic growth and energy consumption. Although a strong interdependence and causality between economic growth and energy consumption represent a stylized economic fact, the existence and direction of the causality is still not clearly defined. Most studies have been based on a bivariate approach that explores the causal relationship between energy consumption and output (GDP). This approach has limitations and is not able to capture the multivariate framework within which the changes in energy use are frequently countered by the substitution of other factors of production, resulting in an insignificant overall impact on output. In the theoretical framework of the energy-dependent Cobb-Douglas function that involves energy as the third input, this paper tests co-integration of three inputs (capital, labor and energy) and GDP in Croatia. The time period used in this analysis is 1952-2011, which covers a long-term period during which substitution among production inputs could occur. The main aim of the paper is to empirically determine whether a causal link exists among capital stock (as a proxy for capital), employment (as a proxy for labor), total final energy consumption (as a proxy for energy) and economic growth in Croatia.
Although a few papers have focused on the relationship between energy consumption and GDP in Croatia, to the best of our knowledge, no paper yet has tested this causality within a multivariate framework.
A year ago (July 1 st , 2013), Croatia became the new 28 th EU member state, and its energy policy is strongly influenced by the EU Energy Policy. The EU's national energy policy aims to achieve three underlying goals by 2020 known as the "20-20-20" targets, i.e., improving energy efficiency by a 20% reduction in primary energy use, reducing EU greenhouse gas emissions to at least 20% below 1990 levels, and shifting 20% of EU energy consumption to renewable energy sources. Therefore, the issue of the relationship between energy consumption and economic growth has become a crucial energy and economic policy topic, especially in a small and energy-dependent economy vulnerable to exogenous energy shocks.
The paper is organized in the following manner. Section 2 provides the theoretical framework for the multivariate co-integration analysis, Section 3 presents a literature review on empirical testing, and Section 4 describes the data and econometric methodology and summarizes the obtained empirical results. The final section closes with conclusions.
Theoretical framework for multivariate co-integration analysis
Standard neo-classical economic theory explains output (GDP) as a function of two independent variables, i.e., capital (K) and labor (L), where the cost share of each production factor is equal to its output elasticity (or marginal productivity). Neo-classical economic theory explains the economy as a closed system in which output is produced by the inputs of labor and capital. Therefore, economic growth is the result of increased inputs or their quality. Energy inputs have indirect importance and have been viewed as intermediate inputs. According to Stern (1999) , mainstream economists have accepted the concept of primary and intermediate factors of production. Primary factors of production are inputs that exist at the beginning of the period under consideration and are not directly consumed in production (although they can be degraded and can be added to), whereas intermediate inputs are those created during the production period under consideration and are consumed entirely during production. Capital, labor and land are the primary factors of production, and such goods as fuels and materials are intermediate inputs. This approach has led to a focus in mainstream growth theory on primary inputs, especially capital and labor, whereas intermediate inputs such as energy have an indirect role. Generally, the neo-classical production function explains economic growth with an increase in labor, capital and technology in which total factor productivity (TFP) is the portion of output that cannot be explained by the amount of inputs used in the production. The TFP growth is usually measured by the Solow residual, although it accurately measures TFP growth only if the production function is neoclassical, i.e., if there is perfect competition in factor markets and if the growth rates of the inputs are measured accurately (Stern, 1999) .
After the first oil crisis in 1973-74, certain economists began to formulate energy-dependent production functions that included energy and materials in addition to conventional labor and capital inputs (e.g., Berndt & Wood, 1979; Hannon & Joyce, 1981; Tintner et al., 1977) . This approach retained the condition of constant returns to scale and the equality assumption, i.e., that factor elasticities should be equal to the factor payments share in the national accounts. According to Ayres and Warr (2009) , this three-factor model is implicitly a two-sector model because the cost of energy (E) in practice is not defined in terms of payments to "nature" but rather to extractive industries that own energy resources. However, the introduction of the third input (E) causes certain theoretical and methodological problems. First, the interpretation of the factor payments shares is no longer valid in the three-factor case. Although payments to labor (wages, salaries) and payments to capital (dividends, interests, royalties) are clear, payments to energy per se do not exist and are in fact payments to energy resource owners, mostly for capital and labor. Energy is not a tangible commodity, and only added value can be captured by the investment of labor and physical capital. Still, capital and labor do not actually create the energy itself.
Second, the theoretical assumption of the CobbDouglas production function is that all combinations of the three independent variables (K, L and E) are possible and account for the output of an economy.
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Revisiting the Energy Consumption-Growth Nexus for Croatia: New Evidence from a Multivariate Framework Analysis This assumption implies that the variables can be substituted for each other. In the two-factor CobbDouglas production function, it means that the same output can be reached with infinitesimal capital if there is sufficient labor and vice versa. Theoretically, in the three-factor case, the assumption could mean that output is possible without any input of energy, but in reality, the third factor E is not actually independent of the other two, and all combinations of three inputs are not possible. Capital goods are activated by energy, and energy has no economic use without capital goods. Although the substitutability of the inputs is a theoretical assumption, it is rather limited in the real world, especially within a short period of time. In the long term, substitution among factors does occur via capital investments. According to Ayres and Warr (2009, p. 153) , all three factors are essential and therefore not substitutable except at the margin in the economy as we know it. The multi-sector character of the economy is determined by limits on substitutability and characterized by important inter-sectoral flows and interdependencies. The three driving factors (K, L and E) are also complements to certain extent. As Stern (1997) observes, econometric studies come to varying conclusions with respect to whether capital and energy are complements or substitutes (Berndt, 1978; Apostolakis, 1990) . On the whole, it appears that capital and energy act more as substitutes in the long run and more as complements in the short run and that they may be gross substitutes but net complements (Apostolakis, 1990) . Bearing in mind all of the mentioned limitations, the energy-dependent CobbDouglas production function is still more realistic than the standard two-factor case.
Literature review on empirical testing
Although production theory suggests the multivariate co-integration of output and all production factors, most of the literature focuses the bivariate co-integration between energy consumption and GDP to examine the role of energy in economic growth. During the last two decades, a number of academic papers have explored the causal relationship between economic growth and energy consumption. It is argued that energy is a vital and necessary input together with capital and labor. Consequently, because energy is a necessary requirement for economic and social development, it also could be a potentially "limiting factor to economic growth" (Ghali & El-Sakka, 2004) .
Beginning with the pioneering paper by Kraft and Kraft (1978) , most of the earlier work conducted Granger causality tests between energy and output (Akarca & Long, 1980; Erol & Yu, 1987; Yu & Choi, 1985; Yu & Hwang, 1984) . These earlier studies reported different results for different countries and even different results for the same country for different time periods. More recent studies (Asafu-Adjaye, 2000; Ghali & El-Sakka, 2004; Glasure, 2002; Lee, 2005; Masih & Masih, 1996; Soytas & Sari, 2006; 2007; Yang, 2000) have incorporated relatively new time-series techniques, i.e., co-integration and vector error correction modeling, to overcome the stationarity problem related to the traditional tests. However, no consensus exists on whether causality exists between energy consumption and output and on the direction of causality if it exists.
Certain papers examined the causality between energy and output in a framework of production function with three inputs (KLE). Ghali and El-Sakka (2004) assumed a neo-classical one-sector production function with three inputs for Canada and found bidirectional causality between energy use and output. Their results do not appear to confirm the neo-classical assumption of neutrality of energy to growth. Soytas and Sari (2006) examined the relationship between energy consumption and output in a three-factor (KLE) production function framework in G-7 countries and found long-run causality between energy use and income in all of the G-7 countries. In four countries (Canada, Italy, Japan and UK), causality appears to run both ways, from energy use to income in two of them (US and France) and from income to energy consumption in only one (Germany).
Certain economists have applied the multivariate methodology, which is an important step because changes in energy use are frequently countered by the substitution of other factors of production. Stern energy and GDP and short-run unidirectional causality running from energy to GDP. The source of causation in the long run was found to be the error correction terms in both directions. Stresing, Lindenberger, & Kümmel (2008) applied co-integration analysis to output, capital, labor and energy for Germany, Japan and the USA since 1960 and confirmed the existence of co-integration. These researchers also found that the output elasticities for energy are much larger than the cost shares of this factor. However, output elasticities for labor are much smaller than the cost share of the labor. In the previously mentioned study, Ayres and Warr (2009) also found that capital, labor, energy (exergy) and output are co-integrated. The calculated output elasticity of energy is up to ten times higher than its cost share, whereas "pure" (unskilled) labor in the absence of machines and sources of power is nearly unproductive at the margin.
With respect to studies on Croatia, the new 28 th EU member state, no papers have addressed the multivariate framework, although several papers analyzed bivariate co-integration between energy consumption and GDP (Borozan, 2013; Gelo, 2009; Vlahinic-Dizdarevic and Zikovic, 2010 to the direction of causality. Croatia belongs to the group of countries (mostly developed ones) in which the causality runs from real GDP to oil consumption.
In contrast, Borozan (2013) found that total energy consumption Granger causes real GDP using bivariate vector autoregression (VAR) and Granger causality tests covering the period from 1992 to 2010. Confronting the results of these studies require further analysis within longer time periods and more complex and superior methodology frameworks based on multivariate co-integration analysis.
Data and methodology

Data
All of the data used in this paper consist of annual there are no readily available data for Croatia's capital stock. For the initial capital stock, we divided real fixed investment in the first period (1952, the first year of our analysis) with the sum of depreciation rate (5%) and the average growth rate of investment (Hall & Jones, 1999; Kyriacou 1991) . The capital stock data for the remainder of the observed period were generated using the linear perpetual inventory method (PIM) and the following equation:
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where K represents physical capital, I denotes investments and δ is the rate of depreciation. To increase the realism of the estimates, equation (1) 
Methodology
Unit root tests
Because many macroeconomic series are non-stationary (Nelson & Plosser, 1982) , unit root tests are important and useful in examining whether the variables in question are stationary (or not). In other words, unit root tests are required to investigate the order of integration of the variables. This factor is also important in obtaining an unbiased estimation from the Granger causality tests.
Because there is no uniformly powerful test of the unit root hypothesis (Gujarati & Porter, 2009) and to determine the order of the series in more robust manner, we conducted five different unit root tests, as suggested by Soytas and Sari (2007) and Sari, Ewing and Soytas (2008) . We used the Augmented Dickey-Fuller (ADF) test (Dickey & Fuller, 1979) , Phillips-Perron (PP) test (Phillips & Perron, 1988 ), KwiatkowskiPhillips-Schmidt-Shin (KPSS) test (Kwiatkowski et al., 1992) , Elliot-Rothenberg-Stock Dickey-Fuller GLS de-trended (DF-GLS) test (Elliot et al., 1996) and NgPerron MZ t (NG-P (MZ t )) test (Ng & Perron, 2001) .
The reason for the use of five different tests is to establish the order of integration without any arbitrary decisions while bearing in mind the size (the level of significance) and power (the probability of rejecting the null hypothesis H 0 when it is false) of these tests.
We do not discuss the details of the unit root tests in this work (see Maddala & Kim (1998) for a review of ADF, PP, KPSS, and DF-GLS and Ng-Perron (2001) for additional information on NG-P).
Although the ADF and PP tests are criticized due to their low power properties (Soytas and Sari, 2007) , which make their results potentially less reliable, they are included in this analysis. The same problem can be attributed to the DF-GLS test, especially if the number of observations is less than 50 (which is not the case in this study), according to Elliot et al. (1996) . However, the poor size and power properties problem is solved by the NG-P unit root test. According to Maddala and Kim (1998) , KPSS is used to verify the results of the ADF and PP tests (although it also suffers from the same low power problems).
ARDL bounds testing approach to co-integration
Two variables are said to be co-integrated if they share a common trend. According to Engle and Granger (1987) , a linear combination of two (or more) nonstationary series may be stationary. If such a stationary linear combination exists, the series are considered co-integrated. Due to the existence of co-integration (namely, the long-run equilibrium relationship), although the variables are individually non-stationary, they can deviate from the equilibrium in the short run but must return to it in the long run. Generally speaking, the variables cannot drift further away from each other arbitrarily (Binh, 2011) , and the differences between them do not change drastically over time.
The most widely used methods for empirical analysis of the long-run relationship and dynamic interactions between two or more variables include Engle and Granger's (1987) two-step procedure and the multivariate maximum-likelihood-based approach of Johansen (1988) and Johansen and Juselius (1990) .
However, these approaches require that the variables in question must be integrated in order one, which inevitably involves a step of stationarity pre-testing, thus introducing a certain degree of uncertainty into the analysis (Esso, 2009 ). In addition, Engle-Granger is only appropriate for two variables, although there may be a possible co-integration relationship among several variables. In contrast, Johansen's multivariate approach has a problem with the degrees of freedom if applied to a small sample (Toda, 1994) .
To avoid the restrictions mentioned above, this study applied the recently developed autoregressive distributed lag (ARDL) co-integration procedure introduced by Pesaran, Shin and Smith (2001) . According to Pesaran et al. (2001) , the ARDL co-integration approach has several advantages over other techniques A decision on whether co-integration indeed exists between the dependent variable and its regressors is made as follows (Bartleet & Gounder, 2010; Chandran, Sharma, & Madhavan, 2010; Kouakou, 2011) . If the computed F-statistic is greater than the upper bound of the critical value, the null hypothesis of no co-integration (H 0 ) is rejected. If the computed F-statistic is less than the lower level band, we fail to reject H 0 , which signifies the absence of co-integration. If the computed F-statistic falls inside the upper and lower bounds, a conclusive inference cannot be made.
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Granger causality
In everyday life, if an event A causes event B, in such a situation, the event B is no more than a result (or consequence) of the event A (Bahovec & Erjavec, 2009 ).
The concept of "causality" in an econometric sense, following Granger (1969) , assumes a different meaning.
The so-called Granger causality implies causality in the prediction (forecast) sense rather than in a structural sense (Chontanawat , Hung, & Pierse, 2008) . In other words, the term "causality" does not imply that a vari- 
Empirical results and discussion
Unit root test results
Both "intercept and trend" and "intercept" regressors were included in the test equation in all five previously mentioned unit root tests. For the purposes of the ADF, DF-GLS and NG-P unit root tests, the Schwarz information criterion (SIC) is used to determine the number of lags, whereas the Newey-West method is applied to choose the optimal lag length (or bandwidth) for the purposes of the PP and KPSS unit root tests. The critical values for the ADF and PP tests are taken from MacKinnon (1996) . For KPSS, the critical values are taken from Kwiatkowski et al. (1992) .
The critical values for DF-GLS are taken from Elliott, Rothenberg and Stock (1996) , and the NG-P (MZ t ) critical values are taken from Ng and Perron (2001) .
All unit root tests have a null hypothesis (H 0 ) stating that the series in question has a unit root against the alternative that it does not. The null hypothesis (H 0 ) of KPSS, however, states that the variable is stationary.
The results for all five unit root tests summarized in Table 1 reveal that all variables are non-stationary at level but become stationary after first difference.
The variable lnK was smoothed using the HoltWinters multiplicative model (Winters, 1960) because it remained non-stationary after the first difference according to all unit root tests using both "intercept and trend" and "intercept" as exogenous regressors. Exponential smoothing showed that the (new) variable lnKSM was stationary after the first difference. The only exception is the NG-P unit root test, solely under the "intercept and trend" assumption. In general, the combined results of all unit root tests suggest that all variables appear to be I(1) processes, and hence, they have an integration order of 1.
Co-integration and causality results
After determining the order of integration of each variable, the next step evaluates whether the variables used in the analysis are co-integrated. Although the correlation between our variables is high (0.990744), this does not directly imply that they are co-integrated.
An important issue in applying a bounds testing approach to co-integration is the selection of the optimal lag length. In a situation in which the chosen lag length is less than the actual lag length, the omission of relevant lags can cause bias. However, in a situation in which the chosen lag length is greater than the actual one, the inclusion of irrelevant lags in the equation provides inefficient estimates and does not give the expected results (Bahovec & Erjavec, 2009 maximum lag length at three years, which is sufficiently long for the annual data to capture the dynamic relationship , and the AIC statistic is used to choose the best ARDL model (Lütkepohl, 2005) . The results of the ARDL co-integration test are reported in Table 2 .
The null hypothesis of no co-integration (H 0 ) can be rejected if lnGDP is treated as the dependent variable because the calculated F-statistic (4.1012) is higher than the upper bound critical value (3.923) suggested by Narayan (2005) at the 10% level of significance. This situation indicates that there exists a long-run relationship between GDP and energy consumption (and other forcing variables). However, if we take the total final energy consumption into consideration as the dependent variable, the calculated F-statistic (3.3918) is lower than the lower bound critical value (3.415) at the 5% significance level. In the case of lnTFEC serving as the dependent variable, there is no evidence of any co-integration.
For robustness of the results, Table 3 includes the trace statistics results of the Johansen multivariate co-integration approach. According to Dergiades and Tsoulfidis (2011) , the ARDL and Johansen's techniques for co-integration, despite their differences, should not be viewed as mutually exclusive but as complementary to each other.
As shown from Ljung (1999) .
Detailed results for the lag order selection criteria prior to the Johansen co-integration test are available upon request. This evidence, in turn, provides sufficient argument for the existence of a valid long-run relationship among the variables.
Because we found a long-run relationship between the variables if real GDP is used as a dependent variable, the long-run and short-run coefficients are estimated using the associated ARDL and ECM. Ac- Note: a, b, c Indicate the 1%, 5% and 10% significance levels, respectively. The estimated VAR satisfies the stability condition (no root lies outside the unit circle). *Taking into consideration the normality test with residual correlation as an orthogonalization method (Doornik & Hansen, 1994) , we can accept the null hypothesis (H 0 ) of residuals as multivariate normal (Jarque-Bera test=12.47297, df=8, Prob.=0.1313). **According to White' s test, there was no evidence of heteroscedasticity (Chi-sq.=543.3125, df=510, Prob.=0.1487) When lnTFEC was considered as a dependent variable, we found no evidence of co-integration. Therefore, the Granger causality test in a VAR framework is appropriate (see Table 5 ). The variables were transformed in first differences and the optimal lag was set to two. Detailed results on the lag order selection criteria prior to multivariate VAR estimates are available upon request.
The VAR estimates from Tables 4 and 5 indicate unidirectional causality from lnTFEC to lnG-DP in the long run and bidirectional causality between those two variables in the short run.
To check the robustness of results, the short-run dynamic coefficients associated with the long-run relationship obtained from the Johansen co-integration test are presented in Table 6 .
According to the results from Tables 3 (last row) Bearing in mind the discussion on the robustness of the ARDL and Johansen methods (and subsequently VECM) in small sample sizes, it is advisable to follow the ARDL results in the case of divergent results (Zachariadis, 2007) .
Discussion
The multivariate co-integration analysis provided in the paper shows that co-integration exists in a relationship that includes GDP, capital, labor, and energy in Croatia and that energy is a significant factor in explaining The obtained results imply that energy consumption bears the burden of the short-run adjustments to re-establish the long-run equilibrium. Energy consumption tends to trigger economic growth, especially in the long run, and a 1% increase in the total final energy consumption leads to a 1.0472% increase in the real GDP of Croatia. The results presented in this paper are important for policy makers because they show that energy could be a limiting factor in economic growth in the short-and long-run periods. This result means that Croatia should find ways to avoid adversely affecting economic growth by reducing energy consumption. Croatian economic policy must provide incentives for reforming the economic structure towards re-industrialization and more energy-efficient industries. Because the small Croatian economy is import dependent and strongly vulnerable to exogenous energy shocks, it is important to implement an energy strategy that will increase new investments in installed energy capacities and diversify the energy mix to decrease import dependence.
To the best of the authors' knowledge, this paper presents the first causality analysis between energy and economic growth in Croatia that uses a multivariate framework and notably long time span. The results obtained have important consequences for similar new EU member states in light of the ongoing desire to reduce energy consumption and reduce CO 2 emissions.
In the future, it may be interesting to investigate multivariate causality among CO 2 emissions, energy consumption and economic growth in Croatia and other EU Member States.
