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Povzetek
MapReduce je programski model, namenjen za razvoj skalabilnih paralelnih apli-
kacij za obdelavo velikih mnozˇic podatkov, izvajalno okolje, ki podpira programski
model in koordinira izvajanje programov, in implementacija programskega modela
in izvajalnega okolja. Cilj diplomskega dela je analizirati MapReduce in ga pre-
izkusiti na dveh primerih priporocˇilnih sistemov. Cilj smo dosegli, saj smo uspeli
realizirati izracˇun s pomocˇjo MapReduce na testnih primerih. Najprej smo anali-
zirali programski model in izvajalno okolje ter primerjali tri implementacije Map-
Reduce: Hadoop MapReduce, MongoDB in knjizˇnico MapReduce-MPI. Ugotovili
smo, da je za realizacijo izbranih primerov priporocˇilnih sistemov najprimernejˇsa
implementacija Hadoop MapReduce, saj nudi toleranco za okvare in reproducira
podatke, s cˇimer zagotavlja zanesljivost. Nato smo z uporabo navidezne naprave
Cloudera QuickStart VM, ki je grucˇa Hadoop z enim vozliˇscˇem, realizirali izbrana
primera priporocˇilnih sistemov.
Kljucˇne besede: Hadoop MapReduce, knjizˇnica MapReduce-MPI, MapReduce,
MongoDB, priporocˇilni sistemi.

Abstract
MapReduce is a programming model for developing scalable parallel applications
for processing large data sets, an execution framework that supports the program-
ming model and coordinates the execution of programs and an implementation of
the programming model and the execution framework. The goal of the thesis is
to analyse MapReduce and to use it on two examples of recommender systems.
The goal is achieved by developing the computation with MapReduce success-
fully. At first the programming model and the execution framework are analysed
and three implementations for MapReduce: Hadoop MapReduce, MongoDB and
MapReduce-MPI Library are compared. It is discovered that Hadoop MapReduce
is the most suitable implementation for developing the selected examples of recom-
mender systems as it provides fault tolerance and data reproduction which ensure
reliability. Then the selected examples of recommender systems are developed
using Cloudera QuickStart VM which is a one node Hadoop cluster.
Keywords: Hadoop MapReduce, MapReduce, MapReduce-MPI Library, Mon-
goDB, recommender systems.

Poglavje 1
Uvod
V informacijski dobi se organizacije spopadajo z velikimi mnozˇicami podatkov (big
data). Repozitoriji privatnih in javnih podatkov definirajo informacijske druzˇbe in
oblikujejo mnozˇice interesov. Razsˇirjena je tudi analiza podatkov o uporabnikovih
aktivnostih, ki jih uspesˇne spletne strani spremljajo in shranjujejo. Velike mnozˇice
podatkov se ne pojavljajo samo v poslovni sferi, temvecˇ tudi pri sˇtevilnih znanstve-
nih disciplinah, med drugim pri astronomiji, genetiki in fiziki. Kljucˇnega pomena
je paralelna obdelava podatkov, s katero zagotovimo, da bo obdelava podatkov
zakljucˇena pravocˇasno.
Leta 2003 je Google razvil programski model MapReduce. Programski model
temelji na preprostih konceptih, omogocˇa skalabilnost in je odporen na okvare, zato
so bile od takrat dalje razvite sˇtevilne implementacije MapReduce. Uporaba Map-
Reduce se je razsˇirila na razlicˇna podrocˇja, med drugim tudi na bioinformatiko,
strojno ucˇenje ter obdelavo besedil in velikih grafov.
V diplomskem delu najprej opiˇsemo pristope k paralelnemu resˇevanju proble-
mov. Sledi podroben pregled in analiza MapReduce, za tem pa opiˇsemo in pri-
merjamo tri najpopularnejˇse implementacije MapReduce. Te so Hadoop MapRe-
duce, MongoDB in knjizˇnica MapReduce-MPI. Nato sledijo kratka predstavitev
priporocˇilnih sistemov in dva njihova izbrana primera.
1
2 POGLAVJE 1. UVOD
Poglavje 2
Pristopi k paralelnemu
resˇevanju problemov
Bistveni element pri resˇevanju problemov z racˇunalnikom je razvoj algoritmov.
Paralelni algoritem je nacˇin resˇevanja danega problema z uporabo vecˇ procesorjev
ali vecˇ racˇunalnikov. V nadaljevanju opiˇsemo korake pri nacˇrtovanju paralelnega
algoritma.
2.1 Dekompozicijske tehnike
Prvi korak pri nacˇrtovanju paralelnega algoritma je dekompozicija. To je proces,
ki algoritem razstavi na manjˇse dele, ki jih imenujemo naloge. Naloge so racˇunske
enote. Njihova velikost je poljubna. Cˇas za resˇevanje problema skrajˇsamo, cˇe
vecˇ neodvisnih nalog izvajamo paralelno. Dekompozicijske tehnike omogocˇajo,
da algoritem razstavimo na naloge, ki se izvajajo paralelno, in da identificiramo
razpolozˇljiv paralelizem.
V grobem tehnike dekompozicije delimo na rekurzivno, podatkovno, razisko-
valno in sˇpekulativno. Rekurzivna in podatkovna dekompozicija sta splosˇnejˇsi,
zato se uporabljata pri sˇirokem naboru problemov, raziskovalna in sˇpekulativna
dekompozicija pa sta bolj specializirani, zato sta namenjeni za uporabo pri spe-
cificˇnih problemih. Omenjene dekompozicijske tehnike razlagamo v nadaljevanju.
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2.1.1 Rekurzivna dekompozicija
Rekurzivna dekompozicija je metoda, s katero izkoristimo paralelizem pri proble-
mih, ki jih lahko resˇimo z uporabo strategije deli in vladaj (divide and conquer).
Pri njej se problem najprej razdeli v mnozˇico neodvisnih podproblemov, nato pa
jih resˇimo z uporabo podobne delitve sˇe na manjˇse podprobleme. Resˇitve podpro-
blemov zdruzˇimo v koncˇno resˇitev.
2.1.2 Podatkovna dekompozicija
Podatkovna dekompozicija je metoda, s katero dosezˇemo paralelizem pri algorit-
mih, ki delujejo na velikih podatkovnih strukturah [16]. Podatke, nad katerimi
izvedemo algoritem, najprej razdelimo na podatkovne podmnozˇice, ki jih nato
uporabimo pri razstavitvi algoritma na naloge. Vsaka naloga nad podatkovno
podmnozˇico izvede operacije, ki so ponavadi enake ali izbrane iz majhne mnozˇice
operacij.
2.1.3 Raziskovalna dekompozicija
Raziskovalno dekompozicijo uporabljamo za dekompozicijo problemov, pri katerih
algoritem resˇimo s preiskovanjem prostora za resˇitve. Njen potek lahko razdelimo
na dva koraka. V prvem koraku prostor za iskanje resˇitev razdelimo na manjˇse
dele, v drugem koraku pa vsak del paralelno preiˇscˇemo, dokler ne najdemo iskane
resˇitve.
2.1.4 Sˇpekulativna dekompozicija
Sˇpekulativno dekompozicijo uporabimo, cˇe je v algoritmu vecˇ razvejitev (bran-
ches), odvisnih od vmesnih rezultatov naloge [16]. Cˇe vmesni rezultat naloge, ki
ga potrebujemo za izbiro prave razvejitve, sˇe ni znan, lahko zacˇnemo izvajati raz-
vejitve v naslednji fazi izvajanja algoritma. Ena izmed teh razvejitev je tudi prava
in takoj, ko bo znan vmesni rezultat naloge, ki jo dolocˇajo, opustimo izvajanje
vseh razvejitev, razen le-te.
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2.2 Karakteristike nalog in interakcij
Naslednji korak pri nacˇrtovanju paralelnega algoritma je dodelitev z dekompozi-
cijo dolocˇenih nalog procesom. Nanjo vplivajo karakteristike nalog in interakcij
(interactions) - komunikacije med procesi, zato pri njeni izbiri pogosto izhajamo
iz dekompozicije.
2.2.1 Karakteristike nalog
Generiranje nalog
Naloge generiramo staticˇno ali dinamicˇno. Staticˇno generirane naloge so znane sˇe
pred zacˇetkom izvajanja algoritma, dinamicˇno generirane naloge pa niso vnaprej
znane.
Velikost nalog
Cˇe poznamo velikosti nalog, jih lahko uporabimo pri dodelitvi nalog procesom. Po-
magajo nam oceniti cˇas izvajanja posamezne naloge. Uniformne (uniform) naloge
potrebujejo za resˇitev priblizˇno enak cˇas, pri neuniformnih (non-uniform) nalogah
pa je cˇas za resˇitev razlicˇen.
Velikost podatkov za naloge
Podatki razlicˇnih velikosti, vezani na nalogo, morajo biti na voljo procesom, ki
izvajajo nalogo. Lokacija in velikost podatkov dolocˇata optimalen proces, ki bo za
izvedbo naloge potreboval najmanj dodatnega cˇasa za prenos podatkov (overhead).
2.2.2 Karakteristike interakcij med procesi
Cˇe je paralelni algoritem kompleksen, si morajo procesi deliti podatke in infor-
macije za sinhronizacijo. Razlicˇni paralelni algoritmi zahtevajo tudi razlicˇne tipe
interakcij med procesi.
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Staticˇne in dinamicˇne interakcije
Staticˇne interakcije se zgodijo ob vnaprej dolocˇenih cˇasih, ki so znani sˇe pred
izvajanem algoritma. Nasprotno pri dinamicˇnih interakcijah njihov zacˇetek pred
izvajanem algoritma ni znan.
Regularne in neregularne interakcije
Interakcije so regularne (regular), cˇe imajo taksˇno strukturo, da jo lahko izra-
bimo za ucˇinkovito implementacijo (implementation) [16]. Nasprotno neregularne
(irregular) interakcije taksˇne strukture nimajo.
Bralne in bralno-pisalne interakcije
Locˇimo bralne in bralno-pisalne interakcije. Pri bralnih interakcijah proces zahteva
dostop do podatkov, ki si jih deli vecˇ procesov, samo za branje. Pri teh dostopih
ne pride do konfliktov (contention). Bralno-pisalne interakcije zahtevajo bralni in
pisalni dostop. Cˇe vecˇ procesov dostopa do istih podatkov, so potrebni mehanizmi
zaklepanja. Primer taksˇnega mehanizma je bralno-pisalno zaklepanje (read/write
lock). Ta mehanizem dovoljuje, da podatke zapisuje samo en proces, medtem ko
ostalim procesom dovoljuje samo branje.
Enosmerne in dvosmerne interakcije
Pri enosmernih interakcijah samo en proces zacˇne in koncˇa interakcijo, ne da bi
motil druge procese. Pri dvosmernih interakcijah proces ali vecˇ procesov preskrbi
podatke, ki jih potrebuje drug proces ali vecˇ procesov. Bralne interakcije so eno-
smerne, bralno-pisalne interakcije pa so enosmerne ali dvosmerne [16].
2.3 Porazdelitev obremenitve med procese
Glavni cilj pri dodeljevanju nalog procesom je, da se vse naloge izvedejo v naj-
krajˇsem mozˇnem cˇasu. Za dosego cilja zˇelimo zmanjˇsati cˇas, potreben za para-
lelno izvedbo nalog. K njemu najvecˇ prispevata cˇas, ki se porabi za interakcijo
med procesi in cˇas, ko morajo procesi cˇakati, da bodo na vrsti za izvajanje.
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Dobra porazdelitev nalog med procese je kompleksen problem, saj zˇelimo dosecˇi
cˇim vecˇjo ucˇinkovitost ter zmanjˇsati interakcijo med procesi. To dosezˇemo tako, da
naloge, ki si morajo izmenjati podatke, dodelimo istemu procesu. V vecˇini prime-
rov to povzrocˇi neenakomerno obremenitev procesov. Tako so manj obremenjeni
procesi zˇe opravili naloge, medtem ko jih bolj obremenjeni sˇe vedno izvajajo.
Porazdelitev nalog med procese delimo na staticˇno in dinamicˇno. Staticˇno
dodeljevanje razdeli naloge med procese sˇe pred zacˇetkom izvajanja algoritma, di-
namicˇno dodeljevanje razdeli naloge med procese med izvajanjem algoritma. V
splosˇnem je lazˇje programirati in zasnovati algoritme, ki uporabljajo staticˇno do-
deljevanje.
2.4 Metode za obvladovanje dodatnega cˇasa
pri interakcijah
V tem razdelku opisujemo nekatere tehnike za obvladovanje dodatnega cˇasa (over-
head) pri interakciji med procesi. Te tehnike lahko prilagodijo uporabo lokalnih
podatkov, zmanjˇsajo konflikte, optimizirajo izvajanje nalog in reproducirajo po-
datke. Uporabne so na razlicˇnih stopnjah razvoja algoritma.
2.4.1 Uporaba lokalnih podatkov
V paralelnih algoritmih lahko pride do interakcije, cˇe naloge, ki jih izvajajo razlicˇni
procesi, zahtevajo dostop do skupnih podatkov ali cˇe procesi zahtevajo podatke,
ki jih preskrbijo drugi procesi. Dodaten cˇas pri interakciji lahko zmanjˇsamo tako,
da uporabimo tehnike, ki vzpodbujajo uporabo lokalnih podatkov ali podatkov, ki
so trenutno v pomnilniku.
Zmanjˇsanje obsega izmenjave podatkov
Dodaten cˇas, potreben za interakcije, lahko zmanjˇsamo tako, da zmanjˇsamo celoten
obseg skupnih podatkov. To je mogocˇe storiti na vecˇ nacˇinov, in sicer z uporabo
ustrezne dekompozicije in porazdelitve ter z uporabo lokalnih virov za shranjevanje
vmesnih rezultatov in izvedbo deljenega dostopa do podatkov.
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Zmanjˇsanje frekvence interakcij
Dodaten cˇas za interakcije lahko prav tako zmanjˇsamo, cˇe zmanjˇsamo frekvenco
interakcij. Algoritem preoblikujemo tako, da uporablja skupne podatke, ki jih
prenasˇa v vecˇjih blokih, kar zmanjˇsa potrebo za komunikacijo med procesi.
2.4.2 Zmanjˇsanje konfliktov
Cˇe vecˇ procesov poskusˇa istocˇasno dostopati do istih virov, pride do konfliktov.
Povzrocˇijo jih na primer procesi, ki istocˇasno posˇiljajo sporocˇila istim procesom
ali istocˇasni dostopi do skupnih podatkov. Ker se naenkrat lahko obdela samo
ena zahteva, so le-te razvrsˇcˇene v vrsto in obdelane zaporedno. Konflikte lahko
zmanjˇsamo, cˇe algoritem spremenimo tako, da ni vecˇ socˇasne potrebe po podatkih
oziroma je teh dostopov cˇim manj.
2.4.3 Optimizacija izvajanja nalog
Procesi lahko cˇakajo na prihod skupnih podatkov ali na prejem dodatne naloge
po zacˇetku interakcije. Ta cˇas lahko zmanjˇsamo, cˇe nekatere naloge izvedemo med
cˇakanjem ali pa z interakcijo zacˇnemo dovolj zgodaj, tako da se ta zakljucˇi, sˇe
preden jo proces potrebuje pri izvedbi naloge.
2.4.4 Reproduciranje podatkov
Cˇe v paralelnem algoritmu vecˇ procesov zahteva pogoste bralne dostope do skupnih
podatkov, je najbolje reproducirati skupno podatkovno strukturo za vsak proces.
Paziti moramo, da pomnilniˇske zahteve niso prevelike, saj se z reproduciranjem
podatkov linearno povecˇajo glede na sˇtevilo paralelnih procesov.
2.5 Modeli za paralelne algoritme
Paralelne algoritme lahko oblikujemo tako, da uporabimo vecˇ oblik organizacije
paralelnih procesov, zajete v modelih za paralelne algoritme. V splosˇnem izberemo
dekompozicijo, porazdelitev in uporabimo primerno strategijo, da zmanjˇsamo inte-
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rakcije. V nadaljevanju opisujemo najbolj pogoste in uporabne modele za paralelne
algoritme.
Model gospodar-delavec
V modelu gospodar-delavec (master-worker) ima gospodar-proces glavno funkcijo
in generira naloge, ki jih dodeli ostalim procesom za izvajanje. Te procese imenu-
jemo delavci. Omenjen model prikazuje slika 2.1.
gospodar
delavec	1
delavec	2
delavec	3
nadzor
nadzor
nadzor
Slika 2.1: Model gospodar-delavec.
Model bazen nalog
Bazen nalog (task pool) je podatkovna struktura, ki hrani naloge za obdelavo.
Procesi lahko iz bazena nalog pridobijo naloge za obdelavo. Med obdelavo naloge
lahko procesi v bazen nalog dodajo nove naloge. Dostop do bazena nalog mora biti
usklajen, da se izognemo konfliktom. Izvedba paralelnega algoritma se zakljucˇi,
ko je bazen prazen in vsi procesi koncˇajo z obdelavo nalog. Model bazen nalog je
prikazan na sliki 2.2.
Model proizvajalec-porabnik
Proizvajalec-porabnik (producer-consumer) je model, sestavljen iz procesov porab-
nikov in procesov proizvajalcev. Porabnik kot vhod uporabi podatke, ki so izhod
proizvajalca. Delovanje je prikazano na sliki 2.3.
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bazen	
nalog
proces	1 proces	2
proces	3 proces	4
doda	nalogo
doda	nalogo
doda	nalogo
doda	nalogo
pridobi	nalogo
pridobi	nalogo
pridobi	nalogo
pridobi	nalogo
Slika 2.2: Model bazen nalog.
medpomnilnik
proizvajalec	1
proizvajalec	2
proizvajalec	3
porabnik	1
porabnik	2
porabnik	3
shrani	podatke
shrani
podatke
shrani	podatke
podatke
pridobi
pridobi	podatke
pridobi	podatke
Slika 2.3: Model proizvajalec-porabnik.
Cevovodni model
Cevovodni model (pipelining) je model, sestavljen iz verige modelov proizvajalec-
porabnik. Cevovod ni nujno linearna veriga, ampak je usmerjen graf.
Poglavje 3
MapReduce - pregled in analiza
MapReduce je definiran kot:
1. programski model, ki omogocˇa enostaven razvoj skalabilnih paralelnih apli-
kacij, namenjenih za obdelavo velikih mnozˇic podatkov [19, 10];
2. izvajalno okolje (framework), ki podpira programski model in koordinira
izvajanje programov;
3. implementacija programskega modela in izvajalnega okolja [21]. Primer im-
plementacije je Googlova implementacija [10].
3.1 Programski model MapReduce
MapReduce idejno izhaja iz funkcijskega programiranja, in sicer iz funkcij viˇsjega
reda map in reduce [21], ki se pogosto uporabljata v funkcijskih jezikih, kot je Lisp
[19]. Glavna znacˇilnost funkcij viˇsjega reda je, da lahko za argument navedemo
funkcijo.
Programski model MapReduce je zasnovan na preprostih konceptih. Ti so ite-
racija cˇez vhodne podatke, izracˇun vmesnih parov kljucˇ-vrednost za vsak vhodni
podatek in njihovo grupiranje glede na kljucˇ ter iteracija po skupinah in njihova
skrcˇitev. Programski model omogocˇa paralelizacijo in lahko resˇuje veliko razlicˇnih
problemov, pri katerih je potrebno obdelati velike kolicˇine podatkov. Je enosta-
ven, zato se je uporaba algoritmov, ki so razviti z MapReduce, razsˇirila na sˇtevilna
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podrocˇja, med drugim na obdelavo velikih grafov, statisticˇno strojno prevajanje,
obdelavo besedil, strojno ucˇenje, bioinformatiko, kemijo in okoljske znanosti [11].
MapReduce zagotovi abstrakcijo, ki programerju skrije veliko sistemskih podrob-
nosti na skalabilen, robusten in ucˇinkovit nacˇin ter mu posledicˇno omogocˇa, da se
osredotocˇi na razvoj algoritmov, ne pa na njihovo implementacijo.
Programer definira funkciji map in reduce. Funkcija map vzame kot vhod par
kljucˇ-vrednost ter vrne kot izhod mnozˇico vmesnih parov kljucˇ-vrednost. Izva-
jalno okolje zdruzˇi vse vmesne vrednosti z istim vmesnim kljucˇem v skupino in jih
posreduje funkciji reduce. Ta sprejme vmesni kljucˇ in mnozˇico vrednosti, ki mu
pripadajo, ter jo zdruzˇi v manjˇso mnozˇico, sestavljeno iz nicˇ ali vecˇ elementov.
Faza map ustreza uporabi funkcije map na vseh vhodnih podatkih, faza reduce pa
ustreza uporabi funkcije reduce na vseh vmesnih kljucˇih in pripadajocˇih mnozˇicah
vrednosti.
3.1.1 Izvajanje
Opis izvajanja je povzet iz Googlove implementacije [10] in se od izvajanj pri drugih
implementacijah lahko razlikuje. Izvajanje prikazuje slika 3.1 in ga sestavljajo
naslednji koraki:
1. Podatki v vhodni datoteki aplikacije se razdelijo na vecˇ delov. Zazˇene se
veliko kopij programa v grucˇi, sestavljeni iz mnozˇice naprav.
2. Ena kopija programa je izbrana za gospodarja, ostale za delavce. Gospodar
izbere delavce in jim dodeli naloge za funkcijo map ali funkcijo reduce, v
nadaljevanju naloga map in naloga reduce.
3. Delavec, ki mu je dodeljena naloga map, prebere vsebino dodeljenega dela
podatkov, iz njega razcˇleni pare kljucˇ-vrednost ter vsak par posreduje funk-
ciji map. Funkcija map prejme kot vhod par kljucˇ-vrednost ter vrne nicˇ ali
vecˇ vmesnih parov kljucˇ-vrednost, ki se shranijo v pomnilnik. Vse naloge
map se izvajajo paralelno. To pomeni, da razlicˇne naprave, ki sestavljajo
grucˇo, vsak del vhodnih podatkov obdelujejo istocˇasno. Cˇe je vecˇ nalog
map, kolikor jih lahko obvladuje grucˇa, so te razvrsˇcˇene v vrsto in izvedene
v tistem vrstnem redu, ki ga izvajalno okolje dolocˇi za najboljˇsega.
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Slika 3.1: Izvajanje MapReduce.
4. V cˇasovnih presledkih se vmesni pari zapiˇsejo na lokalni disk. Pri tem jih
particijska funkcija dodeli particijam. Gospodar prejme lokacije vmesnih
parov na lokalnem disku in jih dodeli delavcem, zadolzˇenim za opravljanje
naloge reduce.
5. Ko gospodar opomni delavca, ki je zadolzˇen za opravljanje naloge reduce,
o lokacijah, na katerih so shranjeni vmesni pari na lokalnem disku, le-ta
prebere shranjene podatke delavcev, ki so zadolzˇeni za nalogo map. Ti
podatki so nato razporejeni glede na vmesne kljucˇe, tako da so vse ponovitve
istega kljucˇa zdruzˇene.
6. Delavec, ki je zadolzˇen za opravljanje naloge reduce, posreduje kljucˇ in pri-
padajocˇ seznam vmesnih vrednosti funkciji reduce. Njen izhod je pripet
izhodni datoteki te particije.
7. Po zakljucˇku vseh nalog gospodar zazˇene aplikacijo.
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3.1.2 Ravnanje pri napakah in odpovedih
Delavec v okvari
Gospodar periodicˇno preverja, cˇe se vsak delavec odziva. Cˇe se delavec v dolocˇenem
cˇasu ne odzove, gospodar predpostavi, da je delavec v okvari.
Cˇe je delavec zadolzˇen za opravljanje nalog map, mu gospodar vse opravljene
naloge odvzame in jih razvrsti med druge delavce. Izhod nalog map je namrecˇ
shranjen na lokalnem disku okvarjene naprave in je posledicˇno nedostopen. Prav
tako se razveljavijo tudi naloge, ki jih delavec trenutno opravlja, in se razvrstijo
med druge delavce. Delavci, zadolzˇeni za opravljanje nalog reduce, so o okvari
obvesˇcˇeni, tako da lahko vsaka naloga reduce, ki sˇe nima podatkov, podatke pridobi
od novega delavca.
Cˇe je delavec v okvari zadolzˇen za opravljanje nalog reduce, mu gospodar od-
vzame samo tiste naloge, ki jih ta delavec trenutno opravlja. Izhod koncˇanih nalog
je shranjen v globalnem datotecˇnem sistemu, zato ponovna izvedba ni potrebna.
Programski model omogocˇa tudi redundantno izvajanje. To pomeni, da se
naenkrat lahko izvaja vecˇ enakih nalog. Cˇe je naprava v okvari, cˇe pride do izgube
podatkov ali cˇe je izvajanje pocˇasno, naloge ni potrebno prerazporediti, saj je zanjo
zadolzˇen drug delavec ali vecˇ delavcev.
Gospodar v okvari
Gospodar periodicˇno zapisuje tocˇke kontrole. Cˇe pride do okvare, se ustvari nova
kopija gospodarja od zadnjega stanja tocˇke kontrole.
3.1.3 Izzivi paralelizacije
Paralelna preslikava vhodnih podatkov
Obdelava vhodnih podatkov poteka tako, da so pari kljucˇ-vrednost obdelani za-
poredno. Taksˇna seznamska preslikava je prilagodljiva na paralelizacijo vseh po-
datkov [19], zato je lahko izvedena paralelno na nivoju posameznih elementov.
Funkcija map mora biti cˇista (pure). Ne glede na to, kolikokrat je cˇista funkcija
z istimi argumenti poklicana, da vedno isti rezultat [17], torej vrstni red obdelave
parov kljucˇ-vrednost ne vpliva na rezultat faze map.
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Paralelno grupiranje vmesnih podatkov
Za fazo reduce je potrebno grupiranje vmesnih podatkov po kljucˇu. Ta problem
spada med probleme sortiranja, za katere obstajajo sˇtevilni paralelni modeli. Iz
porazdeljenosti faze map izhaja povezava grupiranja s porazdeljeno preslikavo. Za
vsak del vmesnih podatkov se lahko izvede grupiranje. Rezultati porazdeljenega
grupiranja so lahko zdruzˇeni centralno.
Paralelna preslikava skupin
Skupina je sestavljena iz kljucˇa in seznama vrednosti. Za vsako skupino posebej
se izvede skrcˇitev. Spet se pojavi seznamska preslikava. Paralelizacija celotnih
podatkov je uposˇtevana za fazo reduce tako, kot je uposˇtevana pri fazi map.
Paralelna skrcˇitev skupin
V funkcijskem programiranju je reduce operacija, ki pretvori seznam v eno samo
vrednost s pomocˇjo asociativne operacije in njene enote. Njene lastnosti lahko
prenesemo tudi na MapReduce [19] in skupine paralelno skrcˇimo.
3.2 Izvajalno okolje MapReduce
Opravilo MapReduce je sestavljeno iz programske kode funkcij map in reduce
ter konfiguracijskih parametrov. Programer predlozˇi opravilo strezˇniku-vozliˇscˇu
v grucˇi. Izvajalno okolje poskrbi za razporejanje, obstoj podatkov in programske
kode, sinhronizacijo ter ravnanje pri napakah in odpovedih.
3.2.1 Razporejanje
Opravilo MapReduce se razdeli na manjˇse naloge, obicˇajno vecˇ tisocˇ, ki jih je po-
trebno razdeliti med vozliˇscˇa v grucˇi. Cˇe je opravilo MapReduce obsezˇno, lahko
sˇtevilo nalog presezˇe sˇtevilo vozliˇscˇ v grucˇi in se vse naloge ne morejo izvajati
istocˇasno, zato jih razvrsˇcˇevalnik razvrsti. Razvrsˇcˇevalnik vodi tudi evidenco na-
log, ki se trenutno izvajajo, tako da se lahko razpolozˇljivim vozliˇscˇem dodelijo
cˇakajocˇe naloge. Drugi vidik razporejanja vkljucˇuje koordinacijo med nalogami,
ki pripadajo razlicˇnim opravilom.
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3.2.2 Obstoj podatkov in programske kode
Za izvedbo naloge je potrebno dostaviti podatke do programske kode. Lokalnost
podatkov dosezˇemo tako, da razvrsˇcˇevalnik zazˇene nalogo na vozliˇscˇu, ki hrani
del podatkov, ki ga potrebuje naloga, na primer na lokalnem disku. Tako se
programska koda prenese k podatkom. Cˇe to ni mogocˇe, se nekje drugje zazˇenejo
nove naloge, potrebni podatki pa se prenesejo preko omrezˇja.
3.2.3 Sinhronizacija
Sinhronizacija se nanasˇa na mehanizme, pri katerih se mnogo socˇasno izvajajocˇih
nalog zdruzˇi, da bi si na primer delile vmesne rezultate ali kaksˇne druge podatke
[21]. Pri MapReduce je sinhronizacija dosezˇena med fazama map in reduce. Takrat
poteka grupiranje parov kljucˇ-vrednost glede na kljucˇ. To dosezˇemo z velikim
porazdeljenim sortiranjem, ki vkljucˇuje vsa vozliˇscˇa, ki izvajajo eno izmed nalog
map in reduce. Vmesni podatki se kopirajo preko omrezˇja.
3.2.4 Ravnanje pri napakah in odpovedih
Izvajalno okolje MapReduce mora opraviti vse naloge, cˇetudi so napake in okvare
v okolju pogosto prisotne. Pojavljajo se okvare diskov in bralno-pisalnih pomnilni-
kov, v podatkovnih centrih pride do izpadov, na primer vzdrzˇevanje in nadgradnja
sistema, izpad napajanja in povezave. Poleg napak na strojni opremi so tu sˇe na-
pake v programski opremi. Pri problemih z veliko podatki se v programski kodi,
za katero velja, da je brez hrosˇcˇev, odkrijejo kaksˇne napake. Vsaka velika mnozˇica
podatkov lahko vsebuje podatke, iz katerih izhajajo napake.
3.2.5 Prednosti izvajalnega okolja MapReduce
Izvajalno okolje MapReduce prinasˇa sˇtevilne prednosti:
• Preprosta in enostavna uporaba: Programer definira samo funkciji map
in reduce. Ni mu treba specificirati distribucije opravila preko vozliˇscˇ.
• Prilagodljivost: MapReduce programerju omogocˇa lazˇjo obravnavo nepra-
vilnih ali nestrukturiranih podatkov.
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• Neodvisnost od podatkovnega skladiˇscˇa: MapReduce lahko sodeluje z
razlicˇnimi podatkovnimi skladiˇscˇnimi plastmi, saj je prakticˇno neodvisen od
njih.
• Neobcˇutljivost na okvare: Poskusi, ki so bili izvedeni pri Googlu, kazˇejo,
da je MapReduce dokaj neobcˇutljiv na okvare [10].
3.2.6 Slabosti izvajalnega okolja MapReduce
Izvajalno okolje MapReduce ima med drugim naslednje slabosti:
• Ni visokonivojskih programskih jezikov: MapReduce ne podpira nobe-
nega visokonivojskega programskega jezika in nobenih tehnik za optimizacijo
poizvedb, zato jih mora programer kodirati v funkcijah map in reduce.
• Ni shem in indeksov: MapReduce je brez shem in indeksov. Opravilo
MapReduce lahko pricˇne z delom takoj za tem, ko je vhod prenesen v po-
datkovno skladiˇscˇe. Zahteva tudi razcˇlenitev vsakega elementa pri branju
vhoda in njegovo transformacijo v podatkovne objekte za obdelavo podat-
kov, kar zmanjˇsa zmogljivost [20].
• Samo en fiksen tok podatkov: MapReduce ima en fiksen tok podatkov,
zato je veliko kompleksnih algoritmov tezˇko resˇiti samo s funkcijama map
in reduce. Poleg tega algoritmi z vecˇ vhodi niso dobro podprti, saj je bil
MapReduce prvotno zasnovan, da prebere en vhod in generira en izhod.
• Slaba ucˇinkovitost: Operacije MapReduce niso vedno optimizirane za
ucˇinkovit vhod-izhod, saj sta primarna cilja toleranca do okvar in skalabil-
nost. Ker se faza reduce ne more pricˇeti, dokler se ne zakljucˇi faza map in ker
se opravilo ne more zakljucˇiti, dokler se ne zakljucˇi faza reduce, se cevovodna
paralelizacija ne more uporabiti [20]. MapReduce nima specificˇnih nacˇrtov
za izvajanje in jih tudi ne optimizira. Prav tako ima izvajalno okolje tezˇave
z zakasnitvijo, ki se pojavi zaradi narave podedovane paketne obdelave.
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Poglavje 4
Pregled implementacij
MapReduce
V razdelku so predstavljene tri pogosto uporabljene implementacije MapReduce.
To so Hadoop MapReduce, MongoDB in knjizˇnica MapReduce-MPI.
4.1 Hadoop MapReduce
Hadoop MapReduce [5] je implementacija programskega modela MapReduce in
racˇunska komponenta projekta Apache Hadoop [23]. Apache Hadoop je racˇunalni-
sˇko okolje. Zagotavlja pragmaticˇno, cenovno ucˇinkovito in skalabilno infrastruk-
turo za razvijanje razlicˇnih tipov aplikacij. Napisan je v programskem jeziku Java.
Poleg Hadoop MapReduce je pomembna komponenta, ki sestavlja Apache Hadoop,
tudi porazdeljen datotecˇni sistem HDFS, ki je s Hadoop MapReduce nelocˇljivo po-
vezan.
4.1.1 HDFS
HDFS je datotecˇni sistem, namenjen za shranjevanje zelo velikih datotek in tecˇe
na diskovnih grucˇah, sestavljenih iz potrosˇniˇske diskovne opreme [24].
HDFS je datotecˇni sistem v uporabniˇskem prostoru, saj koda datotecˇnega sis-
tema tecˇe zunaj jedra kot procesi operacijskega sistema, kar je za implementacijo
bolj prilagodljivo, enostavno in varno. HDFS je prav tako porazdeljen datotecˇni
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sistem. To pomeni, da vsaka naprava v grucˇi hrani podmnozˇico podatkov, ki tvo-
rijo celoten datotecˇni sistem. Cˇe zˇelimo shraniti vecˇ podatkov, preprosto dodamo
vecˇ naprav z vecˇ diski.
Bloki
HDFS tako kot disk uporablja koncept blokov. Velikost bloka dolocˇa minimalno
kolicˇino podatkov, ki se lahko bere ali piˇse. Pri HDFS je privzeto 64 MB.
Datoteke so razbite v dele velikosti bloka. Shranjene so kot neodvisne enote.
Cˇe so manjˇse od velikosti bloka, ne zavzamejo celotnega bloka. HDFS reproducira
vsak blok v datoteki na vecˇ naprav v grucˇi, privzeto trikrat. Kljub temu spre-
membe datotek niso mozˇne, saj se datoteke piˇsejo le enkrat, berejo pa vecˇkrat.
Zaradi reprodukcije se vecˇ okvar na napravah lazˇje tolerira, pa tudi podatki se
lahko berejo iz naprave, ki je najblizˇje aplikaciji. HDFS hrani podatke o loka-
cijah reproduciranih blokov. Cˇe se njihovo sˇtevilo zmanjˇsa pod privzeto sˇtevilo,
datotecˇni sistem samodejno reproducira nov blok iz preostalih reprodukcij.
Tipi vozliˇscˇ
V grucˇi HDFS poznamo tri tipe vozliˇscˇ. Ti so imensko vozliˇscˇe (namenode), sekun-
darno imensko vozliˇscˇe (secondary namenode) in podatkovno vozliˇscˇe (datanode).
Imensko vozliˇscˇe hrani metapodatke datotecˇnega sistema in datoteko, ki vsebuje
podatke o preslikavah blokov, ter preskrbi globalno sliko datotecˇnega sistema. Se-
kundarno imensko vozliˇscˇe izvaja notranje belezˇenje transakcij imenskega vozliˇscˇa
za tocˇke kontrole. Podatkovno vozliˇscˇe hrani vsebino datotek, razdeljeno v bloke.
Imensko ali sekundarno imensko vozliˇscˇe je lahko samo eno, podatkovnih pa je
lahko vecˇ.
4.1.2 Lastnosti Hadoop MapReduce
Hadoop MapReduce je podoben tradicionalnim porazdeljenim racˇunalniˇskim sis-
temom. Ima izvajalno okolje in aplikacijo. Vozliˇscˇe, ki je gospodar, usklajuje vire
v grucˇi. Delavci opravljajo naloge map ali reduce. Za komunikacijo med procesi se
uporabljajo klici za oddaljeno proceduro (RPC ).
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Hadoop MapReduce lahko med razporejanjem nalog uporabi imensko vozliˇscˇe,
da cˇim bolj razporedi naloge med naprave, kjer je mogocˇ lokalen dostop do po-
datkov. Posledicˇno se zmanjˇsa cˇas za prenos podatkov preko omrezˇja. Obdelava
poteka na isti napravi, kjer so shranjeni podatki. Delavec je vozliˇscˇe za obdelavo
in shranjevanje podatkov. Ker HDFS hrani vecˇ reproduciranih blokov, se povecˇa
verjetnost, da ima naprava, ki hrani reproducirane bloke, prosto kapaciteto za
izvajanje nalog in tudi v primeru okvar je blok razpolozˇljiv.
Hadoop MapReduce vodi evidenco kljucˇev. Poskrbi, da vsak delavec, ki opra-
vlja nalogo reduce, vidi kljucˇe v urejenem vrstnem redu, prav tako vidi njihove
vrednosti. Vsak delavec naenkrat obdela en kljucˇ.
Hadoop MapReduce nudi programske vmesnike, ki omogocˇajo kodiranje funk-
cij map in reduce ne samo v programskem jeziku Java, temvecˇ tudi v drugih
programskih jezikih, na primer C++, Ruby in Python.
4.1.3 Demoni
Demon je program, ki tecˇe kot proces v ozadju. V Hadoop MapReduce tecˇeta dva
vecˇja demona. To sta sledilec opravil (jobtracker) in sledilec nalog (tasktracker).
Grucˇa Hadoop z vecˇ vozliˇscˇi je prikazana na sliki 4.1.
sledilec
opravil
sledilec
nalog
podatkovno	
vozlišče
imensko
vozlišče
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Slika 4.1: Grucˇa Hadoop z vecˇ vozliˇscˇi.
22 POGLAVJE 4. PREGLED IMPLEMENTACIJ MAPREDUCE
Sledilec opravil je gospodar, odgovoren za sprejemanje programerjevih pre-
dlozˇitev opravil in razporejanje nalog delavskim vozliˇscˇem. Zagotavlja tudi ad-
ministrativne funkcije, na primer stanje delavcev in spremljanje napredka nalog v
grucˇi. V vsaki grucˇi MapReduce je samo en sledilec opravil.
Drugi pomemben demon v Hadoop MapReduce je sledilec nalog. Ta je odgo-
voren za sprejemanje nalog, ki mu jih dodeli sledilec opravil, izvedbo dodeljenih
nalog in periodicˇno sporocˇanje napredka sledilcu opravil. Na vsakem delavskem vo-
zliˇscˇu je en sledilec nalog. Vsak sledilec nalog je konfiguriran, da opravlja dolocˇeno
sˇtevilo nalog map in reduce paralelno.
4.1.4 Okvare
Najhujˇsa okvara je odpoved sledilca opravil, saj ne obstaja mehanizem za obrav-
navanje te okvare. Predstavlja kriticˇno tocˇko odpovedi, vendar je verjetnost, da
pride do odpovedi, zelo majhna. Ko se sledilec opravil ponovno zazˇene, morajo
biti vse naloge, ki so se izvajale ob okvari, ponovno posredovane. Obstaja nasta-
vitev, ki omogocˇa ponovno vzpostavitev trenutnih opravil, vendar je znano, da ni
zanesljiva.
Tudi okvara datotecˇnega sistema HDFS je resna. Cˇe so vsa podatkovna vo-
zliˇscˇa, ki vsebujejo blok, v okvari in cˇe imensko vozliˇscˇe ne more najti podatkov-
nih vozliˇscˇ, na katere bi zapisalo blok, se naloga ne zakljucˇi uspesˇno. V primeru
odpovedi imenskega vozliˇscˇa bodo naloge neuspesˇne pri poskusu vzpostavitve na-
slednjega stika z njim. Izvajalno okolje bo ponovno poskusilo zagnati te naloge,
vendar bodo poskusi neuspesˇni in opravilo bo neuspesˇno. Nadaljnje nova opravila
ne bodo posredovana v grucˇo.
Cˇe je sledilec nalog nekaj dolocˇenih cˇasovnih intervalov neodziven, sledilec
opravil predpostavi, da je neaktiven skupaj z dodeljenimi nalogami. Naloge so
prerazporejene. Izvedejo se na drugem sledilcu nalog. Na aplikacijo ta okvara
nima posebnega vpliva, le opravilo traja dalj cˇasa.
4.2 MongoDB
MongoDB je dokumentno orientirana podatkovna baza NoSQL [8, 9]. MongoDB
tako kot obicˇajna splosˇno namenska podatkovna baza nudi kreiranje, branje, po-
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sodabljanje in brisanje podatkov. Poleg tega nudi sˇe indeksiranje, agregacijo in
posebne tipe zbirk. Znotraj agregacije je zajeta tudi podpora za MapReduce.
NoSQL je pojem, ki pokriva razlicˇne tipe tehnologij za shranjevanje podatkov,
ki se uporabljajo takrat, ko poslovni model ne ustreza klasicˇnemu relacijskemu
podatkovnemu modelu [9]. Tehnologije NoSQL nudijo viˇsjo razpolozˇljivost, skala-
bilnost in zmogljivost ter omogocˇajo delo z velikimi mnozˇicami podatkov.
4.2.1 Predstavitev MongoDB
Pri MongoDB je v nasprotju z relacijsko podatkovno bazo koncept vrstice zame-
njan s prilagodljivejˇsim modelom, dokumentom, ki omogocˇa predstavitev komple-
ksnih hierarhicˇnih razmerij z enim zapisom. Dokument je urejena mnozˇica kljucˇev,
ki vsebuje njihove pripadajocˇe vrednosti. Je osnovna enota za podatke in se upora-
blja tudi pri komunikaciji med procesi. Kljucˇi in vrednosti dokumenta niso fiksnih
tipov ali velikosti. Skupina dokumentov tvori zbirko. Pri MongoDB ni vnaprej
definiranih shem, zato je dodajanje ali odstranjevanje polj preprostejˇse.
Dokumentno orientiran podatkovni model omogocˇa lazˇjo delitev podatkov med
vecˇ strezˇnikov. MongoDB samodejno poskrbi za naslednje stvari: izenacˇevanje po-
datkov in obremenitev preko grucˇe, ponovno samodejno porazdelitev dokumentov
in usmerjanje zahtev pravim napravam. Programerji se lahko posledicˇno osre-
dotocˇijo izkljucˇno na programiranje aplikacij. Cˇe moramo grucˇi povecˇati kapaci-
teto, vanjo dodamo nove naprave. MongoDB samodejno ugotovi, kako naj bodo
med naprave razdeljeni obstojecˇi podatki.
V MongoDB poznamo sˇtevilne tipe indeksov. Indeksi se lahko ustvarijo na
vsakem polju znotraj dokumenta. Priporocˇljivo je ustvariti indekse, ki podpirajo
pogoste poizvedbe [3]. Vsi indeksi v MongoDB so indeksi B-drevesa in se upo-
rabljajo pri branju. Za branje se uporablja nakljucˇni in zaporedni dostop. Vsak
strezˇnik ima globalno zaklepanje za pisanje. Za pisanje se uporabljajo dnevniˇski
(journaled) zapisi v indeksne in podatkovne bloke [12]. Podatki so shranjeni v
pomnilniku vsakega vozliˇscˇa.
MongoDB nudi programske vmesnike za najpopularnejˇse programske jezike,
med drugim za programske jezike C, C++, Java in Python.
24 POGLAVJE 4. PREGLED IMPLEMENTACIJ MAPREDUCE
4.2.2 Uporaba MapReduce v MongoDB
V MongoDB je MapReduce prilagodljivo okolje za agregacijo podatkov [8]. Z
njim lahko resˇimo probleme, ki so prevecˇ kompleksni, da bi jih lahko izrazili z
agregacijskim okoljem povprasˇevalnega jezika. MapReduce kot povprasˇevalni jezik
uporablja programski jezik JavaScript. Z njim lahko izrazimo poljubno kompleksno
logiko. Agregacijsko okolje omogocˇa, da dokumente v zbirki preoblikujemo in
kombiniramo.
MongoDB ne vodi evidence kljucˇev v vsakem dokumentu, saj predpostavlja,
da je shema dinamicˇna. Najboljˇsi nacˇin, da najdemo vse kljucˇe v vseh dokumentih
v zbirki, je uporaba MapReduce.
Toleranco pri okvarah in zanesljivost lahko zagotovimo s tocˇkami kontrole,
tako da vsak delavec periodicˇno porocˇa osrednjemu strezˇniku MongoDB svoje sta-
nje [12]. Za reproduciranje poskrbimo tako, da ustvarimo mnozˇico replik (replica
set). Mnozˇica replik je skupina strezˇnikov, sestavljena iz primarnega (primary)
strezˇnika in sekundarnih (secondary) strezˇnikov. Primarni strezˇnik sprejema zah-
teve, sekundarni strezˇniki pa hranijo kopijo podatkov primarnega strezˇnika.
4.3 Knjizˇnica MapReduce-MPI
Knjizˇnica MapReduce-MPI je odprtokodna programska oprema in implementa-
cija MapReduce na podlagi standarda za prenasˇanje sporocˇil MPI [6]. MPI je
standardna knjizˇnica, ki temelji na soglasju foruma MPI Forum [14]. Forum zˇeli
postaviti temelje za prenosen, ucˇinkovit in prilagodljiv standard, ki bi se uporabljal
v razlicˇnih programskih jezikih. MPI se sˇteje za industrijski standard.
4.3.1 Lastnosti knjizˇnice MapReduce-MPI
Knjizˇnica MapReduce-MPI zagotavlja enostaven vmesnik, ki programerjem omo-
gocˇa pisanje programov MapReduce. Zasnovana je za paralelno izvedbo na enem
procesorju ali vecˇ racˇunalniˇskih okoljih s porazdeljenim pomnilnikom. Knjizˇnica
je napisana v programskem jeziku C++ in nudi vmesnike za programske jezike
C++, C, Fortran in Python. Sledijo lastnosti knjizˇnice MapReduce-MPI.
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Uporaba MPI za komunikacijo med procesi
Knjizˇnica uporablja MPI za komunikacijo med procesi. Uporaba MPI omogocˇa
nadzor nad pomnilnikom, ki je dodeljen med izvajanjem opravila MapReduce.
Majhnost in prenosljivost
Celotna knjizˇnica obsega nekaj tisocˇ vrstic programske kode C++ v nekaj datote-
kah. To omogocˇa namestitev na vsaki napravi, ki vsebuje prevajalnik C++. Pri
paralelnih operacijah se knjizˇnica MPI-MapReduce povezˇe s knjizˇnico MPI, pri
zaporednih operacijah pa je knjizˇnica MPI nadomesˇcˇena z navidezno.
Operacije v jedru in zunaj jedra
Procesorju dodeli vsak ustvarjen objekt MapReduce strani (pages) v pomnilniku.
Velikost strani dolocˇi programer. Mnozˇico podatkov sestavljajo pari kljucˇ-vrednost.
Cˇe mnozˇica podatkov ne presega velikosti strani, knjizˇnica opravi operacije v jedru.
V nasprotnem primeru procesorji podatke po potrebi zapiˇsejo v zacˇasne datoteke
na disk in potem berejo iz njih. Dostop do teh datotek je zaporeden.
4.3.2 Omejitve
Knjizˇnica MapReduce-MPI nima tolerance za okvare. MPI pri okvarah ravna tako,
da prekine opravilo. Cˇe je procesor v okvari, se paralelni program, ki klicˇe knjizˇnico
MapReduce-MPI, prekine. Knjizˇnica MapReduce-MPI ne poskrbi za reprodukcijo
podatkov [22].
Funkcija reduce prinasˇa veliko omejitev, ki zajemajo tudi vhodne podatke:
• funkcija reduce mora biti asociativna, saj za redukcijske operacije MPI v
splosˇnem predpostavljamo, da so asociativne [18],
• vsak proces mora poznati sˇtevilo razlicˇnih kljucˇev, vrednosti vseh kljucˇev
morajo biti fiksne velikosti in
• cˇe vsi procesi nimajo vrednosti za vsak kljucˇ, potrebujemo element za iden-
tifikacijo zaradi funkcije reduce, ki ga morajo zagotoviti ti procesi brez vre-
dnosti.
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4.4 Primerjava implementacij MapReduce
V tabeli 4.1 so zbrane karakteristike implementacij MapReduce.
KARAKTERI-
STIKE
Hadoop
MapReduce
MongoDB
Knjizˇnica
MapReduce-
MPI
reproduciranje da da ne
shranjevanje
podatkov
porazdeljen
datotecˇni sistem
HDFS
porazdeljena
podatkovna baza
brez shem,
podatki so
shranjeni v
pomnilniku
vsakega vozliˇscˇa
strani v
pomnilniku; cˇe
podatki presezˇejo
velikost strani,
jih procesor
zapiˇse v diskovne
datoteke na
lokalni disk ali
paralelni
datotecˇni sistem
branje
zaporedni dostop
do blokov
nakljucˇni in
zaporedni dostop,
indeksi B-drevesa
zaporedni dostop
do diskovnih
datotek izven
jedra
pisanje
podatki so
shranjeni lokalno,
nato so poslani
imenskemu
vozliˇscˇu
dnevniˇski zapisi v
indeksne in
podatkovne
bloke, vsak
strezˇnik ima
globalno
zaklepanje za
pisanje
zaporedni dostop
do diskovnih
datotek izven
jedra
toleranca za
okvare
da da ne
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vodenje
evidence
kljucˇev
da ne da
komunikacija
med procesi
klici za oddaljene
procedure
dokumenti MPI
programski
vmesniki
Java, C++,
Ruby, Python
C, C++, Java,
Python
C++, C, Python
Tabela 4.1: Primerjava implementacij MapReduce.
Pri implementaciji Hadoop MapReduce je HDFS optimiziran za zaporedna
branja in pisanja podatkov. Na drugi strani je MongoDB optimiziran za nakljucˇni
in paralelni dostop. To so predvsem podatkovne poizvedbe. Rezultati so poka-
zali, da MongoDB pokazˇe slabo izvedbo pri paralelnih zapisih zaradi globalnega
zaklepanja za pisanje [12]. Pri knjizˇnici MapReduce-MPI se za branje in pisanje
datotek izven jedra uporablja zaporedni dostop.
Knjizˇnica MapReduce-MPI ne reproducira podatkov. Na drugi strani HDFS
in MongoDB reproducirata podatke in s tem zagotavljata zanesljivost. HDFS
reproducira podatke v sˇtevilu, ki je privzeto ali pa ga definira programer. Pri
MongoDB programer definira sˇtevilo reprodukcij s tem, da dolocˇi sˇtevilo elementov
v mnozˇici replik.
Implementaciji Hadoop MapReduce in knjizˇnica MapReduce-MPI vodita evi-
denco kljucˇev. Na drugi strani MongoDB ne vodi evidence kljucˇev, saj pred-
postavlja, da je shema dinamicˇna. Hadoop MapReduce uporablja za komunika-
cijo med procesi klice za oddaljene procedure, MongoDB dokumente in knjizˇnica
MapReduce-MPI MPI.
Implementaciji Hadoop MapReduce in MongoDB nista obcˇutljivi na okvare.
MongoDB ima tocˇke kontrole, Hadoop MapReduce pa razne nacˇine ravnanja ob
odpovedih. Problematicˇni sta le odpoved sledilca opravil in okvara HDFS. Naspro-
tno je knjizˇnica MapReduce-MPI obcˇutljiva na okvare. Cˇe je procesor v okvari, se
paralelni program, ki klicˇe knjizˇnico MapReduce-MPI, prekine.
Vse implementacije imajo programske vmesnike za najpopularnejˇse program-
ske jezike.
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Poglavje 5
Priporocˇilni sistemi
V poglavjih 6 in 7 smo se osredotocˇili na primere priporocˇilnih sistemov, zato bomo
to podrocˇje tudi na kratko predstavili. V prvem izbranem primeru priporocˇilnega
sistema iˇscˇemo predloge za nove prijatelje v socialnem omrezˇju. V drugem iz-
branem primeru priporocˇilnega sistema iˇscˇemo filme za uporabnike, ki jih sˇe niso
videli, in so najbolj podobni tistim, ki so jih zˇe gledali.
Priporocˇilni sistemi so programska orodja in tehnike, ki zagotavljajo predloge
za predmete, ki jih bo uporabnik uporabljal [15]. Uporabniku med drugim lahko
predlagamo, katere filme naj gleda, kaksˇno glasbo naj poslusˇa in katere knjige naj
bere. Predlogi so povezani s procesi odlocˇanja. Predmeti so objekti z razlicˇno
kompleksnimi karakteristikami in vrednostjo, ki se priporocˇajo. Uporabniki pri-
porocˇilnega sistema so si lahko med sabo zelo razlicˇni. Priporocˇilni sistem za
prilagoditev priporocˇil uporablja informacije o uporabniku, vendar je kolicˇina upo-
rabljenih informacij odvisna od tehnike.
Poznamo vecˇ tipov priporocˇilnih sistemov. Locˇimo jih glede na tehnike, ki jih
uporabljajo za dolocˇanje predlogov. Danes sta najbolj razsˇirjeni dve tehniki. Prvo
imenujemo izbiranje s sodelovanjem (collaborative filtering), druga pa temelji na
vsebini (content-based).
5.1 Izbiranje s sodelovanjem
Izbiranje s sodelovanjem uporabniku priporocˇa predmete, ki so jih v preteklosti
najbolje ocenili uporabniki s podobnimi preferencami. Podobnost v preferencah
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med dvema uporabnikoma temelji na njuni zgodovini ocen. Cˇe sta si zgodovini
ocen podobni, sta si podobna tudi uporabnika.
Metode izbiranja s sodelovanjem lahko razdelimo v dva razreda. V prvi razred
spadajo metode, ki temeljijo na uporabniku (user-based methods), in v drugi me-
tode, ki temeljijo na modelu (model-based methods). Metode, ki temeljijo na upo-
rabniku, poskusˇajo najti mnozˇico uporabnikov z enakimi preferencami kot ciljni
uporabnik. Ko se taksˇna mnozˇica uporabnikov najde, se njihove preference kom-
binirajo, da se predvidi preference ciljnega uporabnika. Metode, ki temeljijo na
modelu, najprej razvijejo model uporabnikovih ocen. Pogosto za dolocˇitev upo-
rabnikovih preferenc uporabljajo verjetnostni pristop.
Izbiranje s sodelovanjem pogosto apliciramo tudi na MapReduce, saj ni ska-
labilno in ima visoko racˇunsko zahtevnost, cˇe je mnozˇica podatkov velika. Pri
izbiranju s sodelovanjem lahko skalabilnost dosezˇemo z uporabo MapReduce. Sˇe
vecˇ, cˇe pri metodi, ki temelji na uporabnikih, vhodne podatke (podatke o uporab-
nikih) razdelimo v enako velike skupine in jih beremo v skupinah, se naloge koncˇajo
ob priblizˇno istem cˇasu, cˇas izvajanja pa se povecˇuje linearno s sˇtevilom uporabni-
kov [25]. Izbiranje s sodelovanjem na MapReduce apliciramo tako, da v fazi map
iz vhodnih podatkov izracˇunamo podobnosti in predvidene ocene uporabnikov za
predmete. V fazi reduce izracˇunane predvidene ocene le sˇe uredimo.
Portal za iskanje novic Google News uporablja za generiranje priporocˇil izbi-
ranje s sodelovanjem, aplicirano na MapReduce [13]. Priporocˇila temeljijo na zgo-
dovini pregledanih cˇlankov aktivnega uporabnika in zgodovini pregledanih cˇlankov
celotne skupnosti uporabnikov.
5.1.1 Prednosti
Izbiranje s sodelovanjem prinasˇa sˇtevilne prednosti:
• Enostavnost: Metode, ki temeljijo na izbiranju s sodelovanjem, so intui-
tivne. Prav tako jih ni tezˇko izvesti.
• Utemeljenost predvidene ocene: Vse izracˇunane predvidene ocene so
izracˇunane iz ocen predmetov, ki so bili v preteklosti ocenjeni. Uporabniku
ocene predmetov utemeljijo izracˇunano predvideno oceno, kar mu omogocˇa
lazˇje razumevanje priporocˇila in njegove pomembnosti.
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• Ucˇinkovitost: Metode, ki temeljijo na izbiranju s sodelovanjem, ne zahte-
vajo zahtevnih ucˇnih faz. Kljub temu da je faza, v kateri se iˇscˇejo priporocˇila,
zahtevna, lahko podobnosti med uporabniki izracˇunamo predcˇasno. Njihovo
shranjevanje zavzame malo prostora. To zagotavlja skalabilnost.
• Stabilnost: Na metode, ki temeljijo na tem pristopu, malo vplivajo doda-
janje predmetov, uporabnikov in ocen. Podobnosti, ki so bile izracˇunane
pred tem, lahko uporabimo pri izracˇunu predvidenih ocen. Na novo je po-
trebno izracˇunati le podobnosti med novim uporabnikom in predhodnimi
uporabniki v sistemu.
5.1.2 Slabosti
Izbiranje s sodelovanjem prinasˇa med drugim tudi slabosti:
• Omejena pokritost: Pri izracˇunu predvidene ocene za predmet uposˇteva-
mo le podobnosti uporabnikov, ki so ocenili isti predmet, vendar lahko imata
uporabnika enake preference, cˇetudi sta ocenila samo nekaj ali nicˇ enakih
predmetov. Pokritost metod je lahko omejena, saj so lahko priporocˇeni samo
predmeti, ki so jih ocenili drugi uporabniki.
• Obcˇutljivost na redke podatke: Cˇe je na voljo malo ocen, je natancˇnost
metod slaba. Redki podatki so problem pri vecˇini priporocˇilnih sistemov,
saj uporabniki obicˇajno ocenijo le manjˇsi del predmetov, ki so na voljo.
V tem primeru je malo verjetno, da imata dva uporabnika ali predmeta
pogoste ocene. V izracˇun predvidene ocene je vkljucˇeno omejeno sˇtevilo
uporabnikov. Podobno je tudi v izracˇun podobnosti vkljucˇeno malo sˇtevilo
ocen, zato priporocˇila niso reprezentativna. Cˇe so predmeti dodani na novo,
niti nimajo ocen. Ta problem imenujemo hladen zacˇetek (cold-start).
5.2 Tehnika, ki temelji na vsebini
Pri tehniki, ki temelji na vsebini, so uporabnikovi interesi opisani s karakteri-
stikami predmetov in uporabnikovim profilom [13]. Priporocˇila so opredeljena z
dolocˇitvijo predmetov, ki se najbolj ujemajo z uporabnikovimi interesi. Proces
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dolocˇitve predmetov potrebuje dodatne informacije o uporabnikih in predmetih, a
ne zahteva obstoja velike skupnosti uporabnikov ali zgodovine ocen.
Sistemi, ki uporabljajo tehniko, ki temelji na vsebini, najprej analizirajo mno-
zˇico opisov predmetov, ki jih je uporabnik zˇe ocenil. Nato zgradijo profil uporab-
nikovih interesov. Profil temelji na karakteristikah predmetov, ki jih je predhodno
ocenil uporabnik, in se uporablja pri priporocˇanju novih predmetov. Novi pred-
meti se priporocˇijo tako, da se karakteristike uporabnikovega profila primerjajo
s karakteristikami predmeta. Ta primerjava da kot rezultat uporabnikovo raven
interesa za predmet.
5.2.1 Prednosti
Tehnika, ki temelji na vsebini, prinasˇa naslednje prednosti:
• Uporabnikova neodvisnost: Tehnike, ki temeljijo na vsebini, za izgradnjo
uporabnikovega profila izkoriˇscˇajo le uporabnikove ocene, kar je nasprotno
kot pri izbiranju s sodelovanjem, kjer so za izgradnjo uporabnikovega profila
potrebne ocene drugih uporabnikov.
• Jasnost: Delovanje priporocˇilnega sistema lahko opiˇsemo z navajanjem opi-
sov, ki so povzrocˇili, da se je predmet pojavil v seznamu priporocˇil. Ti opisi
so pokazatelji, ali lahko priporocˇilu zaupamo. Nasprotno pri izbiranju s so-
delovanjem pojasnitev za priporocˇilo izhaja izkljucˇno iz ocen uporabnikov s
podobnimi preferencami.
• Priporocˇanje novega dodanega predmeta: Tehnike, ki temeljijo na
vsebini, lahko priporocˇijo predmet, ki ga sˇe ni ocenil noben uporabnik. Po-
sledicˇno niso obcˇutljive na oceno prvega uporabnika, kar je nasprotno kot
pri izbiranju s sodelovanjem.
5.2.2 Slabosti
Tehnika, ki temelji na vsebini, prinasˇa tudi nekatere slabosti.
• Povrsˇna vsebinska analiza: Povrsˇna vsebinska analiza je prisotna takrat,
ko pri dolocˇanju priporocˇil uposˇtevamo premalo karakteristik predmetov.
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Na primer, cˇe so predmeti spletne strani in cˇe uposˇtevamo samo njihovo
vsebino, vemo, da na njihovo zanimivost ne vpliva samo vsebina, temvecˇ
tudi estetika, uporabnost, pravocˇasnost in pravilnost povezav.
• Prevelika podobnost priporocˇenih predmetov: Pri tehnikah, ki teme-
ljijo na vsebini, se lahko hitro zgodi, da priporocˇijo samo predmete, ki so
zelo podobni predmetom, ki jih je uporabnik zˇe pozitivno ocenil. Taksˇen
ucˇinek je nezazˇelen, saj so lahko priporocˇeni predmeti prevecˇ podobni ti-
stim, ki jih uporabnik zˇe pozna. Primer taksˇnega priporocˇilnega sistema je
priporocˇilni sistem, ki filtrira novice, in priporocˇi cˇasopisni cˇlanek, ki po-
kriva enako zgodbo, kot jo je uporabnik zˇe videl v drugacˇnem kontekstu.
Resˇitev za ta problem je vkljucˇitev nepricˇakovanih predmetov, ki bi upo-
rabnika morda zanimali, v priporocˇila poleg pricˇakovanih, za uporabnika
nezanimivih predmetov.
• Otezˇeno pridobivanje ocen: Tudi pri tehnikah, ki temeljijo na vsebini,
se pojavlja problem hladnega zacˇetka, vendar v drugacˇni obliki. Te tehnike
zahtevajo najmanj zacˇetno mnozˇico uporabnikovih ocen. Lahko se zgodi, da
uporabnik v veliko domenah ne bo zˇelel oceniti minimalnega sˇtevila pred-
metov. Da se temu izognemo, od uporabnika zahtevamo, da z izbiranjem ali
vnasˇanjem besed zagotovi seznam kljucˇnih besed.
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Poglavje 6
Primer priporocˇilnega sistema -
iskanje predlogov za prijatelje v
socialnem omrezˇju
6.1 Opredelitev problema
Napiˇsimo program MapReduce za implementacijo algoritma, ki predlaga prijatelje
v socialnem omrezˇju [2]. Sistem naj predlaga, da se dve osebi povezˇeta, cˇe imata
veliko skupnih prijateljev.
Dana je vhodna datoteka1, ki ima 49995 vrstic in vsebuje seznam sosednosti.
V vsaki vrstici je najprej naveden uporabnik, za njim pa seznam uporabnikovih
prijateljev, ki je od uporabnika locˇen s tabulatorjem. Uporabnik je predstavljen z
enolicˇnim identifikatorjem. Vsak prijatelj v seznamu uporabnikovih prijateljev je
prav tako predstavljen z enolicˇnim identifikatorjem. Prijatelji v seznamu so med
sabo locˇeni z vejico.
Zˇelimo napisati enostaven algoritem, ki za vsakega uporabnika U predlaga
deset prijateljev. Predlagani uporabniki z uporabnikom U sˇe niso povezani, z njim
pa imajo najvecˇ skupnih prijateljev.
Izhodna datoteka naj za vsakega uporabnika vsebuje eno vrstico. V vsaki
1Datoteka je dostopna na povezavi http://snap.stanford.edu/class/cs246-
data/hw1q1.zip.
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vrstici naj bo najprej naveden uporabnik. Za njim naj bo seznam priporocˇil,
ki je od uporabnika locˇen s tabulatorjem. Seznam priporocˇil vsebuje enolicˇne
identifikatorje uporabnikov, ki jih je algoritem predlagal. Urejeni naj bodo po
padajocˇem vrstnem redu glede na sˇtevilo skupnih prijateljev in cˇe jih je manj kot
deset, naj bodo po istem kriteriju prav tako izpisani vsi. V primeru, da imajo
predlagani uporabniki enako sˇtevilo skupnih prijateljev, naj bodo le-ti razvrsˇcˇeni
po narasˇcˇajocˇem vrstnem redu glede na enolicˇne identifikatorje. Elementi seznama
priporocˇil naj bodo med sabo locˇeni z vejico.
6.2 Izbira implementacije MapReduce
Za resˇevanje problema je pri obeh izbranih primerih priporocˇilnih sistemov izbrana
implementacija Hadoop MapReduce, saj nudi toleranco za okvare in reproducira
podatke. Na drugi strani knjizˇnica MapReduce-MPI ne nudi tolerance za okvare
in ne reproducira podatkov, s cˇimer ne zagotavlja zanesljivosti, zato ni najprimer-
nejˇsa izbira. MongoDB tako kot Hadoop MapReduce nudi toleranco za okvare in
reproducira podatke, vendar pa v primerjavi s Hadoop MapReduce pokazˇe slabo
izvedbo pri paralelnih zapisih zaradi globalnega zaklepanja za pisanje.
Uporabljena je navidezna naprava QuickStart VM [1], ki predstavlja grucˇo
Hadoop z enim vozliˇscˇem. Obdelava poteka v psevdoporazdeljenem nacˇinu, kar
pomeni, da je porazdeljena na vse procesorje v napravi. QuickStart VM ima
namesˇcˇeno odprtokodno racˇunalniˇsko okolje Hadoop CDH 5, ki vkljucˇuje MapRe-
duce 2.0.
6.3 Resˇitev problema
Problem resˇimo z enim opravilom MapReduce. Za branje podatkov smo nasta-
vili razred KeyValueTextInputFormat, ki poskrbi, da funkcija map dobi iz vsake
vrstice v vhodni datoteki v obdelavo pare kljucˇ-vrednost tipa Text. Kljucˇ predsta-
vlja uporabnikov enolicˇni identifikator, vrednost pa seznam njegovih prijateljev,
locˇenih z vejico.
Funkcija map iz prejetega seznama prijateljev dolocˇi predloge za nove prija-
telje za vsakega uporabnika v seznamu. Vsak uporabnik v seznamu prijateljev
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ima z vsakim drugim uporabnikom v seznamu prijateljev enega skupnega prija-
telja. Ta je kljucˇ, ki ga funkcija map prejme. Za vsakega uporabnika v seznamu
prijateljev so torej predlogi za nove prijatelje vsi drugi uporabniki v seznamu pri-
jateljev. Tako so vmesni kljucˇi vsi enolicˇni identifikatorji uporabnikov v seznamu
prijateljev, pripadajocˇe vmesne vrednosti pa so vsi enolicˇni identifikatorji uporab-
nikov iz seznama, brez tistega, ki predstavlja vmesni kljucˇ. Za vmesni kljucˇ dolocˇi
tudi uporabnikov enolicˇni identifikator, ki je kljucˇ, in za vmesno vrednost njegov
oznacˇeni seznam prijateljev. Oznacˇen seznam prijateljev je namenjen filtriranju zˇe
obstojecˇih prijateljev iz predlogov v fazi reduce.
Funkcija reduce prejme vmesni kljucˇ in seznam vmesnih vrednosti. Vmesni
kljucˇ predstavlja uporabnikov enolicˇni identifikator. Funkcija reduce iz seznama
vmesnih vrednosti presˇteje priporocˇila in izlocˇi uporabnike, ki so zˇe povezani. Pri-
porocˇila se ustrezno uredijo glede na to, kolikokrat se pojavijo. Funkcija reduce
jih deset skupaj z uporabnikovim enolicˇnim identifikatorjem zapiˇse v izhodno da-
toteko.
6.3.1 Funkcija map
Funkcija map prejme par kljucˇ-vrednost. Kljucˇ predstavlja uporabnikov enolicˇni
identifikator, vrednost pa seznam njegovih prijateljev, ki so med sabo locˇeni z
vejico. Seznam prijateljev razcˇleni. Iz njega dolocˇi vmesne kljucˇe in vmesne vre-
dnosti.
Vsak uporabnik v seznamu prijateljev ima z vsakim drugim uporabnikom v
seznamu prijateljev enega skupnega prijatelja. Ta je kljucˇ, ki ga funkcija map
prejme. Za vsakega uporabnika v seznamu prijateljev so torej predlogi za nove
prijatelje vsi drugi uporabniki v seznamu prijateljev. Recimo, da je v seznamu
prijateljev n uporabnikov. Vsak vmesni kljucˇ je i-ti uporabnik v seznamu prijate-
ljev, kjer i tecˇe od i = 1, ..., n, pripadajocˇo vmesno vrednost pa sestavljajo vsi j-ti
uporabniki v seznamu prijateljev za j = 1, ..., n in j 6= i. Izsek programske kode
odstavka je prikazan na sliki 6.1.
Za vmesni kljucˇ dolocˇi tudi uporabnikov enolicˇni identifikator, ki predstavlja
kljucˇ, in za vmesno vrednost njegov oznacˇeni seznam prijateljev.
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if(friends != null && friends.length > 1){
for(int i=0; i<friends.length; i++){
String intermediateValue = "";
for(int j=0; j<friends.length; j++){
if(i != j){
intermediateValue += friends[j] + ",";
}
}
int intermediateKey = Integer.parseInt(friends[i]);
intermediateValue = intermediateValue.substring(0,
intermediateValue.length() - 1);
context.write(new IntWritable(intermediateKey),
new Text(intermediateValue));
}
}
Slika 6.1: Izsek programske kode za dolocˇanje predlogov za nove prijatelje.
6.3.2 Funkcija reduce
Funkcija reduce prejme vmesni kljucˇ in seznam vmesnih vrednosti. Vmesni kljucˇ
predstavlja uporabnikov enolicˇni identifikator, seznam vmesnih vrednosti pa tvo-
rijo nizi, ki vsebujejo predloge. Funkcija reduce v zanki vse vmesne vrednosti v
seznamu, razen oznacˇene, shrani v nov seznam. Oznacˇeno vmesno vrednost shrani
locˇeno, saj je namenjena izlocˇevanju tistih uporabnikov, ki so z uporabnikom, ki
predstavlja vmesni kljucˇ, zˇe povezani.
Funkcija reduce v zanki razcˇleni uporabnike iz vsakega elementa v seznamu. Za
vsakega uporabnika preveri, cˇe je v oznacˇeni vmesni vrednosti. V primeru, da ni,
ga shrani v nov seznam in na pripadajocˇo pozicijo v drug seznam sˇtevilo ena. Prvi
seznam torej hrani priporocˇila, drugi pa pripadajocˇa sˇtevila skupnih prijateljev.
Cˇe se uporabnik ponovi vecˇkrat, se v seznamu s sˇtevili skupnih prijateljev povecˇuje
njihovo pripadajocˇe sˇtevilo. Izsek programske kode odstavka je prikazan na sliki
6.2.
Funkcija reduce seznam priporocˇil in seznam s sˇtevili skupnih prijateljev pre-
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ArrayList<String> recommendations = new ArrayList<String>(900);
ArrayList<Integer> numberOfMutualFriends =
new ArrayList<Integer>(900);
for(i=0; i<suggestions.size(); i++){
String[] suggestionsTmp = suggestions.get(i).split(",");
for(int j=0; j<suggestionsTmp.length; j++){
if(!friends.contains(suggestionsTmp[j])){
if(recommendations.contains(suggestionsTmp[j])){
int index = recommendations.indexOf(suggestionsTmp[j]);
int element = (int) numberOfMutualFriends.get(index) + 1;
numberOfMutualFriends.set(index, element);
}
else{
recommendations.add(suggestionsTmp[j]);
numberOfMutualFriends.add(1);
}
}
}
}
Slika 6.2: Izsek programske kode za shranjevanje uporabnikov in sˇtevil sku-
pnih prijateljev v nova seznama.
tvori v tabeli. Cˇe tabeli vsebujeta vecˇ kot en element, funkcija reduce klicˇe drugo
funkcijo, ki tabelo s skupnimi sˇtevili prijateljev uredi z algoritmom za urejanje z
zlivanjem po velikosti od najvecˇje vrednosti proti najmanjˇsi vrednosti, skladno z
njo pa preuredi tudi tabelo priporocˇil. Nato funkcija reduce preveri, cˇe so med
prvimi desetimi elementi v tabel is skupnimi sˇtevili prijateljev enaki vnosi. Pri
tem prav tako uposˇteva tudi elemente, ki sledijo desetemu, samo cˇe so enaki de-
setemu. Funkcija reduce klicˇe funkcijo, ki uporabnike v tabeli, ki so na enakih
pozicijah kot enaki elementi v tabeli s skupnimi sˇtevili prijateljev, uredi po veli-
kosti od najmanjˇse proti najvecˇji vrednosti z algoritmom za urejanje z zlivanjem.
Izsek programske kode odstavka je prikazan na sliki 6.3.
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recommendations.toArray(users);
numberOfMutualFriends.toArray(numberOfFriends);
if(users.length > 1){
reverseMergeSort(users, numberOfFriends,
0, numberOfFriends.length-1);
int firstValue = numberOfFriends[0];
int index = 1;
for(i=1; i<users.length; i++){
int currentValue = numberOfFriends[i];
if(firstValue == currentValue){
index++;
if(i == users.length-1){
mergeSort(users, i-index+1, i);
}
}
else{
if(index > 1){
mergeSort(users, i-index, i-1);
}
if(i > 9){
break;
}
index = 1;
firstValue = currentValue;
}
}
}
Slika 6.3: Izsek programske kode za urejanje tabele priporocˇil in tabele s
sˇtevili skupnih prijateljev.
Nato se v izhodno datoteko zapiˇse kljucˇ, ki je enak vmesnemu kljucˇu, ter niz
prvih desetih vrednosti iz tabele priporocˇil. Vrednosti so v nizu med sabo locˇene
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z vejico.
6.3.3 Validacija
Avtorji naloge v navodilih za nalogo [2] navajajo enolicˇne identifikatorje 10 upo-
rabnikov, ki naj se uporabijo za validacijo. Enolicˇni identifikatorji teh uporabnikov
so 924, 8941, 8942, 9019, 9020, 9021, 9022, 9990, 9992 in 9993. Uporabnike smo
poiskali v izhodni datoteki in njihove predloge za prijatelje primerjali s predlogi
za prijatelje, ki jih avtorji naloge navajajo v resˇitvah [4]. Rezultati se v celoti
ujemajo in so predstavljeni z grafom na sliki 6.4. Enak odtenek modre barve pri
enem uporabniku oznacˇuje, da imajo predlogi za prijatelje enako sˇtevilo skupnih
prijateljev z uporabnikom. Temnejˇsi odtenek modre oznacˇuje vecˇje sˇtevilo sku-
pnih prijateljev in pomeni, da se predlogi za prijatelje v izhodni datoteki nahajajo
v seznamu predlogov prej, svetel odtenek modre pa oznacˇuje manjˇse sˇtevilo sku-
pnih prijateljev in pomeni, da se predlogi v izhodni datoteki nahajajo v seznamu
predlogov za prijatelje kasneje.
6.3.4 Izvajanje
Za izvajanje programa poskrbi poseben razred. V njem se iz argumentov prebereta
ime vhodne datoteke in ime mape, ki se bo ustvarila in v katero bo shranjena
izhodna datoteka. Ustvari se sˇe opravilo, kateremu se nastavijo parametri. Ti
so ime, datoteka JAR glede na razred, pot do vhodne datoteke, pot do mape za
izhod, razred KeyValueTextInputFormat za branje vhodnih podatkov, razred, ki
vsebuje funkcijo map, razred, ki vsebuje funkcijo reduce, tip vmesnega kljucˇa in
vmesne vrednosti za funkcijo map ter tip kljucˇa in vrednosti za funkcijo reduce.
Program smo izvajali v virtualni napravi Cloudera QuickStart VM z operacij-
skim sistemom CentOS. Dodeljena sta ji 2 procesorja z 1 jedrom in 5.6 GB bralno-
pisalnega pomnilnika (RAM ). Virtualna naprava je namesˇcˇena na racˇunalniku z
operacijskim sistemom Windows, ki ima bralno-pisalni pomnilnik s kapaciteto 8
GB, procesor Intel, ki ima najvecˇjo hitrost 2.40 GHz, 2 jedri in 4 logicˇne proce-
sorje. Kopija zaslona po uspesˇno zakljucˇenem opravilu je prikazana na sliki 6.5,
na sliki 6.6 pa so prikazani natancˇni podatki o izvajanju opravila.
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924 8941 8942 9019 9020 9021 9022 9990 9992 9993
317
2409
6995
8939
8940
8943
8944
9016
9017
9019
9020
9021
9022
9023
9987
9989
9991
11860
13134
13478
13877
15416
34299
34485
34642
35667
37941
43748
45881
439
uporabniki
predlogi
Slika 6.4: Graficˇni prikaz rezultatov.
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Slika 6.5: Slika zaslona po uspesˇno zakljucˇenem opravilu.
File System Counters
FILE: Number of bytes read=137463388
FILE: Number of bytes written=207972331
FILE: Number of read operations=0
FILE: Number of large read operations=0
FILE: Number of write operations=0
HDFS: Number of bytes read=4156297
HDFS: Number of bytes written=2952721
HDFS: Number of read operations=6
HDFS: Number of large read operations=0
HDFS: Number of write operations=2
Job Counters
Launched map tasks=1
Launched reduce tasks=1
Data-local map tasks=1
Total time spent by all maps in occupied slots (ms)=3662336
Total time spent by all reduces in occupied slots (ms)=13062912
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Total time spent by all map tasks (ms)=14306
Total time spent by all reduce tasks (ms)=51027
Total vcore-seconds taken by all map tasks=14306
Total vcore-seconds taken by all reduce tasks=51027
Total megabyte-seconds taken by all map tasks=3662336
Total megabyte-seconds taken by all reduce tasks=13062912
Map-Reduce Framework
Map input records=49995
Map output records=707316
Map output bytes=140103637
Map output materialized bytes=69779942
Input split bytes=116
Combine input records=0
Combine output records=0
Reduce input groups=49995
Reduce shuffle bytes=69779942
Reduce input records=707316
Reduce output records=49995
Spilled Records=2121948
Shuffled Maps =1
Failed Shuffles=0
Merged Map outputs=1
GC time elapsed (ms)=1369
CPU time spent (ms)=60160
Physical memory (bytes) snapshot=475095040
Virtual memory (bytes) snapshot=1788420096
Total committed heap usage (bytes)=328204288
Shuffle Errors
BAD_ID=0
CONNECTION=0
IO_ERROR=0
WRONG_LENGTH=0
WRONG_MAP=0
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WRONG_REDUCE=0
File Input Format Counters
Bytes Read=4156181
File Output Format Counters
Bytes Written=2952721
Slika 6.6: Natancˇni podatki o izvajanju opravila.
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Poglavje 7
Primer priporocˇilnega sistema -
iskanje predlogov za filme
7.1 Opredelitev problema
Zˇelimo napisati program MapReduce za implementacijo priporocˇilnega sistema, ki
temelji na izbiranju s sodelovanjem in uporabnikom predlaga filme, ki jih sˇe niso
videli in so najbolj podobni tistim, ki so jih zˇe gledali.
Vhodni podatki so zbrani v datoteki zip1 in vsebujejo 100000 ocen za 1682
filmov od 943 uporabnikov, podatke o uporabnikih ter podatke o filmih.
Zˇelimo napisati enostaven priporocˇilni sistem, ki vsakemu uporabniku predlaga
deset filmov, ki jih sˇe ni videl in so najbolj podobni tistim, ki jih je zˇe gledal.
Izhodna datoteka naj za vsakega uporabnika vsebuje eno vrstico. V vsaki vr-
stici naj bo najprej naveden uporabnik. Za njim naj bo seznam filmov, ki je od
uporabnika locˇen s tabulatorjem. Uporabnik je predstavljen z enolicˇnim identifi-
katorjem, prav tako film. Seznam filmov vsebuje enolicˇne identifikatorje filmov,
ki jih je algoritem predlagal. Urejeni naj bodo po padajocˇem vrstnem redu glede
na predlagane ocene. V primeru, da ima vecˇ filmov enako oceno, naj bodo le-ti
razvrsˇcˇeni po narasˇcˇajocˇem vrstnem redu glede na enolicˇne identifikatorje. Ele-
menti seznama filmov naj bodo med sabo locˇeni z vejico.
1Datoteka je dostopna na povezavi http://grouplens.org/datasets/movielens/.
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7.2 Resˇitev problema
Resˇitev temelji na izbiranju s sodelovanjem, in sicer na metodi, ki temelji na
uporabnikih [25]. Metoda, ki temelji na uporabnikih, poskusˇa najti mnozˇico upo-
rabnikov, v kateri imajo uporabniki podobne preference kot ciljni uporabnik [7].
Ko je dolocˇena mnozˇica sosednjih uporabnikov, se njihove preference kombinirajo,
da se predvidijo preference ciljnega uporabnika. Torej ciljni uporabnik, ki je po-
dobno ocenil enake filme kot drugi uporabniki, ima rad podobne filme kot drugi
uporabniki in bo podobno kot oni ocenil filme, ki jih bo gledal.
Problem je resˇen z enim opravilom MapReduce. Izvajalno okolje najprej klicˇe
funkcijo setup, ki sestavi matriko ocen in v tabelo shrani aritmeticˇno sredino ocen
filmov za vsakega uporabnika. Vsaka celica v matriki ocen vsebuje uporabnikovo
oceno za specificˇen film. Cˇe uporabnik filma sˇe ni gledal, je celica prazna.
Funkcija map dobi iz vhodne datoteke v obdelavo po meri dolocˇene pare kljucˇ-
vrednost. Kljucˇ je tipa NullWritable. Vrednost je niz, ki vsebuje enolicˇne identifi-
katorje uporabnikov iz datoteke, ki vsebuje podatke o uporabnikih. Funkcija map
izracˇuna ocene za vse filme, ki jih uporabnik sˇe ni gledal, po naslednjem postopku.
Naj bo ri,j ocena i-tega uporabnika za j-ti film. Predvideno oceno ciljnega
uporabnika a za j-ti film r̂a,j izracˇunamo z enacˇbo:
r̂a,j = ra + τ
n∑
i=1
sa,i(ri,j − ri), (7.1)
kjer ra predstavlja aritmeticˇno sredino ocen ciljnega uporabnika a, ri aritmeticˇno
sredino ocen i-tega uporabnika, sa,i podobnost med uporabnikom a in uporabni-
kom i, pri cˇemer konstanto τ izracˇunamo z enacˇbo
τ = (
n∑
i=1
|sa,i|)−1. (7.2)
Aritmeticˇna sredina se izracˇuna za filme, ki jih je uporabnik ocenil. Vsota
se nanasˇa samo na tiste uporabnike, ki so ocenili j-ti film. sa,i meri podobnost
preferenc med uporabnikoma a in i in je pozitivna, cˇe uporabnika rada gledata
enake filme, sicer je negativna.
Za predvideno oceno ciljnega uporabnika r̂a,j se kombinirajo relativne ocene
vseh uporabnikov, ki so ocenili j-ti film. Prispevek vsakega uporabnika pa je
drugacˇen, saj ga dolocˇa podobnost med uporabnikom a in uporabnikom i sa,i.
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Cˇe sta si uporabnika podobna, je prispevek vecˇji, sicer pa je manjˇsi, tako da
uporabnik z drugacˇnim okusom ne prispeva veliko k predvideni oceni filma ciljnega
uporabnika. Podobnost dolocˇa Pearsonov korelacijski koeficient in ga izracˇunamo
z enacˇbo
sa,i =
∑
j
(ra,j − ra)(ri,j − ri)√∑
j
(ra,j − ra)2
∑
j
(ri,j − ri)2
. (7.3)
Pearsonov korelacijski koeficient se racˇuna samo pri tistih filmih, ki sta jih
ocenila oba uporabnika. Predvidena ocena filma je lahko nezanesljiva, cˇe je film
ocenilo malo uporabnikov.
Funkcija map za vmesni kljucˇ dolocˇi enolicˇni identifikator uporabnika, za vme-
sno vrednost pa niz, sestavljen iz enolicˇnega identifikatorja filma, dvopicˇja in pred-
videne ocene. Funkcija reduce ustrezno uredi podatke, dobljene iz vmesnih vredno-
sti, in v izhodno datoteko v vsako vrstico zapiˇse uporabnika ter seznam s predlogi
desetih filmov.
7.2.1 Branje podatkov
Pare kljucˇ-vrednost, namenjene funkciji map, ustvarimo po meri. Kljucˇ je tipa
NullWritable. Vrednost je niz, sestavljen iz enolicˇnih identifikatorjev uporabnikov,
locˇenih z vejico.
Iz razreda RecordReader, ki podatke razdeli v pare kljucˇ-vrednost, smo izpe-
ljali razred MyReader. Povozili smo metode razreda RecordReader. Te so close,
getCurrentKey, getCurrentValue, getProgress, initialize in nextKeyValue. Med
nasˇtetimi metodami sta pomembni predvsem slednji. Metoda initialize je klicana
enkrat pri inicializaciji. Metoda nextKeyValue dolocˇi naslednjo vrednost. Prebere
50 vrstic iz vhodne datoteke, ki vsebuje podatke o uporabnikih, in iz vsake vrstice
razcˇleni uporabnikov enolicˇni identifikator ter ga shrani v niz. Izsek programske
kode odstavka je prikazan na sliki 7.1.
Iz razreda FileInputReader smo izpeljali razred MyInputReader. Povozili smo
funkcijo createRecordReader, ki ustvari objekt RecordReader in jo razred FileIn-
putFormat deduje iz razreda InputFormat.
50
POGLAVJE 7. PRIMER PRIPOROCˇILNEGA SISTEMA - ISKANJE
PREDLOGOV ZA FILME
if(position > 942){
return false;
}
value.clear();
Text line = new Text();
String string = "";
for(int i=0; i<50; i++){
int bytesRead = in.readLine(line);
if(bytesRead == 0){
break;
}
String line2 = line.toString();
String[] data = line2.split("\\|");
string += data[0] + ",";
position++;
}
string = string.substring(0, string.length()-1);
Text string2 = new Text(string);
value.append(string2.getBytes(), 0, string2.getLength());
return true;
Slika 7.1: Izsek programske kode za branje podatkov.
7.2.2 Funkcija setup
Izvajalno okolje najprej klicˇe funkcijo setup. Funkcija setup sestavi matriko ocen
iz vhodne datoteke, ki vsebuje podatke o ocenah filmov uporabnikov. Iz vrstice
razcˇleni uporabnikov enolicˇni identifikator, enolicˇni identifikator filma in uporab-
nikovo oceno za film. Ker enolicˇni identifikatorji uporabnikov tecˇejo od 1 do 943 in
enolicˇni identifikatorji filmov od 1 do 1682, uporabnikovo oceno za film shrani na
mesto v matriki ocen, ki je na preseku vrstice, ki je enaka za ena zmanjˇsanemu upo-
rabnikovemu enolicˇnemu identifikatorju, in stolpca, ki je enak za ena zmanjˇsanemu
enolicˇnemu identifikatorju filma. Za vsakega uporabnika sproti sesˇteva ocene ter
njihovo sˇtevilo. Ko je matrika ocen sestavljena, izracˇuna sˇe aritmeticˇne sredine
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ocen filmov uporabnikov in jih shrani v tabelo. Do tabele z aritmeticˇnimi sre-
dinami ocen filmov in do matrike ocen lahko med izvajanjem dostopa funkcija
map.
7.2.3 Funkcija map
Funkcija map prejme par kljucˇ-vrednost. Kljucˇ je tipa NullWritable. Vrednost je
niz, ki vsebuje enolicˇne identifikatorje uporabnikov, locˇene z vejico. Funkcija map
razcˇleni niz in v zanki za vsakega uporabnika izracˇuna predvidene ocene za filme.
Najprej dolocˇi pozicijo uporabnikove vrstice v matriki ocen s tem, da od njego-
vega enolicˇnega identifikatorja odsˇteje ena. V zanki najde filme, ki jih uporabnik
sˇe ni ocenil. Ko naleti na prvi neocenjeni film, njegovo predvideno oceno izracˇuna
v treh korakih.
V prvem koraku iz matrike, ki vsebuje podobnosti, pridobi vse izracˇunane po-
dobnosti uporabnika s tistimi uporabniki, ki imajo manjˇsi enolicˇni identifikator,
torej tistimi, ki so v matriki ocen in matriki, ki vsebuje podobnosti med uporabniki,
nad njim in so ocenili ciljni film. Za tem sesˇteje absolutne vrednosti podobnosti
med uporabniki ter produkte podobnosti med uporabniki z razliko ocene filma in
aritmeticˇne sredine ocen filmov tistega uporabnika, ki je film zˇe ocenil. Izsek pro-
gramske kode odstavka je prikazan na sliki 7.2.
for(int j=0; j<positionOfUser; j++){
if(matrix[j][k] != 0){
absSum += Math.abs(similarities[positionOfUser][j]);
sumOfProducts += (matrix[j][k] - average[j]) *
similarities[positionOfUser][j];
}
}
Slika 7.2: Izsek programske kode za sesˇtevanje absolutnih vrednosti podob-
nosti med uporabniki ter produktov podobnosti med uporabniki z razliko
ocene filma in aritmeticˇne sredine ocen filmov.
Funkcija map v drugem koraku z enacˇbo (7.3) izracˇuna sˇe podobnosti ciljnega
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uporabnika z uporabniki, ki so v matriki ocen pod njim. Izracˇunane podobnosti
med ciljnim uporabnikom in drugimi uporabniki shrani v matriko podobnosti. Cˇe
je drugi uporabnik ocenil film, k vsoti absolutnih vrednosti priˇsteje absolutno vre-
dnost podobnosti in k vsoti produktov priˇsteje produkt podobnosti z razliko ocene
filma in aritmeticˇne sredine ocen filmov drugega uporabnika. Izsek programske
kode odstavka je prikazan na sliki 7.3.
V tretjem koraku izracˇuna uporabnikovo predvideno oceno za film in jo ustre-
zno zaokrozˇi. Cˇe je predvidena ocena manjˇsa od 1.5, jo zaokrozˇi na 1, cˇe je vecˇja
ali enaka 4.5, jo zaokrozˇi na 5, sicer pa na najblizˇje celo sˇtevilo. Za vmesni kljucˇ
dolocˇi uporabnikov enolicˇni identifikator, za vmesno vrednost pa niz, sestavljen iz
enolicˇnega identifikatorja filma, dvopicˇja in zaokrozˇene predvidene ocene. Izsek
programske kode odstavka je prikazan na sliki 7.4.
Cˇe funkcija map racˇuna predvideno uporabnikovo oceno za film, ki sledi prvemu
neocenjenemu filmu, sta za izracˇun predvidene ocene potrebna le dva koraka. Prvi
korak je podoben prvemu koraku pri izracˇunu ocene za prvi neocenjeni film s to
razliko, da v zanki sˇtevec tecˇe od prve do zadnje vrstice v matriki, saj so podobnosti
zˇe izracˇunane. Drugi korak pa je enak tretjemu koraku pri izracˇunu ocene za prvi
neocenjeni film.
7.2.4 Funkcija reduce
Funkcija reduce prejme vmesni kljucˇ in seznam vmesnih vrednosti. Vmesni kljucˇ
je uporabnik. Seznam vmesnih vrednosti tvorijo nizi oblike <film>:<ocena>, kjer
<film> predstavlja enolicˇni identifikator filma in <ocena> pripadajocˇo oceno za
film.
Funkcija reduce v zanki vmesne vrednosti iz seznama locˇi glede na dvopicˇje.
Filme shrani v nov seznam, ocene filmov pa v drug seznam, tako da so na enakih
pozicijah v seznamih filmi in njihove ocene.
Seznam filmov in seznam ocen pretvori v tabeli. Cˇe tabeli vsebujeta vecˇ kot en
element, funkcija reduce klicˇe drugo funkcijo, ki tabelo ocen uredi z algoritmom za
urejanje z zlivanjem po velikosti od najvecˇje vrednosti proti najmanjˇsi vrednosti,
skladno z njo pa preuredi tudi tabelo filmov. Nato funkcija reduce preveri, cˇe
so med prvimi desetimi elementi v tabeli ocen enaki vnosi. Pri tem prav tako
uposˇteva tudi elemente, ki sledijo desetemu, samo cˇe so enaki desetemu. Funkcija
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for(int j=positionOfUser+1; j<matrix.length; j++){
double sum = 0;
double sumOfSquares1 = 0;
double sumOfSquares2 = 0;
for(int l=0; l<1682; l++){
if(matrix[j][l] != 0 && matrix[positionOfUser][l]!=0){
double part1 = matrix[positionOfUser][l] -
average[positionOfUser];
double part2 = matrix[j][l] - average[j];
sum += part1*part2;
sumOfSquares1 += part1*part1;
sumOfSquares2 += part2*part2;
}
}
double similarity = sum/Math.sqrt(sumOfSquares1*sumOfSquares2);
similarities[positionOfUser][j] = similarity;
similarities[j][positionOfUser] = similarity;
if(matrix[j][k] != 0){
absSum += Math.abs(similarities[positionOfUser][j]);
sumOfProducts += (matrix[j][k] - average[j]) *
similarities[positionOfUser][j];
}
}
Slika 7.3: Izsek programske kode za izracˇun podobnosti med uporabniki,
sesˇtevanje absolutnih vrednosti podobnosti med uporabniki ter produktov
podobnosti med uporabniki z razliko ocene filma in aritmeticˇne sredine ocen
filmov.
reduce klicˇe funkcijo, ki filme v tabeli, ki so na enakih pozicijah kot enaki elementi
v tabeli ocen, uredi po velikosti od najmanjˇse proti najvecˇji vrednosti z algoritmom
za urejanje z zlivanjem.
V izhodno datoteko zapiˇse kljucˇ, ki je enak vmesnemu kljucˇu, ter niz prvih
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double rating = average[positionOfUser] + sumOfProducts/absSum;
int rating2 = 0;
if(rating >= 4.5){
rating2 = 5;
}else if(rating < 1.5){
rating2 = 1;
}
else{
rating2 = (int) Math.round(rating);
}
String string = Integer.toString(k+1) + ":" +
Integer.toString(rating2);
context.write(new IntWritable(positionOfUser+1), new Text(string));
Slika 7.4: Izsek programske kode za izracˇun in zaokrozˇitev predvidene ocene.
desetih vrednosti iz tabele filmov. Vrednosti so v nizu med sabo locˇene z vejico.
7.2.5 Validacija
Validacijo pravilnosti delovanja smo preverili na primeru iskanja predlogov za filme.
Kot referenco smo vzeli rocˇno resˇen primer. Njegovo resˇitev smo primerjali z
resˇitvijo primera, resˇenega z racˇunalnikom.
V tabeli 7.1 so zbrane ocene petih uporabnikov za deset filmov. Isˇcˇemo ocene
za filme, ki jih uporabniki sˇe niso gledali in so najbolj podobni tistim, ki so jih zˇe
gledali.
Najprej izracˇunamo aritmeticˇne sredine ocen filmov uporabnikov:
r1 =
5+3+4+5+5+1+5
7 = 4, r2 =
2+1+1+2+3+2+4+2
8 = 2, 125, r3 =
4+3+3+2+4+3+2
7 =
= 3, r4 =
4+1+3+2+4+3+2+2
8 = 2, 625 in r5 =
3+1+3+2+1+3+1
7 = 2.
Nato izracˇunamo podobnosti med uporabniki z uporabo Pearsonovega korela-
cijskega koeficienta. Izracˇunati moramo le sm,n, kjer m tecˇe od 1 do 4 in n tecˇe od
m+ 1 do 5, saj je sm,n = sn,m. Velja sn,n = 1. Slednje podobnosti pri nadaljnjih
izracˇunih ne potrebujemo.
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aaaaaaaaa
Uporabniki
Filmi
1 2 3 4 5 6 7 8 9 10
1 5 3 4 5 5 1 5
2 2 1 1 2 3 2 4 2
3 4 3 3 2 4 3 2
4 4 1 3 2 4 3 2 2
5 3 1 3 2 1 3 1
Tabela 7.1: Ocene uporabnikov za filme.
Oznacˇimo sm,n =
am,n√
bm,n·cm,n
, kjer je am,n =
∑
j
(rm,j − rm) · (rn,j − rn),
bm,n =
∑
j
(rm,j − rm)2 in cm,n =
∑
j
(rn,j − rn)2.
Sledi postopek za izracˇun podobnosti med uporabnikoma 1 in 2. Vsi nadalj-
nji rezultati izracˇunov so v primeru, da obsegajo vecˇ kot pet decimalnih mest,
zaokrozˇeni na pet decimalnih mest natancˇno.
a1,2 = (5− 4) · (2− 2, 125) + (3− 4) · (1− 2, 125) + (5− 4) · (2− 2, 125)+
+ (5− 4) · (3− 2, 125) + (1− 4) · (2− 2, 125) + (5− 4) · (2− 2, 125) =
= 2
b1,2 = (5− 4)2 + (3− 4)2 + (5− 4)2 + (5− 4)2 + (1− 4)2 + (5− 4)2 = 14
c1,2 = (2− 2, 125)2 + (1− 2, 125)2 + (2− 2, 125)2 + (3− 2, 125)2+
+ (2− 2, 125)2 + (2− 2, 125)2 = 2, 09375
s1,2 =
a1,2√
b1,2 · c1,2
=
2√
14 · 2, 09375
.
= 0, 36941
Podobno izracˇunamo druge podobnosti. Njihove vrednosti so zbrane v spodnji
matriki.
si,j =

1 0, 36941 −0, 33333 0, 14318 −0, 16667
0, 36941 1 −0, 02762 −0, 03406 −0, 38497
−0, 33333 −0, 02762 1 0, 63462 0
0, 14318 −0, 03406 0, 63462 1 0, 87287
−0, 16667 −0, 38497 0 0, 87287 1

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aaaaaaaaa
Uporabniki
Filmi
1 2 3 4 5 6 7 8 9 10
1 5 3 3 4 5 5 5 1 5 5
2 2 1 1 2 2 3 3 2 4 2
3 4 4 3 3 3 2 4 4 3 2
4 4 2 3 1 3 2 4 3 2 2
5 3 1 3 1 2 1 2 3 1 2
Tabela 7.2: Ocene in izracˇunane predvidene ocene uporabnikov za filme.
Za tem izracˇunamo predvidene ocene uporabnikov za filme, ki jih sˇe niso gle-
dali. Pri racˇunanju uporabimo enacˇbi (7.2) in (7.1). Sledi izracˇun predvidene
ocene sˇestega filma za prvega uporabnika.
τ = (|s1,3|+ |s1,4|+ |s1,5|)−1 =
= (| − 0, 33333|+ |0, 14318|+ | − 0, 16667|)−1 .=
.
= 1, 55477
r̂1,6 = r1 + τ
5∑
i=3
s1,i(ri,6 − ri) =
= 4 + 1, 55477 · (−0, 33333 · (2− 3) + 0, 14318 · (2− 2, 625)−
− 0, 16667 · (1− 2)) .=
.
= 4, 63825
Izracˇunano predvideno ocena r̂1,6 zaokrozˇimo na 5. Podobno izracˇunamo sˇe manj-
kajocˇe predvidene ocene, ki so zbrane v tabeli 7.2 in izpisane z modro barvo.
Na koncu dolocˇimo sˇe sezname s predlogi filmov. Uporabniku 1 predlagamo
filme 6, 9 in 3, uporabniku 2 filma 6 in 4, uporabniku 3 filme 1, 8, in 5, uporabniku
4 filma 3 in 2 ter uporabniku 5 filme 7, 10 in 4.
Isti primer smo resˇevali sˇe z racˇunalnikom. Na sliki 7.5 je prikazana vsebina
izhodne datoteke. Obe resˇitvi primera se v celoti ujemata.
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1 6,9,3
2 6,4
3 1,8,5
4 3,2
5 7,10,4
Slika 7.5: Vsebina izhodne datoteke.
7.2.6 Izvajanje
Za izvajanje programa poskrbi poseben razred. V njem se iz argumentov prebereta
ime vhodne datoteke in ime mape, ki se bo ustvarila in v katero bo shranjena
izhodna datoteka. Ustvari se sˇe opravilo, kateremu se nastavijo parametri. Ti so
ime, datoteka JAR glede na razred, pot do vhodne datoteke, pot do mape za izhod,
po meri napisan razred za branje vhodnih podatkov, razred, ki vsebuje funkcijo
map, razred, ki vsebuje funkcijo reduce, tip vmesnega kljucˇa in vmesne vrednosti
za funkcijo map ter tip kljucˇa in vrednosti za funkcijo reduce.
Program smo izvajali v virtualni napravi Cloudera QuickStart VM z opera-
cijskim sistemom CentOS. Dodeljena sta ji 2 procesorja z 1 jedrom in 5.6 GB
bralno-pisalnega pomnilnika. Virtualna naprava je namesˇcˇena na racˇunalniku z
operacijskim sistemom Windows, ki ima bralno-pisalni pomnilnik s kapaciteto 8
GB, procesor Intel, ki ima najvecˇjo hitrost 2.40 GHz, 2 jedri in 4 logicˇne proce-
sorje. Kopija zaslona po uspesˇno zakljucˇenem opravilu je prikazana na sliki 7.6.
Na sliki 7.7 so prikazani natancˇni podatki o izvajanju opravila.
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Slika 7.6: Slika zaslona po uspesˇno zakljucˇenem opravilu.
File System Counters
FILE: Number of bytes read=6592890
FILE: Number of bytes written=13369483
FILE: Number of read operations=0
FILE: Number of large read operations=0
FILE: Number of write operations=0
HDFS: Number of bytes read=2001914
HDFS: Number of bytes written=32793
HDFS: Number of read operations=7
HDFS: Number of large read operations=0
HDFS: Number of write operations=2
Job Counters
Launched map tasks=1
Launched reduce tasks=1
Data-local map tasks=1
Total time spent by all maps in occupied slots (ms)=9147392
Total time spent by all reduces in occupied slots (ms)=1859072
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Total time spent by all map tasks (ms)=35732
Total time spent by all reduce tasks (ms)=7262
Total vcore-seconds taken by all map tasks=35732
Total vcore-seconds taken by all reduce tasks=7262
Total megabyte-seconds taken by all map tasks=9147392
Total megabyte-seconds taken by all reduce tasks=1859072
Map-Reduce Framework
Map input records=19
Map output records=1486126
Map output bytes=15412070
Map output materialized bytes=6592886
Input split bytes=113
Combine input records=0
Combine output records=0
Reduce input groups=943
Reduce shuffle bytes=6592886
Reduce input records=1486126
Reduce output records=943
Spilled Records=2972252
Shuffled Maps =1
Failed Shuffles=0
Merged Map outputs=1
GC time elapsed (ms)=848
CPU time spent (ms)=38100
Physical memory (bytes) snapshot=508039168
Virtual memory (bytes) snapshot=1805029376
Total committed heap usage (bytes)=317718528
Shuffle Errors
BAD_ID=0
CONNECTION=0
IO_ERROR=0
WRONG_LENGTH=0
WRONG_MAP=0
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WRONG_REDUCE=0
File Input Format Counters
Bytes Read=22628
File Output Format Counters
Bytes Written=32793
Slika 7.7: Natancˇni podatki o izvajanju opravila.
Poglavje 8
Zakljucˇek
Cilj diplomskega dela je analizirati MapReduce in ga preizkusiti na dveh prime-
rih priporocˇilnih sistemov. Cilj smo dosegli, saj smo uspeli realizirati izracˇun s
pomocˇjo MapReduce na testnih primerih v dveh korakih. V prvem koraku smo
analizirali programski model in izvajalno okolje ter primerjali tri implementacije
MapReduce: Hadoop MapReduce, MongoDB in knjizˇnico MapReduce-MPI. Ugo-
tovili smo, da je za realizacijo izbranih primerov priporocˇilnih sistemov najprimer-
nejˇsa implementacija Hadoop MapReduce, saj nudi toleranco za okvare in repro-
ducira podatke, s cˇimer zagotavlja zanesljivost. V drugem koraku smo z uporabo
navidezne naprave Cloudera QuickStart VM, ki je grucˇa Hadoop z enim vozliˇscˇem,
realizirali izbrana primera priporocˇilnih sistemov.
Programski model MapReduce omogocˇa paralelizacijo, je neobcˇutljiv na okvare
in enostaven. Programer izrazi izracˇun s funkcijama map in reduce. Funkcija map
vzame kot vhod par kljucˇ-vrednost ter vrne kot izhod mnozˇico vmesnih parov kljucˇ-
vrednost. Izvajalno okolje zdruzˇi vse vmesne vrednosti z istim vmesnim kljucˇem
v skupino in jih posreduje funkciji reduce, ki sprejme vmesni kljucˇ in pripadajocˇo
mnozˇico vmesnih vrednosti ter jo zdruzˇi v manjˇso mnozˇico, ki ima nicˇ ali vecˇ
elementov.
Obstajajo sˇe mozˇnosti za izboljˇsave in nadaljnje raziskovanje. Izbrana pri-
mera priporocˇilnih sistemov bi lahko preizkusili na grucˇi z vecˇ vozliˇscˇi in resˇili
tudi z implementacijama MongoDB in knjizˇnice MapReduce-MPI. Pri primeru
priporocˇilnega sistema, v katerem iˇscˇemo predloge za filme, bi lahko izboljˇsali na-
tancˇnost napovedovanja. Za izracˇun podobnosti bi lahko med drugim uporabili
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kosinusno podobnost ali Spearmanov korelacijski koeficient ter poskusili dolocˇiti
optimalno sˇtevilo elementov v mnozˇici uporabnikov s podobnimi preferencami, da
bi bila natancˇnost napovedovanja sˇe ucˇinkovitejˇsa.
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