To provide a theoretical explanation for the emergence of zonally elongated structures from two-dimensional turbulence on a rotating sphere, a quasi-invariant of the system is obtained by a minimization process, which is a straightforward extension of a similar process proposed by a previous study on β-plane turbulence to the spherical geometry. The quasi-invariant is defined as a weighted sum of the energy density in the wavenumber space. The distribution of the weighting coefficient has airfoil-shaped contours, with which the anisotropic energy transfer that favors zonally elongated structures can be explained.
Introduction
Quasi two-dimensionality is a fundamental property of large-scale planetary flows under the effect of the planetary rotation and the density stratification. Because of this property, turbulence in largescale planetary flows has a tendency toward upscales, which is often referred to as the upscale energy transfer and observed in the atmosphere (Boer and Shepherd 1983) and the ocean (Scott and Wang 2005) .
The effect of the planetary differential rotation, the β-effect, on two-dimensional turbulence was investigated by Rhines (1975) , in which he conducted numerical time-integrations of the two-dimensional vorticity equation on a β-plane and showed that the flow pattern tends to have a zonally elongated structure. This tendency toward zonal flows due to the β-effect is termed as the Rhines effect. The first attempt to examine the Rhines effect in two-dimensional turbulence on a rotating sphere was made by Williams (1978) , in which it was shown that a zonally banded pattern similar to that of Jovian atmosphere emerged from forced two-dimensional turbulence. Although the numerical experiments conducted by Williams (1978) imposed a strong symmetry on flow field to reduce computational burden, Yoden and Yamada (1993) examined the time-evolution of decaying two-dimensional turbulence on a full spherical domain. Their numerical experiments revealed that in ad dition to the zonal pattern in midand low-latitudes, strong retrograde circumpolar jets emerge. Hereinafter, the two-dimensional vorticity equation on a β-plane and that on a rotating sphere are briefly referred to as the "β-plane system" and the "spherical system", respectively.
In the two-dimensional wavenumber space, the Rhines effect corresponds to an anisotropy of the upscale energy transfer. In the course of the upscale energy transfer, the β-effect gradually functions to make the transfer anisotropic with the energy being transferred to modes corresponding to the zonal structure. In the case of the β-plane system, where the two axes of the wavenumber space indicate the zonal and the meridional wavenumbers, the resulting anisotropy of the spectral distribution of energy is visualized as a dumbbell-shaped region of lower energy density as revealed by numerical experiments in Vallis and Maltrud (1993) . In contrast, for the spherical system, where the two axes of the wavenumber space indicate the zonal and the total wavenumbers, the corresponding spectral anisotropy is visualized as an airfoil-shaped region of lower energy density (Nozawa and Yoden 1997) .
One explanation for the spectral anisotropy described above is provided by the so-called wave-turbulence boundary theory. Vallis and Maltrud (1993) introduced a dumbbell-shaped wave-turbulence boundary in the wavenumber space by equating the turbu lent eddy-turnover time and the inverse of the Rossby wave frequency for the β-plane system. As the turbulent flow cannot efficiently excite modes inside this boundary because of the high frequency of the Rossby waves, the upscale energy transfer favors the modes of smaller wavenumbers outside the boundary. Therefore, energy is transferred toward zonal modes, maintaining the energy density inside the dumbbell-shaped boundary relatively low. This idea was later imported to the spherical system by Nozawa and Yoden (1997) . The derived boundary is airfoil-shaped, which can qualitatively explain their experimental results.
Another explanation for the spectral anisotropy for the β-plane system is provided using an extra quasi-invariant other than the total energy and the total enstrophy. This quasi-invariant was discovered by Balk (1991) and Balk (2005) demonstrated that its conservation leads to the spectral anisotropy. The quasi-invariant was termed as zonostrophy by Nazarenko and Quinn (2009) . The conservation of zonostrophy is related to the concept of resonant triad interactions. In the weak-nonlinear limit, where the ratio of the β-term to the nonlinear advection terms in the vorticity equation goes to infinity, the vorticity equation converges to the system where effective nonlinear interactions exclusively occur in resonant triads (Yamada and Yoneda 2013) . Zonostrophy is exactly conserved with these resonant interactions (Balk 1991) . When the β-term is much larger than the nonlinear advection terms, even if the vorticity equation cannot be considered in the weak-nonlinear limit, interactions mainly occur in triads approximately in resonance, which Lee and Smith (2007) referred to as near-resonant interactions. In such cases, zonostrophy is conserved approximately, in other words, it is conserved relatively well compared to other non-conserved quantities. Nazarenko and Quinn (2009) conducted numerical time-integrations of two-dimensional vorticity equation on a β-plane and showed that zonostrophy is conserved relatively well when the nonlinearity is sufficiently weak and that its conservation corresponds to the anisotropic upscale energy transfer. For the spherical system, quasi-invariants such as zonostrophy have not been discovered. However, it is very likely that the spherical system may have a quasi-invariant corresponding to zonostrophy since the β-plane system and the spherical system have many common features, such as Rossby waves and the conservation of the total energy and the total enstrophy. Moreover, if such a quasi-invariant exists, it is interesting to investigate how the conservation property of the quasi-invariant is affected by the spherical geometry, where the β-effect considerably changes with latitudes, and by the emergence of the retrograde circumpolar jets in the course of the time-evolution.
The purpose of the present study is to seek a zonostrophy-like quasi-invariant in the spherical system. For this purpose, we apply a numerical procedure proposed by Saito and Ishioka (2013) (hereinafter referred to as SI13) to the spherical system. In SI13, this procedure was used for the β-plane system and succeeded in finding a discrete counterpart of zonostrophy, which has a very similar distribu-tion of the weighting coefficient in the wavenumber space compared to that of zonostrophy (see Fig. 9 in SI13). In the present study, we also conduct numerical time-integrations of the vorticity equation on a rotating sphere and examine the conservation property of the derived quasi-invariant in the course of the progress of the anisotropization processes, such as the anisotropic upscale energy transfer and the formation of the retrograde circumpolar jets.
The remainder of the present paper is organized as follows. In Section 2, after briefly describing the governing equation, we apply the numerical procedure proposed by SI13 to the vorticity equation on a rotating sphere to derive a quasi-invariant corresponding to zonostrophy for the spherical system. In Section 3, the conservation property of the derived quasi-invariant is examined by numerical time-integrations of the vorticity equation. A summary and discussion are presented in Section 4.
A numerical procedure to obtain a quasi-invariant in a discrete system

Governing equation and Invariants
The system under consideration is described by the two-dimensional vorticity equation on a sphere of radius a * rotating at an angular velocity Ω * . Here, the asterisk subscript indicates a dimensional variable; variables without this subscript are nondimensionalized. Let us define U * as the root-mean-square velocity of the fluid in the considered system. Using a * and a * /U * as the length and the time scales, respectively, the vorticity equation can be nondimensionalized as follows:
The spherical harmonic transform of (1) yields the following spectral form of the vorticity equation as follows: is the angular frequency of the Rossby wave with wavenumber (m, n), which is defined as follows:
and W 
Here, K nn n mm m 1 2 1 2 is the coupling integral (Platzman 1960) which is written as 
Equation (1) has two invariants, the total energy (E) and the total enstrophy (S), which are written as follows:
and 1
respectively. Here,
Following the classical argument of Batchelor (1953) (see also Vallis 2006) , the process of the upscale transfer of energy is explained by the conservation of these two invariants when the distribution of energy spreads out in wavenumber space. Let us define 
Because V can also be expressed as
and E and S are conserved, the time-derivative of V yields
indicating that n e becomes smaller with time and more energy is transferred to smaller total wavenumbers, or larger scales.
An index of conservation
In SI13, a numerical procedure was proposed to find a discrete counterpart of zonostrophy. A quantity Φ β was considered, which was defined as follows:
where k is the wavenumber vector, f k β is a weighting coefficient which depends on k, ε β k is the two-dimensional energy spectrum, and the superscript β indicates that each variables with it are defined in the β-plane system. To set the weighting coefficient f k β such that the quantity Φ β is well-conserved, an index of conservation was introduced on the basis of the governing equation by assuming weak-nonlinearity (Eq. 33 in SI13). By solving a minimization problem of the index with constraints for the quantity Φ β not to be equal to either the total energy or the total enstrophy, the weighting coefficient f k β was determined. The dependence of the coefficient f k β on the wavenumber k, or the distribution of f k β in the two-dimensional wavenumber space, was almost identical to that of the coefficient for zonostrophy ( Fig. 9 of SI13), and it was shown that the determined quantity Φ β had a very similar conservation property as that of zonostrophy in the course of time-evolution of the vorticity equation (Fig. 8 of SI13 ). Then, SI13 concluded that the determined quantity was regarded as a discrete counterpart of zonostrophy, and they referred to it as the third quasi-invariant.
Although the procedure described above was proposed for the β-plane system, it can be easily applied to the spherical system because of the similarity between the two systems. Following SI13, a quantity Φ, which is defined as 
Using (2), the time-derivative of Φ can be written as follows: 
are used for the derivation of the second equality in (15). Using (2) again, the time-derivative of the triad multiplication of n m ψ s can be written as follows: 2 ) becomes zero, and in nonresonance, respectively. Note that we cannot transpose the first term in the right-hand side of (18) Similarly as discussed by Yamada and Yoneda (2013) for the β-plane system, the [·] NR term in (18) can be made arbitrarily small by making Ω sufficiently large. Therefore, in the weak-nonlinear limit, where the O(ψ 4 ) term is negligible, the time-derivative of Φ exclusively comes from the triads in resonance, or the first term in the right-hand side of (18). Moreover, if the coefficients ( f n m ) satisfy the following condition for the resonant triads:
the quantity Φ is exactly conserved in the weak-nonlinear limit. This is because the following factorization formula holds for the resonant triads: 
A factorization similar to (20) can be performed and the resonant condition similar to (19) can be derived for the β-plane system. A non-trivial form of f k β which satisfies the resonant condition for the β-plane system was discovered by Balk (1991) . The quasi-invariant with the form of the coefficient is zonostrophy. The difficulty to determine ( f n m ) which corresponds to the coefficients for the zonostrophy-like quasi-invariant originates from the inherent boundedness of the spherical domain. Because of the boundedness of the physical space, the wavenumber space is discrete. As shown by Reznik et al. (1993) , this discreteness considerably restricts the number of resonant triads. For example, Reznik et al. (1993) considered all the modes with n ≤ 50, and numerically checked that, among those modes, no modes with n ≤ 5 are included in resonant triads. We extended their investigation to all the modes with n ≤ 70 (where 70 is the truncation wavenumber we use later); however, we found that modes with n ≤ 5 are still excluded from resonant triads, and that there are only 85 independent resonant triads. Here, "independent" means that permutations of three modes and sign flip of the zonal wavenumbers are considered. Hence, imposing the condition (19) for the resonant triads is insufficient to determine ( f n m ) because the number of equations is much less than the number of coefficients.
The numerical procedure proposed by SI13 was intended to overcome the difficulty described above. The essential idea is to incorporate the information of non-resonant triads into the determination process of ( f n m ) so that the quantity Φ is conserved as much as possible. As discussed above, if we can find a certain ( f n m ) that satisfies (19), the first term in the right-hand side of (18) 
23)
and we determine the coefficients ( f n m ) such that ( f n m ) minimize the index I under the constraints of (19) for resonant triads. As shown below, this minimization problem with the constraints can be systematically solved by an eigenvalue analysis. Note that, the constraints of (19) was not considered in SI13 because the β-plane system treated there was the quasi-geostrophic system and the exact resonance did not occur in the discretized wavenumber space.
Eigenvalue analysis
Once the index is defined, its minimization is performed essentially in the same manner as in SI13. The detail of the procedure is described as follows. Let us define a M -component vector F each component of which is f n m [(m, n) = (0, 2), (1, 2), (2, 2), (0, 3), . . . , (0, N T ), (1, N T ) , . . . , (N T , N T ) ], where M = (N T − 1)(N T + 4)/2. Here, we set f n m = 0 for n = 0 and n = 1 because the ψ 0 0 component can be set to zero, and the n m ψ components for n = 1 are automatically conserved in the course of the time-evolution. Then, Eq. (23) is expressed as follows:
where S is a symmetric positive-semidefinite M × M matrix. Solving the following eigenvalue problem numerically,
we can obtain M eigenvalues, λ i (i = 1, 2, . . . , M), and corresponding eigenvectors, v i (i = 1, 2, . . . , M). Here, the eigenvalues and eigenvectors are chosen to satisfy
Defining an M × M matrix, P,
where D is a diagonal matrix:
Before calculating the eigenvalue problem described above, we must specify the truncation wavenumber, N T , and values of n |ψ m |. Because the calculation of the symmetric matrix S in (24) is quite time-consuming, N T = 70 is the largest possible value with our computational resources and accordingly, we set N T = 70 in the following. As for n |ψ m |, we set it such that the one-dimensional energy spectrum in the total wavenumber space is uniform and it has no dependence on the zonal wavenumber, following SI13. Then, n m ψ should be written as follows:
where the constant γ is set so that the total energy is equal to 0.5. We choose the spectral distribution of (29) to consider equally the contributions from all the components of n |ψ m | and to isolate the property inherent in the governing equation from the influ-ence of the specific distribution of n |ψ m |. Although the solution of the minimization problem has a similar anisotropic structure (as in Fig. 1 explained later) as long as n |ψ m | has no dependence on the zonal wavenumber, we use (29) here because it is the spherical counterpart of the spectral distribution used in SI13 (their Eq. 40), which provided a solution f k β quantitatively similar to the coefficient for zonostrophy in the β-plane system. Based on the above settings, we can now calculate the eigenvalues and eigenvectors of the matrix S solving an eigenvalue problem of M × M = 2553 × 2553. Similarly as in SI13, the first two eigenvalues λ 1 and λ 2 are much smaller than the other eigenvalues, and they are regarded as being equal to zero, considering the rounding error in the computation. In the two-dimensional wavenumber space, the components of the eigenvectors v 1 and v 2 depend not on m but on n. This is because these two vectors are linear combinations of vectors corresponding to the coefficients for the total energy, for which f n m = 1, and the total enstrophy, for which f n m = n(n + 1) (figures not shown). An arbitrary linear combination of these two vectors becomes an eigenvector corresponding to zero-eigenvalue because each of these two vectors satisfies the following equation: 
and accordingly yields I = 0. The other eigenvalues are definitely non-zero and the corresponding eigenvectors have anisotropy in the wavenumber space (figures not shown).
Minimization problem and the third quasi-invariant
Now, to derive the most conserved quantity other than the total energy and the total enstrophy by measure of the index of conservation (23) under the constraints of (19) for resonant triads, we solve the minimization problem in a similar manner as in SI13. First, we rewrite (19) into the following vector form:
where w j is a column vector that comprises ω ω ω
and many zeros, and J r is the number of independent resonant triads with n ≤ N T . In the present case (N T = 70), J r = 85. Treating F as the independent variable, we minimize I = F T SF with the following constraints:
Here, the vector e = (e l ) (l = 1, 2, . . . , M ) is defined as follows: 
The first constraint in (32) indicates that the value of Φ itself is set to unity while the measure of its variation I is minimized. The second and the third constraints in (32) are imposed to exclude the trivial solutions that are linear combinations of v 1 and v 2 . The minimization of I = F T SF under the constraints of (31) and (32) can be easily solved using the Lagrange multiplier method. In terms of the orthogonal basis, the Lagrangian to be minimized is written as follows:
where ξ j ( j = 1, ..., J r ), ζ, η 1 and η 2 are the Lagrangian multipliers for the constraints (31) and (32), and the overbar indicates that vectors with it are projected onto the orthogonal basis, for example:
The number of the unknown variables to be determined is M for the components of the vector F, J r for the multipliers ξ j ( j = 1, ..., J r ), and 3 for ζ, η 1 and η 2 , which constitutes 2553 + 85 + 3 = 2641 for N T = 70. By differentiating the Lagrangian with respect to each of the variables and equating the results to zero, we obtain the same number of equations, and hence a unique solution. In terms of the orthogonal basis, the solution is written as follows: 
where 
With the above solution, F is obtained by F = PF. Figure 1a shows the computed F = ( f n m ) in the two-dimensional wavenumber space. The resulting F changes sign around n ∼ 5 and n ∼ 58, and its dependence on n becomes quadratic and enstrophy-like where n is large. With this distribution, F is perpendicular to the nonnegative coefficient of energy ( f n m = 1) and that of enstrophy [ f n m = n(n + 1)], which are expressed as linear combinations of v 1 and v 2 . To obtain the coefficient that does not have the energy or enstrophy-like distribution and goes to zero as the total wavenumber becomes large (similar to the coefficient for zonostrophy in the β-plane system), we add v 1 and v 2 to F in a similar manner as in SI13. We introduce the following vector:
and determine c 1 and c 2 so as to satisfy
Here, although the choice of the point of (m, n) = (3, 67) and (3, 68) may appear arbitrary, the resulting vector ′ F is almost independent of the choice, as long as used values of n are sufficiently large. The resulting ′ F in the wavenumber space is shown in Fig. 1b . Although there is a small irregularity, ′ F has the largest component at (m, n) = (2, 2), and each contour line is basically airfoil-shaped for n ≤ 40, where the influence of the truncation wavenumber does not seem to be critical. A possible cause of the small irregularity is discussed in Section 4. The airfoil-shape of the contours appears to be similar to the shape of the wave-turbulence boundary derived by Nozawa and Yoden (1997) . Following the convention introduced in SI13, we hereinafter refer to the following quantity,
as the third quasi-invariant, to emphasize that ′ Φ originates from the minimization problem, excluding the energy and enstrophy components.
Let us consider the effect of the conservation of ′ Φ on energy transfer in the two-dimensional wavenumber space. Figure 2 shows the magnified view of the contour plot of ′ F in Fig. 1b , with contour lines only for 10 −x (x = 1, 2, 3, 4). Assume that the system begins with the isotropic state where the peak of the one-dimensional energy spectrum is at n = 20. This initial distribution of energy is schematically illustrated as the shaded area centered at n = 20 in Fig.  2 . if the system develops similar to the two-dimensional turbulence without rotation, energy will be transferred to smaller wavenumbers isotropically, and later the distribution of energy will become almost similar to the shaded area centered at n = 10 in 2. However, if ′ Φ is conserved, such an isotropic distribution of energy in later time cannot be realized because of the sharp increase of the weighting coefficient of ′ Φ in larger m region. For example, at most 1 % of the total energy can be transferred to the region inside the contour of 10 −1 , because the weighting coefficient in this region is approximately 100 times greater than that in the initial shaded area, which is approximately 10 −3 or less. Similarly, at most 10 % of the total energy can be transferred to the region inside the contour of 10 −2 . As a result, when energy is transferred to smaller total wavenumbers, a significant amount of energy is expected to be confined in smaller m region if ′ Φ is conserved.
Numerical experiments
Experimental setup
In this section, we examine the conservation property of the third quasi-invariant introduced in the previous section by numerical time-integrations of the vorticity equation (1). However, in practice, to avoid spurious accumulation of enstrophy near the truncation wavenumber, we introduce a hyperviscosity term to the right-hand side of (1) as follows:
and (41) is time-integrated instead. Here, p is the order of hyper-viscosity, and ν p is the hyper-viscosity coefficient. We set p = 20 and ν p = 1. 19 × 10 −73 in the following computations. Note that the exact invariants, the total energy and the total enstrophy, are no longer conserved exactly in the course of the time-evolution.
We integrate (41) numerically using the spherical spectral method, expanding the dependent variable ψ in a triangular manner with N T = 70. To calculate the nonlinear terms, we use the standard transform method with an alias-free grid of 256 (zonal) × 128 (meridional). The time integration scheme is the classical fourth-order Runge-Kutta scheme with time step ∆t = 5 × 10 −4 . The initial condition is a random vorticity field, the one-dimensional energy spectrum E(n) of which is given as follows:
We set n 0 = 20 and d = 1000. The phase of each spectral coefficient is set randomly. The total energy of the initial state is determined by setting the rootmean-square velocity, u 0 , to be unity. The angular velocity of the sphere is set to Ω = 4000. This very large value of Ω is to ensure the assumption of weak-nonlinearity. However, for any value of Ω, the nonlinear advection terms are dominant inside a certain neighborhood of the poles since the ratio of the linear term (the 2Ω∂ψ/∂λ term) to the nonlinear terms in (41) is proportional to cos φ. For the initial condition of the present case where u 0 = 1, n 0 = 20, and Ω = 4000, the nonlinear terms are comparable to the linear term approximately at the latitude where φ = ±cos −1 (n 0 2 /2Ω) = ±87°. That is, the assumption of weak-nonlinearity is regarded to be valid in the domain where |φ| < 87° in the present case.
Results
Since the nonlinearity is weak from the initial state almost everywhere on the sphere except near the poles, the vorticity field evolves gradually to have a zonally-elongated structure in the course of the time-evolution. This process is shown in Figs. 3a-d, which are the snapshots of the vorticity field and the zonally-averaged zonal angular momentum at t = 0, 6.5, 10.6, and 100, respectively. A retrograde circumpolar jet starts developing near the north pole at approximately t = 10.6 (Fig. 3c) . At t = 100, it has a larger amplitude and the other circumpolar jet can also be recognized near the south pole (Fig. 3d ). In the vorticity field shown in Fig. 3d , a zonally-elongated pattern is clearly observed, which is insignificant in Fig. 3c .
Although the zonally-elongated pattern is still unclear when the circumpolar jet begins to develop as shown in Fig. 3c , the anisotropic energy transfer has already progressed significantly. This can be seen in Figs. 3e-h, which show the two-dimensional energy spectrum corresponding to the vorticity field shown in Figs. 3a-d. Whereas no significant difference is observed between the vorticity fields at the initial state and t = 6.5 (Figs. 3a, b, respectively) , Fig. 3f shows the anisotropic energy transfer proceeds; that is, energy is transferred toward the n-axis maintaining the energy density inside the airfoil-shaped region relatively low. As shown in Fig. 3g , a large amount of energy has been transferred around the n-axis until t = 10.6. In fact, the time t = 10.6 corresponds to the time when approximately one half of the total energy has been transferred into the wavenumber region |m| ≤ 2, as explained in a statistical analysis shown later.
Furthermore, even more energy accumulates around the n-axis at t = 100 (Fig. 3h) .
Next, we examine conservation property of the (quasi-)invariants introduced in the previous section. Figure 4a shows the time-dependence of the total energy and the total enstrophy, whereas Fig. 4b shows that of the third quasi-invariant. Each quantity is normalized by its initial value for its variation to be observed clearly. For comparison, Fig. 4b also shows the time-dependence of a non-conserved quantity, which is defined by (13) with the coefficient: f n m = [n(n + 1)] −1 . This non-conserved quantity is a spherical analog of that introduced by Nazarenko and Quinn (2009) for the β-plane system. Due to the hyper-viscosity, the total energy decreases slightly, and the total enstrophy decreases significantly since the hyper-viscosity selectively damps smaller-scale modes (Fig. 4a) . In contrast, the third quasi-invariant approximately keeps its initial value until t ∼ 10, but begins to oscillate after that. In particular, after t ∼ 20, the amplitude of the oscillation becomes significantly large and the third quasi-invariant is far from being conserved, even compared with the non-conserved quantity.
The oscillation of the third quasi-invariant in Fig.  4b after t ∼ 10 appears to be related to the behavior of the circumpolar jets. In the present case, whereas . the stronger circumpolar jet near the north pole is quite stable with keeping its zonally symmetric structure from its emergence to the end of the time-integration, the weaker circumpolar jet near the south pole experiences significant changes in the course of the time-evolution. These changes can be seen as the "displacement" or "splitting" of the corresponding polar vortex, and are reflected by the transfer of a fraction of energy between the zonal modes (m = 0) and the other modes (|m| ≥ 1). Since the coefficient for the third quasi-invariant rapidly increases as |m| increases (Fig. 1b) , such energy transfer in turn yields the oscillation of the third quasi-invariant. Also note that, though the time-average of the third quasi-invariant in Fig. 4b appears to be conserved even after t ∼ 10, it is only a coincidence. For different initial conditions, the behavior of the circumpolar jets changes, and so does the behavior of the third quasi-invariant after t ∼ 10.
Although it is not a desirable feature that the third quasi-invariant appears to lose its well-conserved property after the formation of the circumpolar jets, it is still notable that the third quasi-invariant looks well-conserved until t ∼ 10 (Fig. 4b) , and that the anisotropic energy transfer has significantly progressed by that time (Fig. 3g) . The result that the third quasi-invariant is well-conserved during the initial phase of the time-evolution is independent of the initial condition. This is confirmed by additional ensemble experiments with 80 members with changing the random phase of the initial vorticity field. We introduce the following index to measure the progress of the anisotropization:
where the angle bracket indicates the ensemble average. The index R(t) is the ratio of the energy for modes |m| ≤ 2 to the total energy in the ensemble average. For the experimental setup of the present study, where the peak of the one-dimensional energy spectrum is at n 0 = 20, the index R(t) initially takes the value of approximately 0.12 and approaches unity with time. Time-dependence of the ensemble averages and the standard deviations of the third quasi-invariant and the non-conserved quantity are shown in Fig. 5b . It is clearly seen that the third quasi-invariant is conserved well, although the average value increases gradually, it approximately keeps the initial value until t = 10.6 at least, which corresponds to R = 0.5. The snapshots of the ensemble-averaged two-dimensional energy spectrum are shown in Fig. 6 . For comparison, contour lines of the coefficient of the third quasi-invariant (Fig. 1b) and the wave-turbulence boundary that crosses the point where (m, n) = (18, 18) (Nozawa and Yoden 1997) are overplotted there. It can be seen that energy is apparently trans- ferred approximately along the contour lines of the coefficient (Figs. 6a-e) , which corresponds to the near-conservation of the third quasi-invariant during the initial phase of the time-evolution (Fig. 5b) . Note that, in reality, each panel of Fig. 6 is a result of energy transfer by numerous triad interactions, and each of these triads comprises three wavenumbers that are not close to each other in general. As shown in Fig. 6e , a large amount of energy has accumulated around the n-axis by the time t = 10.6 (or R = 0.5). Even after that, the anisotropic energy transfer continues. More energy is transferred toward the n-axis and the transfer appears to be still along the contour lines of the coefficient in high zonal wavenumber (|m| 1) regions in the wavenumber space (Fig. 6f) .
The conservation property of the third quasi-invariant becomes even better for larger Ω, whereas it becomes worse for smaller Ω. Figures 5a and 5c show the time-dependence of the ensemble averages and the standard deviations of the third quasi-invariant and the non-conserved quantity for Ω = 1000 and 8000, respectively. As for Ω = 8000 (Fig. 5c) , the ensemble average of the third quasi-invariant keeps its initial value until t = 35.5 (or R = 0.6) at least, while that of the non-conserved quantity doubles from its initial value. On the other hand, as for Ω = 1000 (Fig. 5a) , both of the third quasi-invariant and the non-conserved quantity increase significantly. However, the increase is relatively smaller for the third quasi-invariant than for the non-conserved quantity.
included in the minimization procedure still account for approximately 65 % of all the triad interactions. However, in Fig. 7a , the airfoil-shaped pattern which was significant in Fig. 1b almost disappears. This indicates that near-resonant interactions are essential to form the airfoil-shaped structure corresponding to the anisotropic energy transfer. Including more triad interactions in the minimization procedure changes the pattern. Fig. 7b shows the result for δ = 10 −4 . With this value of δ, triad interactions included in the minimization procedure now account for approximately 99.5 % of all the triad interactions. Since the considerable amount of near-resonant interactions are now included, the resulting dependence of the coefficient on the two-dimensional wavenumber retains the airfoil-shaped pattern. It is also remarkable that the small irregularity seen in Fig. 1b is smoothed away in Fig. 7b . This result implies that a small number of extremely near-resonant interactions that satisfy |∆ω nn n mm m 1 2 1 2 | ≤ 10 −4 is the cause of the small irregularity in Fig. 1b . 
