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Transient responses in disordered systems typically show a heavy-tail relaxation behavior: the
decay time constant increases as time increases, revealing a spectral distribution of time constants.
The asymptotic value of such transients is notoriously difficult to experimentally measure due to
the increasing decay time-scale. However, if the heavy-tail transient is plotted versus log-time, a
reduced set of data around the inflection point of such a plot is sufficient for an accurate fit. From
a derivative plot in log-time, the peak height, position, line width, and, most importantly, skewness
are all that is needed to accurately predict the asymptotic value of various heavy-tail decay models
to within less than a percent. This curve fitting strategy reduces by orders of magnitude the amount
of experimental data required, and clearly identifies a threshold below which the amount of data
is insufficient to distinguish various models. The skew normal spectral fit and dispersive diffusion
transient fit are proposed as four-parameter fits, with the latter including the stretched exponential
as a limiting case. The line fit and asymptotic prediction are demonstrated using experimental
transient responses in previously published amorphous silicon and amorphous InGaZnO data.
I. INTRODUCTION
Transient responses in disordered physical systems fre-
quently exhibit a range of relaxation time scales. When
rapid decay scales govern the initial response but ever
slower decay scales govern the longer time response, such
relaxations are called heavy-tail transients. For example,
dielectric relaxation in cold glasses well below the glass
transition temperature in the presence of a static electric
field represents the first system where this behavior was
observed by Kohlrausch in 1854.1 The same behavior was
rediscovered by Williams and Watts over a century later2,
and the legacy of glassy systems has been inherited by the
soft-matter community where reviews of the empirical
behavior have been written,3 though there is a tendency
to rely on stretched exponentials to fit the data,4–7 with-
out considering other heavy-tail candidate functions.8,9
In addition, biological systems such as stress-relaxation
in bone and cartilage,10 seismic systems such as earth-
quake magnitude and frequency,11 and complex stochas-
tic systems such as stock market survival probability12
all exhibit heavy-tail transients.
This manuscript focuses on the heavy-tail transients
that occur in technologically relevant electronic mate-
rials, such as the photoconductivity response in amor-
phous semiconductors,13 as well as in systems that one
might not initially think of as disordered, such as the
field-induced conductivity transients in two-dimensional
materials on imperfect substrates14,15 and photolumi-
nescence of type-II superlattices suffering from interface
diffusion.16 In all the above cases, the heavy-tail tran-
sients occur when switching from one steady-state condi-
tion to another. But across different scientific communi-
ties, there are advances in knowledge that are accepted
in one community that are unknown in another, so a
clear unified summary of the heavy-tail phenomenology
is needed. Furthermore, new developments, such as the
four-parameter skewed-fit proposed here, can have broad
impact across many fields.
Heavy-tail transients can always be mathematically de-
composed into an amplitude spectrum of exponential de-
cays spanning a range of time constants, whereby the
shape of the time constant spectrum serves as a fin-
gerprint of the physical mechanism behind the heavy-
tail decay. For example, this spectrum of time con-
stants can be discrete in crystals with multiple species
of ionized dopants, whereby a different relaxation time
constant is associated with each defect level, forming
the basis of photoinduced current transient spectroscopy
(PICTS) experiments.17,18 In disordered systems, on
the other hand, one expects a continuum of time con-
stants. Amorphous semiconductors also exhibit heavy-
tail transients,19–21 and although some authors have sim-
ilarly modeled these with a handful of discrete relaxation
time constants,19,22 the justification for such an interpre-
tation is unclear due to the structural randomness which
seems to preclude populations of nominally identical de-
fects. Instead, transients in amorphous systems typically
assume a continuum of time constants which are statis-
tically distributed within a broad range.21,23,24
Strong disorder potentials with a continuum of relax-
ation time constants can also be found in crystalline semi-
conductor systems. For example, two-dimensional mate-
rials are unable to screen a nearby disorder potential due
to their atomic thickness and their low-dimensional den-
sity of states. The proximity of the disorder potential
caused by the substrate interface roughness and remote
ionized impurities14 results in a strong disorder poten-
tial, leading to a continuum of relaxation time constants.
A disorder-induced range of time constants is also ex-
pected in photoluminescence decay in type II superlat-
tices since the forward diffusion of the column V atoms
at the superlattice interfaces creates a disorder poten-
tial that separates localized electrons and holes at ran-
dom distances.25,26 Thus the characterization of heavy-
tail transients has broad relevance in various modern elec-
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2tronic materials research including some crystalline sys-
tems.
Several simple analytical functions have been proposed
to describe such heavy-tail transients and/or the result-
ing time constant spectrum with just a few parameters.
The most well-known example is the stretched exponen-
tial function, also known as the Kohlrausch-Williams-
Watts (KWW) function,1,2 which adds a stretching ex-
ponent β to the simple exponential function
fSE(t) = f∞ +Ae−(t/τ0)
β
. (1)
The stretched exponential provides an excellent empirical
fit to certain heavy-tail experimental transients observed
in amorphous semiconductors and polymers over a wide
range of time scales.21,27,28 Alternatively, the less well-
known algebraic decay or inverse power-law function is
also reported to fit experimental data, though its use is
less widespread than the KWW fit.29–31
fAD(t) = f∞ +
A
1 + (t/τ0)
β
(2)
Both functions can be theoretically derived from a dis-
persive diffusion model, where the decay coefficient has a
power-law decrease over time. The stretched exponential
results from a so-called unimolecular process whereby the
non-equilibrium sites undergo relaxation amongst a fixed
density of mobile catalysts or “walkers”. On the other
hand, an algebraic decay results from a so-called bimolec-
ular process, whereby the non-equilibrium sites annihi-
late the mobile catalyst “walkers” upon relaxation.8,32
Both the stretched exponential and algebraic decay rep-
resent limits of the same dispersive diffusion model with
a tunable dispersion parameter.32 As another option,
one can envision the disorder-broadening of a single en-
ergy level into a Gaussian energy distribution, which
also leads to a heavy-tail transient.33,34 All those mod-
els yield heavy-tail transients with fast initial responses
and slow long-term responses, making it difficult to de-
termine which model to apply for an arbitrary experi-
mental transient. In addition, there is no single “time
constant” for a heavy-tail transient, making it hard to
determine when enough experimental data has been col-
lected to accurately represent the time constant spectrum
and predict an asymptotic value. A model-independent
analysis method is therefore needed.
This paper will introduce universal line-fits to charac-
terize any heavy-tail experimental transient. The initial
step reviewed in Section II is to plot the response in lin-
ear amplitude versus log-time where the transient repre-
sents a convolution of the time constant spectrum with
an exponential decay. Here three different physically jus-
tifiable transient expressions are examined. For common
physical systems, it is shown that the inflection point
on such a plot represents the characteristic time scale of
the transient. Whereas previous efforts have attempted
various deconvolution methods, these all suffer from the
impracticality of collecting a complete transient dataset
in log-time. Instead, in Section III we conduct a line-
shape analysis to find an empirical fit function with only
four fit parameters which can extrapolate a finite dataset
with sufficient accuracy. It is shown that lineshapes must
include a skewness parameter to distinguish various phys-
ically distinct time constant distributions. The skew nor-
mal spectrum model and the dispersive diffusion tran-
sient model are introduced as simple four-parameter fits
whereby one can estimate the peak position and asymp-
totic value of the time constant spectrum by identifying
four features in a restricted dataset surrounding the in-
flection point in the original data. Unlike other analysis
methods that require the entire duration of the response
to be measured before the data is analyzed,35–37 these
four-parameter fits can accurately identify the key fea-
tures from a truncated set of data, thereby saving orders
of magnitude in measurement time.
In Section IV, analysis methods developed here are
tested on published heavy-tail transient data from amor-
phous InGaZnO and amorphous silicon photoconductiv-
ity. These methods can also be applied to general heavy-
tail relaxation problems.
II. THEORY AND MODELING
A. Decomposing heavy-tail transients into a time
constant spectrum
Transient responses comprised of discrete time con-
stants can be written as the sum of simple exponentials.
For systems with a countable number of discrete time
constants τ1, τ2 · · · τn, the overall response f(t) over time
t has the form of Eq. (3), with amplitude A1, A2 · · ·An for
each time constant, and the asymptotic constant back-
ground f∞ at t→ +∞.
f(t) = f∞ +
n∑
i=1
Aie
−t/τi (3)
This equation can be generalized to a transient re-
sponse with a continuum of amplitudes g(τ) dτ defined
for each time constant interval dτ around τ . A generic
transient response signal f(t) can be expressed as a Fred-
holm integral equation of the first kind
f(t) = f∞ +
∫ +∞
0
g(τ)e−t/τ dτ
= f∞ +
∫ +∞
0
g(τ)h(t, τ) dτ
(4)
where g(τ) is the time constant spectrum of interest; the
simple exponential decay function h(t, τ) = e−t/τ is the
kernel of the integral; and f∞ is the asymptotic constant
background at t→ +∞.
This work will focus on systems with positive-definite
g(τ). Such a condition is satisfied if and only if the tran-
sient response amplitude f(t) decays monotonically with
3FIG. 1. Plots of typical heavy-tail relaxations as a function of linear time. Panels (a, c, e) show the relaxations on linear-linear
scale, and panels (b, d, f) show the same relaxations on log-linear scale. The stretched exponential decay (green) follows
Eq. (14), Gaussian normal spectrum decay (red) follows Eq. (13), and algebraic decay (blue) follows Eq. (19).
time, and if all higher derivatives also increase or decrease
monotonically with alternating sign of derivative order.35
(−1)nf (n)(t) > 0, n = 1, 2, 3 · · · (5)
In practice, this condition is satisfied for all transients
provided there are no underdamped oscillations in the
response.
Several previous reports have tried to deduce the
linear-scale time constant spectrum g(τ) directly from
Eq. (4). When the full transient f(t) is known, g(τ) can
be calculated through inverse Laplace transform. For
example, Lindsey and Patterson have derived the time
constant distribution g(τ) of stretched exponential re-
laxation in the form of an infinite series.38 But for an ex-
perimentally measured transient response f(t) which also
includes noise, deducing g(τ) is an ill-posed problem. For
such an inversion of the Fredholm integral equation of the
first kind, a small noise in the response f(t) can lead to a
large error in the deduced g(τ) distribution.23 Methods
like Tikhonov regularization can be used to suppress the
noise.23,39 However, those methods are computationally
complex, and result in artificial spikes in the deduced g(τ)
when the measurements end before reaching the asymp-
totic background f∞.40
The three different types of heavy-tail transients f(t)
considered in the following analysis are plotted versus lin-
ear time in Fig. 1. In the linear-linear plots of panels (a,
c, e), all heavy-tail decays obey the rules of a positive-
definite time constant spectrum per Eq. (5); and in the
log-linear plots of panels (b, d, f), all curves have upwards
curvature with decreasing slope amplitude, indicating a
monotonically increasing time constant. However, other
than indicating the existence of a spectrum of time con-
stants, such relaxation plots make it difficult to quantify
the time constant distribution g(τ) or to even identify
how much data is sufficient to extract g(τ). Instead of
log-linear plots, we shall demonstrate the advantage of
linear-log plots in identifying when sufficient data is col-
lected to characterize the transient, and in curve-fitting
finite datasets of such transients.
As we shall see, many of these numerical difficulties can
be circumvented by rewriting the transient response as a
function of ln t instead of linear t, converting the inverse
Fredholm integral into a far more tractable deconvolution
problem. Following the first step of Gardner,36 here we
define variables x = ln t as the log-scale time and u = ln τ
as the log-scale time constant. Substituting t = ex and
τ = eu into Eq. (4) gives the following expression for
the log-scale transient F (x), with log-scale time constant
spectrum defined as G(u) = τg(τ):
F (x) = f∞ +
∫ +∞
−∞
G(u)e−e
x−u
du. (6)
Note that x appears only as a difference with u. If we
define the impulse response H(x)
H(x) = exp[− exp(x)], (7)
the desired convolution form results:
F (x) = f∞ +
∫ +∞
−∞
G(u)H(x− u) du. (8)
4FIG. 2. Plots of (a) the simple exponential decay impulse
response H(x), and (b) its derivative −H ′(x) with respect
to log-time x = ln t. The peak position of the derivative
maximum xH,p is indicated with the downward arrow, and the
peak height with BH . The partial widths at half maximum
∆x−H and ∆x
+
H are indicated with the horizontal arrows.
The time constant spectrum G(u) can be deduced
through deconvolution of F (x) using the Gardner
transform36 or other methods, and requires the full tran-
sient F (x) to be known from t = 0 to ∞. The same time
constant spectrum G(u) can also be deduced from any
order derivative of the log-scale transient response. For
example, the first derivative of the log-scale transient is:
F ′(x) =
∫ +∞
−∞
G(u)H ′(x− u) du. (9)
Because the first derivative eliminates the need to fit the
asymptotic offset value f∞, the method below will use
the derivative F ′(x) to deduce G(u).
It is important to re-examine the familiar exponential
decay in log-time, to develop an intuition concerning the
deconvolution. The exponential impulse response H(x)
in log-time is plotted in Fig. 2(a) and its derivative H ′(x)
in Fig. 2(b). The curve of H(x) shows an inflection point,
corresponding to the peak in −H ′(x) at the mode posi-
tion (local maximum) xH,p = 0, with mode amplitude
BH = −H ′(xH,p) ≈ 0.368. Because −H ′(x) has unity in-
tegrated amplitude
∫ +∞
−∞ −H ′(x)dx = 1, it follows from
Eq. (9) that the integrated amplitude of the time con-
stant spectrum G(u) equals the total response amplitude.
f(0)− f∞ = −
∫ +∞
−∞
F ′(x) dx =
∫ +∞
−∞
G(u) du (10)
The impulse function −H ′(x) has a left-skewed unimodal
(single-peak) shape, with half-maximum partial width
∆x−H ≈ 1.46 on the left and ∆x+H ≈ 0.99 on the right.
Note that in log-time, every exponential has exactly
the same linewidth. For a different value of the decay
time constant, the curve merely translates in log-time.
Also, the linewidth of this curve represents the absolute
minimum linewidth that any transient response can have
in log-time. Any decay that is not a pure exponential
will be a convolution of this curve with a time constant
spectrum of finite width, and hence will be broadened
with respect to this pure exponential.
B. Physical examples of heavy-tail time constant
spectra
In this section we will discuss three physical examples
of relaxation responses in terms of their time constant
spectra G(u). To establish an intuition for using G(u)
as the fingerprint for different physical mechanisms, the
three models chosen here have distinct symmetries. The
Gaussian normal distribution defines a symmetric G(u)
spectrum; the stretched exponential model yields a left-
skewed G(u) spectrum; and the algebraic decay model
yields a right-skewed G(u) spectrum.
1. Gaussian normal time constant spectrum
The physical model that most naturally describes a
statistical distribution of independent time constants is
the distributed activation energy model.33,34 Consider a
thermally activated process with activation energy E,
where each relaxation time constant τ is described with
τ =
1
ν
eE/kBT (11)
whereby ν is the attempt-to-escape frequency, often as-
sumed to be phonon frequency, kB is Boltzmanns con-
stant, and T is the temperature.21,22 Thus the time con-
stant u in logarithmic time is linearly related to the ac-
tivation energy E through the following equation.
u = ln τ = E/kBT − ln ν (12)
For systems with trap states spanning a distribution of
activation energies E, the time constant spectrum G(u)
is therefore proportional to the density of trap states.
A Gaussian normal time constant spectrum might nat-
urally arise in a disordered system, where statistical dis-
order in the local configuration would lead to a homoge-
neously broadened Gaussian distribution of trap activa-
tion energies23,41 or equivalently, a Gaussian time con-
stant spectrum in ln τ . The Gaussian is symmetric in
5FIG. 3. Plots of model transients (green, red, blue) and their corresponding four-parameter fits from Section III (gray). The
stretched exponential decay (a-c, green) follows Eq. (15), Gaussian normal spectrum (d-f, red) follows Eqs. (13), and algebraic
decay (g-i, blue) follows Eq. (20). The top axis designates time t, and the bottom axis x = ln t. Panels (a, d, g) show the decay
responses ∆F (x) versus log-scale time. Panels (b, e, h) show the log-scale derivatives −F ′(x) of the transients. Panels (c, f,
i) show the log-scale time constant spectra G(u) of the transients. The gray dashed lines in the middle column (d-f) show the
skew normal (SN) estimation corresponding to the Gaussian normal spectrum; and the gray dotted lines in the left (a-c) and
right (g-i) columns show the dispersive diffusion (DD) estimation to the stretched exponential decay and the algebraic decay,
respectively. Note the SN and DD fits are made only from the four curve parameters listed in Table I from within the FWHM
subsection in the derivative plots, drawn with thicker lines, yet are accurate to within a few percent, as per Fig. 4.
TABLE I. Line shape features of the linear-log derivative plots in Fig. 3(b, e, h) are listed in the left column. The SN fit
parameters calculated from these features using Eqs. (27) are listed in the middle column. Similarly, the DD fit parameters
calculated using Eqs. (29) are listed in the right column.
Model
Derivative features SN fit parameters DD fit parameters
xp B ∆x
− ∆x+ u0 A s α u0 A β k
Stretched exponential 0 0.25 2.2 1.5 1.39 0.98 1.73 -4 0.03 1.00 0.67 0.02
Gaussian normal -0.27 0.25 2.0 1.7 0.66 1.00 1.29 -0.88 1.11 0.99 0.89 0.73
Algebraic decay 0 0.25 1.8 1.8 -0.48 0.96 1.37 1.6 4.60 0.99 1.00 0.99
log-time with zero skewness, and can be characterized
by three parameters: its integrated spectral weight A,
central value u0, and standard deviation σ.
GGN (u) =
A
σ
√
2pi
e−
(u−u0)2
2σ2 (13)
6The corresponding transient response FGN (x) requires
integrating from −∞ to +∞ per Eq. (8).
An example of the Gaussian distribution model is plot-
ted in the central column of Fig. 3 (red). The time
constant spectrum GGN (u) with unit area is plotted in
Fig. 3(f), assuming a standard deviation σ = 1.1. The
corresponding log-scale transient FGN (x), and log-scale
derivative −F ′GN (x) are plotted in panels (d) and (e),
respectively. Note that because the Gaussian distribu-
tion model explicitly assumes a symmetric GGN (u), the
log-scale derivative −F ′(x) is left-skewed, due to the con-
volution with the left-skewed impulse function −H ′(x).
2. Stretched exponential decay
The stretched exponential model assumes a specific
functional form for the transient instead of assuming a
time constant spectrum. The stretched exponential de-
cay introduced in Section I is:
fSE(t) = f∞ +Ae−(t/τ0)
β
. (14)
Again, the lineshape has three fit parameters plus an
offset, where A is again the total response amplitude, τ0 is
the characteristic time scale of the stretched exponential,
and β is the stretching exponent. The corresponding log-
time response is
FSE(x) = f∞ +A · e−eβ(x−u0)
= f∞ +A ·H[β(x− u0)],
(15)
where the 2nd equation above clearly shows how the
stretched exponent is scaled in log time by the stretching
parameter β.
This transient is predicted from the continuous-time
random walk model of relaxation whereby mobile walk-
ers that precipitate relaxation continue to migrate af-
ter catalyzing relaxation events at relaxation sites.42,43
Stretched exponential transients have been widely ob-
served in many disordered, amorphous, and glassy
systems.3,7,21,27,44–47
At short time scales t → 0, the initial transient be-
havior of the stretched exponential can be approximated
as
fSE(x) ∼= f∞ +A
[
1− (t/τ0)β
]
,
FSE(x) ∼= f∞ +A
[
1− eβ(x−u0)
]
.
(16)
As we will see in the next section, this short time tran-
sient is identical to that of the algebraic decay.
A stretched exponential decay can also be character-
ized with a rate equation that shows a power-law decay
in time. The decay rate f ′(t) is proportional to the excess
signal f(t)− f∞ by a time-dependent power law:
f ′(t) ∝ −t−(1−β)[f(t)− f∞]. (17)
The stretched exponential satisfies the monotonic de-
cay condition of Eq. (5), and thus can be decon-
volved to a positive-definite time constant spectrum
GSE(u). Johnston has calculated the analytical function
of GSE(u) for a few rational β values, and has shown
that GSE(u) always has a continuous left-skewed uni-
modal distribution.48 For other β values, GSE(u) can be
numerically calculated through an inverse Laplace trans-
form of Eq. (14).49 An example of a stretched exponen-
tial decay is plotted in the left column of Fig. 3 (green),
with the stretching exponent β = 2/3 and unit response
amplitude. Fig. 3(a) plots the transient response versus
log-scale time, and panels (b) and (c) plot its deriva-
tive −F ′SE(x) and the time constant spectrum GSE(u),
respectively. Both −F ′SE(x) and GSE(u) are clearly left-
skewed for the stretched exponential transient.
3. Algebraic decay
The algebraic decay is another kind of relaxation be-
havior experimentally reported, such as in the recombina-
tion of electron-hole pairs in amorphous silicon and amor-
phous chalcogenides.29–31 Similar to the stretched expo-
nential relaxation, this form is also predicted from a vari-
ant of the continuous-time random walk model, but here
the walkers are assumed to annihilate when they reach
relaxation sites.8,50 Therefore, the decay rate f ′(t) is pro-
portional to the square of excess density f(t) − f∞,8,29
giving
f ′(t) ∝ −t−(1−β)[f(t)− f∞]2. (18)
This leads to the algebraic decay function
fAD(t) = f∞ +
A
1 + (t/τ0)
β
(19)
with three lineshape parameters and an offset, where A
is the total response amplitude, τ0 is the characteristic
time scale, and β is the dispersive coefficient. The corre-
sponding log-time response is
FAD(x) = f∞ +
A
1 + eβ(x−u0)
. (20)
At short time scales t→ 0, the initial transient behav-
ior of the algebraic decay can be approximated as
fAD(x) ∼= f∞ +A
[
1− (t/τ0)β
]
,
FAD(x) ∼= f∞ +A
[
1− eβ(x−u0)
]
,
(21)
identical to Eq. (16). Thus an algebraic decay is indis-
tinguishable from a stretched exponential decay at short
time scales t < τ0. The algebraic decay will relax slower
than the stretched exponential decay when the measure-
ment duration is sufficiently long.
At long times t > τ0, the asymptotic behavior de-
scribes an inverse power-law heavy-tail
fAD(t) ∼= f∞ +A (t/τ0)−β , (22)
7hence the algebraic decay is sometimes also referred to
as an inverse power-law decay.
The algebraic decay also satisfies the monotonic decay
condition Eq. (5), and can be deconvolved into a positive-
definite time constant spectrum GAD(u). For the special
case with β = 1, the analytical expression for gAD(τ) and
GAD(u) are
gAD,β=1(τ) =
τ0
τ2
· e−τ0/τ
GAD,β=1(u) = e
−(u−u0) ·H[−(u− u0)]
(23)
For 0 < β < 1, the time constant spectrum GAD(u) can
be numerically deconvolved from Eq. (20). An algebraic
decay with the β = 1 and unit response amplitude is
plotted in Fig. 3(g) (blue) versus log-scale time x = ln t,
with its log-scale derivative −F ′AD(x) in panel (h) and
log-scale time constant spectrum GAD(u) in panel (i).
Note that an algebraic decay will always have a sym-
metric derivative in log-time −F ′AD(x) around its central
value u0 as demonstrated in panel (k). After deconvolv-
ing with the left-skewed impulse function, the resulting
time constant spectrum GAD(u) is always right-skewed
as seen in panel (l).
III. SKEWED FOUR-PARAMETER FITS TO
TIME CONSTANT SPECTRUM
In this section, we propose to fit the time constant
spectrum with four parameters describing: amplitude,
central value, linewidth, and, in particular, skewness.
This is more versatile than any of the three-parameter
models discussed above in Section II.B, whose skewness
is constrained to be zero, positive, or negative, respec-
tively. The skew normal (SN) spectrum lineshape and
the dispersive diffusion (DD) transient function are intro-
duced as examples of four-parameter models that include
skewness. Both methods can fit reasonably well to any of
the decay responses described above, with the DD model
showing particularly excellent fits to the SE and AD mod-
els, and the SN showing excellent fits to the Gaussian.
Most importantly, these skewed four-parameter models
allow extrapolation from a finite experimental dataset to
an accurate asymptotic value.
A. Direct extraction of the time constant spectrum
As was mentioned in the introduction, several pre-
vious reports have attempted to extract G(u) directly
from a general decay response F (x), relying on deconvo-
lution. For example, by approximating the impulse func-
tion −H ′(x) in Eq. (9) as a delta function, Jackson et al.
proposed to use the log-scale derivative −F ′(x) directly
as a rough estimation of the time constant spectrum
G(u).51 This delta-function approximation is only valid
when the linewidth ∆x of the derivative peak −F ′(x) is
significantly wider than the linewidth ∆xH of the im-
pulse function derivative −H ′(x), ∆x ∆xH , and such
an estimated time constant spectrum can at best achieve
a time resolution of the order ∆xH .
To achieve a more accurate deconvolution of Eq. (9) for
narrower time constant spectra, the full Gardner trans-
formation method can be used. The Gardner transfor-
mation extracts G(u) by Fourier transforming both sides
of Eq. (9), thereby converting the deconvolution to sim-
ple division in the Fourier domain.36 However, both the
Fourier transform and the inverse Fourier transform steps
require a complete dataset of the transient, integrating
from x = −∞ to +∞. In real experiments, the mea-
surement resolution may not be able to cover the initial
response at arbitrarily short time scales (x→ −∞), and
the measurement duration can rarely cover the entire tail
of the heavy-tail response at long times (x→ +∞). Such
a truncated dataset is known to cause artifacts of “rip-
ples” in the Gardner transformed results, limiting its ac-
curacy in analyzing experimental datasets. More recent
improvements on the Gardner deconvolution have been
proposed, but all suffer from the same limitations when
handling a truncated experimental dataset.52
Another way to extract the time constant spectrum
G(u) is through the moments of the log-scale derivative
−F ′(x), as proposed by Zorn.35 Using the properties of
the convolution integral, the first, second, and third cen-
tral moments of the time constant spectrum G(u) can be
calculated from those of the measured derivative −F ′(x).
Then the best fitting model can be determined by com-
paring the calculated moments with those of all candidate
models. However, similar to the Gardner transform, cal-
culating the moments of −F ′(x) also requires integrating
from x = −∞ to +∞, which induces a large error with a
truncated dataset, making Zorn’s method just as difficult
to implement in practice.
Finally, one can in principle deduce the time con-
stant spectrum G(u) from a numerical deconvolution of
the transient using Eq. (8), or from its derivative using
Eq. (9). However, again, the numerical deconvolution
task requires that a reasonable extrapolation curve be
determined for a finite experimental dataset, and prior to
the present work, no analysis provided a reasonable esti-
mate for such an asymptotic curve. For this reason, we
propose two empirical models that successfully approxi-
mate various different functional forms to fit a truncated
dataset from only four lineshape parameters and thereby
serves as an accurate approximation to the full deconvo-
lution problem.
B. Parametrization of transient lineshape
parameters
Four key lineshape features in −F ′(x) are quantified to
characterize an arbitrary heavy-tail transient, following
the steps below:
0. Plot the measured transient in log-time x = ln t,
8and plot the log-time derivative −F ′(x). Take data
past the inflection point in F (x) to the FWHM of
the derivative −F ′(x).
1. First identify the peak position xp in the derivative
−F ′(x), which is also the inflection point of the
original transient on the linear-log plot.
2. Find the amplitude of the derivative peak B =
−F ′(xp).
3. Identify the half maximum position x− < xp so
that −F ′(x−) = B/2, defining the left half maxi-
mum linewidth ∆x− = xp − x−.
4. Identify the half maximum position x+ > xp so
that −F ′(x+) = B/2, defining the right half maxi-
mum linewidth ∆x+ = x+ − xp.
These four lineshape features can be extracted from an
incomplete dataset as long as the transient surrounding
the FWHM of the derivative curve −F ′(x) is measured
(thick lines in Fig. 3). This achieves a significant advan-
tage over deconvolution as well as the Fourier transform
method of Gardner36 and the moment method of Zorn,35
which cannot handle truncated datasets, and requires re-
markably little information about the original curve to
achieve extremely accurate fits to the diverse functional
forms studied here. The extracted features of the three
theoretical models discussed in Section II are listed in
Table I.
5. From the four lineshape features xp, B, ∆x
−,
and ∆x+, deduce three intermediate parameters:
FWHM ∆x, asymmetry , and fractional linewidth
contribution c whereby 0 < c < 1.
∆x = ∆x− + ∆x+
 = (∆x+ −∆x−)/∆x
c =
√
∆x2 −∆x2H
∆x2
(24)
For a narrow peak with c < 0.7 (∆x < 3.4), the lineshape
is determined mostly by the impulse function −H ′(x), re-
gardless of G(u) skewness, and the transient can be ap-
proximated by any of the three-parameter models. Con-
versely, for a wide peak with c > 0.95 (∆x > 8), the
impulse function −H ′(x) can be approximated as a delta
function, giving G(u) ≈ −F ′(u), the limit discussed by
Jackson et. al.51 The skewed four-parameter models are
therefore only necessary for intermediate width when
0.7 < c < 0.95.
C. Generalization of the time constant spectrum:
Skew normal distribution
Below we describe how a single-peak continuous time
constant spectrum G(u) characteristic of disordered sys-
tems can be approximated empirically with a skew nor-
mal distribution. All three of the previously considered
lineshapes – Gaussian normal, stretched exponential, and
algebraic decay – are distinguished by their skewness, so
a generic lineshape with an additional skewness parame-
ter should serve as a reasonable approximation to any of
the above lineshapes, as we shall demonstrate.
The skew normal distribution function GSN (u) is de-
fined with the four parameters: amplitude A, central
time constant u0, linewidth s, and skewness α.
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GSN (u) =
A√
2pi
e−
(u−u0)2
2s2
[
1 + erf
(
α · u− u0√
2s
)]
(25)
The asymmetry parameter α can be any real number.
For convenience, a bounded asymmetry parameter −1 <
δ < 1 is introduced that
δ = α/
√
1 + α2, (26)
whereby α, δ < 0 represents a left-skewed time constant
spectrum and α, δ > 0 represents right-skewed.
The skew normal time constant spectrum can be di-
rectly constructed from the four derivative peak shape
parameters B, xp, ∆x, and :
6a. Calculate the four skew normal parameters A, u0, s
and δ (α) using the following set of empirical equa-
tions.
δ =
[
− (1− c)H
0.173 · c
]1/5
(27a)
s = 0.425 · c ·∆x · 1√
1− 2δ2/pi (27b)
u0 = xp + γ · c2 −
√
2
pi
s · erf
[
δ
√
pi
2
]
(27c)
A = B ·∆x/ (0.9 + 0.04 · c2) (27d)
In Eq. (27), Euler’s constant γ ≈ 0.5772 is the distance
of the mean position of impulse response −H ′(x) to the
left of its peak, and H ≈ −0.192 is the asymmetry of
−H ′(x).
The empirical equations for the four shape parameters
in the skew normal spectrum are determined in the fol-
lowing way. Since  is nearly independent of δ for small
|δ|, but increases dramatically as |δ| → 1, δ can be ap-
proximated by a high-integer root of  in Eq. (27a). The
derivative peak width contributed by the time constant
spectrum c·∆x is approximately proportional to the stan-
dard deviation of the skew normal
√
1− 2δ2/pi · s, giv-
ing Eq. (27b). The shift of the derivative peak position
xp from the skew-normal position parameter u0 is due
to both the asymmetry of the impulse function −H ′(x)
and the spectrum asymmetry. The peak shift induced by
the the asymmetric impulse function is approximated by
the second term in Eq. (27c). The asymmetry induced
peak shift, equals the mean position of the skew-normal
distribution
√
2
pi sδ for small δ but deviates for large δ,
empirically approximated by the third term in Eq. (27c).
9The integrated amplitude A is approximated by the prod-
uct of peak height B and ∆x, with the width dependent
denominator in Eq. (27d) as a correction for the heavy-
tailed impulsed function.
The skew normal time constant spectrum and the
corresponding heavy-tail transient can be reconstructed
from the four parameters.
7a. Calculate the skew normal time constant spectrum
GSN (u) by substituting the values of A, s, u0, and
α into Eq. (25).
8a. Calculate the log-scale transient F (x) and thus the
linear-scale transient f(t) by substituting GSN (u)
into Eq. (8).
D. Generalization of the decay transient:
Dispersive diffusion model
Alternatively, one can empirically approximate heavy-
tail transients directly with a four-parameter decay func-
tion. Here we use the dispersive diffusion transient func-
tion that unifies the stretched exponential decay and the
algebraic decay forms. This functional form can be ap-
plied for any heavy-tail decay with derivative peak asym-
metry H 6  6 0.
The dispersive diffusion decay function fDD(t) is de-
fined with four parameters: amplitude A, characteristic
time constant τ0 (or u0 = ln τ0), dispersiveness β, and
skewness k.32,54
fDD(t) =
A(1− k)
exp[(t/τ0)β ]− k
FDD(x) =
A(1− k)
H[β(x− u0)]−1 − k
(28)
Both the stretched exponential function and the alge-
braic decay function can be considered as limit cases of
the dispersive diffusion function, with the skewness pa-
rameter k in the dispersive diffusion function implicitly
determines the skewness of the time constant spectrum.
At the limit k → 0, Eq. (28) reduces to the stretched
exponential function with a left skewed spectrum; and at
the limit k → 1, Eq. (28) reduces to the algebraic decay
function with a right skewed spectrum. Heavy-tail tran-
sients with intermediate spectrum skewness can be fitted
with 0 < k < 1.
Similar to the skew normal approximation method, the
parameters of the dispersive diffusion relaxation can also
be directly estimated from the four derivative peak shape
parameters B, xp, ∆x, and :
6b. Calculate the four dispersive diffusion parameters
A, u0, β and k using the following set of empirical
equations.
k =
5∑
i=0
κi(10 )
i (29a)
β =
(
5∑
i=0
δik
i
)
/∆x (29b)
u0 =
3∑
i=0
mi[ln(1− k)]i (29c)
A = B ·∆x/
(
5∑
i=0
bik
i
)
(29d)
Eqs. (29) use polynomial functions to empirically fit the
inverse functions of the dispersive diffusion parameters
with respect to the transient derivative lineshape param-
eters. The values of the polynomial parameters are listed
in Table II below.
TABLE II. Polynomial fit parameters in the dispersive diffu-
sion estimation Eqs. (29).
i 0 1 2 3 4 5
κi 1 1 2 2.43 1.33 0.28
δi 2.45 0.67 1.29 -3.33 5.55 -3.09
mi 0 0.80 -0.12 -0.02 N/A N/A
bi 0.90 0.02 0.19 -0.71 1.11 -0.64
With the dispersive diffusion parameters, one can re-
construct the entire heavy-tail transient response and its
time constant spectrum.
7b. Calculate the dispersive diffusion decay transient
fDD(t) and FDD(x) by substituting the values of
A, u0, β, and k into Eq. (28).
8b. Calculate the linear-scale time constant distribu-
tion g(τ) by numerical inverse Laplace transform
of fDD(t), or the log-scale time constant spectrum
G(u) by numerical deconvolution of FDD(x).
E. Evaluation of fit accuracy
Both the skew normal (SN) and the dispersive diffu-
sion (DD) methods have been tested on the three theo-
retical heavy-tail transients discussed in Section II. The
four lineshape features according to Section III.B, the re-
sulting skew normal fit parameters according to Section
III.C, and dispersive diffusion fit parameters according
to Section III.D for the three models are listed in Table
I. Fig. 3 shows how well the skew normal time constant
approximation (gray dashed lines) and the dispersive dif-
fusion transient approximation (gray dotted lines) can
match the various mathematical models (solid green, red,
and blue lines). Both methods are able to reproduce the
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FIG. 4. Spectrum difference D (a, c) and asymptotic ampli-
tude error |∆A|/A (b, d) between the skewed four-parameter
approximation and the modeled time constant spectra as a
function of spectral linewidth ∆x for various Gaussian nor-
mal spectrum transients (GN), stretched exponential tran-
sients (SE), and algebraic decay transients (AD). The left
column show the results using the skew normal (SN) method
of Section III.C and the right column for the dispersive diffu-
sion (DD) method of Section III.D. The vertical dashed line
at ∆xmin ≈ 3.4 indicates the minimum derivative linewidth
needed to apply four-parameter fit methods. Heavy-tail tran-
sients cannot possess a linewidth narrower than ∆x = ∆xH ,
indicated in gray.
lineshape within the FWHM region of the F ′(x) deriva-
tive almost perfectly, and the error is mostly in the tails
of the derivatives.
To estimate the time constant spectrum accuracy of
the approximation methods, the difference between the
fit spectrum Gfit(u) and the original spectrum G(u) is
quantified in terms of the fraction of the non-overlapping
area:
D = 1− Λ = 1−
∫ +∞
−∞ min [G(u), Gfit(u)] du∫ +∞
−∞
1
2 [G(u) +Gfit(u)] du
, (30)
where Λ is defined analogous to the overlapping coef-
ficient of probability distributions,55 but normalized by
the average of the original and the fit spectra. Fig. 4(a,c)
shows how D changes with the derivative linewidth ∆x,
reproducing the time constant spectra within less than
10 % error for the SN method and less than 5 % error for
the DD method. But if the underlying physical mecha-
nism is known, such that the SN fit is applied to Gaussian
transients and the DD fit to SE and AD transients, this
error is reduced below 3 %. In Fig. 4(b,d), the amplitude
error |∆A|/A, defined as ∆A = A − Afit is equivalent
to the accuracy of the asymptotic value. This amplitude
error is less than 6 % for all three physical models using
either approximation method. Again, if the functional
form is known, then the SN to Gaussian transients and
the DD fit to SE and AD transients are accurate to less
than 1 %. This level of accuracy allows one to extrapo-
late the entire heavy-tail transient to extremely long time
scales which might exceed practical measurement dura-
tion, while helping to identify the underlying physical
model.
IV. APPLICATION TO EXPERIMENTAL
HEAVY-TAIL TRANSIENTS
Finally, we apply the methods of Section III to exper-
imental data from the literature, and analyze their time
constant spectra with these skewed four-parameter mod-
els. The datasets of Samples #1 and #2 are extracted
from reports on amorphous silicon (a-Si:H) and Sample
#3 from amorphous InGaZnO (a-IGZO). Sample #1 is
a-Si:H from Stutzmann et. al.,56 whereby the transient
is proposed by the authors to result from an increase
of the number of dangling bonds under constant illumi-
nation for 5 hours. Sample #2 is a-Si:H from Kakalios
et. al.,27 where room temperature defect density relax-
ation induced by thermal stress was measured for over a
year. It was reported that defect creation/annihilation
kinetics in a-Si:H is dominated by the diffusion of hydro-
gen passivation atoms,27,57 thus a stretched-exponential
behavior was expected.20,58 Sample #3 is an a-IGZO thin
film from Luo et. al.54 The room temperature photo-
conductivity relaxation after saturation illumination was
measured for around one year. Both stretched exponen-
tial and algebraic decay models are physically justifiable
candidates for the heavy-tail transients observed in pre-
vious a-IGZO studies,21,59–61 so the DD fit is expected
to perform better.
To make a clear comparison among all datasets, each
transient is normalized to a unit transient with zero
asymptote. Sample #1 has a discrete dataset shown in
Fig. 5(a) with its derivative plotted in panel (b). This
is an example of an insufficient dataset where the data
was not taken past the inflection point in log-time. The
three pairs of fits match the measured segment of data
equally well, and in panels 5(b) and (c) illustrate what
can and what cannot be discerned when the measure-
ment duration is not long enough. All fit curves overlap
the measured transient and its derivative, but they imply
very different time constant spectra in panel (c), and very
different asymptotic values in panel (a). Thus one must
always measure up to the inflection point on the linear-
log plot of the transient, or equivalently, to the peak on
the log-scale derivative, to have a reasonable estimate of
the characteristic time scale; and up to the right half-
maximum point to be able to estimate the full lineshape
and predict the asymptotic value. The original report
described the transient with a power-law increase with
illumination time t. As Redfield and Bube have pointed
out later,20 this power-law relationship at short times can
alternatively be explained as a segment of a stretched ex-
ponential response, and we argue here that it could also
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FIG. 5. (a, d, g) Normalized transient responses ∆F (x) from three samples in literature, plotted versus log-time. (b, e, h)
Derivative of the normalized log-time transient response. (c, f, i) Normalized time constant spectra G(u) estimated from the
transient responses. The orange squares are the discrete data points; and the orange lines are the continuous lines generated
by smoothing discrete data points. The skew normal approximations are shown as the gray dashed lines; and the dispersive
diffusion approximations are shown as the gray dotted lines. The heavy-tail transients in panels (a, d, g) are extracted from
references 56, 27, and 54, respectively.
TABLE III. Line shape characteristics of the linear-log derivative peaks for datasets from the literature. The SN fit parameters
are calculated from Eqs. (27); and the DD fit parameters from Eqs. (29).
Sample
Derivative features SN fit parameters DD fit parameters
xp B ∆x
− ∆x+ u0 A s α u0 A β k
#1 a-Si:H
11.42 0.078 3.83 2.85 14.46 0.56 4.12 -3.5 12.56 0.57 0.43 0.43
13.36 0.13 4.19 3.12 16.69 0.90 4.58 -3.6 14.60 1.02 0.39 0.43
15.33 0.22 4.39 3.27 18.82 1.77 4.82 -3.6 16.63 1.81 0.37 0.43
#2 a-Si:H 13.75 0.15 2.93 2.97 12.97 0.94 2.57 0.95 21.46 0.99 0.60 0.99
#3 a-IGZO 16.32 0.26 2.09 1.48 17.71 1.01 1.74 -4 16.69 1.02 0.75 0.28
just as easily be an algebraic response.
Sample #2 has a discrete dataset shown in Fig. 5(d),
with its interpolated derivative plotted in panel (e). The
derivative shows a clear peak as well as the half maxi-
mum point on both left and right sides. The lineshape
parameters of the experimental transient and the cor-
responding four-parameter fits are listed in Table III.
With just the information of the peak and the two half
maximum points, both the skew normal approximation
and the dispersive diffusion approximation are able to
12
accurately reconstruct the derivative and the transient
in the FWHM region with time scales spanning 3 or-
ders of magnitude. Whereas the skew normal function
slightly underestimates the short-time tail of the time
constant spectrum, causing 6 % error in the estimated
response amplitude, the dispersive diffusion fit, as ex-
pected, matches the experimental data with high accu-
racy. Note that even though the original report fitted
the transient with the stretched exponential function, the
symmetric derivative peak ∆x− ' ∆x+ suggests that
the algebraic decay model might make a better three-
parameter fit, as per the discussion at the end of Section
II.B.3.
Sample #3 has a continuous dataset shown in Fig. 5(g),
with its derivative plotted in panel (h). The derivative
shows a clear peak as well as the left half maximum point.
The right half maximum point is easily extrapolated from
the trend in experimental data. The asymmetric deriva-
tive peak ∆x− > ∆x+ suggests that the dispersive diffu-
sion fit might tend more towards a stretched exponential
k = 0 in Eq. (28), and away from an algebraic decay
k = 1. Sure enough, the values listed in Table III reveal
k = 0.28. The skew normal approximation and the dis-
persive diffusion approximation, as plotted by the gray
dashed and dotted lines respectively, provide good fits to
the transient and the derivative peak around the inflec-
tion point spanning time scales over 2 orders of magni-
tude, with error arising only at the tail of the derivative
peak. These skewed four-parameter models will allow
accurate prediction of the asymptotic value of the tran-
sient, which would otherwise take another ten years to
measure experimentally.
As shown in the above examples, the best way to
represent a heavy-tail transient is on a linear-log plot
that plots data as linear amplitude vs. log-time. Many
previous reports showed the transient data on linear
plots19,21,56,62, log-log plots19,56, or log-linear plots with
amplitude on log-scale and t on linear scale25,26,63. Those
representations of the data make it difficult to iden-
tify the important features of the transient lineshape,
which can inadvertently lead to insufficient data collec-
tion and/or misinterpretation of the transient behavior.
V. CONCLUSION
In conclusion, we analyzed heavy-tail transients de-
scribed by various characteristic lineshapes as well as
published experimental data in terms to evaluate their
time constant spectra. By plotting a transient response
on the linear-log plot, a single peak arises in the log-scale
derivative for most experimentally measured heavy-tail
responses. This derivative peak was shown to be a con-
volution of the log-scale time constant spectrum with an
impulse function −H ′(x) of an exponential in log-time.
During an experiment, it becomes possible to identify
whether the measurement duration is long enough to
extract the time constant spectrum by monitoring the
derivative of the transient data in log-time. With a trun-
cated dataset spanning the full-width at half maximum
of the log-scale derivative, sufficient lineshape informa-
tion is acquired to be able to reconstruct the entire time
constant spectrum with a skewed four parameter model,
as well as accurately estimate the asymptotic value of the
transient decay.
ACKNOWLEDGMENTS
This work was supported by the NSF MRSEC pro-
gram DMR-1121262 at the Materials Research Center
of Northwestern University and AFOSR Grant FA9550-
15-1-0247. JL is grateful for formative discussions with
Stephan Kim, and MG is grateful for discussions with
Michael F. Shlesinger, James Kakalios, Elizabeth Steen-
bergen, Patrick Kung, John Torkelson, and Mizhou
Wang.
∗ Corresponding author: mgrayson@eecs.northwestern.edu
1 R Kohlrausch, “Theorie des elektrischen Ru¨ckstandes in
der Leidener Flasche,” Annalen der Physik und Chemie
167, 179–214 (1854).
2 Graham Williams and David C. Watts, “Non-symmetrical
dielectric relaxation behaviour arising from a simple empir-
ical decay function,” Transactions of the Faraday Society
66, 80 (1970), arXiv:0001055v2 [arXiv:cond-mat].
3 J C Phillips, “Stretched exponential relaxation in molecu-
lar and electronic glasses,” Reports on Progress in Physics
59, 1133–1207 (1996).
4 David B. Hall, Ali Dhinojwala, and John M. Torkel-
son, “Translation-Rotation Paradox for Diffusion in Glass-
Forming Polymers: The Role of the Temperature Depen-
dence of the Relaxation Time Distribution,” Physical Re-
view Letters 79, 103–106 (1997).
5 Koji Fukao and Yoshihisa Miyamoto, “Glass transitions
and dynamics in thin polymer films: Dielectric relaxation
of thin films of polystyrene,” Physical Review E 61, 1743–
1754 (2000), arXiv:9907110 [cond-mat].
6 R. Bo¨hmer, K. L. Ngai, C. A. Angell, and D. J. Plazek,
“Nonexponential relaxations in strong and fragile glass for-
mers,” The Journal of Chemical Physics 99, 4201–4209
(1993).
7 Jeong-Min Lee, In-Tak Cho, Jong-Ho Lee, and Hyuck-
In Kwon, “Bias-stress-induced stretched-exponential time
dependence of threshold voltage shift in InGaZnO thin film
transistors,” Applied Physics Letters 93, 093504 (2008).
8 K. L. Ngai and Fu-sui Liu, “Dispersive diffusion trans-
port and noise, time-dependent diffusion coefficient, gen-
eralized Einstein-Nernst relation, and dispersive diffusion-
controlled unimolecular and bimolecular reactions,” Phys-
ical Review B 24, 1049–1064 (1981).
13
9 C. A. Angell, K. L. Ngai, G. B. McKenna, P. F. McMillan,
and S. W. Martin, “Relaxation in glassforming liquids and
amorphous solids,” Journal of Applied Physics 88, 3113–
3157 (2000).
10 Ronald K June, John P Cunningham, and David P Fyhrie,
“A Novel Method for Curvefitting the Stretched Exponen-
tial Function to Experimental Data.” Biomedical engineer-
ing research 2, 153–158 (2013).
11 Fred W. Klein and Tom Wright, “Exponential decline of af-
tershocks of the M7.9 1868 great Kau earthquake, Hawaii,
through the 20th century,” Journal of Geophysical Re-
search: Solid Earth 113, 1–11 (2008).
12 Marco Raberto, Enrico Scalas, and Francesco Mainardi,
“Waiting-times and returns in high-frequency finan-
cial data: An empirical study,” Physica A: Statisti-
cal Mechanics and its Applications 314, 749–755 (2002),
arXiv:0203596 [cond-mat].
13 David Redfield and Richard H Bube, Photoinduced Defects
in Semiconductors (Cambridge University Press, 1996).
14 Yueh-Chun Wu, Cheng-Hua Liu, Shao-Yu Chen, Fu-Yu
Shih, Po-Hsun Ho, Chun-Wei Chen, Chi-Te Liang, and
Wei-Hua Wang, “Extrinsic Origin of Persistent Photocon-
ductivity in Monolayer MoS2 Field Effect Transistors,” Sci-
entific Reports 5, 11472 (2015).
15 Dattatray J Late, Bin Liu, H S S Ramakrishna Matte,
Vinayak P Dravid, and C N R Rao, “Hysteresis in single-
layer MoS2 field effect transistors.” ACS Nano 6, 5635–41
(2012), arXiv:arXiv:1408.1149.
16 B V Olson, E A Shaner, J K Kim, J F Klem, S D Hawkins,
L M Murray, J P Prineas, M E Flatte´, and T F Boggess,
“Time- resolved optical measurements of minority carrier
recombination in a mid- wave infrared InAsSb alloy and
InAs/ InAsSb superlattice,” Applied Physics Letters 101,
92109 (2012).
17 C Eiche, D Maier, M Schneider, D Sinerius, J Weese, K W
Benz, and J Honerkamp, “Analysis of photoinduced cur-
rent transient spectroscopy (PICTS) data by a regulariza-
tion method,” Journal of Physics: Condensed Matter 4,
6131–6140 (1992).
18 X Mathew, “Photo-induced current transient spectroscopic
study of the traps in CdTe,” Solar Energy Materials and
Solar Cells 76, 225–242 (2003).
19 Dong Hee Lee, Ken-ichi Kawamura, Kenji Nomura, Toshio
Kamiya, and Hideo Hosono, “Large Photoresponse in
Amorphous InGaZnO and Origin of Reversible and Slow
Decay,” Electrochemical and Solid-State Letters 13, H324
(2010).
20 David Redfield and Richard H. Bube, “Reinterpretation
of degradation kinetics of amorphous silicon,” Applied
Physics Letters 54, 1037 (1989).
21 Jiajun Luo, Alexander U. Adler, Thomas O. Mason,
D. Bruce Buchholz, R. P. H. Chang, and M. Grayson,
“Transient photoresponse in amorphous In-Ga-Zn-O thin
films under stretched exponential analysis,” Journal of Ap-
plied Physics 113, 153709 (2013).
22 S. A. Studenikin, Nickolay Golego, and Michael Cocivera,
“Optical and electrical properties of undoped ZnO films
grown by spray pyrolysis of zinc nitrate solution,” Journal
of Applied Physics 83, 2104 (1998).
23 Takashi Nagase, Ko-hei Kishimoto, and Hiroyoshi Naito,
“High resolution measurement of localized-state distribu-
tions from transient photoconductivity in amorphous and
polymeric semiconductors,” Journal of Applied Physics 86,
5026 (1999).
24 Yongsik Kim, Sungchul Kim, Woojoon Kim, Minkyung
Bae, Hyun Kwang Jeong, Dongsik Kong, Sunwoong Choi,
Dong Myong Kim, and Dae Hwan Kim, “Amorphous
InGaZnO Thin-Film TransistorsPart II: Modeling and
Simulation of Negative Bias Illumination Stress-Induced
Instability,” IEEE Transactions on Electron Devices 59,
2699–2706 (2012).
25 E. H. Steenbergen, B. C. Connelly, G. D. Metcalfe,
H. Shen, M. Wraback, D. Lubyshev, Y. Qiu, J. M. Fas-
tenau, A. W K Liu, S. Elhamri, O. O. Cellek, and Y. H.
Zhang, “Significantly improved minority carrier lifetime
observed in a long-wavelength infrared III-V type-II super-
lattice comprised of InAs/InAsSb,” Applied Physics Let-
ters 99, 2013–2016 (2011).
26 Blair C. Connelly, Elizabeth H. Steenbergen, Howard E.
Smith, Said Elhamri, William C. Mitchel, Shin Mou,
Grace D. Metcalfe, Gail J. Brown, and Michael Wraback,
“Dependence of minority carrier lifetime of Be-doped
InAs/InAsSb type-II infrared superlattices on temperature
and doping density,” Physica Status Solidi (B) Basic Re-
search 253, 630–634 (2016).
27 J. Kakalios, R. A. Street, and W. B. Jackson, “Stretched-
exponential relaxation arising from dispersive diffusion of
hydrogen in amorphous silicon,” Physical Review Letters
59, 1037–1040 (1987).
28 H.-N. Lee, K. Paeng, S. F. Swallen, and M. D. Ediger,
“Direct Measurement of Molecular Mobility in Actively
Deformed Polymer Glasses,” Science 323, 231–234 (2009).
29 K Shimakawa, Y Yano, and Y Katsuma, “Origin of the
non-exponential photocurrent decay in amorphous semi-
conductors,” Philosophical Magazine Part B 54, 285–299
(1986).
30 E.A. Schiff, “Diffusion-controlled bimolecular recombina-
tion of electrons and holes in a-Si:H,” Journal of Non-
Crystalline Solids 190, 1–8 (1995).
31 Z. Vardeny, P. O’Connor, S. Ray, and J. Tauc, “Opti-
cal Studies of Excess Carrier Recombination in <math
display=”inline”> <mi>a</mi> </math> -Si: H: Evi-
dence for Dispersive Diffusion,” Physical Review Letters
44, 1267–1271 (1980).
32 J Singh and K Shimakawa, Advances in amorphous semi-
conductors (2003).
33 S. A. Studenikin, N Golego, and M Cocivera, “Improved
Laplace transform method to determine trap densities from
transients: application to ZnO and films,” Semiconductor
science and technology 13, 1383 (1998).
34 J.M. Marshall, R.A. Street, M.J. Thompson, and W.B.
Jackson, “The energy distribution of localised states, and
the mobilities of free carriers in a-Si:H, from time of flight
and other measurements,” Journal of Non-Crystalline
Solids 97-98, 563–566 (1987).
35 Reiner Zorn, “Logarithmic moments of relaxation time dis-
tributions,” Journal of Chemical Physics 116, 3204–3209
(2002).
36 Donald G. Gardner, Jeanne C. Gardner, George Laush,
and W. Wayne Meinke, “Method for the Analysis of Mul-
ticomponent Exponential Decay Curves,” The Journal of
Chemical Physics 31, 978 (1959).
37 D N Swingler, “A differential technique for the Fourier
transform processing of multicomponent exponential func-
tions.” IEEE transactions on bio-medical engineering 24,
408–410 (1977).
38 C. P. Lindsey and G. D. Patterson, “Detailed comparison
of the WilliamsWatts and ColeDavidson functions,” The
14
Journal of Chemical Physics 73, 3348–3357 (1980).
39 Jiajun Luo and Matthew Grayson, “Continuous Multi-
exponential Method for Analyzing Transient Photoconduc-
tivity in Amorphous Oxide Semiconductors,” MRS Pro-
ceedings 1731, mrsf14–1731–o08–04 (2015).
40 Jiajun Luo and Matthew Grayson, “Predictive and De-
scriptive Models for Transient Photoconductivity in Amor-
phous Oxide Semiconductors,” MRS Advances 1, 3441–
3446 (2016).
41 A. Tsormpatzoglou, N. a. Hastas, M. K. Hatalis, and C. a.
Dimitriadis, “Analytical unified drain current model of
amorphous IGZO thin film transistors considering a Gaus-
sian distribution of tail states,” in 2014 29th International
Conference on Microelectronics Proceedings - MIEL 2014 ,
Miel (IEEE, 2014) pp. 269–272.
42 Michael F Shlesinger, “Fractal Time in Condensed Mat-
ter,” Annual Review of Physical Chemistry 39, 269–290
(1988).
43 Michael F. Shlesinger and Elliott W. Montroll, “On the
Williams–Watts function of dielectric relaxation,” Pro-
ceedings of the National Academy of Sciences 81, 1280–
1283 (1984).
44 Richard S Crandall, “Defect relaxation in amorphous sil-
icon: Stretched exponentials, the Meyer-Neldel rule, and
the Staebler-Wronski effect,” Physical Review B 43, 4057–
4070 (1991).
45 Richard H. Bube, Lisa Echeverria, and David Redfield,
“Evidence for a stretched-exponential description of opti-
cal defect generation in hydrogenated amorphous silicon,”
Applied Physics Letters 57, 79 (1990).
46 Md Delwar Hossain Chowdhury, Piero Migliorato, and
Jin Jang, “Temperature dependence of negative bias un-
der illumination stress and recovery in amorphous indium
gallium zinc oxide thin film transistors,” Applied Physics
Letters 102, 143506 (2013).
47 Zhifu Liu, A. L. Meier, and B. W. Wessels, “Dynamic re-
sponse of polydomain ferroelectric barium titanate epitax-
ial thin films and its field dependence,” Journal of Applied
Physics 104, 1–6 (2008).
48 D. C. Johnston, “Stretched exponential relaxation arising
from a continuous sum of exponential decays,” Physical
Review B - Condensed Matter and Materials Physics 74,
1–7 (2006), arXiv:0609331 [cond-mat].
49 K. J. Hollenbeck, “INVLAP.M: A matlab function for nu-
merical inversion of Laplace transforms by the de Hoog
algorithm,” (1998).
50 Ralf Metzler and Joseph Klafter, “The random walk’s
guide to anomalous diffusion: a fractional dynamics ap-
proach,” Physics Reports 339, 1–77 (2000).
51 W. B. Jackson, M. Stutzmann, and C. C. Tsai, “Electron-
spin-resonance-transient spectroscopy,” Physical Review B
34, 54–62 (1986).
52 Abdussamad U Jibia and Momoh-jimoh E Salami, “An
Appraisal of Gardner Transform-Based Methods of Tran-
sient Multiexponential Signal Analysis,” International
Journal of Computer Theory and Engineering 4, 16–25
(2012).
53 A. Azzalini, “A Class of Distributions Which Includes the
Normal Ones,” Scandinavian Journal of Statistics 12, 171–
178 (1985).
54 Jiajun Luo, Stephan D. Kim, Woongkyu Lee, R.P.H.
Chang, and Matthew Grayson, “Dispersive diffusion lim-
ited transient photoresponse in amorphous IGZO,” to be
published (2017).
55 Henry F Inman and Edwin L Bradley, “The overlapping
coefficient as a measure of agreement between probability
distributions and point estimation of the overlap of two
normal densities,” Communications in Statistics - Theory
and Methods 18, 3851–3874 (1989).
56 M. Stutzmann, W. B. Jackson, and C. C. Tsai, “Light-
induced metastable defects,” Physical Review B: Con-
densed Matter and Materials Physics 32, 23–47 (1985).
57 Kazuo Morigaki, “Microscopic Mechanism for the Photo-
Creation of Dangling Bonds in a-Si:H,” Japanese Journal
of Applied Physics 27, 163–168 (1988).
58 Richard H. Bube and David Redfield, “Kinetic and steady-
state effects of illumination on defects in hydrogenated
amorphous silicon,” Journal of Applied Physics 66, 820
(1989).
59 Jae Kyeong Jeong, “Photo-bias instability of metal oxide
thin film transistors for advanced active matrix displays,”
Journal of Materials Research 28, 2071–2084 (2013).
60 Chang-Hoon Han, Sang-Sub Kim, Kwang-Ryul Kim, Do-
Hyun Baek, Sang-Soo Kim, and Byoung-Deog Choi, “Ef-
fects of electron trapping and interface state generation
on bias stress induced in indiumgalliumzinc oxide thin-
film transistors,” Japanese Journal of Applied Physics 53,
08NG04 (2014).
61 T.-Y. Hsieh, T.-C. Chang, T.-C. Chen, and M.-Y. Tsai,
“Review of Present Reliability Challenges in Amorphous
In-Ga-Zn-O Thin Film Transistors,” ECS Journal of Solid
State Science and Technology 3, Q3058–Q3070 (2014).
62 Te Chih Chen, Ting Chang Chang, Chih Tsung Tsai,
Tien Yu Hsieh, Shih Ching Chen, Chia Sheng Lin,
Ming Chin Hung, Chun Hao Tu, Jiun Jye Chang, and
Po Lun Chen, “Behaviors of InGaZnO thin film transis-
tor under illuminated positive gate-bias stress,” Applied
Physics Letters 97 (2010), 10.1063/1.3481676.
63 Khashayar Ghaffarzadeh, Arokia Nathan, John Robert-
son, Sangwook Kim, Sanghun Jeon, Changjung Kim, U-In
Chung, and Je-Hun Lee, “Persistent photoconductivity
in HfInZnO thin film transistors,” Applied Physics Letters
97, 143510 (2010).
