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The index (or spectral radius) of a simple graph is the largest eigen-
value of its adjacency matrix. For connected graphs of ﬁxed order
and size the graphs with maximal index are not yet identiﬁed (in
the general case). It is known (for a long time) that these graphs
are nested split graphs (or threshold graphs). In this paper we use
the eigenvector techniques for getting some new (lower and upper)
bounds on the index of nested split graphs. Besides we give some
computational results in order to compare these bounds.
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1. Introduction
Given a (simple) graph G, its spectrum is the spectrum of the adjacency matrix. The largest eigen-
value (or spectral radius) of G is called, for short, the index of G, and denoted by λ = λ(G). The index
of a graph is a very important graph invariant, and there are many papers in the literature studying it;
a nice survey of early results can be found in [6].
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The structure of graphs of ﬁxed order and size with maximal index is precised in the literature to
some extent. These graphs, according to Brualdi and Hoffman (see [2]) are viewed as graphs which
admit a stepwise form of the adjacency matrix. Hansen observed that these graphs are split graphs
with a nesting property imposed for the vertices in the largest co-clique (recall, a graph is a split graph
if its vertex set can be divided into a co-clique and a clique with some cross edges joining a vertex from
a co-clique to a vertex from a clique; a complete split graph is a split graph with all possible cross edges
– see [11] for more details). In the latter paper, it was also observed that these graphs are {2K2, P4, C4}-
free graphs, and thus the threshold graphs. We will address them here as nested split graphs, or NSGs
(for short). The search for graphs with ﬁxed order and size with maximal index was (according to
[8]) initiated by Schwarz in 1965. The general case which includes disconnected graphs is resolved by
Rowlinson (see [10]). Then the graph with maximal index consists of a clique and a vertex adjacent to
at least one vertex of the clique, possibly all, and a certain number of isolated vertices – so for a ﬁxed
order and a size there is only onemaximal graph. If we restrict ourselves to connected graphs then the
problem becomes more difﬁcult (see [3,5], and also [1] for more details).
This paper can be viewed as the continuation of investigations we started in [11]. So, we retain
the notation and terminology from it (for more details on graph spectra the reader is referred to [4]).
The paper is organized as follows. In Section 2, in order to make the paper more self-contained, we
include some basic details on the structure of NSGs, and examine the role of the order and size of an
NSG in bounding the order of themaximal clique. In Section 3 we investigate the relation between the
parameters of an NSG and the components of the λ-eigenvector (i.e. the eigenvector corresponding to
λ). In Section 4we deduce a few (lower and upper) bounds for the index of NSGs in order to justify our
previous investigations. Finally, in Section 5 we give some computational results in order to compare
our bounds. Some further results are expected in our forthcoming paper(s).
2. Preliminaries
As alreadymentioned NSGs are {2K2, P4, C4}-free graphs (i.e. they do not contain any of these three
graphs as induced subgraphs). In [11], on the basis of these three forbidden subgraphs, a tree-like
representation of NSGs is given (and some modiﬁcations which enable us to transform one NSG to
the other ones). Here we will only describe the structure of connected NSGs (so ignoring the isolated
vertices). Since they are split graphs their vertex set consists of a co-clique and a clique. In view of
nesting, both the co-clique and the clique are partitioned intoh cellsU1 ∪ U2 ∪ · · · ∪ Uh andV1 ∪ V2 ∪· · · ∪ Vh, respectively; all vertices in Ui are joined (by cross edges) to all vertices in V1 ∪ V2 ∪ · · · ∪ Vi,
for i = 1, 2, . . . , h. So if u′ ∈ Ui and u′′ ∈ Ui+1 then Γ (u′) ⊂ Γ (u′′), and this explains the nesting
property in question. (Here Γ (v) is the set of neighbours of v.) For the better understanding of NSGs,
see also Fig. 1.
Fig. 1. The structure of a connected nested split graph.
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Let mi = |Ui| and ni = |Vi| (i = 1, 2, . . . , h). Then any NSG, say G, is determined by the following
2h parameters, namely
(m1,m2, . . . ,mh; n1, n2, . . . , nh).
We now introduce some notation. First,
Ms =
s∑
i=1
mi, Nt =
t∑
j=1
nj (1 s, t  h).
So G is of order ν = Mh + Nh, and size  = ∑hk=1 mkNk + (Nh2
)
. Observe that Ns is the degree of a
vertex u ∈ Us; the degree of a vertex v ∈ Vt is equal to Nh − 1 +∑hi=t mi(= ν − 1 − Mt−1).
We next deﬁne the following quantities:
e˜s = msns,
the number of cross edges between Us and Vs;
eˆs = msNs,
the total number of cross edges with one end in Us (so the other is in V1,s = V1 ∪ V2 ∪ · · · ∪ Vs);
es =
s∑
i=1
miNi,
the total number of cross edgeswith one end inU1,s = U1 ∪ U2 ∪ · · · ∪ Us (so the other is in V1,s; note,
es = es−1 + eˆs);
e¯s = MsNs − es =
s∑
j=1
njMj−1,
the total number of non-edges between U1,s and V1,s (or corresponding edges in G¯). More generally,
we can deﬁne
Ms,t =
t∑
i=s
mi = Mt − Ms−1, Ns,t =
t∑
j=s
nj = Nt − Ns−1
and
es,t =
t∑
i=s
miNi,s.
We now discuss the ranges (imposed by ν and ) to some of the parameters of NSGs.
First, we claim that 1 hmin
{
ν
2
,
√

}
.
The lower bound for h is attained whenever G is a complete split graph.
Then
 =
(
Nh
2
)
+ Nh(ν − Nh),
for some Nh, and consequently (since h = 1) we get
N1 = 1
2
[
2ν − 1 −
√
(2ν − 1)2 − 8
]
.
So (2ν − 1)2 − 8 must be a perfect square, and the corresponding NSG need not exist for any ν and
.
To get an upper bound, note that h is the largest if all mi’s and ni’s are equal to one, but then(
h
2
)
+ 1 + 2 + · · · + h , and thus h2  . On the other hand h ν
2
, and our claim follows.
Secondly, for the ﬁxed ν ,  and h 2, we are interested in bounding Nh (and thus Mh as well). For
this aimweﬁxNh, and look for anNSGGwithmaximal number of cross edges. ThenG has the following
parameters:
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m1 = · · · = mh−1 = 1, mh = Mh − (h − 1), n1 = Nh − (h − 1), n2 = · · · = nh = 1.
Therefore(
Nh
2
)
+ MhNh −
(
h
2
)
 
and this yields the following lower bound for Nh
Nh 
1
2
[
2ν − 1 −
√
(2ν − 1)2 − 8
(
 +
(
h
2
))]
. (1)
Note ﬁrst that  +
(
h
2
)

(
ν
2
)
< 1
2
(
ν − 1
2
)2
(so the argument of the square root is positive). Also note
that the upper bound arising from the above quadratic inequality does not impose any restriction (it
is trivially satisﬁed).
Now we change the strategy and look for an NSG G with minimal number of cross edges. Then G
has the following parameters:
m1 = Mh − (h − 1), m2 = · · · = mh = 1, n1 = · · · = nh−1 = 1, nh = Nh − (h − 1).
Therefore(
Nh
2
)
+ ν − 1 +
(
h − 1
2
)
 
and this yields the following upper bound for Nh:
Nh 
1
2
[
1 +
√
1 + 8
(
 − ν + 1 −
(
h − 1
2
))]
. (2)
Note also that  > ν − 1 +
(
h − 1
2
)
(so the argument of the square root is positive).
Remark. Both bounds (1) and (2) can be useful in generating NSGs of given order and size (as is done
in Section 5). On the other hand one lower bound for the index of an NSG can be based on the order of
a maximal clique of G, and then we easily get
λ
1
2
[
2ν − 1 −
√
(2ν − 1)2 − 8
(
 +
(
h
2
))]
;
see Section 4 for the other bounds.
3. λ-Eigenvectors of NSGs
Let G be a connected NSG graph of order ν and size , and let λ = λ(G) be its index; we also put
μ = λ2 + λ. It is well known that the λ-eigenvector of G can be taken to be positive. In this section
(and the next one if not told otherwise) wewill assume that x = (x1, x2, . . . , xν)T is a λ-eigenvector of
G normalized so that
∑ν
i=1 xi = 1.Weﬁrst observe that all verticeswithin the setsUs or Vt (1 s, t  h)
have the same weights (since they belong to the same orbit of G). Let xu = as if u ∈ Us, while xv = bt
if v ∈ Vt .
From the eigenvalue equations for λ (applied to any vertex from Us, or Vt) we get
λas =
s∑
j=1
njbj (s = 1, . . . , h), (3)
λbt =
h∑
i=t
miai +
h∑
j=1
njbj − bt (t = 1, . . . , h). (4)
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By normalization we have
h∑
i=1
miai +
h∑
j=1
njbj = 1. (5)
From (3)–(5) we easily get
as = 1
λ
s∑
j=1
njbj (s = 1, . . . , h), (6)
bt = 1
λ + 1
⎛
⎝1 − t−1∑
i=1
miai
⎞
⎠ (t = 1, . . . , h). (7)
Deﬁne a0 = b0 = 0. From (6), and (7) (together with (5)) we next get
λ(as+1 − as) = ns+1bs+1 (s = 0, . . . , h − 1) (8)
(λ + 1)(b1 − b0) = 1 (t = 0), (9)
(λ + 1)(bt+1 − bt) = −mtat (t = 1, . . . , h − 1). (10)
Since all components of x are positive we easily get that
as+1 > as (s = 1, . . . , h − 1), (11)
bt+1 < bt (t = 1, . . . , h − 1). (12)
In addition, by putting s = h in (6) and t = h in (7), we get
(λ + 1)bh = (λ + mh)ah. (13)
Sincemh  1, we also have
bh  ah, (14)
with equality if and only ifmh = 1.
We ﬁrst note that
a1 = N1
μ
, b1 = 1
λ + 1 , (15)
(see (8) and (9)). Next, we get
a2 = 1
μ
(
N2 − n2e1
μ
)
, b2 = 1
λ + 1
(
1 − e1
μ
)
(16)
a3 = 1
μ
(
N3 − n2e1 + n3e2
μ
+ n3e˜1e˜2
μ2
)
, b3 = 1
λ + 1
(
1 − e2
μ
+ e˜1eˆ2
μ2
)
(17)
(see also (10)). Clearly, ifweproceed further on in thisway then the corresponding expressions become
too messy. Therefore, we will next focus on bounding these quantities.
In the next sequence of lemmas we give some bounds (lower and upper ones) on ai’s and bj ’s.
Lemma 3.1. For any s = 1, . . . , h we have
bs
Ns
λ
 as  b1
Ns
λ
; (18)
in addition, if i = 0, . . . , s − 1 then
bs
Ns − Ni
λ
 as − ai  bi+1Ns − Ni
λ
. (19)
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Proof. From (6) we have that as − ai = 1λ
∑s
j=i+1 njbj . Therefrom, since bj ’s are strictly decreasing
(see (12)), the proof immediately follows (note a0 = 0). 
Lemma 3.2. For any t = 1, . . . , h we have
λah + Mt,hat
λ + 1  bt 
λ + Mt,h
λ + 1 ah; (20)
in addition, we also have
1
λ + 1 (1 − atMt−1) bt 
1
λ + 1 (1 − a1Mt−1). (21)
Proof. Firstwe note that bt = 1λ+1
(∑h
i=t miai + λah
)
(which follows from (4), sinceλah = ∑hj=1 njbj
by (3)). Hence the proof of (20) immediately follows (since ai’s are strictly increasing by (11)). On the
other hand, since bt = 1λ+1
(
1 −∑t−1i=1 miai) (see (7)), the proof of (21) follows as well. 
Lemma 3.3. For any t = 1, . . . , h we have
bt  b1
(
1 − et−1
μ
)
. (22)
Proof. By induction on t. For t = 1, b1 = 1λ+1 and thus (22) holds (see (15)). Assume next that bt 
1
λ+1
(
1 − et−1
μ
)
for some t  1. From (10) and (18) we get
bt+1 = bt − mt
λ + 1at 
1
λ + 1
(
1 − et−1
μ
)
− mt
λ + 1
Nt
μ
= 1
λ + 1
(
1 − et
μ
)
,
and the proof follows. 
Lemma 3.4. For any s = 1, . . . , h we have
as 
1
μ
(Ns − a1e¯s). (23)
Proof. From (6) and (21) we have
as = 1
λ
s∑
j=1
njbj 
1
λ
s∑
j=1
nj
1
λ + 1 (1 − a1Mj−1)
= 1
μ
⎛
⎝Ns − a1 s∑
j=1
njMj−1
⎞
⎠ = 1
μ
(Ns − a1e¯s)
and this completes the proof. 
Remark. Clearly, (23) is an improvement of the right hand side of (18). Yet another improvement is
given below (see (28)).
Lemma 3.5. For any s = 1, . . . , h we have
as 
Ns
μ
⎛
⎝1 − 1
μ
s∑
i=1
ni
Ns
ei−1
⎞
⎠ . (24)
Proof. For s 2, the bounds are just the equalities (see (15) and (16)). Otherwise, from (6) and (22) we
get
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as = 1
λ
s∑
j=1
njbj 
1
λ
s∑
j=1
nj
λ + 1
(
1 − ej−1
μ
)
= Ns
μ
⎛
⎝1 − 1
μ
s∑
j=1
nj
Ns
ej−1
⎞
⎠
and the proof follows. 
Remark. From (24) we can easily deduce that as  1μ
[
Ns − (Ns−N1)es−1μ
]
, or in addition that
as 
Ns
μ
(
1 − es−1
μ
)
. (25)
Lemma 3.6. For any t = 1, . . . , h we have
bt 
1
λ + 1
(
1 − et−1
μ
(
1 − et−2
μ
))
. (26)
Proof. For t  2 the bounds are reduced to the exact values (see (15) and (16)). From (7) and (24) we
have
bt = 1
λ + 1
⎛
⎝1 − t−1∑
i=1
miai
⎞
⎠ 1
λ + 1
⎡
⎣1 − t−1∑
i=1
mi
Ni
μ
(
1 − ei−1
μ
)⎤⎦

1
λ + 1
(
1 − et−1
μ
+ et−2et−1
μ2
)
and the proof follows. 
Remark. From the proof of (26) we in fact have a somewhat better result which reads
bt  b1
[
1 − et−1
μ
+ et−2(et−1 − e1)
μ2
]
. (27)
We shall now reﬁne the upper bound for as (see (18)).
Lemma 3.7. For any s = 1, . . . , h we have
as 
Ns
μ
⎡
⎣1 − 1
μ
s∑
i=1
ni
Ns
ei−1
(
1 − ei−2
μ
)⎤⎦ . (28)
Proof. The proof is similar to the proof in Lemma 3.1. We only make use of better estimates for bj ’s
(due to Lemma 3.4). So we will proceed by induction on s. For s 2, the bounds are reduced to the
exact values (see (15) and (16)). Assume next that the bound holds for some s 1. From (8) and (26)
we get
as+1 = as + ns+1
λ
bs+1

1
μ
⎛
⎝Ns − 1
μ
s∑
i=1
niei−1 + 1
μ2
s∑
i=1
niei−1ei−2
⎞
⎠+ ns+1
μ
(
1 − es
μ
+ eses−1
μ2
)
= 1
μ
⎛
⎝Ns+1 − 1
μ
s+1∑
i=1
niei−1 + 1
μ2
s+1∑
i=1
niei−1ei−2
⎞
⎠
and the proof follows. 
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The results from the above lemmas can be summarized as follows:
Theorem 3.8. For any s, t(1 s, t  h) we have
Ns
μ
⎛
⎝1 − 1
μ
s∑
i=1
ni
Ns
ei−1
⎞
⎠ as  Ns
μ
⎡
⎣1 − 1
μ
s∑
i=1
ni
Ns
ei−1
(
1 − ei−2
μ
)⎤⎦ , (29)
1
λ + 1
(
1 − et−1
μ
)
 bt 
1
λ + 1
[
1 − et−1
μ
(
1 − et−2
μ
)]
. (30)
Remark. It is worthmentioning that these bounds are very tight. In fact the estimated intervals where
as and bt lie are of lengths∑s
i=1 niei−2ei−1
μ3
and
et−2et−1
(λ + 1)μ2 ,
respectively. In particular, we have that the exact values are obtained for s, t  3 (see (15)–(17)).
4. Some bounds on the index of an NSG
In this section we will prove some bounds on the index of NSGs. We start with lower ones.
Proposition 4.1. If G is a connected NSG, then
λ max
1 k h
1
2
[
Nk − 1 +
√
(Nk − 1)2 + 4(Mh − Mk−1)Nk
]
. (31)
Proof. From (4) and (3), we get
bk = 1
λ + 1
⎛
⎝ h∑
i=k
miai + λah
⎞
⎠ ak Mh − Mk−1 + λ
λ + 1 ,
since ai’s are increasing (by (11)). On the other hand, from (3) we get
ak = 1
λ
k∑
j=1
njbj  bk
Nk
λ
,
since bj ’s are decreasing (by (12)). From the last two inequalities we get
μ(Mh − Mk−1 + λ)Nk ,
and the proof follows. 
In particular, for k = h, we get the following corollary.
Corollary 4.2. If G is a connected NSG, then
λ
1
2
[
Nh − 1 +
√
(Nh − 1)2 + 4eˆh
]
. (32)
We will now improve the bound from Corollary 4.2. For this purpose it is helpful to deﬁne
eˆ∗h =
h∑
i=1
wieˆi,
where wi = NiNh ; so eˆ∗h is a weighted mean of eˆ1, eˆ2, . . . , eˆh.
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Proposition 4.3. If G is a connected NSG, then
λ
1
2
[
Nh − 1 +
√
(Nh − 1)2 + 4eˆ∗h
]
. (33)
Proof. Let y = (y1, y2, . . . , yν)T be a vector (whose components are indexed by the vertices of G), and
let yu = Ni if u ∈ Ui for some i (1 i h), or otherwise, if v ∈ Vj yv = λ for all j (1 j h). If we now
use Rayleigh’s principle and substitute in Rayleigh quotient (see, for example, [7, p. 49]) the vector y
as deﬁned above, we easily arrive at required inequality. 
Wenow switch to upper bounds. The ﬁrst one is already established by Friedland (see [8], Theorem
9).
Proposition 4.4. If G is a connected NSG, then
λ
1
2
[
Nh − 1 +
√
(Nh − 1)2 + 4eh
]
. (34)
Proof. From (3) (with s = h) and (5) we get∑hs=1 msas + λah = 1. Using (18) and (13) we get
1
h∑
s=1
msNs
μ
+ λNh
μ
,
and therefrom μ λNh + eh, or equivalently λ2 − (Nh − 1)λ − eh  0, and the result follows. 
In what follows we will need the following bound of Stanley (see [12])
λ
1
2
(√
8 + 1 − 1
)
(or μ 2).
The following two bounds improve the bound from (34).
Proposition 4.5. If G is a connected NSG, then
λ
1
2
[
Nh − 1 +
√
(Nh − 1)2 + 4e′h
]
, (35)
where
e′h = eh − n1
(
e¯h
ν
+
∑h
i=1 mie¯i
2
)
.
Proof. As in the proof of the previous proposition we have
∑h
s=1 msas + λah = 1. Using (23) we get
1
h∑
s=1
ms
1
μ
(Ns − a1e¯s) + λ
μ
(Nh − a1e¯h)
and therefrom
μ
h∑
s=1
ms(Ns − a1e¯s) + λ(Nh − a1e¯h)
or equivalently
λ2 − (Nh − 1)λ −
⎡
⎣eh − a1
⎛
⎝λe¯h + h∑
s=1
mse¯s
⎞
⎠
⎤
⎦ 0.
Substituting a1 (see (15)) and taking that λ ν − 1 and μ 2 the result follows. 
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Similarly we can get:
Proposition 4.6. If G is a connected NSG, then
λ
1
2
[
N′h − 1 +
√
(N′h − 1)2 + 4e′h
]
, (36)
where
N′h = Nh −
n1e¯h
2
, e′h =
n1
∑h
i=1 mie¯i
2
.
Proof. As in the proof of the previous proposition we have
μ
h∑
s=1
ms(Ns − a1e¯s) + λ(Nh − a1e¯h)
or equivalently
λ2 − (Nh − 1)λ −
⎛
⎝eh − a1
⎛
⎝λe¯h + h∑
s=1
mse¯s
⎞
⎠
⎞
⎠ 0.
Substituting a1 (see (15)) and taking that μ 2 the result follows. 
5. Some computational results
In this section we give some selected computational results (generated with Mathematica), which
will help us to gain a better insight into the quality of the bounds obtained from the previous section.
All errors reported below are the relative ones.
The ﬁrst example corresponds to a small graph (say on 20 vertices).
Example 5.1. We have ν = 20, and assume that  = 100 and Nh = 12. There are 125 such NSGs, or
0, 1, 9, 30, 62, 22, 1, 0 one for each h = 1, 2, 3, 4, 5, 6, 7, 8, respectively. In particular, for h = 4, we will
take a sample graph (so one out of 30) with the following parameters:m = (4, 2, 1, 1), n = (2, 1, 5, 4).
The exact values of the index and the corresponding (lower and upper) bounds corresponding to
Propositions 4.1–4.6 are given in the following table:
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ1 Proposition 4.6 Proposition 4.5 Proposition 4.4
12.0000 12.0000 12.6005 12.6251 12.9293 13.0505 13.5156
−4.95% −4.95% −0.19% 0 2.41% 3.37% 7.05%
For other graphs the results are similar (errors are very close to the displayed ones).
Example 5.2. The NSGs given here will be derived from the NSG considered in the previous example.
We ﬁrst multiply each of its (basic) parameters by 10, 100 and 1000, respectively. Then we get:
(a) an NSG withm = (40, 20, 10, 10), n = (20, 10, 50, 40):
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
128.349 128.349 134.045 134.266 137.183 138.377 142.808
−4.41% −4.41% −0.16% 0 2.17% 3.06% 6.36%
(b) an NSG withm = (400, 200, 100, 100), n = (200, 100, 500, 400).
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
1291.89 1291.89 1348.54 1350.74 1379.78 1391.70 1435.80
−4.36% −4.36% −0.16% 0 2.15% 3.03% 6.30%
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(c) an NSG withm = (4000, 2000, 1000, 1000), n = (2000, 1000, 5000, 4000).
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
12927.3 12927.3 13493.5 13515.4 13805.7 13925.0 14365.7
−4.35% −4.35% −0.16% 0 2.15% 3.03% 6.29%
The following sample graphs are obtained bymultiplying only one of the parameters from the NSG
of Example 5.1 by 10000. Then we have:
(d) an NSG withm = (40000, 2, 1, 1), n = (2, 1, 5, 4).
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
283.357 12.0000 121.182 283.394 285.891 288.391 288.442
−0.01% −95.8% −57.2% 0 0.88% 1.76% 1.78%
(e) an NSG withm = (4, 20000, 1, 1), n = (2, 1, 5, 4).
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
245.963 12.0000 128.174 246.032 249.029 250.519 250.568
−0.03% −95.1% −47.9% 0 1.22% 1.82% 1.84%
(f) an NSG withm = (4, 2, 10000, 1), n = (2, 1, 5, 4).
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
286.379 12.0000 236.538 286.444 288.179 288.420 288.442
−0.02% −95.8% −17.4% 0 0.61% 0.69% 0.70%
(g) an NSG withm = (4, 2, 1, 10000), n = (2, 1, 5, 4).
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
351.954 351.954 351.966 351.966 351.978 351.978 351.986
−3 · 10−3% −3 · 10−3% −2 · 10−7% 0 3 · 10−3% 4 · 10−3% 6 · 10−3%
(h) an NSG withm = (4, 2, 1, 1), n = (20000, 1, 5, 4).
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
20010.0 20010.0 20017.0 20017.0 20017.0 20017.0 20017.0
−0.03% −0.03% −5 · 10−9% 0 5 · 10−10% 5 · 10−10% 2 · 10−5%
(i) an NSG withm = (4, 2, 1, 1), n = (2, 10000, 5, 4).
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
10011.0 10011.0 10014.0 10014.0 10014.0 10014.0 10014.0
−0.03% −0.03% −6 · 10−9% 0 2 · 10−5% 2 · 10−5% 3 · 10−5%
(j) an NSG withm = (4, 2, 1, 1), n = (2, 1, 50000, 4).
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
50007.0 50007.0 50008.0 50008.0 50008.0 50008.0 50008.0
−2 · 10−3% −2 · 10−3% −3 · 10−12% 0 2 · 10−7% 2 · 10−7% 7 · 10−7%
(k) an NSG withm = (4, 2, 1, 1), n = (2, 1, 5, 40000).
Proposition 4.1 Corollary 4.2 Proposition 4.3 λ Proposition 4.6 Proposition 4.5 Proposition 4.4
40008.0 40008.0 40008.0 40008.0 40008.0 40008.0 40008.0
−1 · 10−10% −1 · 10−10% −2 · 10−14% 0 5 · 10−7% 5 · 10−7% 1 · 10−6%
Note: The exact values for λ are calculated by using the divisor technique (see, for example, [4]).
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Remark. From the above examples (which are to some extent random) we can see that the lower and
upper bounds are very close to the exact values.With somemore exhaustive searchwe have generated
some very big graphs where this is not a case, but we shall not report this here. In addition, we have
also encountered instances where the bounds from Proposition 4.3 (or 4.6), are not the best among
lower (resp. upper) ones.
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