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Abstract
Synthetic Aperture Radar (SAR) data have proven to be a very useful source
of information for the calibration of flood inundation models. Previous studies
have focused on assigning uncertainties to SAR images in order to improve
flood forecast systems (e.g. Giustarini et al. (2015) and Stephens et al. (2012)).
This paper investigates whether the timing of a SAR acquisition of a flood has
an important impact on the calibration of a flood inundation model. As no
suitable time series of SAR data exists, we generate a sequence of consistent
SAR images through the use of a synthetic framework. This framework uses
two available ERS-2 SAR images of the study area, one taken during the flood
event of interest, the second taken during a dry reference period. The obtained
synthetic observations at different points in time during the flood event are
used to calibrate the flood inundation model. The results of this study indicate
that the uncertainty of the roughness parameters is lower when the model is
calibrated with an image taken before rather than during or after the flood
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peak. The results also show that the error on the modelled extent is much
lower when the model is calibrated with a pre-flood peak image than when
calibrated with a near-flood peak or a post-flood peak image. It is concluded
that the timing of the SAR image acquisition of the flood has a clear impact on
the model calibration and consequently on the precision of the predicted flood
extent.
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1. Introduction
Hydrodynamic models have become an essential tool for the prediction of
inundation events. These mathematical models, hereafter referred to as flood
inundation models, traditionally require the channel and floodplain Manning
coefficients to be calibrated with in situ measurements (e.g. water height, flow)5
from gauging stations at the downstream boundary of the model (Bates et al.,
1992). For example, assuming a constant Manning coefficient over the chan-
nel and floodplain, one can calibrate both parameters by minimizing e.g. the
root mean square error (RMSE) between the time series of the observed and
simulated water height (or flow). This approach only evaluates the simulation10
of bulk flow routing to that specific point, hence the model dynamics in the
floodplain is not evaluated (Bates et al., 2004). However, the variable of inter-
est for most end-users is the water level at different places in the floodplain,
or a product derived from this, e.g. the flood extent (Hunter et al., 2007). In
order to evaluate the inundation predicted by a model, the simulations should15
be validated with spatially-distributed water level data or flood extent data.
Among alternatives to evaluate the model’s performance distributedly, are the
use of post-flood field survey data (Aronica et al., 1998; Hunter et al., 2005;
Neal et al., 2009), aerial photos or airborne and spaceborne Synthetic Aperture
Radar (SAR) data (Bates and De Roo, 2000; Aronica et al., 2002; Horritt et al.,20
2007; Di Baldassarre et al., 2009a). Especially, radar, with its day, night and
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cloud penetrating capacity, is a promising technology for supporting flood inun-
dation modelling (Bates, 2004; Montanari et al., 2009; Schumann et al., 2009b;
Tarpanelli et al., 2012).
Many aspects of calibrating flood inundation models with SAR are described25
in the scientific literature. One aspect concerns the fact that the parameter
space is often restricted to the Manning coefficients as these parameters are
considered to be the most important parameters controlling the flow charac-
teristics (Romanowicz et al., 1996), even though it is recognized that several
parameters (related to roughness, channel cross section dimensions, initial con-30
ditions) influence the model results. Another aspect involves the use of different
performance measures in the calibration process. The performance measures
presented by Aronica et al. (2002) and Hunter et al. (2005) are the measures
most commonly used to evaluate flood inundation models with SAR-extracted
binary flood maps. Essentially, these measures are based on the confusion ma-35
trix. As a last aspect, it is recognized that the performance of the calibration
depends on the accuracy of the extracted flood map. The extraction of a flood
from a SAR image typically results from a delineation algorithm, which defines
pixels as being flooded based on their backscatter value. Yet, such exercise is
prone to uncertainty (Matgen et al., 2011; Schumann et al., 2014; Giustarini40
et al., 2015). Some good examples of delineation algorithms can be found in
the studies of Horritt (1999), Mason et al. (2007), Schumann et al. (2009a) and
Giustarini et al. (2013). Schumann et al. (2014) employed a slightly different
approach by avoiding the need for an a priori classification of the SAR image by
calibrating the roughness parameters on an ensemble of SAR-extracted binary45
maps.
In many studies, models were calibrated using spaceborne SAR
imagery (e.g. Tarpanelli et al. (2012)), however, the link between
the calibration results and the effect of the timing of the SAR im-
age acquisition with respect to the flood peak has not been explicitly50
addressed. For instance, Garc´ıa-Pintado et al. (2013) found that simulated
ensembles of water height showed the largest deviation during the rising limb
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of the storm event analysed, leading to an increased performance of the assim-
ilation of SAR-derived water level observations into hydrodynamic models. A
second study, presented by Horritt et al. (2007), indicated that there is a possi-55
ble effect of the timing of the image acquisition on the calibration. Horritt et al.
(2007) were unable to properly constrain the optimal values for the LISFLOOD-
FP model (Bates and De Roo, 2000) when using SAR images taken near peak
flow as calibration data. This problem of being unable to properly constrain
the parameter space is closely linked to the equifinality problem, i.e. different60
parameter sets yield similar model results with respect to the objective func-
tion used in the calibration (Beven and Binley, 1992; Aronica et al., 1998, 2002;
Horritt and Bates, 2002; Pappenberger et al., 2005; Werner et al., 2005). The
parameter sets that lead to the same optimal solution for the calibration prob-
lem are often defined as ‘behavioural’ parameter sets (Beven, 1996). Very often,65
a large number of behavioural parameter sets are identified when the floodplain
Manning coefficient is included in the calibration process. Aronica et al. (2002)
found that the 1D/2D-hybrid model LISFLOOD-FP (Bates and De Roo, 2000)
showed a lower sensitivity to the floodplain Manning coefficient than towards
the channel Manning coefficient while Horritt and Bates (2002) came to a sim-70
ilar conclusion for the LISFLOOD-FP model, they found a higher sensitivity
to floodplain roughness values for the finite element model TELEMAC-2D and
the 1D model HEC-RAS.
In this paper, we assess the impact of the timing of a flood observation
with respect to the peak flow on the calibration of a flood inundation model.75
We expect that roughness parameters will mainly determine the rate of flooding
and receding, and thus having observations before or after the flood peak should
allow one to discriminate better between roughness parameters than when an
observation is taken near the maximum flood extent. Therefore, we restrict
the calibration to only the roughness parameters (e.g. as in Romanowicz et al.80
(1996); Aronica et al. (1998); Horritt and Bates (2001); Hostache et al. (2009); Di
Baldassarre et al. (2009a); Schumann et al. (2014)). We focus on the River Dee,
which has been used several times to test different hypotheses and techniques
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related to flood inundation modelling (Di Baldassarre et al., 2009a; Stephens
et al., 2012; Schumann et al., 2014). One SAR image of the inundation event85
is available. To assess the impact of the timing of the image acquisition on the
calibration, we need multiple and consistent images for experimental control.
Section 2 describes the study site, the model, the calibration method and
the synthetic framework. Section 3.1 presents the calibration with the available
SAR data. Section 3.2 discusses the results of the synthetic experiment in90
which we test whether the timing of the SAR image acquisition has an influence
on the calibration. Section 3.4 elaborates on the uncertainty of the simulated
flood extent based on the calibration results. Finally, Section 4 presents the
conclusions for this work.
2. Methodology95
2.1. Study site and test data
The River Dee originates in the Snowdonia region in North Wales and flows
approximately 110 km to its mouth north of the city of Chester where it flows
into Liverpool Bay. The catchment area covers 1816.8 km2 and the mean ob-
served flow at the downstream end of the study site, is about 30 m3/s. The100
selected area for this case study is located at the confluence of the River Dee
and the River Alyn (Figure 1), an area with mainly agricultural activity which
has shown to be prone to severe floods. The total modelled area is about 40 km2
and covers an 11-km section of the River Dee, between Farndon and Eaton Hall,
and 9 km of the River Alyn. The River Alyn is on average 12 m wide, while the105
River Dee has a mean width of 30 m. The River Dee flows in a northerly direc-
tion, with the floodplain only about 150 m in width for the first few kilometers
of the study area. After this, the floodplain reaches a width of 2 km, narrowing
to 0.5 km for the final 3 km of the study domain. The lower part of the river
is subject to tidal effects, which can affect the river levels at Ironbridge, 15 km110
upstream of Chester Weir. The combination of these tidal effects and high
magnitude precipitation events has caused multiple floods over the considered
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Eaton hall - Iron bridge
Pont-Y-Capel Farndon - Holt bridge
Figure 1: Illustration of the height profile of the study area. Pont-y-Capel and Holt bridge
are the upper boundaries of the study area, while Ironbridge is the downstream boundary.
reach (Di Baldassarre et al., 2009a; Stephens et al., 2012). The study site was
chosen for its availability of a satellite image of an extensive 2-year flood event
that occurred in December 2006. Information about the height profile of the115
floodplain is available through LiDAR data (2 m resolution, vertical accuracy
of 0.15 m) and Interferometric Synthetic Aperture Radar (InSAR) data (5 m
resolution, vertical accuracy of 1 m). Gauged stage and/or flow data are
provided upstream for the River Alyn at Pont-y-Capel, upstream for the River
Dee at Holt bridge at Farndon and downstream for the River Dee at Ironbridge120
at Eaton Hall at a time step of 15 minutes. Furthermore, gauged flow data
are provided upstream at Pont-y-Capel and downstream at Ironbridge, while
the stage data at Holt bridge are converted to flows using a flow rating curve
assuming mass conservation at the confluence (Stephens et al.,2012). All data
are available at a time step of 15 minutes125
During the flood on December 12, 2006, the satellite sensor ERS-2 (VV-
polarisation in a descending track) observed the inundation, with a pixel spacing
of 12.5 m, when the flood was receding, at 11:07 am (Schumann et al., 2009b).
For further analysis, pixel spacing was changed to 20 m using a linear
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Figure 2: Illustration of the inflow hydrograph at Holt bridge (Farndon). The satellite ob-
served the flood on December 12, 2006, 11:00 am. Peak flow is observed on December 8
at 2:15 pm. Points in time of the synthetic observations are also indicated with
gray lines. After the storm has receded, the hydrograph is kept at a stable level in order to
analyse an isolated storm event.
interpolation method. The inflow hydrograph for the River Dee (at Holt130
bridge, Farndon) and the acquisition time of the ERS-2 image are illustrated
in Figure 2. As only one storm event is analysed in this study, the hydrograph
is kept at a stable level after recession of the river flow in order to exclude any
influences from new upcoming storm events.
2.2. Flood inundation modelling135
In this study, the LISFLOOD-FP model is used to simulate the flood dy-
namics and extent of the December 2006 event. This 1D/2D hybrid model
allows for the simulation of a flood event by coupling channel dynamics, defined
as a one-dimensional vector, to floodplain dynamics, defined over a raster grid
(Bates and De Roo, 2000). In this paper, we use a specific formulation of the140
LISFLOOD-FP model developed by Neal et al. (2012). This two-dimensional
floodplain model uses an explicit forward difference scheme to simulate a shallow
water wave (without convective acceleration) over the floodplain (Bates et al.,
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2010). The channelized flows are simulated by a subgrid scale representation,
defined by projecting the cross section properties of the river onto the 1D river145
network layer. In this study, the cross sections are defined as rectangular sec-
tions with the channel bed elevation and width parameterized based on ground
surveyed river cross sections. This simplification of the cross sections may be
justified for channels that are wide and shallow with cohesive banks. Further-
more, it makes the model simple while the shape of the channel cross section is150
less important for out of bank flows. This rectangular cross section assumption
therefore can be considered as a reasonable approximation.
The Manning (roughness) coefficient is, in principle, a spatio-temporally-
distributed parameter as it changes over space (e.g. bed channel versus vege-
tated floodplains) and time (e.g. seasonal changes of vegetation). It theoretically155
depends on the water level, i.e. friction tends to decrease for higher water levels.
However, such a spatio-temporal variability of the Manning coefficient cannot be
measured in real world applications (Di Baldassarre, 2012). Moreover, Manning
coefficients are generally determined under conditions of uniform flow, which
are rarely observed in nature. Thus, usually, in flood inundation modelling, the160
Manning coefficients are regarded as free parameters to be estimated via model
calibration (Anderson et al., 1996). However, the use of numerous Manning
coefficients within the model can lead to over-fitting, i.e. the model performs
well in calibration as more parameters improve the fit, but miserably fail in pre-
dicting other events than the calibration event. Thus, state-of-the-art methods165
for flood inundation modelling (Horritt and Bates, 2001; Pappenberger et al.,
2006; Horritt et al., 2007; Di Baldassarre et al., 2009a; Neal et al., 2013) only
distinguish between Manning coefficients in the main channel and floodplain
and assume they are temporally and spatially constant. In this study, we follow
the same assumption and thus only discern between a Manning coefficient for170
the floodplain (nfp) and for the channel (nch).
The advantage of the model is that it is able to operate with low- and high-
resolution digital elevation models, and, furthermore, it is straightforward to
be validated with spatially-distributed raster data (e.g. SAR data). For the
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specific mathematical description of the model we refer to Bates et al. (2010)175
and Neal et al. (2012).
The area of interest contains three boundary conditions. The
downstream boundary is defined at Ironbridge and stage data were
implemented as such. The river Alyn, upstream of its confluence with
the river Dee, seemed to have little influence on the flooding. Since180
also flow variation here was minimal, a stable flow level was used.
For the second upstream boundary at Holt bridge, only water level
data were available. In order to generate input flow data, mass con-
servation at the confluence of the river Dee and the river Alyn was
performed, using flow measurements from both other gauging sta-185
tions (Stephens et al., 2012). So lastly, for the Holt bridge boundary,
an inflow hydrograph was generated. The grid resolution of the model is
20 m, in order to have an acceptable run-time for the simulation (90 minutes
on an Intel R© CoreTM2 Quad Processor, 2.66 GHz), while not losing too much
detail for representing the inundation dynamics (Horritt and Bates, 2001). A190
LiDAR-derived Digital Elevation Model (DEM) (Stephens et al., 2012) was used
as a basis for the 20-m grid. Some small changes to the DEM have been made in
order to account for the following concern. In the LISFLOOD-FP model, flood-
plain flow is a function of the free surface slope. As micro-scale slopes are not
always captured in a 20 m DEM resolution causing that the natural routing net-195
work could unintentionally be ignored. This causes flood water to remain in
structural depressions for a prolonged time within the study area. Therefore, a
small drainage network has been burned onto the DEM. It is important to note
that results, especially concerning the recession of the flood, can be affected to
some extent, although it is expected that main trends should remain the same.200
Furthermore, the sub-grid channel elements were determined through interpolat-
ing and projecting measured channel geometries (provided by the Environment
Agency of England and Wales) onto the river network layer. Additionally, the
acquired channel geometries were tested and validated using OS Digimap data
(Crown Copyright/database right 2014. An Ordnance Survey/EDINA supplied service)205
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2.3. ROC-based calibration
The receiver operating characteristics (ROC) method (Schumann et al.,
2014) is used to calibrate the channel and floodplain Manning coefficients. The
ROC graph is a method to visualize, organize and select classifiers based on
their performance (Fawcett, 2006). The adopted performance index, the area210
under the ROC curve (AUC), is often employed to evaluate the performance of
different classifiers (Bradley, 1997). The proof-of-concept of this alternative ap-
proach to calibrate flood models with spatially-distributed data was presented
by Schumann et al. (2014), who employed the idea that a ROC curve reflects
the ability of a classification method to distinguish between two classes (in this215
case flooded and non-flooded areas). In the calibration of a flood model this is
performed as follows. For each model parameter set that is tested, the corre-
sponding binary flood map is established and compared with the original SAR
image in terms of the AUC. By doing so, all information present in the SAR
image is employed in order to select the model parameter set that yields the220
best representation of this information in a modelled binary flood map, i.e. the
parameter set that results in the highest AUC. Schumann et al. (2014) advo-
cate the use of this method over the normally-used methods in conjunction with
binary flood maps as this method does not rely on an a priori classification of
the images that is prone to uncertainty (Matgen et al., 2011).225
The approach of identifying the ROC and its AUC is briefly explained as
follows: for one threshold of the SAR backscatter value (expressed in deci-
bel, dB), the delineated observed flood map, i.e. flooded pixels are identified
when their backscatter values are lower than the chosen threshold, is used to-
gether with the modelled binary flood map to determine the confusion matrix.230
Based on this confusion matrix, the true positive rate (Tp), i.e. the propor-
tion of positive (flooded) instances correctly classified as positive (flooded), is
plotted versus the false positive rate (Fp), i.e. the proportion of the negative
instances (non-flooded) erroneously classified as positive (flooded). By moving
the threshold of the SAR backscatter value from the minimum to the maximum235
backscatter value within the SAR image, different confusion matrices and thus
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different points (Tp,Fp) in the ROC space can be determined that hence con-
stitute the ROC curve. For different parameters of the flood inundation model,
different binary flood maps are obtained for which different ROC curves can be
determined. This method of thresholding assumes that water surfaces240
always generate low backscatter values, inevitably introducing errors
in the pattern of the flood. Those errors can be due to shadow effects
on the SAR image being classified as flooded area, while vegetation on
the other hand can hamper the detection of flooded pixels, especially
near the boundaries of the flood. Many other delineation algorithms245
exist, however, thresholding is above all computationally efficient.
Based on a wide range of possible Manning coefficient values reported by
Chow et al. (1988), the intervals of 0.02-0.10 and 0.04-0.16 are chosen respec-
tively for the channel and floodplain Manning coefficient, respectively. In this
exercise, the parameter space is explored over a fixed grid in steps of 0.005 for250
the channel and 0.02 for the floodplain Manning coefficient. Step size for both
Manning coefficients is not equal, and based on preliminary research
results and expert knowledge. The ROC curve and the AUC, ranging from
0 to 1, is determined for 119 grid points (i.e. 17 for the channel Manning coeffi-
cient, 7 for the floodplain Manning coefficient). The highest AUC is compared255
with the AUCs of the other 118 points with the pairwise comparison test of
DeLong et al. (1988) (with Bonferoni-Holm correction on the p-values). The
parameter set with the highest AUC is considered as a behavioural set, as well
as all other sets that do not have an AUC value that is significantly different
from this highest AUC value. The number of behavioural sets N is used as260
a measure for the ability of the data to constrain the parameter space of the
model.
2.4. Synthetic framework
To assess the impact of the timing of a SAR image acquisition on the calibra-
tion of the model, a time series of SAR images during the flood event is needed.265
More in particular, for experimental control, we need multiple and consistent
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SAR images representing a single flood event. Currently, the Sentinel con-
stellation (Sentinel-1A and B) together with the COSMO-SkyMed
mission should be able to constitute a multi-temporal series of SAR
images capturing a flood event. However, as this was not yet the270
case at the time of our case study, a framework is set up that allows for
the generation of synthetic SAR images at different instants during the flood
event using the backscatter information of an existing SAR image. For this
case study, one ERS-2 radar image of the inundation event is available that was
acquired on December 12, 2006, 3 days after the peak flow registered at Holt275
bridge. The framework used to perform the calibration with synthetic observa-
tions is illustrated in Figure 3 and is based on an identical twin experiment. In
such experiment, for each chosen point in time, the ‘true state’ of a system is
generated by a model (i.e. LISFLOOD-FP), while the simulation of this true
state is generated by the same model. In this study, the true state is a binary280
representation of the flood, which does not represent the real system, but only
a hypothetical state in which the system could be (Matgen et al., 2010). This
true state is then converted into a synthetic SAR observation by a method of
choice applying a bootstrap method (Efron, 1979) using the ERS-2 SAR image
and a non-flooded reference SAR image that was taken over the same site on285
August 29, 2006. The generation of the true state is explained in Section 2.4.1
and used in Section 2.4.2 where the signal characteristics of both the flooded
SAR image and the dry reference image are combined to generate the ‘synthetic
scene’. This processed image serves as a synthetic observation to perform the
ROC-based calibration with, for that considered point in time. The objective290
is to find N behavioural sets θopt,i (i ∈ {1, .., N}) that can be compared with
the assumed true parameter set θopt,true, which is used to generate the syn-
thetic true state. This process can be repeated for several points in time. For
this case study, the results are compared for synthetic images on 8 points in
time between November 21 and March 14, 2006, as indicated in figure 2. In295
this way, more data are obtained than what were actually available could
possibly be obtained from any current SAR sensor, which justifies the use of
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Figure 3: Synthetic framework. θopt,true is the true parameter set, In represents the input, P
refers to the perturbation function defined in Eq.(1), yj is the j
th model output corresponding
to parameter set θj . θopt,i is the i
th behavioural parameter set found through calibration.
The behavioural sets found, are compared with the true set.
our synthetic framework.
2.4.1. Generation of the true state
The goal of this section is to generate the true state for a certain point in300
time, which is a binary map of the flood, by using a model simulation. In order
to take into account errors and uncertainties, we chose to perturb the input of
the flood inundation model. The errors in the model structure are not accounted
for, because the assumption is made that errors in model state and output are
mainly caused by errors in input (Pappenberger et al., 2006; Matgen et al.,305
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2010; Garc´ıa-Pintado et al., 2013). The true state of the system is generated
by propagating a perturbation of the input flow through the flood inundation
model, using an autoregressive model:
qj = αqj−1 +
√
1− α2wj (1)
where qj (m
3/s) is the input flow error at point in time j, α (-) the temporal
autocorrelation coefficient (Evensen, 2003) and wj (m
3/s) a white noise term310
obtained by drawing random samples from a normal distribution N (0, σ2). The
flow error is assumed to be a multiplicative error, i.e. larger flows have a higher
error rate (Di Baldassarre and Montanari, 2009). A value of 15% is assumed
for σ as an overall error affecting the river flow observations, based on the
errors on flow measurements reported by Di Baldassarre and Montanari (2009);315
Pappenberger et al. (2006) and Lang et al. (2010). The temporal autocorrelation
coefficient in Eq. (1) is represented by an exponential decay (Garc´ıa-Pintado
et al., 2013):
α = e−
∆tj
τ (2)
where ∆tj (s) is the length of the time interval between points in time j − 1
and j and τ (s) the decorrelation length. The specific point in time j is known,320
however, the decorrelation length should be determined or estimated. For the
choice of the decorrelation length, it is assumed that the temporal autocorre-
lation of the flow error is equal to that of the flow. A decorrelation length of
4 days was chosen by analysing the stability of the perturbed flow time series,
since large fluctuations in the input flow time series may introduce calculation325
instabilities in the model. In addition, other values for the decorrelation length
were analysed, however, lower values resulted in unstable inflow curves and thus
a very steep descending autocorrelation function of the perturbed inflow time
series. On the other hand, higher values for the decorrelation length resulted in
simply adding a bias to the inflow time series.330
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2.4.2. Generation of synthetic observations
The main goal of the synthetic framework is to produce a time series
of ERS-2 SAR-like images for each chosen point in time that will serve as
observational data for the calibration method. As stated before, with current
techniques, a high-frequency time series of consistent SAR images are not available,335
requiring that we produce synthetic SAR images if we wish to assess the impact
of timing of a SAR image acquisition on the calibration of the flood inundation
model. To do so, the LISFLOOD-FP-generated true state binary maps are
used as the base layer to create scene images. For this purpose, a bootstrap
method (Efron, 1979) is performed using the flooded ERS-2 SAR image (De-340
cember 2006) and a dry reference ERS-2 SAR image that was taken over
the same site on August 29, 2006. The latter, however, first requires some
image pre-processing to be consistent with the flooded image. First, a Sigma
Lee filter with a 9×9 window (similar to Schumann et al. (2009a)) is applied
for speckle filtering. Then, to eliminate seasonal differences and to take into ac-345
count different wetness conditions between both figures, the non-flooded pixels
of the reference image are rescaled by quantile mapping (or cdf-matching) to the
non-flooded pixels in the ERS-2 SAR image. To distinguish flooded from non-
flooded pixels in the reference image, the delineation provided in Schumann et al.
(2009b) is used. This delineation is based on mainly visual processing350
and is further supported by expert knowledge. The pre-processing steps
mentioned, ensure that the rescaled non-flooded image has similar character-
istics as of an image taken during the flooding period. For the true state binary
maps, the pixels that are being considered as flooded, are assigned backscatter
values by bootstrapping flooded pixels in the ERS-2 SAR image. Pixels that355
are being considered as non-flooded on the other hand, are bootstrapped from
the rescaled reference image. However, to ensure that the study area preserves
the spatial pattern in the SAR image, the bootstrapped values are assigned to
flooded (non-flooded) pixels in such a way that all flooded (non-flooded) pixels
keep the same ranking order as those in the reference image. This approach is360
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similar to Giustarini et al. (2015) and ensures that the resulting synthetic SAR
image is similar to the original speckle filtered ERS-2 image.
2.5. Assessment of the synthetic observations
The histogram of the backscatter values of a flood SAR image typically has
a bimodal shape, with the first peak corresponding to the open water pixels and365
the second peak corresponding to the non-flooded pixels (Matgen et al., 2011).
The same should thus be encountered for the synthetic images created in Sec-
tion 2.4. The histogram of these backscatter values should also follow this typical
bimodal distribution. In order to validate the approach used in Section 2.4 (see
Figure 4), the synthetic image of December 12, 2006, 11:07 am is compared370
with the actual ERS-2 SAR image, acquired at the same point in time. As can
be seen in the bottom panel of Figure 4, the empirical probability distribution
function (pdf) of the synthetic observation is clearly bimodal. Generally, the
synthetic image follows the same type of distribution as the original image, al-
though the valley between both peaks of the latter is less profound pdf375
of the original image is less pronounced. Two peaks can clearly be distinguished
(around -8 and -10 dB) with a minimum in between at -9 dB. Mainly the shape
of the pdf in the valley between both peaks should be reproduced well, as this
will determine whether both images may discern similarly between flooded and
non-flooded pixels. The non-parametric Kolmogorov-Smirnov test states that at380
the 5% significance level the null hypothesis that both histograms of backscatter
values originate from the same distribution, is accepted. Visual inspection of
the top panel in Figure 4 shows that the edges between flooded and non-flooded
areas are less fuzzy compared to the edges in the original ERS-2 image. This
deficiency is probably due to the fact that the bootstrap sample of the flooded385
pixels, which was digitized from the original SAR image, does not contain suffi-
cient pixels within the transition zone between the flooded and non-flooded area.
Although this is the area where uncertainty mainly appears due to
low vegetation hampering the clear detection of flooded pixels. Despite
this shortcoming, the synthetic image corresponds very well to the original SAR390
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Figure 4: Illustration of the ERS-2 and synthetic image (12/12/06 11:00 am) (upper panel)
and the pdf of the backscatter value for each image (lower panel).
image, and, as will be demonstrated, provides very similar results compared to
those obtained from the original SAR image. Therefore, this framework can be
used for generating SAR images at other points in time during the flood event.
3. Results and Discussion
3.1. Calibration with the ERS-2 SAR image395
The calibration of the LISFLOOD-FP model with the ERS-2 image is per-
formed through the use of the ROC-based calibration method. As stated before,
the calibration is performed over 119 different sets of channel and floodplain
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Figure 5: 2D calibration surface of the performance (AUC) for the channel (nch) and floodplain
(nfp) Manning coefficients. The AUC value ranges from 0 to 1. The best performance is
observed for a channel and floodplain Manning coefficient of respectively 0.10 and 0.04.
Manning coefficients, which are placed regularly on a grid in the nchnfp-plane.
Results of this calibration are plotted in Figure 5. Visual inspection indicates a400
large degree of insensitivity of the model output to the channel and floodplain
Manning coefficient and a rather limited degree of insensitivity of the
model output to the channel Manning coefficient. The performance is
more sensitive to lower values of the channel Manning coefficient; however, this
sensitivity decreases for higher channel Manning coefficient values. The plot405
also shows that the model output is rather insensitive to the floodplain Man-
ning coefficient, which can be explained by the low floodplain velocities causing
minor energy losses.
The best AUC, equal to 0.8977, is obtained for a channel and floodplain Man-
ning coefficient of respectively 0.10 and 0.04. It is important to note that these410
results are counter-intuitive, since one would expect a lower value for the channel
Manning coefficient than what is found through calibration. Following the in-
dicative values of Chow et al. (1988), the Manning coefficient for a natural chan-
nel is expected to vary between 0.02 and 0.05. However, Hunter et al. (2007)
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state that values can exceed this range, because the parameters need to compen-415
sate for more than only the physical representation of the roughness conditions
(for example, a simplified description of the hydraulic processes and geometry
within the model). This could be a valid explanation, however, the value of
0.10 for the channel Manning coefficient remains an unexpectedly high value.
Also, it is unexpected to find values for the channel Manning coefficient that420
are higher than the floodplain Manning coefficient.
Additionally, the performance of the best set (0.10, 0.04) is not significantly
different from 87 parameter sets of the 118 other combinations (statistical test
of DeLong et al. (1988) with Bonferoni-Holm correction). This thus leads to a
typical equifinality problem where 88 parameter sets can be considered as be-425
havioural, whereas the remaining 31 sets are then labelled as non-behavioural,
since they lead to a significantly lower performance. The behavioural sets are
covering the interval of 0.03 - 0.10 and 0.04 - 0.16 for the channel and flood-
plain Manning coefficient respectively. Yet, if other observational data were
jointly available with the SAR image, this problem of equifinality could partly430
be resolved (Hunter et al., 2006).
Parameter equifinality for the LISFLOOD-FP model, as revealed by Fig-
ure 5, has been previously reported in other case studies. Horritt et al. (2007)
reported for the river Severn model that the calibration with extent-based per-
formance measures based on images observing the flood at higher flows leads435
to a higher degree of parameter equifinality than when calibrated with images
observing the flood at lower flows. Since the ERS-2 image observed the River
Dee flood, just after peak flow, one could question whether the same issue is
encountered here. More importantly, one would expect that an image observing
the flood on the hydrograph rising (falling) limb would be more informative,440
since the image can give an indication about when the floodplain started to
inundate (the water in the floodplain recedes). Therefore, the LISFLOOD-FP
model outputs corresponding to the different Manning coefficient combinations
are investigated as a function of time.
The modelled flood extents (km2) are plotted for all parameter sets (be-445
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havioural and non-behavioural) as a function of time in Figure 6. It is impor-
tant to note that the spread of the simulations is not constant in time. The plot
shows the largest standard deviation in modelled extent between November 24
and December 6, a few days before flood peak occurs. During the time the
maximum flood extent has been reached, the standard deviation remains nearly450
constant. However, once the recession of the flood starts, the standard deviation
becomes larger again. Nevertheless, during recession, it does not reach the rising
limb’s level. Consequently, it can be hypothesized that calibration by means of
flood observations obtained from the rising limb would lead to the identification
of a more limited number of behavioural parameter sets. In the next section,455
this hypothesis will be investigated by calibrating the flood inundation model
with several synthetic images taken at different points in time.
3.2. Calibration with synthetic images
The results in Section 3.1 clearly indicate a different temporal behaviour in
the model predictions for the different behavioural parameter sets. In this sec-460
tion, we test whether this difference in model predictions depends on the timing
of the acquisition of the SAR image that is used for calibration. In order to do
this, a sequence of consistent SAR images is required. These images are gener-
ated by the synthetic framework presented in Section 2.4, using the backscatter
data of both the image that was taken 3 days after the peak flow registered465
at Holt bridge and the dry reference image. The true state is generated by
defining a parameter set (θopt,true) and propagating a perturbation of the flow
time series at Holt bridge through the LISFLOOD-FP model. Considering the
results of the calibration in Section 3.1, indicating that the values of the true
parameter set should be located in the interval [0.03-0.10] for the channel and470
[0.04-0.16] for the floodplain Manning coefficient, the true parameter set is de-
fined as (0.06,0.12). The generated true state is used to create observations
at 8 points in time, ranging from November 21 until March 14 (each time at
11:00 am), covering enough points in time to perform analysis before, during
and after peak flow. The calibration exercise is hence performed 8 times, where475
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each synthetic observation is used separately to identify the behavioural param-
eter sets based on the statistical test of DeLong et al. (1988). The results of the
synthetic calibration for 8 points in time (code A to H) are shown in Figure 7.
The summarized results are shown in Table 1.
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Figure 7: The 2D calibration surface of the performance (AUC) for the channel (nch) and
floodplain (nfp) Manning coefficients for 8 points in time (A, November 21 until H, March 14).
The true parameter set θtrue = (0.06, 0.12) is indicated by a black dot.
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Table 1: Summary statistics of the calibration. Every row summarizes the results for one of the 8 calibrations with the synthetic observation available
on November 21 until March 14 (A to H). The flow is given at Holt bridge. N is the number of behavioural parameter sets.
Flow [m3/s] AUC N Interval behavioural sets
Mean Std Min Max Total:119 nch channel
roughness [-]
nfp floodplain
roughness [-]
A 75 0.611 0.019 0.568 0.644 93 0.02 - 0.10 0.04-0.16
B 101 0.762 0.053 0.669 0.877 3 0.06 - 0.06 0.10-0.14
C 160 0.886 0.009 0.863 0.894 88 0.03 - 0.10 0.04-0.16
D 100 0.870 0.014 0.843 0.890 15 0.03 - 0.075 0.04-0.16
E 30 0.874 0.017 0.777 0.886 75 0.03 - 0.10 0.06-0.16
F 30 0.826 0.068 0.659 0.877 50 0.02 - 0.10 0.08-0.16
G 30 0.777 0.086 0.666 0.864 49 0.02 - 0.10 0.12-0.16
H 30 0.697 0.027 0.632 0.717 98 0.02 - 0.10 0.04-0.14
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First, the result of the calibrations shown in Figure 7 (C) is very similar to480
that in Figure 5, obtained when using the actual ERS-2 SAR image. Although
the AUC-values are higher in Figure 5, a similar pattern in both figures is
found, which for both cases results in an equal number of behavioural parameter
sets (88). This result demonstrates the validity of the synthetic framework for
assessing the impact of the timing of a SAR image acquisition of a flood on the485
calibration of the flood inundation model.
Visual inspection of the 8 calibration surfaces shown in Figure 7 indicates
that, generally speaking, the sensitivity of the model output is at its highest
when the model is calibrated using observations taken halfway through the
rising limb, on November 27 (B). Here, the calibration problem is narrowed490
down to a small region covering only few parameter sets reaching AUC values
that indicate clear optima in comparison to all other parameter sets. This small
elongated region indicates a strong sensitivity to the channel Manning coefficient
and insensitivity to the floodplain Manning coefficient. This insensitivity of the
model to the floodplain Manning coefficient is also observed in Section 3.1 and495
in case studies of several authors (e.g. Bates et al. (2004)). On February 9 (G),
during the recession of the flood water, the opposite is seen; the model now shows
insensitivity to the channel Manning coefficient while also a narrow region covers
optimal parameter sets, although it is less apparent. For all plots in between
(C)-(F), there exists an intermediate state. Areas of optimal parameters are500
much broader, and the insensitivities slowly shift from the channel Manning
coefficient to the floodplain Manning coefficient as the flood event is proceeding.
Table 1 confirms that the AUC values show a lower spread among the dif-
ferent parameter sets if pre-flood peak images are used in the calibration. In
contrast, an increased number of behavioural sets is observed during peak flow,505
thus making it more difficult to identify the true set. For later points in time,
the spread of behavioural sets becomes smaller again, more specifically in favour
of the floodplain Manning coefficient. These results suggest that the ability to
constrain the number of behavioural sets is lower when calibrated with an im-
age observing the flood near peak flow. When using pre-flood peak images, a510
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smaller range of acceptable channel Manning coefficient values is found (col-
umn 8). The floodplain Manning coefficient is, however, more constrained when
using post-flood images (column 9). It should be stated that the true set θopt,true
(0.06,0.12) is included in the intervals of the behavioural sets for all points in
time.515
The reason for the insensitivity to channel and floodplain Manning coeffi-
cients is firstly related to the ‘valley-filling’ effect, often encountered in flood-
plains with relatively steep side slopes. At floodplain edges, when extent-based
performance measures are used, a high increase in water height will only re-
sult in a small increase in the flooded area, i.e. the flood extent becomes more520
insensitive to flow changes. Since the event analysed here is of such a magni-
tude that it fills the floodplain completely for every proposed parameter set, the
modelled extents around peak flow are relatively insensitive to the parameter
values for the floodplain Manning coefficient. However, it should also be
noted that inflow hydrograph and flood extent graphs peak around525
the same point in time and follow a very similar shape, indicating that
the floodplain fill does not explicitly affect the sensitivities. Secondly,
when low velocities are present in the floodplain, insensitivity to the floodplain
Manning coefficient occurs (Di Baldassarre et al., 2009b). Since frictional drag
FD is proportional to the square of the water velocity v and a frictional drag530
coefficient η, related to the Manning coefficient nfp (FD ∼ ηv2), small water
velocities result in very low frictional drag, despite large values of η and thus
nfp. Lastly, the insensitivity is shifted to the channel Manning coefficient when
the flood is receding. In that case, the roughness of the floodplain is a main
actor in routing the water back to the river when boundary flow conditions have535
lost their significance towards river overflow.
3.3. Analysis of calibration results
One could wonder whether there are parameter sets that are behavioural
irrespective of the data used for calibration. Therefore, this section presents an
analysis of the results of the 8 calibrations simultaneously. The analysis should540
26
indicate which parameter values yield the best model performance, irrespective
of the timing of the SAR image acquisition. Therefore, we seek a set with the
highest median performance and a small deviation in this performance. Figure 8
summarizes the results of each calibration in 4 plots. In the top panel, the
median performance of the 8 calibration surfaces is plotted (left plot) with the545
difference in maximum and minimum performance of the 8 calibration surfaces
(right plot). Additionally, in the bottom panel, the rank of the performances
- going from 1 (worst) to 119 (best performing) is shown. Generally speaking,
the four plots indicate that the channel and floodplain Manning coefficients,
respectively ranging in [0.04-0.06] and [0.10-0.14], give the best performance for550
all the considered calibrations. For the channel Manning coefficient, these values
reflect what is expected from Chow et al. (1988) however, for the floodplain
Manning coefficient, values are consistently higher than expected which can be
attributed reasons discussed above. These obtained optimal parameter ranges
will thus always be identified as behavioural in the calibration procedure given555
any of the proposed data sets.
3.4. Impact of the timing of a SAR image acquisition on the uncertainty of the
model-simulated flood extent
Results in Section 3.3 show that the modelled extent during the filling phase
of the floodplain is very sensitive to the model parameter values (Figure 6).560
Therefore, one would expect that a larger range in the values of the behavioural
parameter sets would lead to larger uncertainties in the predictions of the ex-
tent. The results of the synthetic calibration with images obtained on Novem-
ber 27 (B), December 12 (C) and February 9 (G) are used to assess the impact
of the timing of the SAR image acquisition on the uncertainty of the modelled565
extent. For November 27, December 12 and February 9, respectively 3, 88 and
49 sets were identified as behavioural. Performing the calibration with the syn-
thetic observations of November 27, December 12 and February 9 is referred
to as respectively scenario I, scenario II and scenario III. The simulations of
the extent of the 3, 88 and 49 behavioural sets are respectively shown in the570
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Figure 8: Summary of 8 calibration surfaces plotted in Figure 7. In the top panel, the median
of the 8 performance values is calculated for every proposed set (left). Also the difference in
the maximum and minimum in AUC is shown in the right plot. The bottom panel illustrate
the same, but for the rank of the performance. The highest (lowest) rank is the best (worst)
performing parameter set. The true parameter set θtrue = (0.06, 0.12) is indicated by a black
or white dot.
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top, middle and bottom panel of Figure 9. This figure reveals that, when cali-
bration is performed with an image obtained before peak flow, the uncertainty
of modelled extents increases along the receding limb. Similarly, for an image
obtained after peak flow, uncertainty is large along the rising limb. This is
again caused by the model output experiencing a changing sensitivity from the575
channel Manning coefficient to the floodplain Manning coefficient.
Figure 10 shows the maximum error at point in time t with respect to the
flood extent for all three scenarios, calculated as follows:
t,max = max
({
|Et,ts − Et,sim,θopt,i | | i ∈ {1, .., N}
})
(3)
with Et,ts (km
2) the extent of the true state at point in time t, Et,sim,θopt,i (km
2)
the extent of simulation for the behavioural parameter set θopt,i at point in time580
t and N the total number of behavioural parameter sets. As discussed above,
the largest error for scenarios II and III is observed before the peak flow. For
the full simulation time, the error reaches a maximum of 1.51 km2 for scenario
I, while for scenario II and scenario III, the maximum value is very similar,
respectively 6.36 (km2) and 6.54 (km2). On December 12 (C), an error of 0.09585
km2, 1.20 km2 and 2.21 km2 is respectively observed for scenario I, scenario II
and scenario III. It is clear that the calibration results have a large impact on
the error of the modelled flood extent. If one would calibrate the model with an
image observing the flood before peak flow, the errors on the modelled extents
would be smaller than when an image observing the flood during or after peak590
flow would be used for the calibration.
4. Conclusions
This study aimed at investigating whether the timing of the acquisition of a
SAR image within a flood event has an important impact on the calibration of
a flood inundation model. For the considered river Dee flood (December 2006),595
one SAR image was available as well as a dry reference SAR image (August
2006), which allowed to generate images through a synthetic framework.
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Figure 9: Plot of the flood extent for the behavioural parameter sets determined with the
synthetic observations obtained on November 27 (scenario I ), December 6 (scenario II ) and
February 9 (scenario III ). For each scenario, the simulated extents are plotted corresponding
to respectively 3, 88 and 49 obtained behavioural parameter sets. The true extent (Truth) is
also shown.
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The channel and floodplain Manning coefficients of the LISFLOOD-FP in-
undation model were calibrated with a real ERS-2 SAR image observing the
flood near the peak flow of the flood event. The calibration resulted in a high600
degree of equifinality, leading to a large number of behavioural parameter sets,
for which it was concluded that the flood extent observed by the SAR image
is insufficiently informative to constrain the parameter space. In a second ex-
periment, the model was calibrated several times, each time with a different
synthetic SAR image of the flood at a different point in time. The results in-605
dicated that it is more beneficial to constrain the parameter space when the
model is calibrated with an image observing the flood during the rising limb
of the hydrograph. Calibration performed with an image taken during peak
flow or during the receding limb is unable to properly constrain the parameter
space. The preference for pre-peak observations should be sought in the fact610
that during the rising phase, the velocity of the water is mainly influenced by
the roughness of the channel and to a lesser extent also by the roughness of the
floodplain. At a certain water height, the water level in this particular flood-
plain may still increase whereas the spatial extent does not significantly change
any more (valley-filling effect). Once this situation is reached, calibration with615
a SAR image leads to a larger equifinality in roughness parameters. During
the initial recession, water is released without a major change in flood extent
(as for the full valley, a decrease in water volume does not cause a significant
change in flood extent). Hereafter, the routing of water is mainly supported by
both floodplain Manning coefficient and by downstream conditions, and is less620
affected by the roughness of the channel.
Since flood risk management requires an accurate estimate of the flood ex-
tent, an accurately calibrated model is useful, and uncertainty of model pre-
dictions due to parameter uncertainty is not desirable. To assess this, the un-
certainty of the predicted extent due to the equifinality in parameter sets that625
resulted from the calibration with images of each different acquisition timing
was also tested. Therefore, the modelled extents for the behavioural parameter
sets determined through calibration with images at 3 different points in time
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(before, during and after peak flow), were compared with each other. These
results showed that the maximum error on the simulated extent is consistently630
smaller when an image acquired before the flood peak is used for calibrating the
model.
Satellite SAR data have a great potential to support the calibration of flood
inundation models. However, it was shown that the time of the acquisition
with respect to the flood peak is of paramount importance, since pre-flood peak635
images allow for a better constraining of the model parameter space, and a
reduced model prediction uncertainty than when post-flood peak images are
used in the calibration. Unfortunately, it is more difficult to obtain images at
the rising limb of the hydrograph as this is typically shorter, but also because
some satellites require targeting and this tends to be done once a major flood640
has happened as the image can then be used for disaster management.
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