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SINGULAR INTEGRAL OPERATORS
AND ELLIPTIC BOUNDARY-VALUE PROBLEMS.
PART I
A. P. Soldatov UDC 517.968
Abstract. The monograph consists of three parts. Part I is presented here. In this monograph, we
develop a new approach (mainly based on papers of the author). Many results are published for the
first time here.
Chapter 1 is introductory. It provides the necessary background from functional analysis (for com-
pleteness). In this monograph, we mostly use weighted Hölder spaces; they are considered in Chap. 2.
Chapter 3 plays the key role: in weighted Hölder spaces, we consider estimates of integral operators
with homogeneous difference kernels, covering potential-type integrals and singular integrals as well as
Cauchy-type integrals and double layer potentials. In Chap. 4, similar estimates in weighted Lebesgue
spaces are proved.
Integrals with homogeneous difference kernels will play an important role in Part III of the mono-
graph, which will be devoted to elliptic boundary-value problems. They naturally arise in integral
representations of solutions of first-order elliptic systems in terms of fundamental matrices or their
parametrices. The investigation of boundary-value problems for second-order and higher-order elliptic
equations or systems is reduced to first-order elliptic systems.
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Introduction
The theory of one-dimensional singular integral equations appeared in works of D. Hilbert and
H. Poincaré at the end of the XIXth century. Foundations of this theory were created by F. Noether
and T. Carleman. Since the beginning of the 1930s, this theory is substantially developed by Soviet
mathematicians. The main investigation method for singular equations and boundary-value problems
for analytic functions is the technique of Cauchy-type integrals; its final form (in a way) is presented
in the well-known monographs [45] and [17].
Further, various directions of the theory of singular integral equations and boundary-value problems
were developed; for example, the requirements were weakened for the class of desired functions (the
Lp-theory) and for coefficients of the equations and boundary-value problems or these coefficients
are replaced by more general function operators with translations. Ideas and methods of functional
analysis are broadly applied in investigations of singular equations. A close relation of the specified
equations with the Wiener–Hopf equations is found (see [7, 24, 39, 44, 54, 78]).
The present monograph is specified by a new approach; in a substantial part, it is based on works
of the author. Many results are published for the first time. The monograph consists of three parts;
the first part is the content of the present volume. Chapter 1 is an introduction. It contains necessary
preliminary data from the functional analysis (to make the explanation as close as possible). In
further chapters, we mainly deal with weight Hölder spaces Cμ; Chap. 2 is devoted to such spaces.
Chapter 3 is especially important: it provides necessary estimates of integral operators in Hölder spaces
with homogeneous-difference kernels, covering potential-type integrals, singular integrals, Cauchy-type
integrals, and double-layer potentials. In the last chapter, similar estimates in weight Lebesgue Lp-
spaces are considered.
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Integrals with homogeneous-difference kernels are important for the third part of the monograph,
devoted to elliptic boundary-value problems. They naturally arise in integral representations of so-
lutions of first-order elliptic systems in terms of fundamental matrices or their parametrices. The
investigation of boundary-value problems for elliptic equations and system of order two and higher
orders is reduced to the investigation of first-order elliptic systems. Note that a similar direct approach
is undertaken in works of Fichera and his disciples (see [15, 16]) directly for high-order elliptic systems
(analogs of simple-layer potentials are used).
The second part of the monograph contains the technique of singular integrodifferential equations.
The approach explained in [65, 67–69] is developed: an operator algebra containing the singular Cauchy
operator and integral operators with fixed singularities at singular point of a piecewise-smooth curve
is investigated. Elements of this algebra arise in a natural way in the study of elliptic boundary-
value problems in planar domains with piecewise-smooth boundaries (including nonlocal boundary-
value problems and problems on stratified sets) and in applications to mixed-type elliptic-hyperbolic
equations.
Chapter 1
BANACH SPACES AND ALGEBRAS
1.1. Banach Spaces
The majority of the content of the present chapter is well known: it can be found in any guidebook
on functional analysis (see, e.g., [56, 79]). To make our explanation closed whenever it is possible, we
provide a brief proof for any assertion. Theorems without proofs are supplied by separate comments.
Let us describe main notions related to normed vector spaces and bounded linear operators. Unless
the opposite is stated, these spaces are considered over the field C of complex numbers. First, we
recall general notions regarding vector spaces.
A subset X1 ⊆ X is called a subspace of a vector space X if λ1x1 + λ2x2 ∈ X1 for any xj from X1
and any complex λj . The intersection X1 ∩ X2 and the sum X1 +X2 = {x1 + x2, xj ∈ Xj} of any
subspaces X1 and X2 are also subspaces. If the relation x1 + x2 = 0 implies the relation x1 = x2 = 0
provided that xj ∈ Xj , then we say that the sum X1 + X2 is direct and denote it by X1 ⊕ X2. If
it coincides with X, then we say that X is expanded into the directed sum of the subspaces X1 and
X2; also, the notation X2 = X  X1 is used in such a case. For any pair X1 and X2 of spaces,
the direct product X1 × X2 is a vector space with respect to the coordinate-wise linear operations
λ(x1, x2) = (λx1, λx2) and (x1, x2) + (y1, y2) = (x1 + y1, x2 + y2). The direct product X1 × . . . ×Xn
has a similar sense. For any subspace Y ⊆ X, one can introduce the quotient space X/Y . Its elements
are cosets x̃ = {x+ y, y ∈ Y } and its linear operations are λx̃ = ˜λx and x̃+ ỹ = x̃+ y.
If ej ∈ X and λj ∈ C, j = 1, . . . , n, then the vector x = λ1e1 + . . . + λnen is called a linear
combination of vectors ej . The set of all such vectors forms a subspace of X, denoted by [e1, . . . , en].
We say that the vector system {e1, . . . , en} is linearly independent if the relation λ1e1+ . . .+λnen = 0
implies the relation λ1 = . . . = λn = 0. We say that a subspace X0 ⊆ X is finite-dimensional if
there exists a linearly independent system {e1, . . . , en} such that X0 = [e1, . . . , en]. If this holds, then
{e1, . . . , en} is called a base of X0. The number n of elements of this base depends only on X0, is
called the dimension of the space X0, and is denoted by dimX0. For infinite-dimensional spaces X,
we write dimX = ∞.
Let a subspace X1 ⊆ X be such that the quotient space X/X1 is infinite-dimensional. Then
the dimension dim(X/X1) is called the codimension of X1 and is denoted by codimX1. In this
case, we say that the vector space X is a finite-dimensional extension of its subspace X1 and X1
is a finite-dimensional contraction of X. If vectors ẽi form a base in X/X1, then it is obvious that
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the vectors ei ∈ X, i = 1, . . . , n, are linearly independent and X is expanded into the direct sum
X = X1 ⊕ [e1, . . . , en].
A nonnegative function x → |x| defined on a vector space X is called a norm if
(1) the relation |x| = 0 is equivalent to the relation x = 0;
(2) the relation |λx| = |λ| |x| holds for any complex λ ∈ C;
(3) the inequality |x+ y| ≤ |x|+ |y| holds.
The last condition is called the triangle inequality.
It follows from (1)–(3) that X is a metric space with respect to the metric d(x, y) = |x − y|.
Respectively, all the notions of metric spaces are transferred to X. The set B(a, r) = {x ∈ X | |x−a| <
r} is called the ball of radius r centered at a. We say that the sequence xn ∈ X, n = 1, . . ., converges
in X if there exists x in X such that for any ball centered at x, only a finite amount of elements
of the sequence are located outside this ball. This requirement is equivalent to the requirement that
|xn − x|X → 0 as n → ∞. The vector x is called the limit of the sequence and this is denoted as
follows: x = lim
n→∞xn (the notation xn → x in X as n → ∞ is also used). It is clear that converging
sequences are bounded, i.e., their norms satisfy the inequality |xn| ≤ C, where the positive constant
C is independent of n.
We say that a sequence xn is a fundamental sequence (or a Cauchy sequence) if |xn − xm| → 0 as
n,m → ∞, i.e., for any positive ε there exists a number N such that |xn − xm| ≤ ε provided that
n ≥ N and m ≥ N . A normed space X is complete if any Cauchy sequence of its elements has a limit.
Complete normed spaces are called Banach spaces.





xk converges in X if the sequence of its partial sums sn = x1 + . . . + xn converges to an
element s of X. In this case, the element s is called the sum of the series. We recall the following
Bergh–Löfström completeness criterion (see [2]).




|xk| < ∞ (1.1.1)
implies the convergence of the series
∑
xk in X.
Proof. Assigning sn = x1 + . . . + xn, we obtain that |sn − sm| ≤ |xm+1| + . . . + |xn| provided that
n ≥ m (by virtue of the triangle inequality).
Therefore, the sequence sn is fundamental by virtue of (1.1.1). In particular, the completeness of
X implies the convergence of the series
∑
xk.
Conversely, let the condition of the lemma be satisfied and a Cauchy sequence yn be given in X.
It suffices to verify that there exists its subsequence ynk such that it converges in X. To select this
subsequence, we impose the condition




Then the sequence xk = ynk+1 − ynk satisfies the condition (1.1.1). Since partial sums of the series
∑
xk coincide with ynk , it follows that the last sequence converges and, therefore, X is complete.
Let X be a normed space and Y be its closed subspace. For elements x̃ = {x + y, y ∈ Y } of the
quotient space X/Y , we assign
|x̃| = inf
y∈Y
|x+ y|X . (1.1.2)
It is easy to see that this relation defines a norm in X/Y . Using Lemma 1.1.1, one can easily show
that the completeness of X implies the completeness of the quotient space X/Y . If the codimension
of a closed subspaces id finite, then we say that it is a finite-codimensional subspace.
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Norms | · | and | ·], |′ defined on X are said to be equivalent if the exists a positive constant C such
that
|x|′ ≤ C|x|, |x| ≤ C|x|′ (1.1.3)
for any x from X. If this holds, then the convergence in X with respect to one of these norms coincides
with the convergence with respect to the other one. In particular, if X is complete with respect to
one of these norms, then it is also complete with respect to the other.
Theorem 1.1.1.
(a) Any finite-dimensional normed space is complete and any two its norms are equivalent.
(b) Let a normed space X be a finite-dimensional extension of a Banach space Y and their norms
coincide on Y . Then X is a Banach space and all its norms possessing this property coincide.
(c) Let X be a Banach space and Y be a finite-codimensional subspace. Then any subspace X1 ⊇ Y
possesses this property and codimX1 = codimY − dim(X1/Y ).
Proof. (a) Consider a basis e1, . . . , en of a finite-dimensional normed space X such that any element
x from X is uniquely represented in the form x = ξ1e1 + . . . + ξnen, where ξi ∈ C (i = 1, . . . , n). It

















To prove the opposite inequality, consider the positive function f(ξ) = |ξ1e1 + . . . + ξnen| on the
compact set K = {ξ ∈ Cn, max
i
|ξi| = 1}. Obviously, it is continuous on K and, therefore, achieves its
positive minimum m. Therefore, |x| ≥ m for any x from X such that |x|′ = 1. Changing x for x/|x|′
with an arbitrary x ∈ X, we arrive at the second inequality of (1.1.3).
(b) Let X = Y ⊕ Z and e1, . . . , en be a basis of Z. Then any element x ∈ X can be uniquely
represented in the form
x = y + z(ξ), z(ξ) = ξ1e1 + . . . ξnen, (1.1.4)
where y ∈ Y and ξ ∈ Cn. For definiteness, select the norm in Cn by the relation |ξ| = max
i
|ξi|. Let us
prove that the vector ξ from Cn in the expansion (1.1.4) satisfies the estimate
|ξ| ≤ C|x|, (1.1.5)
where the positive constant C is independent of x.
Indeed, if no such estimate takes place, then there exists a sequence xk from X such that |xk| = 1
and |ξk| → +∞. Denoting xk/|ξk| by xk again, we obtain the relation xk = yk + z(ξk), where xk → 0
and |ξk| = 1 for any k. Due to the Bolzano–Weierstrass theorem, there exists a subsequence ξks of the
sequence ξk such that ξks converges to a vector ξ from Cn, |ξ| = 1. Therefore, yks = xks − z(ξks) →
−z(ξ) as s → ∞. On the other hand, by virtue of the completeness of the space Y , the vector
y = −z(ξ) belongs to Y , which contradicts the uniqueness of the expansion (1.1.4).
Based on the expansion (1.1.4), introduce the norm |x|′ = |y| + |ξ| in the normed space X. The
space X is isomorphic to Y ×Cn with respect to this norm. Hence, X is a Banach space. It suffices to
verify that the norms |x| and |x|′ are equivalent, i.e., the inequalities (1.1.3) hold. It is obvious that
|x| ≤ (1 +M)|x|′, M = |e1|+ . . .+ |en|.
On the other hand, it follows from (1.1.5) that both terms of the expansion (1.1.4) satisfy the inequal-
ities
|z(ξ)| ≤ MC|x|, |y| ≤ (1 +MC)|x|,
which leads to the opposite inequality in (1.1.3).
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(c) The property of the closeness ofX1 follows from (b): we replaceX byX1. Assigning Z1 = X1Y
and Z2 = XX1, we obtain the expansion X = Y ⊕Z with the finite-dimensional space Z = Z1⊕Z2,
which implies the dimensional relation of the lemma.
In the sequel, the norm in X is selected up to an equivalent one. For example, in the direct-product
Banach space X = X1 × . . .×Xn, the relations |x| = max
i




norms. In further sections, X is assigned to be various function spaces, e.g., Lebesgue Lp-spaces or
Hölder Cμ-spaces. In this case, elements of the direct product Xn = X × . . . ×X can be treated as
n-vector-functions.
In the sequel, we use the following notation. If a Banach space X of scalar functions is given, then
the symbol X denotes the direct-product space Xn equipped with the norm |x| = max |xi|X (or any
other equivalent norm). If such a notation causes a confusion, then we use the accurate notation Xn.
According to Theorem 1.1.1, any normed finite-dimensional space is a Banach space. Combining
this fact with the Bolzano–Weierstrass theorem (used to prove Theorem 1.1.1), one can conclude that
the unit ball of any normed finite-dimensional space is compact. The following Riesz theorem shows
that the said property entirely characterizes finite-dimensional spaces.
Theorem 1.1.2. Let a normed space X possess the Bolzano–Weierstrass property, i.e., any bounded
sequence contains a Cauchy subsequence. Then this space is finite-dimensional.
Proof. The following property of normed spaces is used. If a subspace X0 ⊆ X is closed, then there
exists a vector e from X such that
|e| = 1; |e− x| ≥ 1/2, x ∈ X0. (1.1.6)
Indeed, let a ∈ X and a /∈ X0. By virtue of the closeness of X0, there exists a positive r such
that the ball B(a, r) of radius r centered at a does not intersect X0. Let r be selected such that
the similar ball of radius 2r intersects X0, i.e., there exists b from X0 such that |a − b| ≤ 2r. Then
|e − x| = |a − b|−1|a − b− |a− b|x| ≥ |a− b|−1r ≥ 1/2 for any x from X0, where e = (a− b)/|a − b|,
which proves (1.1.6).
Now, assume that dimX = ∞. Then X contains an increasing sequence of finite-dimensional
subspaces X1 ⊆ X2 ⊆ . . . and it follows from (1.1.6) that there exists a sequence of unit vectors ek
from Xk such that
|en − em| ≥ 1/2, n = m. (1.1.7)
By assumption, there exists a Cauchy subsequence enk , which is impossible due to (1.1.7).
In the sequel, we consider families (Xi, i ∈ I) of Banach spaces contained in a vector space. The
specified property is satisfied if this family is a lattice with respect to embedding, i.e., for any finite
subset I0 ⊆ I there exist k0 and k1 from I such that
Xk0 ⊆ Xi ⊆ Xk1 , i ∈ I0. (1.1.8)
In particular, the vector space X =
⋃
i
Xi consisting of all finite sums
∑
xi with elements xi from Xi
is well defined. Consider the case I0 = {1, 2} of a pair of spaces. It is easy tom see that X1 ∩X2 is a
Banach space with respect to the norm
|x| = max(|x|X1 , |x|X2).
Under a natural assumption, a similar result for X1 +X2 holds.




(|x1|X1 + |x2|X2), xi ∈ Xi, (1.1.9)
defines a norm in X1 +X2 such that it is a Banach space with respect to this norm.
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Proof. It easy to check whether the corresponding norm axioms are satisfied for (1.1.9). For example,
if |x| = 0, then, by definition, there exist sequences xjn from Xj such that they converge to zero and
x = x1n + x2n for any n. Since X1 and X2 are embedded into a separable topological space, it follows
that x = 0. The triangle inequality is verified in the standard way. Let x = x1 + x2 and y = y1 + y2,
where xi, yi ∈ Xi. Fix xi and consider the inequality
|x+ y| − |x1|1 − |x2|2 ≤ |y1|1 + |y2|2,
where | · |i denotes the norm in Xi. Then, from the definition of (1.1.8), we have the inequality
|x+ y| − |x1|1 − |x2|2 ≤ |y1 + y2|.
Transporting terms with |xj|j to the right-hand side and repeating this procedure, we obtain the
inequality |x+ y| ≤ |x|+ |y|.
Thus, the relation (1.1.9) defines a norm. Using Lemma 1.1.1, we easily show that the space X1+X2
is complete with respect to this norm.
We say that a subset K of a Banach space is relatively compact if any sequence of its elements
contains a converging subsequence; if a relatively compact subset K of a Banach space is closed, i.e.,
the limit of any converging subsequence belong to K, then we say that K is compact. Let us provide a
classical compactness criterion for subsets of the space X = C(Q) consisting of functions defined and
continuous a metric compact set Q. It is well known that any function f continuous on a compact set
Q is bounded and uniformly continuous. The first property means the existence of a positive constant
M such that |f(x)| ≤ M, x ∈ Q, while the second one is as follows: for any positive ε there exists a
positive δ such that |f(x) − f(y)| ≤ ε provided that d(x, y) ≤ δ, where d(x, y) is the metric on Q. If
there exists a set K ⊆ C(Q) such that the above properties are satisfied uniformly for all functions
f from K, then we say that the set of these functions is uniformly bounded and equicontinuous. The
norm of the vector space C(X) is defined by the relation
|f | = max
x∈Q
|f(x)|.
This is a Banach space with respect to the above norm. The following well-known theorem (see,
e.g., [56]) provides a compactness criterion for subsets of this space.
Theorem (Arzela–Ascoli). A set K ⊆ C(Q) is relatively compact if and only if it is uniformly bounded
and equicontinuous.
To conclude, consider the case where the compact set Q is a piecewise-smooth curve Γ on the
complex plane C. Recall that this curve as a union a finite set of smooth arcs such that only their
ends might be points of their pairwise intersections. If connected components of Γ are homeomorphic
to a circle, we say that Γ is a piecewise-smooth contour (it might be simple or composite regarding
the amount of these components).
Theorem (Walsh).
(a) Let Γ be a piecewise-smooth curve on the complex plane. Then the set of rational functions such
that their poles lie outside Γ is dense in C(Γ).
(b) Let a finite domain D of the plane be bounded by a simple piecewise-smooth contour and A(D) be
a closed subspace of C(D), consisting of functions analytic in D. Then the set of polynomials is
dense in A(D).
(c) Let (b) be satisfied, z0 ∈ D, and un(z) = (z − z0)n, n = 0,±1, . . . Then the set of all rational
functions represented by finite sums
R(z) =
∑
cnun(z), cn ∈ C, (1.1.10)
is dense in C(Γ).
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Note that the third assertion of the theorem follows from the first and second ones. Indeed, any
rational function R(z) such that its poles lie outside Γ can be represented by a sum R1 + R2, where
the poles of R1 lie outside D. Then, by virtue of (b), the function R1 can be approximated by
polynomials, i.e., by finite sums of (1.1.10) with respect to nonnegative integers n. To prove the
corresponding assertion for R2, apply the transformation z → 1/(z − z0) first; then the same arguing
is used.
1.2. Bounded Operators
We say that a linear operator N acting from a Banach space X to a Banach space Y is bounded if
there exists a positive constant C such that
|Nx|Y ≤ C|x|X , x ∈ X. (1.2.1)
In the same way, the notion of the boundedness is introduced for bilinear maps B : X1 ×X2 → Y by
means of the inequality
|B(x1, x2)|Y ≤ C|x1|X1 |x2|X2 , xi ∈ Xi.
Both for linear and bilinear maps, the boundedness is equivalent to the continuity.
The class N : X → Y of all bounded operators is a vector space denoted by L(X,Y ). For X = Y ,
the brief notation L(X) = L(X,Y ) is used. The least constant C in (1.2.1) is equal to
|N |L = sup
|x|≤1
|Nx|Y ,
i.e., to the norm in the vector space L(X,Y ). Note that the composition MN of bounded operators
M and N is a bounded operator and
|MN |L ≤ |M |L|N |L. (1.2.2)
Lemma 1.2.1. Let a space Y be complete, the sequence of operators Nk be bounded in L(X,Y ), and
there exist a dense subspace X0 ⊆ X such that the limit
lim
k→∞
Nkx = Nx (1.2.3)
with respect to the norm Y exists for any x from X0. Then the specified limit exists for any x from X
and the operator N belongs to L(X,Y ). In particular, the normed space L(X,Y ) is complete.
Proof. By assumption, the inequality
|Nkx|Y ≤ C|x|X , (1.2.4)
holds and the positive constant C is independent of k. Since (1.2.3) holds for any x from X0, it follows
that the said inequality is extended to N . Hence, taking into account the fact that X0 is dense in X,
we conclude that the operator N can be extended as an element of L(X,Y ); we denote this element
by N .
For given positive ε and x from X, select x0 from X0 and a number n to satisfy the conditions
|x−x0| ≤ ε and |(Nk −N)x0| ≤ ε, k ≥ n. Then, taking into account (1.2.4), we see that the following
inequality holds provided that k ≥ n:
|(Nk −N)x| ≤ |Nk(x− x0)|+ |N(x− x0)|+ |(Nk −N)x0| ≤ (2C + 1)ε;
this means that (1.2.3) holds for any x.
The second assertion of the lemma follows from the first one. Let Nk from L(X,Y ) be a Cauchy
sequence. Then this sequence is bounded in L(X,Y ). By virtue of the obvious inequality
|(Nm −Nn)x| ≤ |Nm −Nn|L|x| (1.2.5)
and the completeness of Y , limit (1.2.3) exists for any x. It remains to verify that Nk → N in L(X,Y ).
For a given positive ε, select a number n0 such that the inequality |Nm −Nn|L ≤ ε holds provided
that n ≥ n0 and m ≥ n0. Then (1.2.5) passes into the inequality |(Nm − Nn)x| ≤ ε|x|, n,m ≥ n0.
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Pass to the limit as n → ∞ in this inequality, we obtain that |Nn − N |L ≤ ε, n ≥ n0. Hence, the
space L(X,Y ) is complete.
In the sequel, unless the opposite is stated, we assume that any considered normed space is a Banach
space and the term “operator” is treated as “bounded linear operator.”
If N ∈ L(X,Y ), then the subspace kerN = {x | Nx = 0} called the kernel of the operator N is
closed. However, the closeness of its image ImN = {Nx, x ∈ X} in Y is not guaranteed. Operators
N : X → Y with zero kernels (i.e., one-to-one operators) are called embeddings of Banach spaces. For
example, we say that a family of Banach spaces Xi, i ∈ I, where I ⊆ R, monotonously increases with
respect to i (in the sense of embeddings) if Xi ⊆ Xj for i ≤ j and the identical embedding operator
Xi → Xj is bounded, i.e.,
|x|Xj ≤ C|x|Xi , i ≤ j.
For a family of spaces forming a lattice, embeddings (1.1.8) are treated in the same sense.
We say that an operator N from L(X,Y ) is invertible if kerN = 0, ImN = Y , and the inverse linear
map N−1 belongs to L(Y,X). In other words, invertible operators realize isomorphisms of Banach
spaces.
Obviously, the product of two invertible operators is also an invertible operator.
Theorem 1.2.1. The set G(X,Y ) of invertible operators from X to Y is open in L(X,Y ) and the
map N → N−1 continuously takes G(X,Y ) to G(Y,X).
Proof. The following assertion is valid: if A ∈ L(X) and |A|L ≤ q < 1, then the operator 1 − A is






Indeed, by virtue of (1.2.2), we have the estimate |An|L ≤ |A|nL ≤ qn. Taking into account the
completeness of L(X,Y ), we conclude that the series at the right-hand side of (1.2.6) converges. Let










The relation B(1−A) = 1 is verified in the same way. Hence, 1−A is invertible and (1−A)−1 = B.





L ≤ (1− q)
−1|A|L
and, therefore, (1−A)−1 → 1 as |A|L → 0.
Now, let an operator N from G(X,Y ) and B from L(X,Y ) satisfy the condition |N−1|L|B|L < 1.
Then N−1B ∈ L(X) and |N−1B|L < 1. Therefore, by virtue of the previous assertion, N − B =
N(1−N−1B) ∈ G(X,Y ). Hence, the set G(X,Y ) is open.
If B → 0 in L(X,Y ), then, as we prove above, [1 − (N−1B)]−1 → 1 in L(X) and, therefore,
(N −B)−1 → N−1 in L(X,Y ).
The next basic theorem (see [56]) shows that the boundedness requirement for the inverse operator
N−1 can be taken off the invertibility definition for N .
Theorem (The Banach open maps theorem). Let N ∈ L(X,Y ) and ImN = Y . Then the linear
map N is bounded in the following sense: for any open set G ⊆ X, the image N(G) is open in Y . In
particular, if kerN = 0, then the inverse map N−1 continuously takes Y into X, i.e., the operator N
is invertible.
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For example, the canonical quotient map x → x̃ = x + X0 from X to the Banach quotient space
X/X0, where X0 is a closed subspace of X, is an example of an operator “onto” for this theorem.
Indeed, by the definition of (1.1.3), the norm satisfies the inequality |x̃| ≤ |x|. Hence, the map x → x̃
is bounded. It is clear that its image coincides with X/X0. Hence, due to the Banach theorem, this
map is open.
Another example of an operator “onto” is the expansion X into the direct sum of closed subspaces
Xi :
X = X1 ⊕ . . . ⊕Xn. (1.2.7)
Due to the Banach theorem, the linear map (x1, . . . , xn) → x = x1+ . . . xn boundedly takes X1× . . .×
Xn into X and its image is X. Hence, this operator is invertible and the norm in X is equivalent to
the norm of the space X1 × . . .×Xn.
In particular, the operators Pix = xi, where x = x1+. . .+xn, xi ∈ Xi, are bounded inX. Obviously,
they possess the property
PiPj = δijPi, P1 + . . .+ Pn = 1, (1.2.8)
where δij denotes the Kronecker symbol, i.e., δij = 0 if i = j and δii = 1.
If an operator P from L(X) is such that P 2 = P , then it is called a projector. If P is a projector,
then Q = 1− P is also a projector. For any projector, its image X1 = ImP is a closed subspace and
X = X1⊕X2 and X2 = ImQ = kerP . In the same way, the expansion (1.2.8) of the identity operator
into a sum of projectors is equivalent to the expansion (1.2.7).
We say that a closed subspace X1 ⊆ X is complemented if there exists a closed subspace X2 ⊆ X
such that X = X1 ⊕ X2. As we note above, this is equivalent to the existence of a projector P
from L(X) such that ImP = X1. Obviously, any closed subspace X1 ⊆ X of a finite codimension is
complemented. Below, we show that finite-dimensional subspaces are also complemented.
If a space Y is represented by a direct sum Y1 ⊕ . . . ⊕ Ym of closed subspaces, then each operator






Nijxj , i = 1, . . . ,m.
The notion of one-side invertible operators is closely related to the notion of invertible ones. Let
bounded operators N : X → Y and R : Y → X be such that their product NR is the identity
operator. Then we say that the operator N is invertible from the right, the operator R is invertible
from the left, R is the right inverse operator for N , and N is the left inverse operator for R. It is easy
to characterize the classes of such operators completely.
Theorem 1.2.2.
(a) An operator N from L(X,Y ) is invertible from the right if and only if ImN = Y and kerN is
complemented in X. The set of all such operators is open in L(X,Y ).
(b) An operator R from L(Y,X) is invertible from the left if and only if ImR is complemented in X
and kerR = 0. The set of all such operators is open in L(Y,X).
Proof. If NR = 1, then ImN = Y and kerR = 0. Since RNRN = RN , it follows that the operator
P = RN from L(X) is a projector such that kerP = kerN and ImP = ImR. In particular,
X = kerN ⊕ ImR, i.e., the kernel kerN and the image ImR are complemented in X. This proves the
first assertion of (a) and the first assertion of (b).
Further, let an operator N from L(X,Y ) be such that ImN = Y and kerN is complemented in
X. Then the restriction N1 of the operator N to the closed subspace X1 = X  kerN is an invertible
operator in L(X1, Y ) and the inverse operator R = N−11 treated as an element of L(Y,X) is right
inverse for N .
The corresponding assertion of (b) is proved in the same way. Let the image X1 = ImR of an
operator R from L(Y,X) be complemented in X and kerR = 0. Then R admits a left inverse operator
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N1 from L(X1, Y ). If an operator P from L(X) is a projector of X onto X1, then the operator
N = N1P is a left inverse for R.
The last assertion of (a) and the last assertion of (b) are proved in the same way as Theorem 1.2.1.
If Y = C, then elements of the space L(X,C) are called linear functionals, while the space L(X,C)
itself is called the adjoint space to X and is denoted by X∗. Due to the known Hahn–Banach theorem
(see [56]), any functional x∗0 from X∗0 , where X0 is a closed subspace of X, can be extended as a
bounded functional x∗ from X∗ such that the norm of x∗ is equal to the norm of x∗0. For our purposes,
the following particular case of this theorem is sufficient.
Theorem (H. Hahn, S. Banach). For any closed subspace X0 ⊆ X and any vector x0 located outside
X0 there exists a bounded linear functional x
∗ from X∗ such that its its norm is equal to one, x∗(x0) =
|x0|, and x∗(x) = 0, x ∈ X0.
Note that the second part of the theorem follows from the first part applied to the quotient space
X/X0.




In other words, if x is treated as a linear functional on X∗ with respect to the bilinear form
(x, x∗) = x∗(x), (1.2.9)
then the norm of this functional coincides with the norm |x|. Thus, we obtain a canonical isometric
embedding X ⊆ (X∗)∗. We say that a space X is reflexive, if the image of this embedding coincides
with (X∗)∗.
We say that a vector x from X and a vector x∗ from X∗ are orthogonal with respect to form (1.2.9)
and denote this by the symbol x⊥x∗ if (x, x∗) = 0. If Y ⊆ X∗, then the notation x⊥Y means that
(x, x∗) = 0 for any x∗ from Y . The notation x∗⊥Y means the same for Y ⊆ X. The set {x ∈ X, x⊥Y }
is a closed subspace of X, it is denoted by Y ⊥, and it is called the orthogonal complement of Y . The
orthogonal complement Y ⊥ ⊆ X∗ for Y ⊆ X is defined in the same way.
It follows from the Hahn–Banach theorem that the following relation holds for any closed subspace
Y ⊆ X:
(Y ⊥)⊥ = Y, Y ⊆ X. (1.2.10)
Really, all elements of Y are orthogonal to Y ⊥ by definition. Therefore, Y ⊆ (Y ⊥)⊥. If this inclusion
is not an equality and x0 ∈ (Y ⊥)⊥, x0 /∈ Y , then, due to the Hahn–Banach theorem, there exists a
functional x∗ from X∗ such that x∗(x0) = 0 and x∗ vanishes on Y . In other words, (x0, x∗) = 0 and
x∗ ∈ Y ⊥. However, this contradicts the inclusion x0 ∈ (Y ⊥)⊥.
If the subspace Y ⊆ X is closed, then the composition of any linear functional f from (X/Y )∗ with
the canonical map x → x̃ defines an element x∗(x) = f(x̃) of the space X∗, vanishing on Y , i.e., an
element x∗ from Y ⊥. The inverse assertion is also valid: any element x∗ of Y ⊥ can be represented in the
specified way. Thus, the vector spaces (X/Y )∗ and Y ⊥ are isomorphic and therefore, their dimensions
are equal. Hence, codimY = dimY ⊥. Assigning Z = Y ⊥ and taking into account (1.2.10), we obtain
the dual relation dimZ = codimZ⊥ for the finite-dimensional space Z ⊆ X∗.
Also, note that the following relation holds for any two finite-dimensional subspaces Zj ⊆ X∗,
j = 1, 2:
Y1 ∩ Y2 = (Z1 + Z2)⊥, Yj = Z⊥j . (1.2.11)
Indeed, since Zj ⊆ Z1+Z2, we have the relation (Z1+Z2)⊥ ⊆ Yj and, therefore, (Z1+Z2)⊥ ⊆ Y1∩Y2.
Conversely, the subspace Y1∩Y2 is orthogonal to Zj , j = 1, 2, and, therefore, is orthogonal to Z1+Z2;
hence, Y1 ∩ Y2 ⊆ (Z1 + Z2)⊥.
705
Relation (1.2.11) shows that the intersection of any two finite-codimensional subspaces is also a
finite-codimensional subspace.
We say that vector systems e1, . . . , en fromX and e
∗
1, . . . , e
∗
n fromX
∗ are biorthogonal if (ei, e∗j ) = δij ,
where δij denotes the Kronecker symbol. Obviously, each of these two systems is linearly independent.






(x, e∗i )ei (1.2.12)
is a projector such that its image is the subspace spanned by e1, . . . , en, while its kernel kerP coincides
with the orthogonal complement to the subspace spanned by e∗1, . . . , e
∗
n.
Lemma 1.2.2. Let subspaces X0 ⊆ X and X1 ⊆ X∗ be such that X0 is finite-dimensional and X0
does not contain nonzero elements orthogonal to X1. Then, for any base of X0, the subspace X1
contains a vector system biorthogonal to this base. A similar assertion is valid in the case where
X0 ⊆ X∗ and X1 ⊆ X.
In particular, any finite-dimensional space X0 is complemented, i.e., there exists a projector P such
that ImP = X0. If a closed subspace Y ⊆ X is such that X0 ∩ Y = 0, then it is possible to select P
such that the condition kerP ⊇ Y is satisfied.
Proof. In X0, select a base e1, . . . , en and consider the linear operator T from L(X1,Cn) acting ac-
cording to the relation (Tx∗)i = (ei, x∗). It is an operator acting “onto,” i.e., ImT = Cn. If, to the





∗)i = 0 for any x∗
from X1, then, for the vector x =
∑
i
ηiei, the relation (x, x
∗) = 0, x∗ ∈ X1, holds. In other words,
the nonzero element x from X0 is orthogonal to X1, which contradicts the assumption of the lemma.
Thus, ImT = Cn and there exist e∗i from X1 such that Te
∗
1 = (1, 0, . . . , 0), . . ., Te
∗
n = (0, 0, . . . , 1).
This means that (ei, e
∗
j ) = δij. The case where X0 ⊆ X∗ and X1 ⊆ X is considered in the same way.
The last assertion of the lemma follows from the first one provided that X1 is the subspace Y
⊥,
which satisfies the assumption of the first part of the lemma by virtue of (1.2.10).
If N ∈ L(X,Y ), then the orthogonal complement (ImN)⊥ ⊆ Y ∗ of its image is called its cokernel
and is denoted by cokerN . By virtue of (1.2.10), we have the relation
ImN = (cokerN)⊥. (1.2.13)
This means that if the image ImN of the operator N is closed, then the solvability of the equation
Nx = y is equivalent to the orthogonality of the right-hand side y to the cokernel of the operator N .
It is not guaranteed that the adjoint space Y ∗ and canonical form (1.2.9) related to it can be
described for any particular case. Instead, it is more convenient to consider a Banach space Y ′ and a
bounded bilinear form 〈y, y′〉 on Y × Y ′. This form is assumed to be nondegenerate in the following
sense: y = 0 if 〈y, y′〉 = 0 for any y′ from Y ′ and y′ = 0 if 〈y, y′〉 = 0 for any y from Y . The triple
(Y, Y ′, 〈, 〉) is called the duality structure such that the space Y is endowed with. It follows from the
Hahn–Banach theorem that the form (1.2.9) is nondegenerate and, therefore, the triple (X,X∗, (, ))
defines the so-called canonical duality structure.
The notion of the orthogonality and orthogonal complement Z⊥ with respect to the form 〈y, y′〉 is
defined as above. Since the form 〈·, ·〉 is nondegenerate, it follows that any element y′ of Y ′ can be
identified with the linear functional y → 〈y, y′〉 of the adjoint space Y ∗. Thus, we have the canonical
embeddings Y ′ ⊆ Y ∗ and Y ⊆ (Y ′)∗. This implies that if Y or Y ′ is finite-dimensional, then another
space is also finite-dimensional and their dimensions coincide.
Indeed, assume that, e.g., Y is finite-dimensional. Then, by virtue of the embedding Y ′ ⊆ Y ∗,
the space Y ′ is finite-dimensional and dimY ′ ≤ dimY ∗ = dimY . In the same way, the embedding
Y ⊆ (Y ′)∗ yields the opposite inequality for the dimensions.
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If the cokernel cokerN is contained in Y ′ with respect to the embedding Y ′ ⊆ Y ∗, then the
orthogonality in the relation (1.2.13) can be treated as the orthogonality with respect to the bilinear
form 〈y, y′〉.
To any operator N ∈ L(X,Y ), one can assign a linear operator N∗ : Y ∗ → X∗ mapping any linear
functional y∗ ∈ Y ∗ to the functional x∗ = N∗y∗ fromX∗ according to the relation (N∗y∗)(x) = y∗(Nx),
x ∈ X. We say that this operator is adjoint to N . Since |N∗y∗| ≤ |N |L|y∗|, where | · . · | are the
norms in the adjoint spaces, it follows that the operator N∗ belongs to L(Y ∗,X∗) and its norm does
not exceed |N |L. Using the the Hahn–Banach theorem, one can verify that these norms coincide.
From the definition of adjoint operators, it follows that the cokernel cokerN coincides with the kernel
kerN∗ of the adjoint operator. Hence, in (1.2.13), one can replace cokerN by kerN∗. In particular,
if the image ImN is finite-codimensional, then its codimension coincides with the dimension of the
kernel kerN∗.
If N ∈ L(X,Y ) and ImN is finite-dimensional, then we say that N is finite-dimensional; denote the
class of such operators by T0(X,Y ). Obviously, the composition of two operators is finite-dimensional
if at least one of them is finite-dimensional. In general, the subspace T0 of finite-dimensional operators
is not closed in L. The subspace of compact (completely continuous) operators defined by T (X,Y )
is preferable in this sense. We say that an operator N from L(X,Y ) is compact if for any bounded
sequence {xn} from X there exists a converging subsequence of the sequence {Nxn} from Y . An
equivalent definition is as follows: an operator N from L(X,Y ) is compact if the image N(B) of the
unit ball B ⊆ X is relatively compact in Y .
From the definition, we see that the composition of two bounded operators is compact if one of
them is compact. Also, it is clear that T0 ⊆ T , i.e., any finite-dimensional operator is compact.
Theorem 1.2.3. The subspace T (X,Y ) of compact operators is closed in L(X,Y ) and the belonging
of N to T (X,Y ) implies that N∗ ∈ T (Y ∗,X∗).
Proof. Let a sequence of operators Ns from T (X,Y ) converge to N from L(X,Y ) with respect to the
operator norm. Take a sequence xk from X, |xk| ≤ 1, and consider its subsequence xk,1, k = 1, . . .,
such that N1xk,1 converges to Y . Let a sequence xk,s from X be a subsequence xk,s−1 for positive
integers s exceeding two, where Nsxk,s, k = 1, . . ., converges in Y . Then the subsequence Nxkk also
converges.
Indeed, fix a positive ε and select s to satisfy the condition |Ns −N |L ≤ ε. Then
|(Ns −N)xkr| ≤ ε.
Let n ≥ s and
|Ns(xks − xrs)| ≤ ε, k, r ≥ n.
Then the following relation holds provided that k ≥ n and r ≥ n:
|N(xkk − xrr)| = |(N −Ns)(xkk − xrr) +Ns(xkk − xrr)| ≤ 3ε.
This means the convergence of the sequence Nxkk. Hence, the operator N is compact and, therefore,
the subspace T (X,Y ) is closed.
Pass to the second assertion of the theorem. Let N ∈ T (X,Y ), y∗k ∈ Y ∗, and |y∗k| ≤ 1. We must
verify that the sequence x∗k(x) = y
∗
k(Nx) contains a subsequence converging in X
∗. Let B be the unit
ball in X and Q = N(B). Then the set Q is compact with respect to the metric of the Banach space
Y and the sequence of continuous functions fk(y) = y
∗
k(y), y ∈ Q, is uniformly bounded. Also, the
family {fk} is equicontinuous since
|fk(y)− fk(y′)| = |y∗k(y − y′)| ≤ |y − y′|, y, y′ ∈ Q.
Hence, due to the Arzela–Ascoli theorem, the sequence {fk} contains a subsequence {fki} uniformly
converging to a continuous function on Q. Then it is easy to see that {x∗ki} also converges in X
∗.
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The notions of bounded and compact operators can be extended to the case of families of Banach
spaces. Let families (Xi, i ∈ I) and (Yi, i ∈ I) of Banach spaces form lattices (in the sense of
embeddings (1.1.8) of Banach spaces) such that the inclusion Xi ⊆ Xj implies the inclusion Yi ⊆ Yj .






Yi is bounded in these families if the restriction
Ni = N |Xi is bounded by Xi → Yi for any i from I. The space of such operators is denoted by
L(Xi, Yi; i ∈ I). If Xi = Yi, then the notation L(Xi; i ∈ I) is used. If the family (X1,X2) consists of
two elements, then the last notation is reduced to L(X1;X2), which differs from the notation of the
space L(X1,X2) of bounded operators from X1 to X2.
For compact operators, similar definitions can also be introduced; in the notation, the symbol L is
replaced by the symbol T .
Note that the embedding Yi ⊆ Yj implies the embedding Y ∗j ⊆ Y ∗i . Respectively, the operator N∗j
coincides with the restriction of N∗i to X
∗
j . Therefore, the family of adjoint spaces (X
∗
i , i ∈ I) also




Y ∗i can be treated as linear functionals over the vector space
⋃
i




kerNi of the operator N from L(Xi, Yi; i ∈ I) is contained in
⋃
i
Xi and its cokernel
cokerN = kerN∗ is contained in
⋃
i
Y ∗i . If cokerN ⊆
⋂
i
Y ∗i , then the following relations similar to
(1.2.10) hold:
ImNi = Yi ∩ (cokerN)⊥, i ∈ I. (1.2.14)
1.3. Fredholm Operators
We say that N from L(X,Y ) is a Fredholm operator if its kernel kerN and its cokernel are finite-
dimensional and
ImN = (cokerN)⊥. (1.3.1)
In other words, N is a Fredholm operator if its kernel kerN is finite-dimensional and its image ImN
is finite-codimensional. For brevity, the dimensions dim(kerN) and codim(ImN) = dim(cokerN) are
denoted by dimN and codimN respectively. The integer indN = dimN−codimN is called the index
of the operator N . In [29, 32, 48], the theory of Fredholm operators is explained in detail.
If N is a Fredholm operator, then the spaces X and Y can be expanded into the direct sums
X = X(0) ⊕X(1), X(0) = kerN, Y = Y(0) ⊕ Y(1), Y(1) = ImN. (1.3.2)
These expansions are defined not uniquely. However, any such finite-dimensional space Y(0) is called a
coimage of the operator N . Obviously, the number dimY(0) = codimN coincides with the dimension
of the cokernel of the operator N , i.e., with the dimension dimN∗ of the kernel of the adjoint operator.
Therefore, indN = dimN − dimN∗ and (1.3.1) can be represented as follows:
ImN = (kerN∗)⊥. (1.3.3)
Thus, the following three assertions (the Fredholm alternative) hold for the equation Nx = y.
(i) The homogeneous equation Nx = 0 has a finite set of n linearly independent solutions x1, . . . , xn.
(ii) The homogeneous adjoint equation N∗y∗ = 0 has a finite set of m linearly independent solutions
y∗1, . . . , y∗m from Y ∗ and the heterogeneous equation is solved if and only if (y, y∗i ) = 0, 1 ≤ i ≤ m.
(iii) The difference n−m coincides with the index indN of the operator N .
From expansions (1.3.2), it follows that the operator N maps X(1) onto Y(1) bijectively. Hence,
due to the Banach theorem, the restriction N1 = N |X1 treated as an operator from X(1) to Y(1) is




(−1)|Y(1) coincides with N−11 . Obviously, this is a Fredholm operator and the relations
indN (−1) = − indN, N (−1)N = 1 + P0, NN (−1) = 1 +Q0, (1.3.4)
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where P0 and Q0 and the projectors from X to X(0) and from Y to Y(0) defined by the relations (1.3.2),
hold.
If X and Y are finite-dimensional, then it is obvious that any N from L(X,Y ) is a Fredholm
operator. Since the dimensions of the spaces X(1) and Y(1) in expansions (1.3.2) are equal in this case,
it follows that indN = dimX − dimY .
For example, if an operator is invertible from the right and its kernel is finite-dimensional, then it
is a Fredholm operator; its index is equal to the dimension dimN of its kernel. In the same way, if an
operator R from L(Y,X) is invertible from the left and its image is finite-codimensional, then it is a
Fredholm operator; its index is equal to indR = − codimR.
Simple properties of Fredholm operators provided by the next lemma immediately follow from the
definitions.
Lemma 1.3.1.
(a) If N1N and NN2 are Fredholm operators, then N is also a Fredholm operator.
(b) Let the kernel of the operator N from L(X,Y ) be finite-dimensional and a finite-codimensional
subspace X1 ⊆ X be such that X1 ∩ kerN = 0. Then N is a Fredholm operator if and only if
the subspace Y1 = N(X1) is finite-codimensional and the restriction N1 = N |X1 treated as an
operator from X1 to Y1 is invertible. If this holds, then indN = codimX1 − codimY1.
(c) If T ∈ T0(X), then N = 1 + T is a Fredholm operator and its index is equal to zero.
Proof. (a) The relations kerN ⊆ ker(N1N) and ImN ⊇ Im(NN2) are obvious. The former relation
means that the kernel kerN is finite-dimensional. Due to Theorem 1.1.1(c), the latter relation implies
that the image ImN is finite-codimensional. Hence, N is a Fredholm operator.
(b) If Y1 is finite-codimensional, then, due to Theorem 1.1.1(c), the subspace ImN ⊇ Y1 also
possesses this property. Then N is a Fredholm operator.
Conversely, let N be a Fredholm operator. By assumption, there exists an expansion X = X1⊕X0,
X0 ⊇ kerN . Using the representation X0 = X ′0 ⊕ kerN , assign X(1) = X1 ⊕ X ′0 in expansions
(1.3.2). As we note above, the operator N1 = N |X(1) acting from X(1) to Y(1) is invertible. Then
the image ImN = Y(1) is expanded into the direct sum Y1 ⊕ Y ′0 , where Y1 = N(X1), Y ′0 = N(X ′0),
and the dimensions of the finite-codimensional spaces X ′0 and Y ′0 are equal. Thus, the subspace
Y1 is finite-codimensional, the operator N|X1 treated as an operator from X1 → Y1 is invertible,
codimX1 = dimX
′
0 + dimN , and codimY1 = dimY
′
0 + codimN . Subtracting the latter relation from
the former, we obtain the relation for the index.
(c) Obviously, the kernel X1 = kerT of the finite-dimensional operator T is finite-codimensional
and the operator N = 1+T on this subspace is the identity operator. Since X1∩kerN = 0, it remains
to use assertion (b) of the lemma, assigning Y1 = X1.
The following classical result generalizes assertion (c) of Lemma 1.3.1.
Theorem (Riesz–Schauder). If T ∈ T (X), then N = 1 + T is a Fredholm operator and its index is
equal to zero.
Proof. In the normed space kerN , the identity operator 1 coincides with the compact operator −T .
Thus, this space possesses the Bolzano–Weierstrass property. Hence, this is finite-dimensional due to
Theorem 1.1.2. According to Theorem 1.2.2, the kernel kerN∗ is also finite-dimensional. Therefore,
taking into account (1.2.13), it remains to verify that the subspace ImN is closed in X.
Consider the expansion X = X1 ⊕ kerN . It is obvious that N(X1) = ImN . Consider a sequence
xn = zn + Tzn, zn ∈ X1 converging to an element x of X. If the sequence zn is bounded, then, due to
the compactness of T , there exists a converging subsequence Tznk . Then znk = xnk − Tznk converges
to z from X1 and, therefore, x = z + Tz ∈ Im(1 + T ). Assume that the sequence zn is unbounded.
Passing to its subsequence, one can assume that |zn| → ∞. Then z′n+Tz′n → 0, z′n = zn/|zn|. Arguing
as above, we find a sequence z′nk converging to z
′ from X1, |z′| = 1. Then, passing to the limit, we
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obtain that z′ + Tz′ = 0, which contradicts the definition of X1. Thus, the space ImN is closed and
N = 1 + T is a Fredholm operator.
To prove that its index is equal to zero, see assertion (d) of the next theorem.
Theorem 1.3.1.
(a) If N from L(X,Y ) and M from L(Y,Z) are Fredholm operators, then their composition is also a
Fredholm operator and
indMN = indM + indN. (1.3.5)
(b) Let operators N from L(X,Y ) and R from L(Y,X) be such that
RN − 1 ∈ T (X), NR− 1 ∈ T (Y ). (1.3.6)
Then N and R are Fredholm operators.
(c) The set of Fredholm operators is open in L(X,Y ) and the integer-valued function ind is constant
on connected components of this set.
(d) If N from L(X,Y ) is a Fredholm operator and T ∈ T (X,Y ), then N + T is a Fredholm operator
and ind(N + T ) = indN .
Proof. (a) Since ker(MN) = N−1(kerM), it follows that the kernel of the operator MN is finite-di-
mensional. Select a finite-codimensional subspace X1 to satisfy the condition X1 ∩ ker(MN) = 0.
Then, by virtue of Lemma 1.3.1(b), the subspace Y1 = N(X1) is finite-dimensional. Also, it is obvious
that Y1 ∩ kerM = 0. Therefore, arguing in the same way, we conclude that the subspace Z1 = M(Y1)
is finite-codimensional. Hence, MN is a Fredholm operator and indMN = codimX1 − codimZ1. In
the same way, we obtain that indN = codimX1 − codimY1 and indM = codimY1 − codimZ1, which
leads to the relation (1.3.5).
(b) This relation immediately follows from Lemma 1.3.1(a) and the first part of the Riesz–Schauder
theorem.
(c) Let N from L(X,Y ) be a Fredholm operator. Denote N (−1) from (1.3.4) by R and assume that
it belongs to L(Y,X). As we note above, this is a Fredholm operator and its index is opposite to





It suffices to verify that N +B is a Fredholm operator and ind(N +B) = indN .
It is obvious that |BR|L ≤ |B|L|R|L < 1. As we found, proving Theorem 1.2.1, this implies the
invertibility of the operator 1 + BR in L(Y ). In the same way, the operator 1 + RB is invertible in
L(X). Therefore, from (1.3.4), we obtain that
R(N +B) = 1 +RB + P0 = (1 +RB)(1 + T1), T1 = [1 + (1 +RB)
−1P0]
and
(N +B)R = 1 +BR+Q0 = (1 +BR)(1 + T2), T2 = [1 + (1 +BT )
−1Q0],
where Tj are finite-dimensional operators. By virtue of (b) and Lemma 1.3.1(c), this implies that
N +B is a Fredholm operator; taking into account (1.3.5), we conclude that ind(N +B) + indR = 0.
It remains to recall that indR = − indN .
(d) Consider the operator R = N (−1) from L(Y,X) involved in the relation (1.3.4). By virtue of
(1.3.6), there exist compact operators T1 and T2 such that R(N +T ) = 1+T1 and (N +T )R = 1+T2.
Thus, it follows from (b) that N + T is a Fredholm operator. For any λ from [0, 1], the operator
N + λT also possesses the Fredholm property. By virtue of (c), its index is independent of λ. Hence,
ind(N + T ) = indN .
From this theorem, it follows that Fredholm operators map finite-codimensional spaces into finite-
codimensional ones. Indeed, if N from L(X,Y ) is a Fredholm operator and a subspace X1 ⊆ X is
finite-codimensional, then N(X1) coincides with the image of the operator NP , where P projects X
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onto X1. Since 1 − P is a finite-dimensional operator, it follows that P is a Fredholm operator and,
therefore, NP possesses the same property.
If operators N and R possess the property (1.3.6), then we say that they are invertible modulo
T . The operator R is called a regularizer of the operator N . From (1.3.4) and Theorem 1.3.1(b), it
follows that N is a Fredholm operator if and only if it is invertible modulo T .
The notion of the one-side invertibility modulo T can also be introduced. However, the invertibility
of on operator N from the left and from the right modulo T (i.e., the existence of its left- and right-
hand regularizers) implies that these regularizers coincide (modulo T ). Indeed, if R1N ∼ 1, NR2 ∼ 1,
where ∼ denotes the equality modulo T , then R2 ∼ R1NR2 ∼ R1.
An operator N from L(X,Y ) is called a finite-dimensional extension of an operator N1 from
L(X1, Y ) if X1 ⊆ X is a finite-dimensional subspace and N1x = Nx provided that x ∈ X1. In
such a case, the operator N1 is called a finite-dimensional restriction of the operator N . These
operators are Fredholm equivalent and their indices satisfy the relation
indN = indN1 + codimX1. (1.3.7)
Indeed, let X = X1⊕X0 and the operator ˜N be the extension of N1, satisfying the condition ˜N |X0 = 0.
Then the relation (1.3.7) with respect to N1 and ˜N is obvious. On the other hand, the difference N− ˜N
is a finite-dimensional operator and it remains to use Theorem 1.3.1(d).
If N ∈ L(X,Y ), then any operator Ñ from L(X ×Cm, Y ×Cn) such that Ñ11 = N in its canonical
representation by a 2×2-matrix is called a finite-dimensional perturbation of the operator N . By virtue
of Theorem 1.3.1(d), the operators N and Ñ are Fredholm equivalent and ind Ñ = indN +m− n.






∈ L(X ×Cm, Y × Cn)
is a finite-dimensional term and the latter is obviously Fredholm equivalent to N .
Also, the theorem implies that if the product N1N2 of two operators and one factor is a Fredholm
operator, then the second factor is also a Fredholm operator. Due to the same reason, if there exists
a positive integer k such that Nk is a Fredholm operator, then N is also a Fredholm operator. The
next lemma provides one more corollary of such a kind.
Lemma 1.3.2. Let X = X1 × · · · ×Xn and an operator N from L(X) be represented by an n × n-
matrix (Nij), Nij ∈ L(Xj ,Xi) triangle modulo T (e.g., low-triangle, i.e., Nij ∈ T for i < j). Then, if






and the regularizer R = (Rij) of the operator N is also low-triangle modulo T .
If the matrix N is diagonal modulo T , then the Fredholm property of N implies the Fredholm
property of all its diagonal elements Nii.
Proof. It suffices to prove the lemma for n = 2. In the general case, it suffices to represent X as


















where ∼ denotes the equality modulo T . The operator on the right-hand side of this relation is
invertible and the inverse one has the same form, where R2N21 is replaced by −R2N21. Therefore, N
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is a Fredholm operator and indN = − indR1 − indR2 = indN11 + indN22. This completes the proof
of the first part of the lemma.







Then its regularizer R = (Rij) satisfies the relations NR ∼ (NiiRij) ∼ 1 and RN ∼ (RijNjj) ∼ 1,
which implies that NiiRii ∼ RiiNii ∼ 1. Hence, Nii are Fredholm operators.
For a Fredholm operator N , let us find conditions providing the existence of a Banach space Y ′
embedded into Y ∗ such that the cokernel cokerN is contained in Y ′. Let Banach spaces X and Y
be endowed with the duality structures (X,X ′, 〈, 〉) and (Y, Y ′, 〈, 〉) respectively (in the sense of the
definition from Sec. 1.2) such that the embeddings X ′ ⊆ X∗ and Y ′ ⊆ Y ∗ take place. Following [45],
we say that an operator N from L(X,Y ) admits an associated operator N ′ from L(Y ′,X ′) if
〈Nx, y〉 = 〈x,N ′y〉 (1.3.8)
identically with respect to x from X and y from Y ′. If N ′ exists, then it is uniquely defined by N
since the forms are nondegenerate. It is clear that if N1 and N2 admit associated operators, then their
product N1N2 also admits an associated operator and (N1N2)
′ = N ′2N ′1. Obviously, an operator N
admits an associated operator N ′ with respect to the canonical embeddings X ′ ⊆ X∗ and Y ′ ⊆ Y ∗ if
and only if the adjoint operator N∗ is bounded in the space pair Y ∗ → X∗ and Y ′ → X ′ in the sense
of the definition from Sec. 1.2 and N ′ = N∗|Y ′.
We say that N is an associatedly Fredholm operator if it admits an associated operator N ′, the
operators N and N ′ possess the Fredholm property, and the relations
cokerN = kerN ′, cokerN ′ = kerN (1.3.9)
hold. It is clear that if these relations hold, then the indices of the operators N and N ′ are opposite.
Actually the last property describes associatedly Fredholm operators completely.
Theorem 1.3.2.
(a) An operator N from L(X,Y ) is an associatedly Fredholm operator if and only if both N and N ′
are Fredholm operators and their indices are opposite.
(b) Let operators N from L(X,Y ) and R from L(Y,X) satisfy conditions (a), R be a regularizer for
N , and R′ be a regularizer for N ′. Then both N and R are associatedly Fredholm operators.
Proof. (a) Let N from L(X,Y ) be a Fredholm operator admitting an associated operator N ′ from
L(Y ′,X ′) and let N ′ be also a Fredholm operator. Then
indN + indN ′ ≤ 0. (1.3.10)
Indeed, by virtue of (1.3.8) , we have the relations
kerN ′ ⊆ cokerN, kerN ⊆ cokerN ′
that imply
dimN ′ ≤ codimN, dimN ≤ codimN ′. (1.3.11)
These inequalities lead to (1.3.9).
Since the bilinear forms defining the dualities are nondegenerate, it follows that the equality in
(1.3.10) leads to the equalities in (1.3.11) and, therefore, to the relations (1.3.9).
(b) By assumption, indN+indR = indN ′+indR′ = 0. On the other hand, R satisfies an inequality
similar to (1.3.10), which is possible only if indN = − indN ′ and indR = − indR′. Therefore, it
remains to apply assertion (a) of the theorem to these operators.
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Consider the canonical dualities (X,X∗) and (Y, Y ∗) with the corresponding bilinear forms given
by (1.2.9). If N from L(X,Y ) is a Fredholm operator and R from L(Y,X) is its regularizer, then,
by virtue of Theorems 1.2.3 and 1.3.1, the operator R∗ is a regularizer for N∗. Therefore, due to
Theorem 1.3.2(b), the indices of the operators N and N∗ are opposite:
indN∗ = − indN. (1.3.12)
The notion of the Fredholm property can also be introduced for operators acting in a family of Banach
spaces. Using the notation of Sec. 1.2, assume that N ∈ L(Xi, Yi; i ∈ I). We say that it is a Fredholm
operator if its kernel kerN is finite-dimensional and is contained in
⋂
i
Xi, its cokernel cokerN is
finite-codimensional and is contained in
⋂
i
Y ∗i , and the following relations hold:
N(Xi) = Yi ∩ (cokerN)⊥, i ∈ I. (1.3.13)
The difference indN = dimN − codimN is called the index of the operator N .
It immediately follows from this definition that kerNi = kerN and cokerNi = cokerN , i ∈ I. In
particular, the relation indNi = indN holds for any i from I. The inverse assertion also holds: if
Ni is a Fredholm operator for any i from I, while the kernel kerNi and the cokernel cokerNi do not
depend on i, then N is a Fredholm operator. The next two corollaries are almost obvious.
Lemma 1.3.3. Let N from L(Xi, Yi; i ∈ I) be a Fredholm operator. Then, for any Xi from Xj, any
solution x from Xj of the equation Nx = y with the right-hand side y from Xi also belongs to Xi. If







Y ∗i ), then there exists a finite-dimensional subspace Z ⊆
⋂
i
Yi of dimension codimN such
that
Yi = Z ⊕ ImNi, i ∈ I. (1.3.14)
Proof. Let Xi ⊆ Xj , x ∈ Xj , and Nx = y ∈ Yi. Then y⊥ cokerN and, by virtue of (1.3.13), there




x = x0 + x1 ∈ Xi.
Let the assumptions of the second part of the lemma be satisfied and the vectors y∗1, . . . , y∗n form
a base of cokerN . Then, similarly to Lemma 1.2.2, it is easy to prove that there exist vectors
z1, . . . , zn from
⋂
i
Xi such that they are biorthogonal to this base. Let the space Z be spanned
by these vectors. If there exists i such that a vector z = λ1x1 + . . . + λnxn belongs to the image
of the operator Ni, then it is orthogonal to all z1, . . . , zn, which is possible only in the case where
λ1 = . . . = λn = 0. Thus, Z ∩ ImNi = 0; combining this with the relation dimZ = codimNi, we
arrive at the relation (1.3.14).
The following simple criterion of the Fredholm property for operators acting in a family of Banach
spaces allows one to extend Theorem 1.3.1 to these operators.
Theorem 1.3.3.
(a) An operator N from L(Xi, Yi; i ∈ I) possesses the Fredholm property if and only if Ni = N |Xi from
L(Xi, Yi) possesses the Fredholm property for any i and indNi is independent of i. In particular,
if K ∈ T (Xi; i ∈ I), then 1 +K is a Fredholm operator and its index is equal to zero.
(b) If N from L(Xi, Yi; i ∈ I) and M from L(Yi, Zi; i ∈ I) are Fredholm operators, then MN is also
a Fredholm operator and ind(MN) = indN + indM .
(c) If N from L(Xi, Yi; i ∈ I) is a Fredholm operator and T ∈ T (Xi, Yi; i ∈ I), then N + T is a
Fredholm operator and ind(N + T ) = indN .
(d) Let N ∈ L(Xi, Yi; i ∈ I), R ∈ L(Yi,Xi; i ∈ I), and RN and NR be Fredholm operators. Then N
and R are also Fredholm operators. In particular, if
RN − 1 ∈ T (Xi; i ∈ I), NR− 1 ∈ T (Yi; i ∈ I),
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then N and R are Fredholm operators and their indices are opposite.
Proof. (a) Let Ni be a Fredholm operator for any i and their indices do not depend on i. It suffices
to verify that the kernels and cokernels of the operators Ni do not depend on i, i.e.,
kerNi = kerNj, cokerNi = cokerNj (1.3.15)
for any pair i, j from I. Due to (1.1.8), without loss of generality, one can assume that Xi ⊆ Xj . Then
Yi ⊆ Yj and Y ∗j ⊆ Y ∗i . Therefore,
kerNi ⊆ kerNj , cokerNj ⊆ cokerNi.
In particular, both s = dimNj − dimNi and s′ = codimNi − codimNj are nonnegative. However,
0 = indNj − indNi = s+ s′ by assumption. Hence, s = s′ = 0, which leads to the relations (1.3.15).
The proof of the inverse implication is obvious.
(b)–(d) All the assertions are intermediate corollaries of (a) Theorem 1.2.1.
Note that Theorems 1.3.2–1.3.3 occur (in various forms) in many papers (see, e.g., [8, 60]).
All the above considerations refer to spaces over the the scalar field C. The Fredholm property can
also be introduced for R-linear operators. Note that C-linear Fredholm operators can also be treated
as R-linear operators, but one should take into account the fact that dimensions are doubled under
the passing from C to R.
A typical situation arise if a Banach space X is endowed with a R-linear operator J ∈ L(X) such
that
J2 = 1, J(ix) = −iJx, x ∈ X, (1.3.16)
where i from C is the imaginary unity. For example, if elements ofX are complex functions ϕ(t), t ∈ E,
then the complex-conjugation operator J : ϕ(t) → ϕ(t) satisfies the conditions (1.3.16). For this
reason, in the general case J is also called the complex-conjugation operator.
Elements x of X such that Jx = x are called real elements. They form a closed subspace (over the
field R) in X; this subspace is denoted by XR. The space X is expanded into the direct sum XR⊕ iXR
over the field R. Therefore, the pair (X,J) is called a complex structure such that the space X is
endowed with.
In the sequel, the complex-conjugation operator for various complex structures is denoted by the
same symbol J unless this causes a confusion.
Let Banach spaces X and Y be endowed with a complex structure. Then a complex structure can
also be introduced in the space L(X,Y ) of bounded C-linear operators. In this complex structure, the
map N → JNJ serves as the complex-conjugation operator (recall that the corresponding factors J
act in the spaces X and Y in such a case). Obviously, the necessary conditions given by (1.3.16) are
satisfied for this map. This map is denoted as follows:
N = JNJ. (1.3.17)
In particular, the operator N is real with respect to this structure if N = N or, which is equivalent,
the operators N and J commute:
NJ = JN. (1.3.18)
In this case, its restriction to XR defines an R-linear operator from XR to YR denoted by NR.
Theorem 1.3.4.
(a) Let a C-linear operator N from L(X,Y ) be real with respect to complex structures in spaces X and
Y . Then it is Fredholm equivalent with an operator NR from L(XR, YR) and their indices (over
the corresponding fields) coincide and kerNR consists of real elements of the kernel kerN .








Then the R-linear operator N = N1 + N2J is Fredholm equivalent with the C-linear operator N∗
and their indices coincide.
Proof. (a) With respect to the canonical expansions X = XR ⊕ iXR  X2R, the operator N is repre-
sented as a 2× 2-matrix with elements Nij from L(XR, YR). An analogous representation is valid for
Y . If N is real, then, by virtue of (1.3.18), this matrix is diagonal and N11 = N22 = NR. Therefore,







defines a complex structure in the space X2 such that the operator N∗ is real with respect to it, i.e.,
N∗J∗ = J∗N∗. Obviously, (X2)R consists of elements (x, x̄), where x ∈ X, and the R-linear operator
Lx = (x, x̄) isomorphically maps X onto (X2)R. Since
L(N1 +N2J) = N∗L,
the operators N = N1 +N2J and (N∗)R are Fredholm equivalent and their indices coincide, it follows
that it remains to apply assertion (a) of the theorem to (N∗)R.
1.4. Banach Algebras
Let A be a Banach space. Let (x, y) → xy be a bounded bilinear map from A×A to A, satisfying
the associativity condition x(yz) = (xy)z. Then the space A together with this bilinear map treated
as the multiplying operation is called a Banach algebra. In particular, A is a ring with respect to the
addition and multiplication. We say that an algebra A is commutative if xy = yx for all x and y from
A.
Due to Sec. 1.1, the boundedness condition for the multiplying operation is equivalent to the estimate
|xy| ≤ C|x||y|, (1.4.1)
where | · | denotes the norm in A and the positive constant C is independent of x and y from A.
By virtue of (1.2.2), the Banach space L(X) of all operators bounded in X is an example of a
Banach algebra. Another example is the algebra A = C(K) of all functions continuous and bounded
on a topological space K, endowed with the pointwise operations and sup-norm. Based on Banach
algebras A1, . . . , An, one can introduce the Banach algebra A1 × . . . × An of the direct product with
component-wise operations.
One more example is the Banach algebra An×n consisting of n×n-matrices a = {aij}n1 with elements






An example of such an algebra is the algebra Cn×n(K) of continuous and bounded n × n-matrix-
functions on K. We denote Banach algebras An×n of matrix-functions by the same symbol A as scalar
functions unless this causes a confusion.
In a natural way, operation (1.4.2) is extended to rectangular matrices a from Am×n and b from
An×l; its result is the matrix ab from Am×l. If decompositions m = m1+ . . .+mk and n = n1+ . . .+ns




a(11) . . . a(1s)
. . . . . . . . . . . . . . .




with elements a(ij) from A















In the general case provided by (1.4.3), the orders can be shown in a similar way. If (1.4.3) is a
square matrix, i.e., k = s, and its non-diagonal block elements are equal to 0, then we say that it is a
block-diagonal matrix and represent it as follows: a = diag(a11, . . . , akk).
Consider the following general notions related to a Banach algebra A. An element e of A is called
the unit if xe = ex = x for any x from A. If the unit of an algebra exists, then it is unique. In the
sequel, it is denoted by 1 (as in the case of the zero vector 0 from A, the distinction of this notation
from the field C of scalar values is clear from the context). If we must mark the dependence of 1
on A, then the notation 1 = 1A is used. For example, the identical matrix (1Aδij), where δij is the
Kronecker symbol, is the unit of the algebra An×n.
In any Banach algebra A with unity, one can introduce the equivalent norm | |′ such that the
constant C in the estimate (1.4.1) is equal to 1, i.e., |xy|′ ≤ |x|′|y|′ for any x ∈ A and any y ∈ A.
To prove this, to any element x of A, we put in correspondence the operator L(x), acting as follows:
L(x)z = xz, z ∈ A. By virtue of (1.4.1), this operator is bounded in A. Since L(xy) = L(x)L(y),
it follows that the norm defined by the relation |x|′ = |L(x)|L in A possesses the specified property.
Inequality (1.4.1) represented in the form |L(x)y| ≤ C|x||y| means that |x|′ ≤ C|x|. On the other
hand, the relation x = L(x)1A implies the opposite estimate |x| ≤ |1A||x|′.
We say that a subspace A0 ⊆ A is a subalgebra of A if xy ∈ A0 for all x and y from A0. Any
subalgebra A0 either contains the unit 1 or does not contain it. It is clear that the closure A0 is also
a subalgebra.
We say that a subalgebra J ⊆ A is a (two-sided) ideal of A if xy ∈ J provided that x or y belongs
to J . If an ideal J is proper, i.e., it does not coincide with A, then it is obvious that 1 /∈ J . Obviously,
the closure of any ideal is an ideal.
A bounded linear operator ψ : A → B is called a homomorphism of Banach algebras if
ψ(xy) = (ψx)(ψy), x, y ∈ A, (1.4.5)
and ψ(1A) = 1B provided that both units exist. It is clear that the kernel kerψ is a closed ideal of A.
We say that a Banach space X is an A-module if a bounded bilinear map A×X called the multipli-
cation and denoted by (a, x) → ax is given such that the associativity condition a(bx) = (ab)x, x ∈ X,
is satisfied and 1x = x provided that the algebra A contains contains the unit. Obviously, this bilinear
map defines the homomorphism R : A → L(X) of Banach algebras according to the rule R(a)x = ax.
The inverse assertion also holds: the existence of such a homomorphism determines an A-module
structure in X.
For example, any space X is an L(X)-module with the corresponding multiplication operation. The
homomorphism R corresponding to this module is the identical map. Another example is the Banach
space An of the direct product: it is an An×n-module. The Banach algebra itself is an A-module with
respect to the multiplication; earlier, this is used to construct an equivalent norm related to (1.4.1).
Consider an arbitrary Banach algebra A with unit. We say that its element x is invertible if there
exists y from A such that xy = yx = 1. For any x, the element y with such properties is determined
uniquely; it is denoted by x−1 and is called the element inverse to the element x.




an with elements an from A is called absolutely converging if
∑
|an| < ∞. By virtue of the
completeness of the Banach space A, the original series converges indeed.
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Lemma 1.4.1. If |x| ≤ (2C)−1, where C is the constant from (1.4.1) and C ≥ 1, then the element





with the norm estimate
|(1 − x)−1 − 1| ≤ (C|e|+ 1)|x|,
where e = 1 is the unit element of the algebra.
Proof. For |x| ≤ (2C)−1, we have the inequality
|xn| ≤ Cn−1|x|n ≤ C−12−n, n ≥ 1.
Thus, the series at the right-hand side of (1.4.6) absolutely converges and the norm of its sum y does
not exceed









The fact that y is the inverse element for 1− x follows from the termwise multiplication of this series
by 1− x. In particular, 1 = y − xy and |y − 1| ≤ C|x||y| ≤ (C|e|+ 1)|x|.
Denote the set of all elements invertible in A byG(A); it is a group with respect to the multiplication.
The connected component of this set, containing the unit 1, is denoted by G0(A) and is called the
unit component of the group G(A).
Theorem 1.4.1.
(a) The set G(A) is open and the map x → x−1 of this set into itself is continuous.
(b) The unit component G0(A) is open in A and is an invariant subgroup of the group G(A).
(c) Let V ⊆ G0(A) be a neighborhood of the unit 1. Then any x from G0(A) is representable as a
finite product of elements of V ∪ V −1, where V −1 = {x−1, x ∈ V }.
Proof. (a) Let x0 ∈ G(A) and |y| ≤ (2C2|x0|)−1. Then x−10 −y = x−10 (1−x0y) and, due to Lemma 1.4.1,
the element (1 − x0y) is invertible. Hence, the element x−10 − y is also invertible. Therefore, the set
G(A) is open. Due to the same reasons, x−10 − y → 0 as y → 0 in A; hence, the map x → x−1 is
continuous.
(b) In any Banach space, any connected open set D is linearly connected. This means that for any
points x0 and x1 from D there exists a linear map x(t), 0 ≤ t ≤ 1, valued in D such that x(0) = x0
and x(1) = x1. In other words, one can connect x0 and x1 by a path in D.
Getting back to the open set G(A) of elements invertible in A, consider its connected component
G0(A) containing 1. As we note above, the open connected set G0(A) is linearly connected. In
particular, any its point x can be connected with 1 by a path, i.e., there exists a continuous map x(t),
0 ≤ t ≤ 1, valued in G(A) such that x(0) = 1 and x(1) = x. Since the functions x(t) and x−1(t),
0 ≤ t ≤ 1, are continuous, it follows that the inverse element x−1 belongs to G0(A). Due to the same
reasons, a−1xa ∈ G0(A) for any a from G(A). In the same way, we prove that xy ∈ G0(A) for all
x and y from G0(A). Thus, G0(A) is an invariant semigroup of G(A) and is a connected topological
group.
(c) Let D consists of all finite products of elements considered in the theorem. Obviously, D is an
open subset of G0(A), containing V . Let us prove that it is relatively closed in G0(A), i.e., any limit
point x0 of D ∩G0(A) belongs to D.
Indeed, by assumption, for any given positive ε there exists x from D such that x0 = x + y and
|y| < ε. Since V is a neighborhood of 1, it follows that 1 − x−10 y ∈ V provided that ε is sufficiently
small. Hence, x0 = x(1− x−10 y)−1 ∈ D. Thus, the set D is both open and closed in G0(A); since the
latter one is connected, this implies that D = G0(A).
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Due to (1.4.5), the homomorphism ψ : A → B of Banach algebras maps invertible elements to
invertible ones. In the same way, ψx ∈ G0(B) if x ∈ G0(A). The next theorem shows that both these
properties are converted simultaneously.
Theorem 1.4.2. Let ψ : A → B be a homomorphism of Banach algebras such that its image ψ(A) is
dense in B and the invertibility of x in A is equivalent to the invertibility of ψx in B. Then x ∈ G0(A)
if and only if ψx ∈ G0(B), i.e.,
ψ−1[G0(B)] = G0(A). (1.4.7)
Proof. Consider the sets
UA = {x ∈ A | λ− x ∈ G(A) for |λ| ≥ 1}, VA = {1− x | x ∈ UA}. (1.4.8)
Due to Lemma 1.4.1, the set UA contains the ball {|x| ≤ (2C)−1} and, therefore, is a neighborhood of
the origin since for any its point x, it contains the segment [0, x] = {tx | 0 ≤ t ≤ 1}. Hence, the set VA
is connected, is contained in G(A), and is a neighborhood of the unit. By virtue of the connectedness,
it is contained in G0(A) and can be taken as a neighborhood from Theorem 1.4.1(c).
Let UB and VB be defined with respect to B similarly to (1.4.8). From the definition given by
(1.4.8), we see that
ψ−1(VB) = VA. (1.4.9)
Then, using Theorem 1.4.1(c), we easily derive (1.4.7). Let ψa ∈ G0(B) such that ψa = b1 · · · bn, where
each bj belongs to VB ∪V −1B . Since the image ψ(A) = Imψ is dense in B and the set VB ∪V
−1
B is open,
it follows that there exist aj from A such that ψaj ∈ VB ∪ V −1B and (b1 · · · bn)−1ψ(a1 · · · an) ∈ VB .
By virtue of (1.4.9), the elements aj belong to VA ∪ V −1A , i.e., ψ(a1 · · · an) = (ψa) · b, b ∈ VB . Use
(1.4.9) again. We obtain that (a1 · · · an)a−1 ∈ VA. Hence, a ∈ G0(A), which completes the proof
of (1.4.7).
If ψ is the embedding A ⊆ B, then we deal with a special case. If the invertibility condition for a
subalgebra A coincides with the invertibility in B, then A is called a filled subalgebra (see [49]).
In the general case, the algebra C = Cn×n(K) of all matrix-functions x(t) continuous on a compact
set K can be taken as B. Obviously, the invertibility condition for x(t) is as follows: det x(t) = 0,
t ∈ K. The belonging of x(t) to the group G0 is determined by the possibility to select a branch of
ln detx(t), continuous on K.
Theorem 1.4.2 belongs to the author (see [59]). It describes G0(A) in the case where a similar
description of G0(B) is already known. For example, the algebra C = C
n×n(K) of all matrix-functions
x(t) continuous on a compact set K can be taken as B. Obviously, the invertibility condition for x(t) is
as follows: detx(t) = 0, t ∈ K. The belonging of x(t) to the group G0 is determined by the possibility
to select a branch of ln detx(t), continuous on K. The following two important cases are well known.
(1) If the compact set K is simply connected, then the group G(C) is connected and, therefore,
coincides with G0(C).
(2) If the compact set K is homeomorphic to a circle, then the following integer-valued function









the right-hand side is the increment of the continuous branch of ln detx on the contour K along
a selected direction. In the framework of this notation, the unit component G0(C) is determined
by the condition Indx = 0.
Now, it is convenient to introduce the following notion. A continuous complex-valued function
function χ on the group G(A) is called a character if it possesses the group properties
χ(xy) = χ(x) + χ(y), χ(1) = 0. (1.4.11)
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Integer-valued character on G(A) are especially important: by virtue of their continuity, such a char-
acter preserves a constant value on any connected component of the set G(A) and, therefore, can be
identified with a homomorphism χ̃ mapping the quotient group G/G0 into an additive group Z. For
example, the function (1.4.10) is an integer-valued character for the algebra C of matrix-functions
continuous on the circle K. For it, the properties (1.4.11) are verified immediately. If the compact
set K is a segment of a line, then the similar function (1.4.10) is a complex-valued character. In both
cases, the function Ind is called the Cauchy index.
The next theorem provides another typical example of an integer-valued character. First, we clarify
the terminology. Let J be a closed two-sided ideal of A. Then the multiplication operation (x+J)(y+
J) = xy+J is well defined in the Banach quotient space A/J such that this space is a Banach algebra
with respect to this operation. It is convenient to express all the corresponding notions in A/J in
terms of elements of the algebra A “modulo J”. For example, the assertion ”x = y modulo J” or
x ∼ y means that x − y ∈ J . In the same way, an element x is invertible in A modulo J if x + J is
invertible in A/J , i.e., if there exists y from A such that xy ∼ yx ∼ 1. Here, it is natural to say that
the element y is inverse modulo J for x. In particular, the set of all such elements is open in A since
it is the preimage of the open set G(A/J) under the quotient map x → x+ J .
For example, according to Theorem 1.2.2, the subspace T (X) of compact operators is a closed ideal
of the Banach algebra L(X). In the above notation, Theorem 1.3.2 can be worded as follows.
Theorem 1.4.3.
(a) The quotient map N → N + T takes the class N ∈ L(X) of Fredholm operators into the group
G(L/T ) of elements invertible in the Banach algebra L(X)/T (X) and induces an integer-valued
character ˜ind(N + T ) = indN on this algebra.
(b) Let a bounded linear map L of a Banach algebra A in L(X) be such that L1 ∼ 1 and (Lx)Ly ∼
L(xy) modulo T (X) for all x and y from A. Then, if x ∈ G(A), then Lx is a Fredholm operator
and the function ˜indx = indLx is an integer-valued character on G(A).
Proof. The first assertion in (a) is a corollary from assertion (d), while the second one follows from
assertions (a)–(c) of Theorem 1.3.2. Pass to the part (b) of the theorem. By assumption, L induces
the homomorphism L̃ : A → L/T of Banach algebras. Thus, it remains to use (a).
Consider linear bounded functionals x∗ on a Banach algebra A, possessing the multiplicative prop-
erty (1.4.5). In other words, we consider functionals realizing homomorphisms of Banach algebras A
to C. The set of all such multiplicative functionals is denoted by M(A) ⊆ A∗. Let us verify that this
set is contained in the ball |x∗| ≤ C of the adjoint Banach space A∗, where C is the positive constant
from (1.4.1).
For brevity, denote the norm of the multiplicative functional x∗ from M(A) by q. If x ∈ A, then
|x2| ≤ C|x|2 by virtue of (1.4.1). Therefore, taking into account the multiplicativity of the functional,
we have the inequality |x∗(x)|2 = |x∗(x2)| ≤ Cq|x|2, whence |x∗(x)| ≤
√
Cq |x| for all x from A. Hence,
q ≤
√
Cq and, therefore, q ≤ C.
Obviously, the kernel ker x∗ of any multiplicative functional is both an ideal and a closed subspace
of codimension 1. Such ideals are called maximal. The inverse assertion also holds: any maximal ideal
is the kernel of a multiplicative functional x∗ from M(A). The set M(A) is especially important for
commutative Banach algebras A.
Theorem (Gel’fand). An element a of a commutative Banach algebra A with unit is invertible if and
only if x∗(a) = 0 for any x∗ from M(A).
Proof. The scheme of the proof is as follows. If a is invertible, then, by virtue of (1.4.2), the relation
aa−1 = 1 implies the relation x∗(a)x∗(a−1) = 1 and, therefore, x∗(a) = 0, x∗ ∈ M(A).
Conversely, let a be not invertible in A. Then the set J = {xa, x ∈ A} is a proper ideal of A.
Arguing as in the proof of the Hahn–Banach theorem, one can prove that there exists a maximal ideal
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J0 ⊇ J . If x∗ from M(A) is determined by the kernel ker x∗ = J0, then x∗(x) = 0, x ∈ J , and, in
particular, x∗(a) = 0.
in [20], more detailed explanation of the theory of commutative Banach algebras is provided. Due
to the Banach–Alaoglu theorem (see [56]), the unit ball B in the adjoint space is weakly compact. The
set M(A) of multiplicative functionals is a closed subset of B with respect to this topology. Hence,
it is a compact set. By virtue of the one-to-one correspondence between multiplicative functionals x∗
from M(A) and their kernels ker x∗, the set M(A) is called the compact of maximal ideals.
An analog of Theorem 1.4.2 for commutative Banach algebras is the Arens–Royden theorem (see [18])
stating that the Gel’fand transformation induces an isomorphism of the quotient groups G(A)/G0(A)
and G(C)/G0(C), where C = C(K), while K is the compact of maximal ideals.
An element e of a Banach algebra A is said to be involute if e2 = 1. Obviously, it coincides with
the inverse element e−1 = e and determines an isomorphism x → x
 = exe of the algebra A into itself,
possessing the involute property (x
)
 = x.
Let there exist a subalgebra A ⊆ A such that the specified transform is invariant on this subalgebra.
Then elements of the kind x = a+ be form an algebra denoted by Ae.
Lemma 1.4.2. An element x = a+ be and the element x1 = a − be associated with it are invertible









is invertible in A.
Recall that we also use the symbol A to denote the matrix algebra with elements from A.
Proof. Denote the class of matrices of kind (1.4.12) by Ã. It is easy to see that a matrix x = (xij)21







Therefore, the invertibility of the matrix x in the algebra Ã is equivalent to its invertibility in A.






























Therefore, this matrix relation above shows that the invertibility of a±be in the algebraAe is equivalent
to the invertibility of matrix (1.4.12) in the algebra Ã, and, therefore, in A.
An algebra A invariant with respect to the involution x → x
 = exe can be constructed as follows.
Let an involution s be linked with e by the relation es = −se. Then the class A of all elements
commuting with s forms a subalgebra satisfying the specified requirement. Indeed, if a ∈ A, i.e.,
as = sa, then a
s = −ease = −esae = sa
. Note that an element of the kind 2x = a(1 + s) + b(1− s)
is invertible in A if both a and b are invertible, and 2x−1 = a−1(1 + s) + b−1(1− s) in such a case.
To conclude, we introduce analytic complex-variable functions valued in a Banach algebra A. Let a
function F (z) valued in A be defined and continuous in a domain D ⊆ C, where domains are treated
as open sets (no connectedness is required). In particular, restrictions of F to connected components
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(z − z0)−1[F (z) − F (z0)] = F ′(z0)
exists at any point z0 of D. Respectively, the function F
′(z), z ∈ D, is called the derivative of F (z).
All properties of classical analytic functions based on the Cauchy integral relation are easily extended
for functions valued in A. First, we must introduce integrals of continuous functions F valued in
Banach spaces. Using the Riemann sums, one can define such an integral in the same way as in the






F (z)(dx + idy)
of a continuous functions F (z) defined on an oriented piecewise-smooth contour Γ of the complex
plane of the variable z = x+ iy.















|F (z)|dsz ≤ Lmax
Γ
|F (z)|, (1.4.13)
where |F (z)| denotes the norm in A, while L is the length of the contour Γ. Also, for any continuous












To prove these relations, we note that they are obvious for the Riemann sums; therefore, according to
the definition of the integral, it suffices to pass to the limit.
Theorem (Cauchy). Let a function F (z) valued in a Banach algebra A be analytic in a finite domain
D bounded by a piecewise-smooth contour Γ and continuous in D. Let the contour Γ be oriented




F (z)dz = 0






(z − z0)−1F (z)dz, z0 ∈ D.
holds.
Note that, in general, the contour Γ consists of several connected components. We say that it
envelopes a compact set K of a complex plane if Γ is the boundary of a finite domain containing K
and the contour is oriented positively with respect to the specified domain.
Proof. From the above definition of the analyticity, we see that if x∗ ∈ A∗, then the scalar function
x∗[F (z)] is analytic in the domain D. Therefore, the Cauchy theorem is applicable to this function:
∫
Γ
x∗[F (z)]dz = 0.
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Since this relation holds for any x∗ from A∗, the element of the algebra A, defined by the integral in
the square brackets, is equal to zero. The proof of the Cauchy relation is similar.
1.5. Spectrum and Resolvent
To any element a of a Banach algebra A with unit, assign the set of points λ of the complex plane
C such that the element λ − a is invertible in A. This set is called the resolvent set of A and is the
domain of the function R(λ) = (λ− a)−1 valued in A and called the resolvent of the element a. The
complement
σ(a) = {λ ∈ C | λ− a /∈ G(A)}
of this domain is called the spectrum of the element a. Due to Theorem 1.4.1, the resolvent is a
continuous function. From Lemma 1.4.1, we see that if |λ| ≥ 2C|a|, then the element λ − a is
invertible and, therefore, the specified points λ belong to the resolvent set and the function R(λ) is














, |λ| ≥ 2C|a|. (1.5.1)
In particular, the spectrum σ(a) is a bounded set of the plane.
By definition, the resolvent set is the preimage of an open set G(A) under the continuous map
λ → λ− a and, therefore, is open on the plane. Respectively, the spectrum σ(a) is closed; taking into
account its boundedness, we conclude that it is a compact set.
By virtue of the obvious identity R(λ)−R(λ0) = −(λ−λ0)R(λ)R(λ0), the following relation holds:
lim
λ→λ0
(λ− λ0)−1[R(λ)−R(λ0)] = −[R(λ0)]2.
Hence, the resolvent R(λ) = (λ − a)−1 treated as a function valued in A is analytic in the open set
C \ σ(a).







where the positive r is sufficiently large and the circle is oriented counterclockwise, holds.
In particular, the spectrum σ(a) is always nonempty and continuously depends on a in the following
sense: for any open set G ⊆ C, the set σG = {a ∈ A | σ(a) ⊆ G} is open in A.
Proof. As we note above, series (1.5.1) holds absolutely and uniformly on the circle |z| = r provided














If σ(a) = ∅, then the function R(λ) is analytic on the whole complex plane. Then, due to the
Cauchy theorem, all integrals on the right-hand side of (1.5.2) are equal to zero. However, if m = 0,
then this contradicts the fact that the left-hand side of the inequality is equal to zero 1.
Further, let a set G ⊆ C be open and a compact set K ⊆ C do not intersect G. Since the resolvent
R(λ) is continuous on K, it follows that there exists a positive constant M such that |(λ−a)−1| ≤ M ,
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λ ∈ K. Let |y| ≤ 1/2MC2, where C is the constant from (1.4.1). Then |(λ− a)−1y| ≤ MC|y| ≤ 1/2C
and, due to Lemma 1.4.1, the element 1− (λ− a)−1y belongs to G(A) for any λ from K. Hence, the
same is also valid with respect to λ − a− y = (λ − a)[1 − (λ − a)−1y] since the sets K and σ(a + y)
do not intersect. Since the compact set K outside G is selected arbitrarily, it follows that the set
σG = {a ∈ A | σ(a) ⊆ G} is open.
To any element a of A, assign the nonnegative number
spr a = max
ν∈σ(a)
|ν|
called its spectral radius. In other words, the spectral radius is the radius of the least disc |z| ≤ ρ
containing the spectrum σ(a).
Lemma 1.5.1. For any r exceeding spr a, there exists a positive constant M such that
|an| ≤ Mrn, n = 0, 1, . . . (1.5.3)
Conversely, if such an estimate holds, then r ≥ spr a.
Proof. Let r > spr a. By virtue of the Cauchy theorem, the relation (1.5.2), which is already found
for r ≥ 2C|a|, also holds for the considered values of r. Therefore, taking into account (1.4.13), we

























Hence, the element λ− a is invertible and the spectrum σ(a) lies in the disc |ν| ≤ r.
From Lemma 1.5.1 and the definition of upper limits, it follows that
spr a = lim sup
n→∞
|an|1/n. (1.5.4)
Note that the limit on the right-hand side of this relation is independent of the choice of the equivalent
norm in the Banach algebra A, which is consistent with the definition of the spectral radius. It is
possible to show that the upper limit in (1.5.4) can be replaced by the standard limit.
The case where spra = 0 or, which is equivalent, σ(a) = {0}, is considered separately. In this
case, (1.5.4) implies that |an|1/n → 0 as n → ∞. Elements a possessing this property are called
quasinilpotent. Recall that an element a is called nilpotent if there exists a positive integer n such that
an = 0. The least positive integer n possessing this property is called the order (of the nilpotency) of
the element a.
Let a scalar function f(z) be analytic in a neighborhood of σ(a). Select a smooth contour Γ ⊆ D







f(z)(z − ν)−1dz, ν ∈ σ(a)
holds.
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f(z)(z − a)−1dz (1.5.5)
corresponding to the formal change of ν by a in the Cauchy relation. By virtue of the Cauchy theorem,
this definition is independent of the choice of the contour Γ. Note that, for f(z) = zm, m = 0, 1, . . .,
this definition is consistent with the relation (1.5.2), where the contour of the integrating can be
replaced by Γ due to the Cauchy theorem.





|f(z)(z − a)−1| (1.5.6)
of the norm of the element f(a), where L denotes the length of the contour Γ.
If an element b of A is invertible, then the similarity transformation x → b−1xb commutes with
operation (1.5.5):
b−1[f(a)]b = f(b−1ab). (1.5.7)
This immediately follows from the obvious relation b−1(z − a)−1b = [z − (b−1ab)]−1.
If the function f is analytic in a neighborhood of the disc |z| ≤ spr a, the definition given by (1.5.5)
can be refined. In this case, there exists r exceeding spr a such that the said function is expanded in






k, |z| ≤ r.







By virtue of the estimate (1.5.3), the series at the right-hand side of (1.5.8) converges absolutely.
If (1.5.7) is a finite sum, then the relation (1.5.8) follows from (1.5.2) and the Cauchy theorem (see
above). In the general case, the sequence fn(z) = α0 + α1z + . . .+ αnz
n of polynomials converges to
f(z) uniformly on the circle |λ| = r. Hence, applying the estimate (1.5.6) to the difference f − fn, we
conclude that fn(a) → f(a) as n → ∞. Finally, passing to the limit, we obtain the validity of (1.5.8)
in the general case.
Functions of elements of a Banach algebra are related (in a natural way) with the multiplication
and superposition operations for functions.
Theorem 1.5.2. If functions f(z) and g(z) are analytic in a neighborhood of σ(a), then
f(a)g(a) = (fg)(a). (1.5.9)
The spectrum σ[f(a)] coincides with the set f(σ) = {f(ν)
∣
∣ ν ∈ σ}. If a function h(z) is analytic in
a neighborhood of the disc |z| ≤ spr[f(a)], then
h[f(a)] = (h ◦ f)(a), (h ◦ f)(z) = h[f(z)]. (1.5.10)








where the contour Γ1 ⊆ D is such that Γ lies strictly inside it. Then the product of integrals can be








f(z)g(z1)(z − a)−1(z1 − a)−1dzdz1.
Using the obvious identity
(z − a)−1(z1 − a)−1 = −(z − z1)−1[(z − a)−1 − (z1 − a)−1],
we represent the integral from the right-hand side of the previous inequality as follows:

























f(z)(z − z1)−1dz = 0
(due to the Cauchy theorem), it follows that (1.5.9) is valid.
If there exists ν from σ = σ(a) such that f(ν) = 0, then f(z) = (z−ν)g(z), where g(z) is analytic in
D. Then, due to (1.5.9), we have the relation f(a) = (a−ν)g(a) = g(a)(a−ν). This means that f(a) is
not an invertible element since a− ν and g(a) would be invertible in this case, while their invertibility
does not hold due to the choice of ν. Thus, f(σ) is a subset of σ[f(a)]. Conversely, if ν /∈ f(σ), then
ν − f(λ) = 0, λ ∈ σ, and, therefore, the function g(λ) = [ν − f(λ)]−1 is analytic in a neighborhood
of σ. Due to (1.5.9), this implies that ν /∈ σ[f(a)]. If h(z) = zk, then the relation (1.5.10) follows
from (1.5.9). Therefore, it is also valid for polynomials h(z) = p(z). In the general case, as for the
proof of (1.5.8), it remains to pass to the limit.






form a neighborhood of 1. Indeed, let x = 1 + y and spr y < 1. Then, by virtue of the said theorem,






Obviously, exponents exp a belong to the unit component G0(A) of the group G(A) since the func-
tion x(t) = exp(ta) is continuous with respect to t from [0, 1] and x(0) = 1. In particular, due to
Theorem 1.4.1(c), any element x from G0(A) can be represented as a finite product of exponents:
x = exp a1 exp a2 · · · exp an.








(a− ν)n, σ(a) = {ν}. (1.5.11)
If the element a− ν is nilpotent and its order is equal to m, then the above series is a finite sum: it is
finished at n = m. In this case, we have the following expansion for the resolvent R(z) = (z − a)−1 =
[(z − ν)− (ν − a)]−1:




(z − ν)−n−1(a− ν)n;
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thus, it has an m-order pole at the point z = ν.
Consider the Banach algebra A = L(X) of bounded linear operators acting in a Banach space X.
By definition, a point λ belongs to the spectrum σ(N) of an operator N from L(X) if the operator
λ − N treated as an element of L is not invertible or, which is equivalent, the said operator has no
bounded inverse operator. Due to the Banach theorem from Sec. 1.2, this is possible if either the
kernel kerN is different from zero or kerN = 0, but the image ImN does not coincide with the
whole space X. In the former case, points λ of the spectrum are called eigenvalues of the operator
N . Respectively, nonzero vectors of the kernel kerN , i.e., solutions x of the homogeneous equation
λx−Nx = 0, belonging to X, are called eigenvectors corresponding to the given eigenvalue.
1.6. Number Matrices
Consider the Banach algebra Cn×n of number matrices such that its elements are denoted by
capital Latin letters A = (Aij)
n
1 , B, . . . Also, it is convenient to treat the matrix A as a linear
transformation, i.e., a linear operator A from L(Cn), mapping any vector x from Cn to the vector
with coordinates (Ax)i = Ai1x1 + . . .+Ainxn, i = 1, . . . , n. If the columns of the matrix are denoted
by A(j) = (A1j , . . . , Anj) and are treated as elements of C
n, then the matrix product is expressed as
follows:
(AB)(j) = AB(j) = B1jA(1) + . . .+BnjA(n). (1.6.1)
The column A(j) is the linear combination Aej = A1je1 + . . . + Anjen, where e1 = (1, 0, . . . , 0), . . .,
en = (0, . . . , 0, 1) is the standard base. Such a linear combination is obtained for any base b1, . . . , bn
of the space Cn if we assign
Abj = J1jb1 + . . .+ Jnjbn, 1 ≤ j ≤ n, (1.6.2)
where Jik ∈ C. The matrix J = (Jik)n1 is called the matrix of the operator A with respect to the base
b1, . . . , bn. If the matrix B is formed by columns bj, i.e., B(j) = bj , then, by virtue of (1.6.1), the
relation (1.6.2) can be represented by the matrix relation AB = BJ , i.e., the matrix J = B−1AB is
homothetic to A. The same can be done for subspaces X ⊆ Cn invariant with respect to A. In this
case, we have a rectangular matrix B.
Lemma 1.6.1. Let an l-dimensional subspace X of Cn be invariant with respect to the matrix A from
C
n×n and columns of a matrix B from Cn×l form a base of X. Then there exists a unique matrix
J from Cl×l such that AB = BJ . If B̃, J̃ is another matrix pair possessing this property, then there
exists an invertible matrix D from Cl×l such that B̃ = BD and J̃ = D−1JD.
Proof. By assumption, there exist Jik from C such that
AB(j) = J1jB(1) + . . . + JljB(l), 1 ≤ j ≤ l.
As above, this relation can be represented by the matrix relation AB = BJ . If B̃, J̃ is another matrix




B̃(j) = D1jB(1) + . . .+DljB(l).
By virtue of (1.6.1), this relation can be represented in the form B̃ = BD. Substituting this relation
to the relation AB̃ = B̃J̃ , we obtain the relation AB = BJ1 with the matrix J1 = DJ̃D
−1. It remains
to note that this implies that J1 = J by virtue of the uniqueness.
As above, it is natural to call J the matrix of the operator A in in the invariant subspace X (with
respect to a base). If the whole space Cn is expanded into a direct sum of invariant subspaces Xk,
k = 1, . . . ,m, and the matrices Bk and Jk are constructed by Xk as in the lemma, then the following
relation is valid for the invertible matrix B = (B1, . . . , Bm) from C
n×n:
B−1AB = diag(J1, . . . , Jm). (1.6.3)
726
In other words, we find an appropriate matrix B to reduce the matrix A to a block-diagonal form.
An important example of invariant subspaces is related to the spectrum σ(A) of the matrix A. This
spectrum consists of different roots ν1, . . . , νm of the characteristic polynomial χ(z) = det(z − A),
called eigenvalues of the matrix A. In the expansion
χ(z) = (z − ν1)k1 · · · (z − νm)km , n = k1 + . . .+ km, (1.6.4)
of this polynomial into factors, the power kj is the multiplicity of the eigenvalue νj. The resolvent
(z −A)−1 is a matrix polynomial divided by the characteristic polynomial χ. Therefore, the function
R(z) = (z − a)−1 has a pole at the point νj ; its order rj does not exceed the multiplicity kj and is
called the order of the eigenvalue νj . If the polynomial χ0(z) is obtained from (1.6.4) by means of the
replacement of kj by rj , then the singularities νj of the matrix-function χ0(z)(z−A)−1 are removable
and, therefore, it is a polynomial. In particular, the integral (1.5.5) vanishes for f = χ0, i.e., χ0(A) = 0.
The polynomial χ0(z) is called the minimal polynomial of the matrix A. The same argument yields
that χ(A) = 0, which is the assertion of the known Hamilton–Cayley theorem. For any function f(z)
analytic in a neighborhood of the spectrum σ(A) of the matrix A and any polynomial p(z) such that
f(z)− p(z) = O(1)(z− νj)rj in a neighborhood of νj, j = 1, . . . ,m, we have the relation f(A) = p(A).
This yields a practical method to compute the matrix f(A).
Consider a function pj(z) such that it is equal to 1 in a neighborhood of νj and to 0 in neighborhoods
of other points ν from σ(a). Obviously, the relations pipj = δijpi, where δ is the Kronecker symbol,
and p1 + . . . + pm = 1, hold in a neighborhood of the spectrum. Due to Theorem 1.5.2, this implies
that Pj = pj(A) are projectors possessing the similar property: PiPj = δijPi and P1 + . . . + Pm = 1.
Hence, the space Cn is decomposed into the direct sum X1 ⊕ . . .⊕Xm, Xi = ImPi. Since APi = PiA,
it follows that the subspace Xi is invariant with respect to the transformation A; it is called the
eigensubspace corresponding to the eigenvalue νj .
If Aj from L(Xj) is the restriction of A to Xj , then the operator ν − Aj is invertible provided
that ν = νj and (νj −Aj)rj = 0. Thus, for any x from Xj there exists a positive integer r such that
r ≤ rj , (νj −A)rx = 0, and (νj − A)r−1x = 0. Vectors x from Cn possessing this property are called
augmented vectors of the matrix A, corresponding to the eigenvalue νj. Assigning x1 = (νj −A)r−1x,
x2 = (νj −A)r−2x, . . ., xr = x, we obtain a chain of eigenvalues and augmented vectors linked by the
relations
(ν −A)x1 = 0, (ν −A)x2 = x1, . . . , (ν −A)xs = xs−1, (1.6.5)
where ν = νj.
Sequentially selecting elements of the bases of the subspaces Xj as columns of the matrix B, one
can reduce the matrix A to the block-diagonal form represented by (1.6.3). Here, the matrix Jj is
similar to the operator Aj acting in the space Xj . In particular, the characteristic polynomial (1.6.4)
coincides with the product of the analogous polynomials det(z −Aj) = (z − νj)kj and kj = dimXj.
Taking into account (1.5.7) and (1.5.11), from (1.6.3) we obtain the following relation for the
computing of the function f(A) of the matrix A:





(Jj − νj)k. (1.6.6)
Here, the series is actually a finite sum; it terminates by the order k = rj of the eigenvalue νj .
A simple example of f(A) is provided by the so-called Jordan box A = J : the elements ν are located
at its main diagonal, the elements 1 are located at the next diagonal above the main one, and all other
elements are equal to zero. Thus,
Jij = νδij + δi+1,j , (1.6.7)
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where δij denotes the Kronecker symbol. The simple verification confirms the relation [(J − ν)k]ij =
δi+k,j for this matrix. Therefore, (1.5.11) leads to the following explicit relation:
[f(J)]ij =
{
0, j − i < 0,
f (j−i)(ν)/(j − i)!, j − i ≥ 0.
(1.6.8)
The block-diagonal matrix composed of Jordan ν-boxes is called a (composite) box again. Respectively,
matrices (1.6.7) are treated as simple boxes.
The next classical result is the main theorem of linear algebra (see, e.g., [40]).
Theorem 1.6.1 (Jordan). For any matrix A from Cn×n such that its spectrum σ(A) consists of points
ν1, . . . , νm there exists an invertible matrix B = (B1, . . . , Bm) from C
n×n, reducing A to the block-
diagonal form (1.6.3), where Jj is a composite Jordan νj-box. The columns of the matrix Bj are
sequentially composed of chains of eigenvectors and augmented vectors corresponding to νj and the
number of simple Jordan boxes of the same order, contained in Jj , is an invariant of the matrix A,
i.e., is independent of the choice of B.
Proof. According to Lemma 1.6.1, it suffices to show that a base consisting of chains of eigenvectors
and augmented vectors can be selected in the eigensubspace X = Xj of the matrix A, corresponding
to the eigenvalue ν = νj. Without loss of generality, one can assume that ν = 0 (A can be replaced by
A − ν otherwise). Then ArX = 0 and Ar−1X is a nonzero eigensubspace of X, where r is the order
of the eigenvalue ν = 0. Select a subspace Y1 of X such that
Ar−1X = Ar−1Y1, Y1 ∩ kerAr−1 = 0. (1.6.9)
In particular, its dimension coincides with the dimension of the image Ar−1X,
X = Ar−1Y1 ⊕X0, X0 ⊆ kerAr−1. (1.6.10)
To prove that Y1 +AY1 + . . .+ A
r−1Y1 is a direct sum of subspaces, assume that there exist yj from
Y1 such that y1 +Ay2 + . . . + A
r−1yr = 0. Apply the operator Ar−1 to this relation. We obtain that
Ar−1y1 = 0. Taking into account (1.6.9), we conclude that y1 = 0. Thus, Ay2 + . . . + Ar−1yr = 0.
Applying the operator Ar−2 to this relation, we obtain that y2 = 0. Repeating this procedure, we
verify that yj = 0 for any j. Thus, the specified sum is direct. Since the subspaces A
jY1 are contained
in kerAr−1 provided that j ≥ 1, we take into account (1.6.10) to obtain the expansion
X = Y1 ⊕ . . . ⊕Ar−1Y1 ⊕ X̃, X̃ ⊆ kerAr−1. (1.6.11)
Applying the same argument to X̃ and repeating this procedure, we obtain the expansion
X = (Y1 ⊕ . . .⊕Ar−1Y1)⊕ (Y2 ⊕ . . .⊕Ar−2Y2)⊕ . . .⊕ (Yr−1 ⊕AYr−1)⊕ Yr, (1.6.12)
where
Yj ∩ kerAr−j = 0, 1 ≤ j ≤ r − 1, Y1 ⊆ kerA.
Note that the above expansion can contain zero spaces Yj since it is possible that there exists s
exceeding 1 such that X̃ ⊆ kerAr−s in (1.6.11) and similar further relations.
Now, select a base ejk, 1 ≤ k ≤ sj , in the space Yj. Then, due to (1.6.12), the vectors Aie
j
k,
0 ≤ i ≤ r − j − 1, form a chain of eigenvectors and augmented vectors, and all these chains form a
base of the space X.
The matrix J from the last theorem is called the Jordan form of the matrix A. Then the columns
of the matrix B have the following geometric interpretation.
Frequently, it is more convenient to consider an “enlarged” expansion instead of (1.6.3); the said
expansion corresponds to the decomposition of the spectrum σ(A) into the three sets σ0 = R ∩ σ
and σ± = {ν ∈ σ | ± Im ν > 0} on the plane, determined by the real axis R. Let X0 and X±
correspond to the direct sum of eigensubspaces Xj corresponding to the values νj from σ0 and νj
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from σ± respectively. Denote the dimensions of these spaces by n0 and n±, respectively. Then
C
n = X0 ⊕X+ ⊕X−. Respectively, the relation (1.6.3) takes the form
B−1AB = diag(J0, J+, J−), σ(J0) = σ0, σ(J±) = σ± (1.6.13)
with the matrix B = (B0, B+, B−), where B0 ∈ Cn×n0 , J0 ∈ Cn0×n0 , and the matrices B± and J±
have the same sense with respect to n± = dimX±.
If the matrix A is real, then n+ = n− and, therefore, the complex-conjugation operation x → x is
invariant on X0 and maps X+ onto X−. Then the bases in these spaces (they form columns of the
matrices B0 and B±) can be selected so that they satisfy the following conditions:
B0 ∈ Rn×n0 , J0 ∈ Rn0×n0 , B− = B+, J− = J+. (1.6.14)
It might be more convenient to pass from B− and J− to complex-conjugated matrices in (1.6.13).
Then the spectrum σ(J−) = σ− is located in the upper half-plane and one must assign J+ = J− for
the real matrix A in (1.6.14).
More detailed data about number matrices can be found in [19].
1.7. Semi-Almost Periodic Functions
Consider the Banach algebra C of all continuous and bounded on R functions, endowed with the









is a necessary and sufficient condition of the invertibility of x in C. If x(t) possesses the above property,
then we call it a nondegenerate function.
We say that a function x(t) from C is almost periodic if for any positive ε there exists a positive l
such that any interval of length l contains a number τ such that
|x(t+ τ)− x(t)| ≤ ε, t ∈ R. (1.7.1)
In [38], a detailed explanation of the theory of almost periodic functions is provided. In particular, it is
known that the class of all almost periodic functions forms a closed subalgebra in C and trigonometric




iakt, ck ∈ C, ak ∈ R, (1.7.2)
are dense in this class. One of the main results of the theory of almost periodic functions is as follows.
Theorem (on the argument of almost periodic functions). If an almost periodic function x(t) is non-
degenerate, then the continuous branch of its logarithm is representable in the form
lnx(t) = iat+ y(t), (1.7.3)
where a ∈ R and y is an almost periodic function. In particular, the inverse function x−1 is also
almost periodic.

















Obviously, the class of functions possessing these mean values is a closed subspace of C. If both
one-sided mean values coincide, then they are denoted by mx and are called the mean value of the
function x. It is obvious that
m(e−iat) =
{
0, a = 0,
1, a = 0.
(1.7.5)
In particular, the mean value mu exists for trigonometric polynomials (1.7.2) and its coefficients
ck = m(e
−aktu) are defined uniquely for any given collection of aj . Taking into account the density,
we conclude that the mean value mx exists for all almost periodic functions. Arguing in the same
way, we conclude that if (1.7.2) is an absolutely converging series, then its coefficients ck are uniquely
defined by x.
The class of all such functions is denoted by W . It is obvious that W is a Banach algebra with





In [20], the commutative Banach algebra W is studied in more detail. In particular, the theorem on
the argument of almost periodic functions also holds for this algebra, i.e., if a function x from W is
nondegenerate, then the function y from the expansion (1.7.3) belongs to W .
We say that a function x from C is semi-almost periodic if there exist almost periodic functions
x±(t) such that
x(t)− x±(t) → 0 as t → ±∞. (1.7.6)
From the almost-periodicity definition given by (1.7.1), it immediately follows that the functions x±
are uniquely defined by x and the estimate
|x±|0 ≤ |x|0 (1.7.7)
holds for the sup-norms. The functions x± are called the one-sided (left- and right-hand) almost
periodic components of x. The estimate (1.7.7) shows that the class of semi-almost periodic functions
is a closed subalgebra of C and the linear maps x → x± are homomorphisms of algebras such that
m±x = mx±.
If a function x(t) admits limits c± from C as t → ±∞, then it can be treated as a constant almost
periodic function. In other words, this function is semi-almost periodic and its one-sided almost
periodic components are equal to c±.
If a semi-almost periodic function x(t) is nondegenerate, then, due to (1.7.6), there exists a positive




Then, due to the almost-periodicity definition given by (1.7.2), we conclude that the functions x± are
also nondegenerate. Hence, the inverse function x−1 is semi-almost periodic and (x−1)± = (x±)−1.
Since x(x±)−1 → 1 as t → ±∞, it follows from the argument theorem applied to x± that there exist
a± from R and almost periodic functions y± such that
lnx(t)− ia±t− y±(t) → 0 as t → ±∞, (1.7.8)
where lnx(t) is the continuous branch of the logarithmic function. This relation can be treated as an
analog of the said theorem for semi-almost periodic functions.
Note that the continuous branch ln x(t) of the logarithmic function is defined up to an additive
term 2πik, k ∈ N, but the difference y+ − y− is defined uniquely. The mean value of this difference




m(y+ − y−). (1.7.9)
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If x(t) has limits at ±∞, then the function lnx(t) possesses the same property and (1.7.9) coincides













Obviously, the Cauchy index possesses the group property (1.4.11), i.e.,
IndR(x1x2) = IndR x1 + IndR x2, IndR 1 = 0. (1.7.10)
Being a complex function on the group of invertible elements of the algebra C, the said index contin-
uously depends on x with respect to the sup-norm. Indeed, if |xn − x|0 → 0, then xn = x(1 + x0n),
where x0n ∈ C and x0n → 0 with respect to the sup-norm. Respectively, in the relation (1.7.8) for xn,
the functions y± are to be replaced by y±+[ln(1+x0n)]±. It remains to note that ln(1+x0n) → 0 with
respect to the sup-norm as n → ∞ and to use the estimate (1.7.7). Thus, according to (1.7.10), it is
the Cauchy index in the sense of the definition from Sec. 1.3.
Note that the expansion (1.7.5) for the almost periodic components x± of the function x has the
form
lnx±(t) = ia±t+ y(±)(t), (1.7.11)
where a± are the constants from (1.7.8). The functions y(±) differ from y± by the constant term




m[y(+) − y(−)] + is an integer. (1.7.12)
Consider the case where the function lnx is bounded, i.e., a+ = a− = 0 in (1.7.8).
Theorem 1.7.1. Let a semi-almost periodic function x(t) be nondegenerate and lnx be bounded. Then
















implies the relation Indx = 0.
Proof. Consider the almost periodic function y(t) = y+(t) − y−(−t) in notation (1.7.8). Since my =
m(y+ − y−), it follows from the definition that IndR x = my. On the other hand, the almost periodic









Taking into account the fact that y0(t) = [(ln x)(t) − (lnx)(−t)] − y(t) → 0 as t → ∞, we deduce
(1.7.13).







































t− i = 0. (1.7.15)
























Hence, Iny → 0 as n → ∞. Therefore, this fact is valid for trigonometric polynomials y such
that my = 0, i.e., for finite sums of kind (1.7.2) such that aj = 0 for any j. Then, taking into
account (1.7.16), we conclude that Iny → 0 as n → ∞ for any almost periodic function y such that
my = 0.
Consider the almost periodic function y from (1.7.15). Since m(y − my) = 0 (see the property
mentioned above), the relation (1.7.15) implies the relation my = 0. It remains to recall that
my = Indx.
Note that the existence of limit (1.7.14) implies the existence of the similar limit







for any point z such that Im z = 0. The said limit defines a function F (z) analytic on the complex
plane outside R. To prove this, it suffices to represent F in the form








(t− z)(t − i) ,
and to take into account the fact that if the function lnx is bounded, then the integral at the right-
hand side of the second relation is understood in the standard sense and defines a function analytic
outside R. The same argument yields that the point i in the theorem can be replaced by any other
point z such that Im z = 0.
Consider an analog of the algebra C in the band λ1 ≤ Re ζ ≤ λ2 of the complex plane of the variable
ζ.
This band is denoted by [λ1, λ2] (the difference of this notation from a segment of the line is clear
from the context). Let C[λ1, λ2] denote the Banach algebra of all functions continuous and bounded
in this band and analytic inside it (provided that λ1 < λ2). All the above notions are extended for
functions x(ζ) from C[λ1λ2] in a natural way. For example, to define their almost periodicity, we
replace (1.7.1) by the condition |x(ζ + iτ)−x(ζ)| ≤ ε, λ1 ≤ Re ζ ≤ λ2. Trigonometric polynomials are
replaced by linear combinations of the functions eakζ with real powers ak. The expansion (1.7.3) in
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the argument theorem is changed for lnx(ζ) = aζ + y(ζ). The mean values m±x of functions x from
















If there exist x(±∞) = limx(ζ) as Im ζ → ±∞ uniformly in the band [λ1, λ2], then the one-sided
mean values m±x exist and coincide with x(±∞). An example of such a function is s(ζ) = tanh ζ
belonging to C[λ1, λ2] provided that λ1 < λ2 and such that s(±∞) = ±1.
The semi-almost periodicity definition given by (1.7.7) is extended to functions x from C[λ1, λ2] in
the same way. Assuming that x(ζ) is nondegenerate, one can introduce almost periodic functions y±(ζ)
replacing (1.7.8) by the condition x(ζ) − x±(ζ) → 0 as Im ζ → ±∞. Using these functions, we can
define the Cauchy index by the same relation (1.7.9). Obviously, the properties (1.7.10) and (1.7.12)
of the Cauchy index are also valid in the case considered.
In the same way, an analog of Theorem 1.7.1 is still valid. According to the remark to this theorem,













where λ1 ≤ λ ≤ λ2 and the point ζ0 lies outside the band [λ1, λ2].
The Cauchy index is related to the involution of the of the complex conjugation x → x in the
algebra C[λ1, λ2], defined by the relation
x(ζ) = x(ζ), (1.7.18)
where the bar on the right-hand side denotes the complex conjugation. For x, the analog of (1.7.8) is
the limit relation ln x(ζ)− a±ζ − y∓(ζ) → 0 as Im ζ → ±∞. Taking into account the obvious relation
my = my for the mean values of almost periodic functions, we arrive at the relation
Ind x̄ = −Indx, (1.7.19)
where the bar on the right-hand side denotes the complex conjugation.
In addition to scalar semi-almost periodic functions, matrix functions also broadly occur. As we
note in Sec. 1.1, the space of n × n-matrix-functions such that their elements belong to C[λ1, λ2], is
denoted by the same symbol. For a matrix-function, the nondegeneracy condition is treated as the
nondegeneracy condition for its determinant det x. The Cauchy index Indx = Ind(det x) is treated in
the same way. Since (x1x2)
± = x±1 x
±
2 , it follows that the determinant det x
± coincides with (detx)±.
Therefore, (1.7.11)–(1.7.12) also hold for detx.
If the nondegeneracy condition is satisfied only for selected lines Re ζ = λ, λ1 ≤ λ ≤ λ2, then, in
general, increment (1.7.9) with respect to ln detx(λ+ it) depends on λ.
Lemma 1.7.1. Let an n×n-matrix-function x(ζ) be semi-almost periodic in a band λ1 ≤ Reλ ≤ λ2,
its almost periodic components x± be nondegenerate, and x(ζ) be nondegenerate on the boundary lines
Re ζ = λk of this band. Then there exists a rational matrix-function r(ζ) from C[λ1, λ2] vanishing at
infinity and such that x(ζ) + r(ζ) is nondegenerate in the considered band and the difference
Indx(λ2 + it)− Indx(λ1 + it)
coincides with the number of zeroes of the function detx(ζ) in the band λ1 < Re ζ < λ2, counted with
their multiplicities.
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Proof. Since x(ζ)−x±(ζ) → 0 as Im ζ → ±∞ and the functions x± are nondegenerate, it follows that




Taking into account the nondegeneracy of x(λj + it), we conclude that the number m of zeroes of
det x, mentioned in the lemma, is finite indeed. If m = 0, i.e., there are no such zeroes, then x(ζ) is
nondegenerate in the whole band.
Let ζ1 be a zero of the function detx. Then (det x)(ζ1) = 0 and, therefore, there exists a nonzero
vector ξ from Cn such that x(ζ1)ξ = 0. Consider the matrix p from C
n×n, projecting (as a linear
operator) Cn onto the one-dimensional space spanned by the vector ξ. Thus, p2 = p and x(ζ1)p = 0.
According to Sec. 1.7, the matrix p is similar to a diagonal matrix such that all its diagonal elements
except for one are equal to zero. Therefore, for any nonzero c from C, we have the relations
det(cp + 1− p) = c, (cp + 1− p)−1 = c−1p+ 1− p. (1.7.20)
Fix λ exceeding λ2 and consider the matrix-function
x1(ζ) = x(ζ)r
−1
1 (ζ), r1(ζ) =
ζ − ζ0
ζ − λ p+ 1− p.
Obviously, the rational matrix-function
r1(ζ)− 1 =
λ− ζ0
ζ − λ p
belongs to C0[λ1, λ2]. Taking into account (1.7.20) and the relation x(ζ1)p = 0, we conclude that the
function
x1(ζ) = [x(ζ)− x(ζ1)]r−11 + x(ζ1)(1− p)
belongs to C[λ1, λ2]. The matrix-function x1(ζ) satisfies all the assumptions of the lemma, but its
determinant det x = (ζ − ζ1)−1 detx(ζ) has one zero less than detx. Continuing this procedure till
the mth step, one can expand the function x(ζ) into the product
x(ζ) = xm(ζ)rm(ζ), (1.7.21)
where xm is a nondegenerate function from C[λ1, λ2], while the function rm(ζ) is rational, has the
only pole at the point ζ = λ, and tends to 1 as ζ → ∞. Assigning r = rm − 1, we obtain the validity
of the first assertion of the lemma.
By virtue of (1.7.10), to prove the second assertion of the lemma, it suffices to prove it for the second
factor rm(ζ) of (1.7.21). In this case, it follows from the known Rouché theorem on the increment of
the logarithm of an analytic function along the boundary contour.
1.8. Lebesgue Integrals and Generalized Functions
Recall elements of the Lebesgue integral theory, skipping the definitions of a Lebesgue-measurable
set G ⊆ Rk, its Lebesgue measure mesG, measurable functions, and the Lebesgue integral. Consider






defines a norm in this class under the assumption that any two functions that differ on a zero-measure
set are identified.
It is known that L is a Banach space with respect to norm (1.8.1). This completeness property of L
is one of the main advantages of the Lebesgue integral. Another important property of the Lebesgue
integral refers to the passage to the limit under the integral sign.
734
Theorem (on majorized convergence, Lebesgue). Let {fn(x)} be a sequence of measurable functions
such that fn(x) → f(x) as n → ∞ for almost all x from G and there exists a nonnegative summable























where the sets Gi are pairwise disjoint, is a corollary of the Lebesgue theorem. To prove this, it suffices
to apply the said theorem to the sequence of functions fn(x) equal to f(x) for x from G1 ∪ . . . ∪ Gn
and to zero otherwise. In this case, the function |f(x)| plays the role of ϕ. Here, we take into account
the finite-additivity property of the integral, following from its linearity.
Usually, the Banach space L(G) is considered for open or closed sets G. Let D be an open set and
C0(D) denote the class of continuous functions with compact supports contained in D. This class is
dense in L(D) and
|f |L = sup
|ϕ|C≤1




where the supremum is taken over functions ϕ from C0(D).







|f(y)− f(x)|dy = 0 (1.8.3)
are called Lebesgue points of the function f . Note that all continuity points of the function f are its
Lebesgue points a fortiori.
Theorem (on Lebesgue points). If f is locally summable, then (1.8.3) holds for almost all x.
By definition, a function ϕ from C(D) is continuously differentiable on an open domain set D if its










For an m-vector-function ϕ, this gradient is treated as the Jacobi m × k-matrix Dϕ such that its
columns are the partial derivatives ∂ϕ/∂xj .
Most frequently, the Lebesgue majorized convergence theorem is used in the following situation.
Theorem 1.8.1. Let a function ϕ(x, y) be given on the product G × G, summable with respect to y
for any x, and continuous with respect to x from G for almost all y, where G is an open subset of Rs.
Let there exist a nonnegative function f from L(G) such that |ϕ(x, y)| ≤ f(y) for all x from G and





defines s function continuous in G.
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If the above is satisfied, the function ϕ(x, y) is continuously differentiable with respect to x, and its
partial derivatives ∂ϕ/∂xi satisfy the same conditions as ϕ itself, then ψ(x) is continuously differen-









Proof. The first assertion immediately follows from the Lebesgue theorem. To prove the second one,
it suffices to verify that the partial derivative with respect to the variable xi exists and coincides with
the function ψi defined by the integral of the corresponding partial derivative of ϕ. Therefore, without
loss of generality, one can assume that s = 1 and G is an open interval of the line. Fix a from G and









tends to zero as n → ∞, but this follows from the majorized convergence theorem applied to the
sequence of functions
ϕn(y) =





The next results related to the change of the order of integration and the change of variables under
the integral sign are well known.
Theorem (Fubini). Let a function ϕ(x, y) be summable over the product G×G, where G ⊆ Rs. Then
it is summable with respect to y over G for almost all x from G, the integral with respect to y defines













If the function ϕ is nonnegative, then the inverse assertion also holds: the existence of the iterated
integral at the left-hand side of this inequality implies the summability of the function ϕ over G×G.
Theorem (on change of variables). Let D be an open subset of Rk and a k-vector-function α(y) from
C1(D) realize its homeomorphism onto G = α(D). Then, for any function f(x) from L(G), the









On smooth surfaces, the Lebesgue integral with similar properties can be defined with respect to
the (k − 1)-dimensional Lebesgue measure. For example, consider the unit sphere Ω consisting of
points y from Rk such that |y| = 1. The transformation (r, y) → ry maps [r1, r2]×Ω to the spherical












In particular, the function ϕ(x) = |x|−α is summable in the ball |x| < R for α < k and is summable




k − α R





α−k, α > k. (1.8.6)
Here mesΩ denotes the area of the (k − 1)-dimensional unit sphere Ω.
A similar relation is also valid for the function ϕ(x) = (ln |x|)n|x|−α.
The following Green formula (of integrating by parts) is closely related to the integrating over
smooth surfaces.
Theorem (the Green formula). Let functions ϕj from C(D), 1 ≤ j ≤ k, be continuously differentiable





















where the vector n(y) = (n1, . . . , nk) denotes the unit outer normal to the surface Γ at the point y.
Denote by Cn(D) the class of all functions ϕ(x) continuously differentiable n times on an open set





∂xα1 . . . ∂xαk
,
where |α| = α1 + . . .+ αk ≤ n, exist and are continuous at each point of the set D. Here the ordered
collection α = (α1, . . . , αk) of nonnegative integers is called a multi-index of length |α|.
The class C∞(D) of infinitely differentiable functions is defined as the intersection of classes Cn
with respect to all n. The symbol C∞0 (D) denotes the class of infinitely differentiable functions ϕ such
that each one vanishes outside a compact set contained in D. Obviously, if ϕ ∈ C∞0 (D), then the
intersection of all compact sets such that ϕ = 0 outside each one is also a compact set. This compact
set is called the support of the function ϕ and is denoted by suppϕ.
A broad class of infinitely differentiable functions can be obtained by means of averaging kernels.
Let a nonnegative function h(y) from C∞0 (Rk) be such that
h(y) = 0 for |y| ≥ 1 and
∫
|y|≤1
h(y)dy = 1. (1.8.8)
Such a choice is always possible. For example, one can assign h(y) = ce1/(1−|y|2) for |y| < 1, where c
is the appropriate positive constant.
Assuming that a function ϕ(x) is locally summable over Rk (i.e., is summable over any compact set











ϕ(y)dy, 0 < ε < 1. (1.8.9)
Obviously, the last integral exists since, by virtue of (1.8.8), the integration domain is the ball B(x, ε) =
{y, |y− x| ≤ ε}. If x varies in the ball |x| < R, then, arguing in the same way, one can integrate over
the ball |y| < R+1. Hence, due to Theorem 1.8.1, all functions Tεϕ belong to the class C∞(Rk). It is
clear that if the function ϕ vanishes outside a compact set, i.e., has a compact support, then functions




Family (1.8.9) is used to approximate the function ϕ.
Lemma 1.8.1. Let a function ϕ(x) be bounded and uniformly continuous on Rk. Then Tεϕ → ϕ with
respect to the sup-norm as ε → 0.
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Proof. Since the function ϕ is uniformly continuous on Rk, it follows that
ω(ε) = sup
|x−y|≤ε
|ϕ(x)− ϕ(y)| → 0 as ε → 0.









h(y)[ϕ(x − εy)− ϕ(x)]dy,
which yields the estimate




This estimate shows that Tεϕ → ϕ with respect to the sup-norm as ε → 0.




between K and the boundary of this domain is positive. Then, if a summable function ϕ is equal to
zero outside K, then the function Tεϕ belongs to the class C
∞
0 (D) provided that ε ≤ δ < r. Indeed,




between x and K. This function is continuous. Hence, K1 = {x, d(x,K) ≤ δ} is a compact set
contained in D. If x /∈ K1, then the ball B(x, ε) does not intersect K. Hence, ϕ = 0 on this ball and,
respectively, (Tεϕ)(x) = 0. Thus, the function Tεϕ from C
∞(D) is equal to zero outside the compact
subset K1 of D, i.e., it belongs to C
∞
0 (D).
In the same way, if ϕ = 1 on the compact set K1 and ϕ = 0 outside this set, then, if ε is sufficiently
small, then the nonnegative function χ = Tεϕ belongs to C
∞
0 (D) and is identically equal to 1 on the
compact set K. Functions of this kind are called cut-off functions. Their value is as follows: for any
function ϕ from C∞(D), the product χϕ belongs to C∞0 (D).
Combining the above reasoning with Lemma 1.8.1, we see that the supremum at (1.8.2) can be
taken over ϕ from C∞0 (D). Indeed, due to the specified lemma, for any function ϕ from C0(D), the
sequence Tεϕ belongs to C
∞
0 (D) (provided that ε are sufficiently small) and uniformly converges to ϕ
as ε → 0.
Also, cut-off functions lead to the so-called partition of unity.
Lemma 1.8.2. Let the union of open sets V1, . . . , Vm contain a compact set K. The there exist
nonnegative functions χj from C
∞
0 (Vj) such that their sum is identically equal to 1 on K.
Proof. Since the compact set Kj = Vj ∩K is contained in Vj , it follows that there exists a cut-off
function ϕj from C
∞
0 (Vj) identically equal to 1 on Kj. Therefore, the nonnegative function ϕ =
ϕ1 + . . .+ ϕm from C
∞
0 (R
k) is greater than or equal to 1 at any point x of K. Hence, there exists an
open set V ⊇ K such that ϕ(x) ≥ 1/2 for any x from V . Therefore, 1/ϕ belongs to C∞(V ) and the
functions χj = ϕj/ϕ satisfy the claims of the lemma.
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Introduce the notion of generalized functions in a domain D. To do this, define the following notion
of the convergence in the class C∞0 (D). The sequence ϕk tends to ϕ in this class as k → ∞ if there
exists a compact set K ⊆ D such that, for sufficiently large k, the supports of the functions ϕk and






as k → ∞ uniformly on K.
Linear functionals u(ϕ) over the class C∞0 (D) continuous with respect to this convergence are called
generalized functions. The class of such functionals is a vector space. It is denoted by (C∞0 )′(D).






defines a linear functional f̃ over the class C∞0 (D). Obviously, it is continuous with respect to the
introduced convergence, i.e., it is a generalized function. As we note above, the supremum at (1.8.2)
can be taken over all ϕ from C∞0 (D). Therefore, if f̃ = 0, i.e., f̃(ϕ) = 0 for all ϕ from C∞0 (D), then
f = 0 almost everywhere. Thus, the generalized function f̃ is uniquely defined by f and it can be
identified with f . In the sequel, such an identifying is assumed. Generalized function of such kind are
called regular.
If f ∈ C∞(D) and u ∈ (C∞0 )′(D), then the linear functional ũ(ϕ) = u(fϕ) is also a generalized
function. It is denoted by ũ = fu and is called the product of f and u. Obviously, the convergence
ϕn → ϕ in C∞0 also implies a similar property for partial derivatives. Therefore, the differentiation









For regular generalized functions u from C1(D), this operation corresponds to the classical differenti-
ation. Indeed, let ϕ ∈ C∞0 (D). Select a domain D0 with a smooth boundary such that D0 ⊆ D and












since the integrals over ∂D0 vanish. According to the definition of regular generalized functions,
given by (1.8.11), this relation corresponds to (1.8.12). Partial derivatives ∂αu/∂xα of any order
|α| = α1 + . . . αk are defined in the same way.
In the vector space (C∞0 )
′(D), introduce the notion of the pointwise convergence as follows: un → u
if un(ϕ) → u(ϕ) as n → ∞ for any ϕ from C∞0 (D).
Theorem (on the completeness of the space of generalized functions). Let un ∈ (C∞0 )′(D), n = 1, 2 . . .,
and the limit u(ϕ) = lim un(ϕ) exists for any ϕ from C
∞
0 (D). Then u ∈ (C∞0 )′(D).
Assume that there exists an open subset D0 of D such that a generalized function u vanishes on
any function ϕ from C∞0 (D0). Then we say that u = 0 on D0. The complement to the union of all
open sets such that u = 0 on such a set defines the support suppu of the generalized function u. An
example of a generalized function with a compact support is the δ-function δ = δa concentrated at a
point a from D. This is defined by the relation
δa(ϕ) = ϕ(a), ϕ ∈ C∞0 . (1.8.13)
Its support consists of the unique point {a}.
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Being a linear functional, a generalized function u with a compact support can be defined on the
whole class C∞(D) in a natural way. Indeed, consider a cut-off function χ from C∞0 (D) equal to 1 on
suppu. Then χu = u and one can assign u(ϕ) = u(χϕ), ϕ ∈ C∞(D). Thus, it is reasonable to denote
the class of generalized functions with compact supports by (C∞)′(D). According to the next lemma,
the action of a generalized function with a compact support on functions depending on parameter
commutes with the differentiating and integrating with respect to this parameter.
Lemma 1.8.3. Let u be a generalized function with compact support suppu ⊆ D, a domain G be
























for any compact subset Q of G.
Here the symbol ut means that u acts on a function with respect to the variable t.
Proof. For simplicity, we consider only the one-dimensional case where G is and interval of R. Let
a cut-off function χ from C∞0 (D) be equal to 1 on the support suppu. If x ∈ G and xn → x, then
χ(t)ϕ(xn, t) → χ(t)ϕ(x, t) in C∞0 (D). Then the function ψ is continuous at the point x. In the same
way, we have the following limit relation:
χ(t)


















Further, let Q = [a, b] ⊆ G. Decompose this segment into n equal parts by points x0 = a,



















in C∞0 (D). Then










as n → ∞, which leads to the relation (1.8.15).
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1.9. Second-Kind Fredholm Equations
Illustrate properties of Fredholm operators on the example of second-kind integral equations. As-





|x− y|αϕ(y)dy, x ∈ G, (1.9.1)
where 0 < α < k. By virtue of (1.8.6), this integral exists for any bounded measurable function ϕ. It
is obvious that, without loss of generality, one can assume that
k/2 < α < k. (1.9.2)
If there exists a (sufficiently small) δ such that q(x, y) = 0 for |x−y| ≤ δ, then the kernel q(x, y)|x−y|−α
of the integral operator is continuous on G×G and the operator T is compact in the space C(G), i.e.,
belongs to T (C). This fact easily follows from the Arzela–Ascoli theorem since, for any sequence ϕn
bounded in C(G), the function sequence (Tϕn)(x) is uniformly bounded and equicontinuous.
Actually, this also holds in the general case.
Lemma 1.9.1. For any function q from C(G×G), the operator T (q) is compact int the space C(G).
Proof. Let | · |0 denote the sup-norm of functions. Then, by virtue of (1.8.6), we have the estimate






Thus, the following inequality holds:
|Tϕ|0 ≤ C|q|0|ϕ|0. (1.9.3)
In the same way, one can verify that
|Tϕ|0 ≤ Cδk−α|q|0|ϕ|0 (1.9.4)
under the additional assumption that q(x, y) = 0 provided that |x− y| ≥ δ.
Let a nonnegative continuous function χn(s) not exceed 1, χn(s) = 0 for |s| ≤ 1/2n, and χn(s) = 1
for |s| ≥ 1/n. Then the operator T (qn), where qn(x, y) = χn(|x − y|)q(x, y), is compact in the space
C(G). Applying (1.9.3) to the difference T (q)− T (qn) = T (q − qn), we obtain the estimate
|T (q − qn)ϕ|0 ≤ Cnα−k|q|0|ϕ0|. (1.9.5)
It shows that the sequence of continuous functions T (qn)ϕ uniformly converges to T (q)ϕ. Then the
last function is also continuous. Then, taking into account (1.9.3), we conclude that the operator T (q)
is bounded in the space C. Actually, the estimate (1.9.5) means that the sequence T (qn) of operators
from T (C) converges to T (q) with respect to the operator norm. Then, due to Theorem 1.2.3, we
conclude that the operator T (q) is also compact.
Combining Lemma 1.9.1 with the Riesz–Schauder theorem (see Sec. 1.3), we see that 1− T (q) is a
Fredholm operator and its index is equal to zero. It is easy to see that the operator T (q) admits an





and the associated operator belongs to the same type:
[T (q)]′ = T (q̃), q̃(x, y) = q(y, x).
Hence, the associated operator [1 − T (q)]′ = 1 − T (q̃) is also a Fredholm operator of index zero and
N = 1− T (q) is an associatedly Fredholm operator (due to Theorem 1.3.2).
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Thus, the following classical alternatives are valid for the second-kind Fredholm equation:
ϕ(x) − [T (q)ϕ](x) = f(x), x ∈ G. (1.9.6)
(1) the homogeneous equation corresponding to (1.9.6) has a finite set of linearly independent
solutions ϕ1, . . . , ϕn from C(G);
(2) the homogeneous associated equation ψ(x) − [T (q̃)ψ](x) = 0 has the same amount of linearly
independent solutions ψ1, . . . , ψn ∈ C(G);
(3) the heterogeneous equation (1.9.6) is solvable if and only if (f, ψj) = 0, 1 ≤ j ≤ n.
If the kernel ker[1 − T (q)] contains only zero element, then the operator 1 − T (q) is invertible. Our
main aim is to verify that the inverse operator has the same form, i.e., [1−T (q)]−1 = 1−T (q1), where
q1 ∈ C(G×G).
To do this, introduce the following bilinear operation p ∗ q in C(G×G):




|x− z|α |y − z|α dz, x = y. (1.9.7)
This definition is motivated by the fact that the change of the order of the iterated integrating
T (p)[T (q)ϕ] leads to the relation
T (p)T (q) = T (p ∗ q). (1.9.8)
First, we must verify that the result of operation (1.9.7) remains in the class C(G×G).
Lemma 1.9.2. Map (1.9.7) boundedly takes C × C into C and the linear operator R(p)q = p ∗ q is
compact in the space C(G×G) for any fixed p.
Proof. The scheme of the proof is the same as for Lemma 1.9.1. For x = y, we have the inequality




|z − x|α |z − y|α ,
where the integral is treated as improper with respect to z = x, z = y, and z = ∞. By virtue of

















|z|−α, |z| ≤ 1/2,
|z − e|−α, 1/2 ≤ |z| ≤ 2,
|z|−2α, |z| ≥ 1/2.
Therefore, taking into account (1.8.6), we conclude that the last integral is bounded uniformly with
respect to |e| satisfying the condition |e| = 1. Thus, we have the estimate
|p ∗ q|0 ≤ C|p|0|q|0. (1.9.9)
If q(z, y) ≡ 0 for |z − y| ≥ δ, then, in the same way, we obtain that




|z|α |z − e|α .
For |x− y| ≤
√










|z|α |z − e|α .
742
If |x− y| ≥
√







|z|α |z − e|α ≤ R
k−αδ(k−α)/2,
where R is the diameter of G. This yields the estimate
|p ∗ q|0 ≤ C|p|0|q|0δ(k−α)/2. (1.9.10)
In the same way, this estimate is proved in the case where p(x, y) = 0 for |x− y| ≥ δ.
As in the proof of Lemma 1.9.1, define pn and qn by p and q respectively. Then take the relation
p ∗ q − pn ∗ qn = (p− pn) ∗ q + pn ∗ (q − qn)
and apply the estimate (1.9.10) to the terms at its right-hand side. We obtain the inequality
|p ∗ q − pn ∗ qn| ≤ 2Cn(α−k)/2|p|0|q|0. (1.9.11)
Hence, the sequence of functions pn ∗ qn from C(G×G) uniformly converges to p ∗ q. Combining this
result with (1.9.9), we conclude that the bilinear map ∗ boundedly takes C × C into C.





|y − z|α dz,
where rn(x, z) = pn(x, z)|x− z|−α is a continuous function. If the variable y is treated as a parameter,
then this operator is expressed by (1.9.1), where the function q(x, z) is replaced by the function
rn(x, z). Hence, similarly to the proof of Lemma 1.9.1, we verify that Rn is a compact operator in the
space C(G×G). Similarly to (1.9.11), one can obtain the estimate
|R(pn)q −R(p)q|0 ≤ Cn(α−k)/2|p|0|q|0
implying that the sequence R(pn) converges to R(p) with respect to the operator norm. Hence, R(p)
is a compact operator.
Now we present the main result.
Theorem 1.9.1. There exists a discrete (at most countable) set Λ ⊆ C such that the operator 1−λT (q)
is invertible for any λ outside Λ and
[1− λT (q)]−1 = 1− T (rλ), (1.9.12)
where the function rz(x, y) belongs to C(G × G), is analytic with respect to z in the open set C \ Λ,
and admits poles at points λ of Λ.
Based on the notion of analytic vector-functions valued in Banach spaces, introduced in Sec. 1.4,
we complement the properties of Fredholm operators, listed in Sec. 1.3, by the following result.
Theorem 1.9.2. Let X be a Banach space endowed with a duality with respect to a bilinear form ( , )
on X ×X. Let an operator-function N(λ) from L(X) be analytic with respect to λ in the disc |λ| < 1
and N(0) be a Fredholm operator of index zero. Then there exist r from (0, 1) and a positive integer
m such that the operator N(λ) is invertible for 0 < |λ| < r and the operator-function λmN−1(λ) is
analytic in the disc |λ| < r.
Proof. By assumption, the space X contains linearly independent vector systems x1, . . . , xn and
y1, . . . , yn such that
kerN(0) = [x1, . . . , xn], X = [y1, . . . , yn]⊕ ImN(0). (1.9.13)
743





(x, x̃j)yj, x ∈ X. (1.9.14)
By virtue of (1.9.13), the relation ˜N(0)x = 0 implies the relations N(0)x = 0 and (x, x̃j) = 0, 1 ≤
j ≤ n, which are equivalent to the relation x = 0. Thus, ˜N(0) is a Fredholm operator of index zero
and its kernel contains only zero. Hence, it is invertible. Then there exists r from (0, 1) such that
the operator ˜N(λ) is invertible provided that |λ| < r. It is clear that the operator-function ˜N−1(λ) is





(x, x̃j)ỹj(λ), ỹj(λ) = ˜N
−1(λ)yj . (1.9.15)
Consider the n× n-matrix A(λ) consisting of the elements Aij(λ) = δij − (x̃i, ỹj(λ)). Obviously, it is
analytic in the disc |λ| < r. Let m be the order of the zero of the function detA(λ) at the point λ = 0
(if detA(0) = 0, then we assign m = 0). Select a (sufficiently small) positive r such that detA(λ) = 0
provided that 0 < |λ| < r. Then the function B(λ) = λmA−1(λ) is analytic in the disc |λ| < r. If





(x, x̃j)ỹj(λ) = y (1.9.16)
is uniquely solvable. Indeed, multiplying it by x̃i scalarly, we obtain the system A(λ)ξ = η, where
ηi = (y, x̃i), for the vector ξ from C
n, consisting of the elements ξi = (x, x̃i). Converting this system,
we obtain the relation





Bjk(λ)(y, x̃k), 1 ≤ j ≤ n.
Thus, we obtain the following inversion formula for system (1.9.16):




Denoting the right-hand side of this relation by λ−mM(λ)y and taking into account (1.9.15), we
conclude that the operator N(λ) is invertible and N−1(λ) = λ−mM(λ) ˜N−1(λ).
Proof of Theorem 1.9.1. Fix a complex λ0 and apply Theorem 1.9.2 to the operator N(z) = 1− (z +
λ0)T (q). We obtain that there exist a positive r and a nonnegative integer m such that the operator
1−λT (q) is invertible for 0 < |λ−λ0| < r and the operator-function (λ−λ0)m[1−λT (q)]−1 is analytic
in the disc |λ− λ0| < r.
By virtue of (1.9.8), the operator relation [1− T (λq)][1 − T (rλ)] = 1 is equivalent to the relation
λq + rλ = λq ∗ rλ. (1.9.17)
Let us treat this relation as an equation with respect to rλ. If r̃λ is another solution of it, then
[1− T (λq)][1− T (rλ)] = [1− T (λq)][1 − T (r̃λ)] = 1.
Since the operator 1 − T (λq) is invertible for λ = λ0, it follows that zλ = r̃λ. Thus, Eq. (1.9.17)
admits at most one solution. In the notation of Lemma 1.9.2, it can be written in the form
[1− λR(q)]rλ = −λq,
where R(q) is a compact operator acting in the space C(G ×G). Therefore, Eq. (1.9.17) is uniquely
solvable.
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Thus, for any fixed complex λ0 there exist a positive r and a function rλ(x, y) from C(G × G)
analytic with respect to λ in the domain 0 < |λ− λ0| < r such that
[1− λT (q)]−1 = 1− T (rλ)
and, at the point λ = λ0, the function rλ(x, y) admits a pole of order not exceeding m.
Since the point λ0 is selected arbitrarily, this implies the claim of the theorem.




Let C(G) denote the class of all functions ϕ(x) continuous on the set G ⊆ Rk. If we add a
requirement of the uniform continuity on G, then any such function ϕ is extended as ϕ̃ from C(G).
Indeed, if a sequence xn converges to x from G\G, then, due to the uniform continuity on of ϕ, the
number sequence ϕ(xn) is a Cauchy sequence. Therefore, there exists a limit limϕ(xn) independent
of the choice of the sequence; denote this limit by ϕ̃(x). Assigning ϕ̃(x) = ϕ(x), x ∈ G, we obtain the
function ϕ̃; it is easy to see that it is continuous on G.
Functions satisfying the Hölder condition form a more narrow class than the class of uniformly
continuous functions. We say that a function ϕ satisfies the Hölder condition with power μ from (0, 1)
(if μ = 1, then we call this the Lipschitz condition) on a set G, if the estimate
|ϕ(x) − ϕ(y)| ≤ C|x− y|μ, x, y ∈ G, (2.1.1)





|x− y|μ . (2.1.2)
This relation determines a seminorm, i.e., [·]μ satisfies all norm conditions (1)–(3) from Sec. 1.1 except
for the first one: if [ϕ]μ = 0, then the function ϕ is constant on the set G. Notation (2.1.2) is also used
in the case where μ = 0: in this case, [ϕ]0 is the least upper bound of |ϕ(x)−ϕ(y)| and it characterizes
the oscillation of the function ϕ on the set G. To indicate the dependence of seminorm (2.1.2) on G,
we use the notation [ϕ]μ,G.
From the definition given by (2.1.1), it is clear that the function ϕ is uniformly continuous on the
set G; therefore, it is extended to the closure G as a continuous function satisfying the same estimate.
This is why the Hölder condition is usually considered for closed sets G (without loss of generality).
Consider several examples. For 0 ≤ s ≤ 1, the inequality 1 − sμ ≤ 1 − s ≤ (1 − s)μ shows that
[ϕ]μ = 1, where ϕ(t) = t
μ on the positive semiaxis. In particular, the following double inequality
holds:
||x|μ − |y|μ| ≤ ||x| − |y||μ ≤ |x− y|μ. (2.1.3)
Here, the second inequality follows from the triangle inequality; it means that the function ϕ(x) = |x|
satisfies the Lipschitz condition with constant [ϕ]1 = 1. Another example of a function of such type
is the distance d(x, F ) between a point x and a set F :
d(x, F ) = inf
z∈F
|x− z|. (2.1.4)
Let us prove that it satisfies the Lipschitz condition:
|d(x, F ) − d(y, F )| ≤ |x− y|. (2.1.5)
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Indeed, if z ∈ F , then d(x) ≤ |x − y| + |y − z| due to the triangle inequality and, therefore, d(x) ≤
|x− y|+ d(y). Since the points x and y can be swapped, it follows that (2.1.5) is valid.
Note that the function ϕ(x) = d(x, F ) vanishes at a closed set F and is positive outside it. It is
easy to see that its seminorm [ϕ]1 is equal to 1.
Similarly to (2.1.4), one can introduce the distance between sets as follows:
d(E,F ) = inf
x∈E, y∈F
|x− y|.
If these sets are closed and disjoint and one of them is bounded (i.e., compact), then d(E,F ) > 0.
The following simple estimates are valid for seminorms [ ]μ of products and superpositions of func-
tions:
(a) [ϕψ]μ ≤ |ϕ|0[ψ]μ + [ϕ]μ|ψ|0;
(b) [f ◦ ϕ]μ,G ≤ [f ]1,D[ϕ]μ,G, ϕ(G) ⊆ D; (2.1.6)
(c) [ϕ ◦ α]μ, ˜G ≤ [ϕ]μ,G[α]
μ
1, ˜G
, α( ˜G) ⊆ G.
Note that the Hölder condition can be also used for vector-functions ϕ = (ϕ1, . . . , ϕs) valued in R
s.
In this case, |ϕ(x)−ϕ(y)| on the left-hand side of (2.1.1) is replaced by a fixed norm of the space Rs.
Then ϕ from (2.1.6)(b) can be treated as a vector-function valued in D ⊆ Rs, while α from (2.1.6)(c)
as a vector-function values in G ⊆ Rk.
The interpolation property
[ϕ]μ ≤ [ϕ]1−μ/ν0 [ϕ]μ/νν , 0 ≤ μ ≤ ν, (2.1.7)
of the Hölder seminorm immediately follows from the relation
|ϕ(x) − ϕ(y)|







This inequality is well known; it is frequently used in the operator interpolation theory (see [33]).
A detailed explanation of properties of functions satisfying the Hölder condition is provided by [45].
Most frequently, these spaces occur in investigations of differential equations (see, e.g., [34, 36]). Below,
we provide results not covered by the above books; regarding these results, it is not always possible
to provide pertinent references.
Rather frequently, it suffices to verify the Hölder condition locally at neighborhoods of points. For
example, let G be bounded and for any point a from G there exist a ball B(a) centered at this point
such that ϕ satisfies the Hölder condition with power μ inside this ball. Then one can select a finite
set of such balls B(aj), 1 ≤ j ≤ m, covering G. Then ϕ satisfies the Hölder condition on the whole
set (see the next theorem).
Let a neighborhood of ∞ be treated as a set containing the exterior of a ball.
Theorem 2.1.1. Let a closed set G be contained in the union of open sets V1, . . . , Vm such that one
of them is a neighborhood of ∞ if G is unbounded. Then the estimate
[ϕ]μ,G ≤ Cmax(|ϕ|0,G, [ϕ]μ,G∩V1 , . . . , [ϕ]μ,G∩Vm), (2.1.8)
where C is a positive constant independent of ϕ, holds.
Proof. There exists a positive r such that for any pair x, y of points from G such that the distance
between them does not exceed r there exists i such that the specified pair lies in Gi. Indeed, assuming
(to the contrary) that no such i exists, we see that there exist sequences xn and yn from G such that
xn − yn → 0 as n → ∞ and, for any n, the points xn and yn belong to two different sets Vi. Passing
to subsequences, one can assume that either both sequences converge to a same point a from G or
|xn| → ∞. Let a set Vi contain a in the former case and be a neighborhood of ∞ in the latter one.
Then, for both cases, both points xn and yn belong to a same set Vi provided that n is sufficiently
large, which leads to a contradiction with our assumption.
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Thus, for any pair x, y of points from G such that the distance between them does not exceed r
there exists i such that the said pair lies in Gi. Therefore,
|ϕ(x) − ϕ(y)||x− y|−μ ≤ max([ϕ]μ,G1 , . . . , [ϕ]μ,Gm)
provided that x ∈ G, y ∈ G, and |x− y| ≤ r. On the other hand, for |x− y| > r, we have an obvious
inequality
|ϕ(x) − ϕ(y)||x − y|−μ ≤ r−μ[ϕ]0,G.
Then, in (2.1.8), one can assign C = max(1, r−μ).
In the general case, if G is represented as the union of sets G1, . . . , Gm and a function ϕ defined
on G satisfies the Hölder condition on each set Gi, then a problem to find whether this condition is
satisfied on the whole set G arises. The following example shows that it is not always guaranteed.
Let G = G0 ∪ G1 ⊆ R2, where G0 is the segment {x2 = 0, 0 ≤ x1 ≤ 1}, while G1 is the arc
{x2 = x21, 0 ≤ x1 ≤ 1} of a parabola. On G, consider the function
ϕ(x) =
{
0, x ∈ G0,
x1, x ∈ G1.
It is easy to see that this function satisfies the Lipschitz condition on G1. On the other hand, for the
points x = (t, 0), y = (t, t2) from G, the expression
|ϕ(x)− ϕ(y)||x − y|−μ = t1−2μ
is bounded for μ > 1/2.
However, there are assumptions about the set G, guaranteeing the fulfillment of the Hölder condition
on the whole set.
Any homeomorphic image γ(I) of a segment I of the line R is called a simple (or Jordan) arc Γ from
R
k. The map γ itself is called an arc parametrization; it determines the natural order of arc points,
i.e., the orientation of the curve. We say that Γ is a rectifiable arc if it admits a parametrization γ such
that it is a bounded-variation vector-function or, which is the same, there exists a positive constant
C such that
|γ(t1)− γ(t2)|+ |γ(t2)− γ(t3)|+ . . . + |γ(tn−1)− γ(tn)| ≤ C
for any collection t1, t2, . . . , tn of the segment I such that t1 < t2 < . . . < tn. From the geometrical
viewpoint, the above sum is the length of a broken line inscribed in the curve Γ. For this reason, the
upper bound of this sum is called the length of the arc Γ; notation l(Γ).
We say that a connected set is linearly connected if any pair of its points can be connected by a
Jordan arc. For example, domains are linearly connected. This definition can be strengthened. A set
G is called uniformly connected if there exists a positive constant M such that any two points x and
y from G can be connected by a rectifiable arc Γx,y from G such that its length admits an estimate
l(Γx,y) ≤ M |x− y|, x, y ∈ G. (2.1.9)
This definition depends on the constant M . For this reason, such sets are also called M -uniformly
connected ; another term is sets regular in the Whitney sense (see [28]).
An obvious example of a uniformly connected set is a convex set such that a segment can be taken
instead of the arc Γx,y, i.e., inequality (2.1.9) becomes the equality with M = 1.
Theorem 2.1.2. Let an M -uniformly connected set G be the union of its subsets G1, . . . , Gm. Then
the estimate
[ϕ]μ,G ≤ (m− 1)Mμ max([ϕ]μ,G1 , . . . , [ϕ]μ,Gm) (2.1.10)
holds.
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Proof. Without loss of generality, one can assume the sets G and G1, . . . , Gm to be closed. Let x ∈ G,
y ∈ G, and Γ = Γx,y be the arc from (2.1.9). Then this arc contains points x1 = x, x2, . . . , xn = y,
n < m (the order corresponds to its orientation), such that any two neighboring ones belong to a same
set Gk, k = 1,m. This fact is easily proved by means of the induction with respect to m as follows.
For m = 1, no proof is required. Assume that the assertion holds for m − 1 sets Gk and consider
the case where the sets are G1, . . . , Gm. Without loss of generality, one can assume that the points x
and y belong to different sets Gk; for definiteness, let x /∈ Gm and y ∈ Gm. Take a point y′ from Γ
such that it is closest to x among points of Gm; this is possible since Gm is closed. Since the arc Γ is
connected, this point also belongs to the set G1 ∪ . . .∪Gm−1. Then the arc Γ′ ⊆ Γ with the ends x, y′
is covered by m− 1 sets G1, . . . , Gm−1 and it remains to use the inductive assumption.
Thus, let any two neighboring points of the arc Γ, belonging to the finite sequence x1 = x, x2, . . .,
xn = y, n ≤ m− 1, belong to one set of G1, . . . , Gm. Then
|ϕ(x) − ϕ(y)| ≤ |ϕ(x1)− ϕ(x2)|+ . . .+ |ϕ(xn−1)− ϕ(xm)|
≤ max(|ϕ|μ,G1 , . . . , |ϕ|μ,Gm)(|x1 − x2|μ + . . . + |xn−1 − xn|μ).
Taking into account the inequalities |xi−1 − xi| ≤ l(Γx,y) and (2.1.9), we obtain the estimate (2.1.10).
To illustrate this theorem, consider the following case. Let G be an arbitrary set and a function ϕ
from Cμ(G) vanish at ∂G. Then the function ϕ̃ extended by zero to G = Rk satisfies the assumption
of the theorem with G1 = G, G2 = R
k \G, and M = 1. Then [ϕ̃]μ = [ϕ]μ,G due to (2.1.10).





is finite. The following estimate with respect to this seminorm is obvious:
[ϕ]μ ≤ max(r−μ[ϕ]0, [ϕ]′μ).
If the set G is connected, this estimate can be strengthened.
Theorem 2.1.3. If G is a bounded connected set, then the estimate
[ϕ]μ ≤ C[ϕ]′μ,
where C is a positive constant depending only on r and the diameter R of the set G, holds in notation
(2.1.11).
Proof. It suffices to estimate [ϕ]0 via [ϕ]
′
μ. Let a closed ball B of radius R contain the set G. This ball
can be covered by the union of a finite set of open balls B1, . . . , Bm of radius r/3 each. Obviously, the
least amount m of such balls depends only on r and R. Among these balls, take the ones such that
their intersections with G are nonempty; denote their union by D. Since G is connected, it follows
that the set D is also connected. In particular, each two points x and y from G can be connected by
an arc Γ such that Γ ⊆ D. Repeating the arguing from the proof of Theorem 2.1.2, one can select
points x1 = x, x2, . . . , xn = y, n ≤ m, such that any two neighboring points xk and xk+1 belong to a
same set Bjk such that Bjk ⊆ D. By assumption, for any k between 1 and n there exists a point zk
from Bjk ∩G such that
|zk − zk+1| ≤ |zk − xk|+ |xk − xk+1|+ |zk+1 − xk+1| ≤ r.
Assigning z1 = x and zn = y, we obtain that




|zk − zk+1|μ ≤ nrμ[ϕ]′μ,
which completes the proof of the theorem.
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The next lemma provides an important property of Hölder functions.
Lemma 2.1.1. Let a function ψ(x, y) satisfy the Hölder condition with power ν on the set G×G and
vanishes for x = y. Then, for 0 < μ < ν, the function ψ0(x, y) = |x− y|μ−νψ(x, y) extended by zero
for x = y satisfies the Hölder condition with power μ and admits the estimate
[ψ0]μ ≤ 6[ψ]ν . (2.1.12)
Proof. First, we note that
|ψ(x, y)| = |ψ(x, y) − ψ(x, x)| ≤ [ψ]ν |x− y|ν
and, therefore, ψ(x, y) → 0 as x− y → 0.
Fix x0 from G and consider functions ϕ(x) = ψ(x, x0) and ϕ0(x) = ψ0(x, x0) of one independent
variable x. These functions are linked by the relation ϕ0(x) = |x− x0|μ−νϕ(x). Let us prove that
[ϕ0]μ ≤ 3[ϕ]ν . (2.1.13)
Obviously, it suffices to prove this estimate under the assumption that x0 = 0 (otherwise, it suffices
to apply the change x′ = x − x0, leaving the seminorm [·]μ unchanged). Let x ∈ G, y ∈ G, and (for
definiteness) |y| ≤ |x|. For brevity, assign ε = ν − μ. Then
|ϕ0(x)− ϕ0(y)| ≤ |ϕ(x) − ϕ(y)||x|−ε + |ϕ(y)| | |x|−ε − |y|−ε|.
Using the inequality |ϕ(y)| ≤ [ϕ]ν |y|μ+ε, we obtain that
|ϕ0(x)− ϕ0(y)|





It is obvious that








where t = |y|/|x| ≤ 1. Since 1 − tε ≤ 1 − t ≤ (1 − t)μ, it follows that Δ ≤ 3 and, respectively, the
estimate (2.1.13) holds.
Using the estimate (2.1.12), we obtain the inequality
|ψ0(x, y)− ψ0(x′, y′)| ≤ |ψ0(x, y)− ψ0(x′, y)|+ |ψ0(x′, y)− ψ0(x′, y′)|.
Applying (2.1.13) to the terms at the right-hand side, we obtain the inequality
|ψ0(x, y)− ψ0(x′, y′)| ≤ 3[ψ]ν(|x− x′|μ + |y − y′|μ).
Here, neither |x−x′| nor |y−y′| exceeds the distance between the points (x, y) and (x′, y′) in Rk×Rk.
This yields the estimate (2.1.12).
To conclude, we complement Theorem 2.1.2 as follows. Any set K containing the ray {τ + t(x −
τ), t > 0} for any point x of K is called a cone with vertex τ .
Lemma 2.1.2. Let K1 and K2 be closed cones in R
k such that the only their common point is their
vertex τ . Then the number
r = min[d(K1 ∩ Ω,K2), d(K2 ∩ Ω,K1)],
where Ω denotes the unit sphere {ξ, |ξ| = 1} in Rk, is positive and
|x1 − x2| ≥ r(|x1 − τ |+ |x2 − τ |), xj ∈ Kj . (2.1.14)
In particular, if a set G is contained in K1 ∪K2, then
[ϕ]μ,G ≤ r−μmax(|ϕ|μ,G∩K1 , |ϕ|μ,G∩K2). (2.1.15)
749
Proof. Without loss of generality, one can assume that τ = 0. Since K1 ∩K2 = {0} by assumption,
it follows that the intersection K1 ∩ Ω is a compact set disjoint with K2. Therefore, the distance
d(K1∩Ω,K2) between these sets is positive. Hence, the number r is also positive. Thus, the inequalities
|x1 − x2| ≥ r|x|j hold for all xj from Kj, j = 1, 2. Adding these inequalities, we obtain (2.1.14).
Let a set G (without loss of generality, we assume that it is closed) be contained in K1 ∪K2. Then
the following inequality holds for any xj from G ∩Kj , j = 1, 2:
|ϕ(x1)− ϕ(x2)| ≤ |ϕ(x1)− ϕ(0)| + |ϕ(0) − ϕ(x2)| ≤ max(|ϕ|μ,Gi , |ϕ|μ,Gj )(|x1|μ + |x2|μ).
Taking into account the fact that 1 + tμ ≤ (1 + t)μ provided that t > 0, we combine the last double
inequality with (2.1.14) to deduce that
|ϕ(x1)− ϕ(x2)| ≤ r−μmax(|ϕ|μ,Gi , |ϕ|μ,Gj )|x1 − x2|μ.
Obviously, a similar inequality holds in the case where x1 and x2 belong to G ∩Kj. Thus, we obtain
the estimate (2.1.15).
2.2. Hölder Spaces Cμ(G)
In C(G), consider the class of all bounded continuous functions, denoted by C0(G). Obviously, this




If the set G is compact, then the boundedness requirement for the functions can be omitted in the
given definition and, respectively, the sup-norm can be replaced by max |ϕ(x)|. However, if the set G
is not compact, then C(G) and C0(G) are different classes. In the general case, no requirements are
imposed on the set G; most frequently, it is assumed to be closed or open.
By Cμ(G), 0 < μ < 1, denote the space of all bounded functions ϕ satisfying the Hölder condition
with power μ on G. This space is endowed with the norm
|ϕ|Cμ = |ϕ|0 + [ϕ]μ. (2.2.2)
For μ = 1, the similar class of Lipschitz functions is denoted by C0,1(G). This class is different from
the class C1,0(G) of continuously differentiable functions. A similar notation Cμ = C0,μ is also used
in the case where 0 ≤ μ < 1. In particular, this notation is important for the definition of Hölder
spaces of differentiable functions (see Sec. 2.7 below). In the sequel, unless the opposite is stated, it
is assumed that 0 < μ ≤ 1.
Let us verify that C0,μ is a Banach space for any such μ. Let ϕn be a fundamental sequence in
C0,μ(G), i.e., for any positive ε there exists a number N such that |ϕn − ϕm|μ ≤ ε provided that
m ≥ N and n ≥ N . Due to the completeness of the space C0, this implies that there exists a function
ϕ from C0 such that the said sequence converges to ϕ with respect to the sup-norm. For any fixed x
and y from G, the inequality |(ϕn − ϕm)(x) − (ϕn − ϕm)(y)| ≤ ε|x − y|μ holds provided that m and
n are positive integers. In the last inequality, we pass to the limit as m → ∞. We obtain a similar
inequality for ϕn − ϕ. It shows that ϕ belongs to C0,μ(G) and |ϕn − ϕ|μ → 0 as n → ∞.
From inequality (2.1.6)(a), it follows that norm (2.1.2) possesses the property |ϕψ|μ ≤ |ϕ|μ|ψ|μ,
i.e., that the space Cμ is a Banach algebra with respect to multiplication. Assuming that elements of
this algebra are complex-valued scalar functions, we can easily verify that the inequality inf
x
|ϕ(x)| > 0
is a necessary and sufficient condition of their invertibility. This obviously follows from (2.1.6)(b).
Relation (2.1.6)(c) means that the superposition T (α)ϕ = ϕ◦α is a linear bounded operator operator
from Cμ(G) to Cμ(G) and its norm does not exceed [α′]μ.
In the interpolation inequality (2.1.7), change [ϕ]0 and [ϕ]ν for their maximums. We obtain the
following estimate for Hölder norms:
|ϕ|Cμ ≤ 2|ϕ|Cν , μ < ν ≤ 1. (2.2.3)
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Another application of this inequality is related to the approximation operator Tε introduced at
Sec. 1.8. The claim of Lemma 1.8.1 about this operator can also be extended to the case of Hölder
spaces.
Lemma 2.2.1. If ϕ ∈ Cν(Rk) and 0 < μ < ν, then Tεϕ → ϕ with respect to the norm of the space
Cμ(Rk) as ε → 0.
Proof. Proving Lemma 1.8.1, we found the estimate for the sup-norm of the difference ψε = Tεϕ− ϕ:




of the function ϕ. If ϕ ∈ Cν(Rk), then it is obvious that ω(ε) ≤ [ϕ]νεν . Hence, [ψε]0 ≤ [ϕ]νεν . Due to
(2.1.7), this implies the estimate
[ψε]μ ≤ (2[ϕ]νεν)1−μ/ν [ϕ]μ/νν = 2εν−μ[ϕ]ν
completing the proof of the lemma.
Inequality (2.2.3) shows that a the family of Banach space (Cμ) monotonously decreases with respect




Cμ+ε, 0 ≤ μ < 1, (2.2.4)
of functions satisfying the Hölder condition with a power exceeding μ. For μ = 0, this class is denoted
by C+0. In [17, 45], the class C+0 is denoted by H.
The following important property of Hölder spaces is also a consequence of (2.1.7): if a function
sequence ϕn is bounded in C
ν and converges to a function ϕ with respect to the sup-norm, then
ϕ ∈ Cν and ϕn → ϕ in Cμ for any μ such that μ < ν.
Indeed, by assumption, [ϕn]ν ≤ C for all n. Passing to the limit as n → ∞ in the inequality
|ϕn(x) − ϕn(y)| ≤ C|x− y|ν , we obtain that ϕ ∈ Cν . Changing the function ϕ for ϕ− ϕn in (2.1.7),
we obtain that [ϕ− ϕn]μ → 0 as n → ∞.
In particular, ifG is a bounded set, then, taking into account the Arzela–Ascoli theorem, we conclude
that the embedding Cν(G) ⊆ Cμ(G) is compact provided that 0 < ν < ν ≤ 1. To prove that, we take
into account the fact that one can assume that the set G is closed and, therefore, compact.
It is convenient to use the distance function (2.1.4) to approximate functions vanishing on F and
∞ by functions vanishing in neighborhoods of these sets. In the sequel, we treat neighborhoods of F
as sets of the kind {x, d(x, F ) < r}, where r is positive.
Theorem 2.2.1. Let ϕ ∈ Cν(G) and ϕ = 0 on a subset F of G. Let ϕ(x) → 0 as |x| → +∞ in
the case where the set G is unbounded. Then there exists a sequence of functions ϕn from C
ν(G)
identically equal to zero in a neighborhood of F and (in the case where the set G is unbounded) in a
neighborhood of ∞ such that it converges to ϕ with respect to the norm of the space Cμ(G) provided
that 0 < μ < ν.
Proof. Let a function h(t) from C0,1(R) be equal to 1 for |t| ≤ 1, be equal to zero for |t| > 2, and be
equal to 2 − t for 1 ≤ |t| ≤ 2. Obviously, |h|0 = [h]1 = 1 for this function. Introduce the notation
d(x) = d(x, F ) (for brevity) and consider the function
χε(x) = h[ε
−1d(x)], ε > 0. (2.2.5)
Obviously, this function is identically equal to one in the ε-neighborhood of the set F and is identically
equal to zero outside its 2ε-neighborhood. Taking into account (2.1.5)–(2.1.6), we have the following
estimate:
|χε|0 ≤ 1, [χε]1 ≤ ε−1. (2.2.6)
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Let us prove that
[χεϕ]ν ≤ 5[ϕ]ν . (2.2.7)
First, we note that, inverting the function ϕ on F , we obtain the estimate
|ϕ(x)| ≤ [ϕ]νdν(x). (2.2.8)
Indeed, if z ∈ F , then |ϕ(x)| = |ϕ(x) − ϕ(z)| ≤ [ϕ]ν |x − z|ν . Since the point z from F is selected
arbitrarily, this implies inequality (2.2.8).




Obviously, it is equal to zero provided that min[d(x), d(y)] ≥ 2ε. Therefore, estimating it from above,
one can assume (without loss of generality) that min[d(x), d(y)] ≤ 2ε.
The following two cases are possible: 2|x−y| ≥ d(y) and 2|x−y| ≤ d(y). Consider them separately.









≤ |h|0(3ν + 2ν)[ϕ]ν . (2.2.9)
Now, let 2|x− y| ≤ d(y). In this case, we have the inequality
Δε ≤ |χε(x)|
|ϕ(x) − ϕ(y)|
|x− y|ν + |ϕ(y)|
|χε(x)− χε(y)|
|x− y|ν .
Combining this with (2.2.6) and (2.2.8), we deduce the inequality
Δε ≤ |h|1[ϕ]ν [1 + ε−1dν(y)|x− y|1−ν ].
From the inequalities |d(x) − d(y)| ≤ |x− y| ≤ d(y)/2, it follows that d(x) ≤ 2d(y) and d(y) ≤ 2d(x).
Taking into account the fact that min[d(x), d(y)] ≤ 2ε, we deduce that max[d(x), d(y)] ≤ 4ε. Then
Δε ≤ [ϕ]ν{1 + ε−1[d(y)]ν [d(y)/2]1−ν} ≤ 5[ϕ]ν .
Combining this with (2.2.9), we obtain that the estimate (2.2.7) holds.
Using notation (2.2.5), introduce the function sequence
ϕn(x) = [1− χε(x)]h(ε|x|)ϕ(x), ε = 1/n, (2.2.10)
Obviously, each of these functions is identically equal to zero in a neighborhood of F and in a neigh-
borhood of ∞. By virtue of (2.2.8), the Cν(G)-norms of these functions are bounded uniformly with
respect n = 1, 2, . . . On the other hand, the difference ϕ(x) − ϕn(x) is equal to zero provided that
d(x) ≥ 2/n and |x| ≤ n. Since |ϕn(x)| ≤ |ϕ(x)|, it follows that





Taking into account (2.2.8), we conclude that each term at the right-hand side of the inequality tends
to zero as n → ∞. Hence, due to (2.1.7), the sequence ϕn −ϕ tends to zero with respect to the norm
of the space Cμ(G).
Now, we do not assume that the set G is arbitrary. Instead, we consider the case where it is open and
denote it by D. Recall that connected open sets are called domains. All domains can be decomposed
into three classes with respect to the point at infinity: a domain is finite if it is bounded, i.e., lies in a
finite part of the space Rk, a domain is infinite if it is a neighborhood of ∞, i.e., contains the exterior
of a ball, and a domain is semi-infinite if its boundary is not compact.
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corresponds to any ϕ from C1(D). If ϕ is an m-vector-function, then this gradient is treated as the
Jacobi m× k-matrix Dϕ such that its columns are the partial derivatives ∂ϕ/∂xj . The notation Dϕ
is also used in the case where m = 1; in such a case, Dϕ is treated as a matrix-row. In the case of
vector functions, the corresponding differential relations
D(ϕψ) = ψDϕ+ ϕDψ, D(f ◦ ϕ) = (Df ◦ ϕ)Dϕ (2.2.12)
are treated in the sense of the multiplying of rectangular Jacobi matrices.
For example, consider the case where the domain of a scalar function ϕ contains a segment [a, b].
Then the function ϕ0(t) = ϕ[ta+(1− t)b] of the variable t from [0, 1] can be considered. Its derivative
satisfies the relation
ϕ′0(t) = ϕ
′[ta+ (1− t)b](a − b), (2.2.13)
where the right-hand side is the scalar product of the vectors ϕ′ and a− b.
The notation C1,0 is used for the space of functions ϕ from C1(D) such that ϕ ∈ C0(D) and
ϕ′ ∈ C0(D). Obviously, this is a Banach space with respect to the norm |ϕ| = |ϕ|0 + |ϕ′|0. We define
the class C1(D) as the set of functions ϕ from C(D) such that the derivative ϕ′ of each one is extended
as a function continuous on D. Notation (2.2.11) is preserved for the limit values of the derivative
at boundary points x from ∂D. The corresponding space C1,0(D) of bounded functions has a similar
sense. Finally, let C1,μ(D), 0 < μ ≤ 1, denote the space of all functions ϕ from C1(D) belonging to
Cμ(D) together with all their first-order derivatives. This is a Banach space with respect to the norm
|ϕ| = |ϕ|Cμ + |ϕ′|Cμ .
Let us investigate the relation between the space C0,1 of functions satisfying the Lipschitz condition
and the class C1 of continuously differentiable functions.
Theorem 2.2.2. Let a function ϕ be continuously differentiable in a domain D and a finite domain
D0 together with its closure be contained in D. Then the estimate
[ϕ]1,D0 ≤ C|ϕ′|0,D, (2.2.14)
where C is a positive constant depending only on the diameter of the domain D0 and its distance to
the boundary ∂D, holds.
If a rectifiable arc Γ of length l with ends a and b is contained in D, then
|ϕ(a) − ϕ(b)| ≤ max
x∈Γ
|ϕ′(x)| l. (2.2.15)
In particular, if D is a M -uniformly connected domain, then
[ϕ]1,D ≤ M |ϕ′|0,D. (2.2.16)
Proof. Let 2r = d(D0, ∂D) and the distance between the points a and b from D0 not exceed r. Then
the segment with ends a and b is contained in D and the following relation holds due to (2.2.12):


















Therefore, the estimate (2.2.14) follows from Theorem 2.1.3.
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To prove the second claim of the theorem, we start from the assumption that Γ is a broken line





|ϕ(ci−1)− ϕ(ci)| ≤ |ϕ′|0 l(Γ).
Now, let Γ be a rectifiable arc and 2r be the distance between it and the boundary ∂D. Then, for




On this arc, select points a = c0, c1, . . . , cn = b are such that |ci−1− ci| ≤ r for any i. Then the broken
line Γε with tops at these points is contained in Gε and, therefore, we have the inequality
|ϕ(a) − ϕ(b)| ≤ max
x∈Gε
|ϕ′(x)| l(Γε).
Since l(Γε) ≤ l(Γ), it follows that this inequality passes into (2.2.15) as ε → 0.
Finally, if D is a uniformly connected domain, x ∈ D, and y ∈ D, then, by the definition given
by (2.1.9), the points x and y can be connected by a rectifiable arc Γ ⊆ D of length l such that
l ≤ M |x− y|. Due to (2.2.15), this implies the estimate (2.2.16).
The estimate (2.2.16) shows that the following embedding takes place for uniformly connected
domains:
C1,0(D) ⊆ C0,1(D). (2.2.17)
Theorem 2.2.2 is still valid if the domain D is a neighborhood of ∞ and the subdomain D0 is un-
bounded. Indeed, there exists a ball B such that the domain D contains its exterior B′. Obviously,
B′ is a uniformly connected domain. Thus, there exists a ball B0 such that the closed domain D0 can
be covered by B0 and B
′. The estimate (2.2.16) can be applied to each of these two sets. Thus, it
remains to use Theorem 2.1.1.
The next useful assertion complements Theorem 2.2.2.
Lemma 2.2.2. Let a function ϕ(x) be continuously differentiable in a cylinder B = {|x̃| < r1, |xk| <
r2} ⊆ Rk−1 × R of variables x = (x̃, xk) and its gradient derivative ϕ′ admit an estimate
|ϕ′(x)| ≤ Mxμ−1k , x ∈ B. (2.2.18)
Then ϕ ∈ Cμ(B) and [ϕ]μ ≤ CM , where C is a positive constant depending only on μ, r1, and r2.
Proof. Let points x and y from B be such that the inclination angle between the segment [x, y] and
the base xk = 0 of the cylinder is equal to π/4. Then
|x− y| =
√
2|xk − yk|. (2.2.19)
Then, taking into account the relation (2.2.13), we deduce the inequality




[txk + (1− t)yk]μ−1dt












Combining this with (2.2.19), we deduce that






Now, let points x and y be such that the segment [x, y] be parallel or orthogonal to the cylinder base
and a two-dimensional plane P passing through these points be parallel to the base. Consider points
x′ and y′ from P such that the quadrangle formed by the points x, y, x′, and y′ is a rhombus with
the opposite vertex pairs x, y and x′, y′. Then, for
|x− y| < min(r1, r2), (2.2.21)
at least one of the points x′ and y′ belongs to B; let this be x′. Since the inclination angle with respect
to the cylinder base is equal to π/4 for both segments [x, x′] and [y, x′] and |x−y|2 = |x−x′|2+|x′−y]2,
it follows from (2.2.20) that
|ϕ(x)− ϕ(y)| ≤ |ϕ(x)− ϕ(x′)|+ |ϕ(x′)− ϕ(y)| ≤ 2C0M |x− y|μ.
Now, consider points x = (x̃, xk) and y = (ỹ, yk) from B and assign z = (x̃, yk). The last point belongs
to B and, assuming that (2.2.21) is satisfied, one can apply the previous inequality to the point pairs
x, z and y, z. Since |x− y|2 is still equal to |x− z|2 + |z − y]2, this yields the inequality
|ϕ(x)− ϕ(y)| ≤ 4C0M |x− y|μ. (2.2.22)
Finally, let x and y be arbitrary points of B. Obviously, they satisfy the inequality |x−y|2 < 4r21 + r22.




2 ≤ nmin(r1, r2) and divide the segment
[x, y] into n equal parts. Then inequality (2.2.22) is applicable to neighboring dividing points. This
yields the estimate
|ϕ(x) − ϕ(y)| ≤ 4nC0M |x− y|μ
completing the proof of the lemma.
2.3. Lipschitz Maps and Domains
We say that a homeomorphic map x̃ = α(x) of a set G ⊆ Rk onto a set ˜G ⊆ Rs is a Lipschitz map if
it and its inverse map satisfy the Lipschitz condition. In terms of the constant M = max([α]1, [α
−1]1),
this condition takes the form of the two-sided estimate
M−1|x− y| ≤ |α(x)− α(y)| ≤ M |x− y|, x, y ∈ G. (2.3.1)
If this constant is to be indicated explicitly, then we say that α is an M -Lipschitz map.
According to the definition given by (2.1.4), the estimate (2.3.1) is extended to the distance from a
point to a set: if F ⊆ G, then
M−1d(x, F ) ≤ d[α(x), α(F )] ≤ Md(x, F ). (2.3.2)
In the same way, if a map B(a, r) = {|x− a| ≤ r} is contained in G, then
B[α(a), r/M ] ⊆ α[B(a, r)] ⊆ B[α(a),Mr]. (2.3.3)
Indeed, if |α(x) − α(a)| ≤ r/M , then, by virtue of (2.3.1), we have the inequalities |x − a|/M ≤
|α(x)−α(a)| ≤ r/M implying that α(x) ∈ α[B(a, r)]. The second inclusion of (2.3.3) is considered in
the same way.
In the same way, we verify that the image ˜Γ = α(Γ) of a rectifiable arc Γ is a rectifiable arc and
M−1l(Γ) ≤ l(˜Γ) ≤ Ml(Γ). (2.3.4)
Indeed, by definition, Γ admits a parametrization γ : I → Γ, which is a bounded-variation vector-fun-
ction. Then the vector-function γ1 = α ◦ γ belongs to the same type. Really, due to (2.3.1), for any
point collection t1, t2, . . . , tn of the segment I such that t1 < t2 < . . . < tn, the sum |γ1(t1)− γ1(t2)|+
. . .+ |γ1(tn−1)− γ1(tn)| does not exceed
M(|γ(t1)− γ(t2)|+ . . .+ |γ(tn−1)− γ(tn)|) ≤ Ml(Γ).
Hence, the arc Γ1 is rectifiable and l(Γ1) ≤ Ml(Γ). Since the arcs Γ and Γ1 can be interchanged, it
follows that (2.3.4).
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This implies that uniformly connected sets are invariant under Lipschitz transformations.
A bounded domain D is called a Lipschitz domain if for any point a from ∂D there exist a neigh-
borhood V (a) and a Lipschitz map α from V onto the ball ˜V = {|y| < r} such that
α(V ∩D) = {y ∈ ˜V , yk > 0}, α(V ∩ ∂D) = {y ∈ ˜V , yk = 0}. (2.3.5)
For example, if a Cartesian coordinate system exists in a neighborhood of any point a from ∂D such
that its origin is the point a and the boundary D in this neighborhood is the graph xk = f(x
′),
x′ = (x1, . . . , xk−1) ∈ G, of a real function f from C0,1(G), then D is a Lipschitz domain. This follows
from the fact that the transformation α(x′, xk) = (x′, xk − f(x′)) of the set G × R onto itself is a
Lipschitz map. In particular, finite convex domains are Lipschitz domains. If the function f from this
definition is continuously differentiable, then we say that D is a domain with a smooth boundary.
Theorem 2.3.1. Lipschitz domains are uniformly connected.
Proof. Each domain D is linearly connected. To any pair x, y of its points, one can assign the value
l(x, y;D) = inf l(Γx,y),
where the infimum is taken over all rectifiable arcs Γx,y ⊆ D. It is easy to verify that this function of
the variables x and y satisfies all three distance axioms. It is called the inner metric of the domain D.
Inequality (2.1.9) defining the uniform connectedness is equivalent to the estimate l(x, y;D) ≤ M |x−y|
for this metric. This estimate and the triangle inequality imply that
|l(x, y)− l(x0, y)| ≤ l(x, x0) ≤ M |x− x0|.
Therefore, the function l(x, y) is continuous with respect to both variables.
From the definition given by (2.3.5), it follows that the domain G = D∩V (a) is uniformly connected
for any point a from ∂D. If a ∈ D, then there exists a ball G ⊆ D centered at this point. Obviously,
it is also uniformly connected.
Assume that the domain D is not uniformly connected. Then, according to the definition given by
(2.1.9), there exist sequences of points xn and yn from D such that
l(xn, yn;D) ≥ n|xn − yn|, n = 1, 2, . . . (2.3.6)
Without loss of generality, one can assume that there exist points a and b from D ∪∞ such that the
sequences xn and yn converge to them respectively. Obviously, due to (2.3.6), the case where a = b
is impossible. However, the case where a = b ∈ D is also impossible. To prove that, we assume that
such a case takes place. Then there exists a neighborhood G such that the condition (2.3.6) is not
satisfied in it, but the points xn and yn lie in it provided that n is sufficiently large.
in [74], the notion of Lipschitz domains is considered in detail: it is used to construct extension
operators from D to Rk for functions in the whole scale of Sobolev spaces. For Lipschitz domains, it
is easy to extend functions, preserving their Hölder property.
Theorem 2.3.2. Let D be a Lipschitz domain. Then there exist bounded extension operators p and
P acting from Cμ(∂D) and Cμ(D) (respectively) to Cμ(Rk), i.e., operators such that (pϕ)(x) = ϕ(x),
x ∈ ∂D, and (Pϕ)(x) = ϕ(x), x ∈ D.
Proof. First, we assume that a function ψ(x′) of variables x′ = (x1, . . . , xk−1) belongs to the class Cμ
in a ball B0 = {|x′| < r} and vanishes in a neighborhood of its boundary. Let χ(t) belong to C∞0 (B),
where B = {|x| < r}, and is identically equal to 1 in a neighborhood of the origin. Then the operator
(qψ)(x) = χ(x)ψ(x′), x ∈ B, boundedly maps Cμ(B′) into Cμ(B) and (qψ)(x) = 0 in a neighborhood
of ∂B.
Cover the boundary ∂D of the domain D by a finite set V1, . . . , Vn of neighborhoods mentioned
in the definition given by (2.3.5). Consider the corresponding Lipschitz maps αi of the sets Vi onto
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the map B (or its exterior). Let the partition (χi) of unity be defined by this covering according to
Lemma 1.8.2. Then the operator pi acting according to the relation
(piϕ) ◦ α−1i = q[(χiϕ) ◦ α
−1
i ] (2.3.7)
boundedly maps Cμ(∂D) into Cμ(Vi) and piϕ = 0 in ∂Vi. Therefore, extending piϕ by zero, one can
treat pi as a bounded operator from C
μ(∂D) to Cμ(Rk). If x ∈ Vi∩∂D, x = αi(y′), and y′ ∈ B0, then
(piϕ)(x) = χ(y)(χiϕ)(y
′) = χ[αi(x)]χi(x)ϕ(x).
Obviously, the function χ from the definition of the operator q can be selected such that the relation
χi(x)χ[αi(x)] = χi(x), x ∈ Vi ∩ ∂D, is valid for any i. Since
∑
χi = 1, it follows that the operator
p =
∑
pi is an extension operator.
Consider the extension of functions from a domain D. Let a function ψ belong to Cμ in a semiball
G = {|x| ≤ r, xk > 0} and vanish in a neighborhood of the manifold |x| = r. Then the operator
(Qψ)(x′, xk) = χ(x)ψ(x′, |xk|) boundedly maps Cμ(G) into Cμ(B).
Further reasoning is the same as above. Consider an open covering V1, . . . , Vm, m ≥ n, of a closed
domain D, where the sets V1, . . . , Vn, cover the boundary and mean the same as above, while any
other set Vj is either a ball located in D together with its closure or the exterior of a ball (in the case
where the domain D is infinite). Let the partition (χi) of unity be defined by this covering according
to Lemma 1.8.2. Introduce the operators Pi, 1 ≤ i ≤ m, as follows: for i ≤ n, they are defined
similarly to (2.3.7), while Piϕ = χiϕ otherwise. As above, we immediately verify that it is possible
to select a function χ in the definition Q such that the operator Pϕ =
∑
Piϕ satisfies the necessary
requirements.
Theorem 2.3.2 is a special case of the general Whitney result about the extension of a function from
any compact set such that its Hölder smoothness is preserved (see [46]).
In Lipschitz domains, Theorem 2.2.1 can be substantially strengthened.
Lemma 2.3.1. Let D be a Lipschitz domain. Then, under the assumptions of Theorem 2.2.1, the
claimed sequence {ϕn} can be selected from the class of functions from C∞0 (Rk) vanishing in a neigh-
borhood of F .
Proof. Let a function ϕ(x) from Cν(D) be equal to zero on a closed subset F of D. Then the function
Pϕ from Cν(Rk) possesses the same property. Fix ν1 such that ν1 < ν. Then fix μ such that μ < ν1.
Apply Theorem 2.2.1 with ν1 instead of μ and R
k instead of G to the function Pϕ. Thus, for any
fixed positive δ there exists a function ψ from Cν1(Rk) vanishing in a neighborhood F and satisfying
the inequality |ϕ−ψ|ν1 ≤ δ. Then apply Lemma 2.2.1 to the function ψ to find a positive ε such that
|ψ − Tεψ|μ ≤ δ. Obviously, Tεψ ∈ C∞0 (Rk). Arguing as in the proof of Lemma 1.8.1, we find that the
function Tεψ vanishes in a neighborhood F provided that ε is sufficiently small. It remains to note
that previous estimates combined with (2.2.3) yield the inequality |ϕ− Tεψ|μ ≤ 3δ.
One more important property of Lipschitz domains is provided by the next assertion.
Lemma 2.3.2. Let D be a Lipschitz domain and ϕ ∈ C1(D). Then for any positive ε there exists a
positive δ such that
|ϕ(x) − ϕ(y)− ϕ′(z)(x− y)| ≤ ε|x− y| (2.3.8)
for any points x, y, and z from D such that |x− z| ≤ δ and |y − z| ≤ δ.
Proof. It suffices to prove the local variant of the lemma, i.e., to prove that for any point a from D
there exists its neighborhood V such that inequality (2.3.8) holds for any triple x, y, z of points from
D ∩ V such that |x− y| ≤ δ and |z − y| ≤ δ.
Indeed, let this local variant takes place, but the claim of the theorem in the whole domain D
is not fulfilled. Then there exist a positive ε and sequences {xn}, {yn}, and {zn} in D such that
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|xn − zn| ≤ 1/n and |yn − zn| ≤ 1/n, but
|ϕ(xn)− ϕ(yn)− ϕ′(zn)(xn − yn)| ≥ ε|xn − yn|. (2.3.9)
By virtue of the compactness of D, without loss of generality, one can assume that all the three
sequences converge to a point a from D. Then, beginning from sufficiently large n, they belong to the
neighborhood V of this point, defined at the local variant of the lemma, and the distances |xn−zn| and
|yn − zn| do not exceed δ corresponding to the neighborhood V . Thus, inequality (2.3.9) contradicts
the claim of the local variant of the lemma.
Pass to the proof of the local variant of the lemma. For any point a from D there exists its
neighborhood V such that there exists a Lipschitz map α of the the domain G = D∩V onto a convex
domain ˜G. For points a from ∂D, this follows from the definition of Lipschitz domains. If a ∈ D,
then a ball of a sufficiently small radius centered at a can be taken as G, while the identity map can
be taken as α. Let the considered map be an M -Lipschitz map, i.e., satisfy the condition (2.3.1) with
the constant M . Since the vector-function α′ is uniformly continuous on the compact set G, it follows
that there exists a positive δ0 such that
|ϕ′(x)− ϕ′(y)| ≤ ε/M for |x− y| ≤ δ0. (2.3.10)
Assuming that δ = δ0/M
2, consider points x, y, and z from G such that |x− y| ≤ δ and |z − y| ≤ δ.
By virtue of the convexity, the segment [x̃, ỹ] with endpoints x̃ = α(x) and ỹ = α(y) is contained in
˜G. By virtue of (2.3.1), the distances |x̃ − z̃| and |ỹ − z̃| do not exceed δ0/M . Let a rectifiable arc
Γx,y ⊆ G be the preimage of this segment under the map α. Then |α(t)−α(z)| ≤ δ0/M for any point
t from Γx,y. Then, taking into account (2.3.1), we deduce that
|t− z| ≤ δ0 for any t from Γx,y. (2.3.11)
Consider the function ψ(x) = ϕ(x)−ϕ′(z)(x− y), where y and z are fixed. For this function, we have
the relation ψ′(x) = ϕ′(x)− ϕ′(z). Then, by virtue of Theorem 2.2.2, the following inequality holds:
|ϕ(x)− ϕ(y)− ϕ′(z)(x − y)| = |ψ(x) − ψ(y)| ≤ max
t∈Γx,y
|ϕ′(t)− ϕ′(z)| l(Γx,y).
By virtue of (2.3.4), the length l(Γx,y) does not exceed M |x−y|. Combining this with (2.3.10)–(2.3.11),
we obtain inequality (2.3.8).
If a sequence of functions ϕn from C
1(D), n = 1, 2, . . ., converges to ϕ with respect to the norm of
the space C1(D), then there exists a value of δ such that the lemma is valid for all n. This follows
from the fact that all functions ϕn can be selected to satisfy the condition (2.3.10).
Let a map α be a continuously differentiable homeomorphism D → ˜D of open subsets of Rk such
that the inverse map is also continuously differentiable. Such maps are called diffeomorphisms. Due
to the chain rule, its Jacobi matrix α′ = Dα is linked with the similar matrix Dβ of the inverse
map β = α−1 by the relation [(Dβ) ◦ α]Dα = 1, where 1 denotes the unit k × k-matrix. Therefore,
(detDα)(x) = 0 provided that x ∈ D. Then, from Theorem 2.2.2, we conclude that, for any compact
subset K of D, the map α treated as a map of K onto the compact set ˜K = α(K) ⊆ ˜D is a Lipschitz
map.
From the inverse map theorem, it follows that if a k-vector-function α from C1(D) satisfies the
condition (detDα)(a) = 0 at a fixed point a of D, then there exists a subset D0 of D such that D0
contains this point, there exists a domain ˜D0 such that α is a homeomorphism of D0 onto ˜D0, and
the inverse map is continuously differentiable in the domain ˜D0. Thus, if the specified condition is
satisfied everywhere in D, then α is a locally Lipschitz map. For s ≥ k, this fact can be extended to
continuously differentiable s-vector-functions in closed Lipschitz domains.
Lemma 2.3.3. Let s ≥ k and α be a continuously differential one-to-one s-vector-function in a closed
Lipschitz domain D ⊆ Rk. Then, if
rang(Dα)(x) = k, x ∈ D, (2.3.12)
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where Dα is the Jacobi matrix, then α is a Lipschitz map. Conversely, if α is a Lipschitz map, then
(2.3.12) holds.
Proof. By virtue of Theorems 2.3.1 and 2.2.2, the function α satisfies the Lipschitz condition. There-
fore, under the assumption that the map α satisfies (2.3.5), it suffices to prove the left-hand side of
the two-sided inequality (2.3.1). By condition, (Dα)(x)ξ = 0 for any unit vector ξ from Rk. Let Ω
denote the unit sphere in Rk. Then the function |(Dα)(x)ξ| is continuous on D × Ω and vanishes at
no point of this set. Therefore, there exists a positive constant m such that
|Dα)(x)ξ| ≥ 2m|ξ| (2.3.13)
for any ξ from Rk and any x from D.
According to Lemma 2.3.2, there exists a positive δ such that
|α(x) − α(y)− (Dα)(y)(x − y)| ≤ m|x− y|
provided that |x− y| ≤ δ. Taking into account (2.3.13), this implies that
|α(x)− α(y)| ≥ |(Dα)(y)(x − y)| −m|x− y| ≥ m|x− y|
provided that |x − y| ≤ δ. It remains to note that the function f(x, y) = |α(x) − α(y)|/|x − y| is
continuous on the compact set {(x, y) ∈ D ×D, |x − y| ≥ r} and, therefore, is bounded from below
by a positive constant.
Conversely, let α from C1(D) be an M -Lipschitz map. By virtue of Theorem 2.3.2, one can assume
that there exists an open subset D1 of D such that the function α is continuously differentiable in D1.
Then, for any fixed a from D, the relation
α(x)− α(a)− (Dα)(a)(x − a) = |x− a|σ(x), x ∈ D1,
where σ(x) is a vector-function such that σ(x) → 0 as x → a, holds. As above, we use the estimate
|(Dα)(a)(x − a)| ≥ |α(x)− α(a)| − |σ(x)||x − a|.
Here, we assume that x = a+ rξ, r > 0. Then we fix ξ from Ω and pass to the limit as r → 0. Then,
due to (2.3.1), we arrive at the estimate (2.3.13) with 2m = 1/M , which is equivalent to (2.3.12).
2.4. Smooth Surfaces
Consider main notions related to (k − 1)-dimensional surfaces in Rk (curves in R2). Let G be a
finite Lipschitz domain in Rk−1. Let γ from C1(G) valued in Rk be a one-to-one vector-function such
that its Jacobi matrix (Dγ)(s) satisfies the following condition:
rang(Dγ)(s) = k − 1, s ∈ G. (2.4.1)
The columns of this k × (k − 1)-matrix are vectors
∂γ
∂si
, 1 ≤ i ≤ k − 1,
and the condition (2.4.1) means that these vectors are linearly independent. The image Γ = γ(G) is
called a smooth surface (with boundary) and the map γ itself is called its smooth parametrization. We
say that a surface Γ belongs to a class C1,μ if it admits a parametrization γ from this class. The points
γ(s), s ∈ ∂G, form the boundary ∂Γ of this surface. Other its points are called its interior points.
Note that, by virtue of Lemma 2.3.3, the smooth parametrization γ : G → Γ is a Lipschitz map. In
particular, the operator ϕ → ϕ ◦ γ is a bounded and invertible operator from Cμ(Γ) to Cμ(G).
In the two-dimensional case (i.e., for k = 2), G is a segment of the line R. Respectively, Γ is called
a smooth arc and the endpoints of the segment are mapped into the endpoints of this arc. The vector
γ′(s) determines the line tangential to Γ at the point t = γ(s). In the general case (i.e., for k ≥ 2),
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the vectors ∂γ/∂sj form a base of the plane tangential to this surface at the point γ(s). The normal
to this plane can be described as follows. Consider the vector
m = (m1, . . . ,mk), mj = (−1)j+k detMj , (2.4.2)
where the (k − 1)× (k − 1)-matrix Mj is the matrix Dγ without its jth row.
If we take the matrix (Dγ)(s), add a vector ξ from Rk, treated as its kth column, and expand





If we substitute ξ = ∂γ/∂si in this matrix, then we obtain the zero determinant. Thus, the vector
m(s) = (m1(s), . . . ,mk(s)) is orthogonal to the plane tangential at the point γ(s). Hence, the unit
vector normal to Γ at this point can be defined by the relation n[γ(s)] = m(s)/|m(s)|.
Applying the parametrization, one can introduce the surface integrating: the class of summable













defines the surface Lebesgue measure of the set γ(G0) ⊆ Γ. In other words, dk−1y = |m(s)|dk−1s is
the area element on the surface. It is easy to verify that all above definitions do not depend on the
choice of the parametrization. All main properties of integrals, described in Sec. 1.8, are also extended
to the case considered.
A basic example of a smooth parametrization is the vector-function γ(s) = (s, f(s)), where f is a
scalar function from C1(G). The corresponding surface Γ = γ(G) is the graph of the function f . The
next theorem shows that any smooth surface Γ has a similar structure in a neighborhood of any its
interior point a. Let u = (ũ, uk) from R
k be a local system of Cartesian coordinates with the origin
at the point a, such that its axis uk is directed along the normal n(a). In this coordinate system,
introduce neighborhoods of the point a of the kind
Cρ(a) = {|ũ| ≤ ρ, |uk| ≤ 2ρ}. (2.4.3)
Theorem 2.4.1. Let Γ be a smooth surface with boundary, determined by a parametrization γ : G →
Γ, and a compact set K be a subset of Γ\∂Γ. Then there exists a positive ρ0 = ρ0(Γ,K) such that, for
any point a from K, the intersection of Γ with the neighborhood Cρ(a), ρ ≤ ρ0, in the local coordinate
system is described by the equation uk = f(ũ) in the ball Bρ = {|ũ| ≤ ρ}, where f is a continuously
differentiable function such that
f(0) = 0, f ′(0) = 0, |f ′|0 ≤ 1. (2.4.4)
If Γ ∈ C1,μ, then f ∈ C1,μ(Bρ) and the seminorm [f ′]μ depends only on [γ′]μ.
Proof. According to Lemma 2.3.3, the parametrization γ is an M -Lipschitz map. Taking this into
account, assign
2Mr = d(K,∂Γ), (2.4.5)
where d is the distance between the compact set K and the boundary ∂Γ = γ(∂G).
In notation (2.4.2), add the column m(s) to the rectangular k × (k − 1)-matrix (Dγ)(s) to obtain
a square matrix and denote the latter one by A(s). Obviously, its determinant detA(s) is equal to
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|m(s)|2. Therefore, the inverse matrix-function A−1(s) belongs to C1(G). By virtue of the uniform
continuity of Dγ and Lemma 2.3.2, there exists a positive δ such that
|A−1(s0)[(Dγ)(s1)− (Dγ)(s2)]| ≤ 1/2 for |s1 − s2| ≤ 2δ,
|A−1(s0)[γ(s1)− γ(s2)− (Dγ)′(s0)(s1 − s2)]| ≤ 1/2 for |sj − s0| ≤ δ.
(2.4.6)
Since the three-variable function A−1(s0)[γ(s1) − γ(s2)]|s1 − s2|−1 does not vanish on the compact
subset G ×G ×G determined by the inequality |s1 − s2| ≥ δ and is continuous, one can introduce a
positive constant q such that






Assuming that r, δ, and q are given, define ρ0 as follows:
ρ0 = min(r, δ, q). (2.4.8)
Applying the change of variables
(ũ, uk) = A
−1(s0)(x− a) (2.4.9)
in a neighborhood of the point a = γ(s0) belonging to K, we obtain the local Cartesian coordinate
system mentioned above. Indeed, (2.4.9) is equivalent of the relation x − a = γ′(s0)ũ + m(s0)uk
showing that the axis uk is directed along the normal n(a). Taking this into account, consider the
vector-function
(α̃(s), αk(s)) = A
−1(s0)[γ(s) − γ(s0)] (2.4.10)
in the ball B0 = {|s − s0| ≤ 2r}. According to (2.3.2) and (2.4.5), this ball is contained in G and
inequalities (2.4.6) are satisfied for all s1 and s2 from B0. Note that
α̃′(s0) = 1, α′k(s0) = 0, (2.4.11)
where 1 denotes the unit (k − 1)× (k − 1)-matrix. Hence,
A−1(s0)[γ′(s1)− γ′(s2)] = [α̃′(s1)− α̃′(s2), α′k(s1)− α′k(s2)]
and
A−1(s0)[γ′(s1)− γ′(s2)] = [α̃(s1)− α̃(s2)− (s1 − s2), αk(s1)− αk(s2)].
Then, by virtue of (2.4.6), we conclude that
|s1 − s2|/2 ≤ |α̃(s1)− α̃(s2)| ≤ 2|s1 − s2| (2.4.12)
and, in particular,
1/2 ≤ |α′k(s)| ≤ 2, s ∈ B0. (2.4.13)
Therefore, α̃ is a Lipschitz map taking the ball B0 into a domain ˜B0 containing the point ũ = 0. Due
to Lemma 2.3.3, it diffeomorphically maps B0 onto ˜B0.
Assign
β = α̃−1, f(ũ) = αk[β(ũ)].
By virtue of (2.4.12), the derivative β′ satisfies the inequalities |ξ|/2 ≤ |β′(ũ)ξ| ≤ 2|ξ| and ũ ∈ ˜B0.
Combining this with (2.4.13), we deduce the estimate |f ′|0 ≤ 1 for the derivative of the function f .
Then, taking into account (2.4.11), we see that the conditions (2.4.5) are satisfied for this function.
Thus, the vector-function γ̃(ũ) = (ũ, f(ũ)), ũ ∈ ˜B0, is a smooth parametrization of the surface
γ(B0). In other words, this surface is the graph of the function uk = f(ũ), ũ ∈ ˜B0, in the local
coordinate system. By virtue of (2.4.12), the distance between the point ũ = 0 and the boundary
of the domain ˜B0 is not less than r. Thus, taking into account (2.4.8), we conclude that the ball
Bρ = {|ũ| ≤ ρ} is contained in the domain ˜B0. Thus, it remains to consider the function f in this
ball and verify that the intersection of the surface Γ with neighborhood (2.4.4) is the graph of this
function.
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Assume that, in addition to the point (ũ, f(ũ)), another point (ũ, uk) of the surface Γ lies inside
Cρ(a). Then
(ũ, f(ũ)) = A−1(s0)[γ(s)− γ(s0)], (ũ, uk) = A−1(s0)[γ(s∗)− γ(s0)],
where s ∈ B0 and s∗ /∈ B0. Therefore, |s∗ − s0| > 2r. By virtue of (2.4.12), we have the inequality
|s− s0| ≤ ρ/2 implying the inequality |s− s∗| > 2r − ρ/2. On the other hand, the relation
(ũ, f(ũ)− uk) = A−1(s0)[γ(s)− γ(s∗)]
combined with (2.4.4) and (2.4.7) shows that
3ρ ≥ |f(ũ)− uk| = |A−1(s0)[γ(s)− γ(s∗)]| ≥ 2q|s− s∗|
(we take into account the fact that the function f satisfies the inequality |f(ũ)| ≤ |ũ|, ũ ∈ Bρ, by
virtue of (2.4.5)). Thus, 3ρ > 2q(2r − ρ/2) and, therefore, 4ρ ≥ (3 + q)ρ > 4qr, which contradicts
(2.4.8).
It remains to consider the last claim of the theorem. If the parametrization γ belongs to C1,μ(G),
then it is obvious that the functions α̃ and αk from (2.4.10) belong to the same class. Combining the
relation β′ ◦ α̃ = (α̃′)−1 with (2.4.12), we conclude that the Hölder constant [β′]μ in the ball |ũ| ≤ ρ
is uniformly bounded with respect to a from K. Hence, the derivative of the function f = αk ◦ β
possesses the same property.
Let Γ be a smooth surface with boundary. Then, due to Theorem 2.4.1, for any point a from
Γ \ ∂Γ there exists a positive ρ such that the surface Γ decomposes the neighborhood Cρ(a) into two
connected components C±ρ (a) defined by the condition ±[f(ũ)−uk] > 0. They are called the left- and
right-hand half-neighborhoods for the signs of minus and plus respectively. These signs depend on the
choice of the normal n(a). We say that a domain D is located to the left (to the right) of Γ if for any
point a of Γ \ ∂Γ, the domain D does not intersect right-hand (left-hand) half-neighborhoods of this
point provided that ρ are sufficiently small. In this case, it is obvious that D ∩ Γ = ∅ and the vector
n(a) is the inner (outer) normal with respect to D for any point a from D ∩ Γ.
Using Theorem 2.4.1, one can consider the following generalization of Lemma 2.2.2.
Theorem 2.4.2. Let the boundary of a finite domain D contain a smooth surface Γ with boundary
such that D is located from one side of Γ. Let a subdomain D0 of D be such that Γ0 = D0∩∂D ⊆ Γ\∂Γ.
Let a function ϕ be continuously differentiable in the domain D and its gradient derivative ϕ′ admit
an estimate
|ϕ′(x)| ≤ Mdμ−1(x,Γ), x ∈ D0, (2.4.14)
where M > 0 and 0 < μ ≤ 1. Then ϕ ∈ C0,μ(D0) and [ϕ]μ ≤ CM , where C is a positive constant
depending only on Γ and the distance between the domain D0 and ∂D \ Γ (for any fixed μ).
Proof. For definiteness, let the domain D lie to the left of Γ. Introduce the notation Γ′ = ∂D \ Γ. By
assumption, the number 2r0 = d(D0,Γ
′) is positive and one can introduce a compact set K = {a ∈ Γ,
d(a,Γ′) ≥ r0}. Obviously, it contains Γ0. Select the number ρ0 = ρ0(Γ,K) with respect to K as it is
done in Theorem 2.4.1.
Obviously, the number 2ρ = min(ρ0, r0) depends (as the set K) only on the distance between
the domain D0 and Γ
′. Fix such a number 2ρ and consider the neighborhood Cρ(a) of the point a
from K, mentioned in Theorem 2.4.1. In addition to this neighborhood, introduce the neighborhood
Dρ(a) ⊆ Cρ(a) defined by the inequalities |f(ũ) − uk| ≤ ρ and |ũ| < ρ in the local coordinates. As
above, let one-sided half-neighborhoods D±ρ (a) be determined by the sign of f(ũ)− uk.
Note that the ball of radius ρ/
√
2 centered at a is contained in this neighborhood. Indeed, it suffices
to verify that |ũ|2 + |f(ũ) + ρ|2 ≤ ρ2/2. Since |f(ũ)| ≤ |ũ|, it follows that this inequality is reduced to
the inequality s2 + (ρ− s)2 ≥ ρ2/2 for 0 ≤ s ≤ ρ, which is obvious. Taking into account the fact that
the domain D is located to the left by assumption, this implies that the intersection of the domain D
with the disc {|x− a| < ρ/
√
2} is contained in D+ρ (a).
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Introduce the notation Γ2 = Γ ∩ C2ρ(a). Let us prove that
d(x,Γ) ≥ d(x,Γ2)/9, x ∈ Cρ(a). (2.4.15)
Indeed, the neighborhood C2ρ(a) is contained in the ball {|x− a| ≤ 2
√
5ρ} and, therefore, d(x,Γ2) ≤
3
√
5ρ < 9ρ. Since the distance between Cρ(a) and Γ \ Γ2 is not less than ρ, it follows that







which yields the estimate (2.4.15).
In local coordinates, the transformation α(u) = (ũ, f(ũ) − uk) maps D+ρ (a) to the cylinder Bρ =
{|ũ| < ρ, |uk| < ρ}, while the boundary surface Γ ∩ Cρ(a) is mapped to the base of this cylinder.
Since α(u) − α(v) = (0, s), where s = f(ũ) − f(ṽ) − (uk − vk), and [f ]1 ≤ 1, it follows that the
vector-function α satisfies the Lipschitz condition, where the seminorm [α]1 does not exceed 2. The
inverse transformation β = α−1 acts according to the relation α(u) = (ũ, uk − f(ũ)) and, therefore,
satisfies a similar Lipschitz condition. Thus, α is a Lipschitz map such that M = 2 in (2.3.1).
By virtue of the choice of ρ, it can be replaced by 2ρ in these assertions. Therefore, due to (2.3.2)
and (2.4.15), we have the inequality d(β(y),Γ) ≥ yk/18, y ∈ Bρ. Combining it with (2.4.14), we
conclude that Lemma 2.2.2 can be applied to the function ψ(y) = ϕ[β(y)] in the cylinder Bρ; then
the function ψ belongs to Cμ(Bρ) and its seminorm is estimated accordingly. Hence, ϕ also belongs
to Cμ(D+ρ ) and its seminorm satisfies the estimate [ϕ]μ ≤ C0M , where C0 is a positive constant
depending only on μ and ρ.
Now, consider two arbitrary points x and y from D0 such that |x− y| ≤ ρ/8. First, we assume that
d(x,Γ) ≤ ρ/2. Let a from Γ be a point, where the distance d(x,Γ) is achieved, i.e., d(x,Γ) = |x− a|.
Since ρ(a,Γ′) ≥ ρ(x,Γ′) − |x − a| ≥ 2r0 − ρ/2 > r0, it follows that the point a belongs to K. Since
|y − a| ≤ |y − x|+ |x− a| < ρ/
√
2, it follows that both points x and y belong to D+ρ (a). Then, as we
proved above, the following estimate holds:
|ϕ(x)− ϕ(y)| ≤ C0M |x− y|μ. (2.4.16)
Now, consider the case where d(x,Γ) ≥ ρ/8. In this case, the ball B of radius ρ/8 centered at a
contains the point y and d(B,Γ) ≥ ρ/4. Since d(B,Γ′) ≥ 2r0 > ρ/4, it follows that the distance of
the ball B to the full boundary ∂D is not greater than ρ/4, Then, due to Theorem 2.2.2, we have the
estimate
|ϕ(x)− ϕ(y)| ≤ C1M |x− y|μ,
where C1 is a positive constant depending only on ρ. Once this estimate is combined with (2.4.16), one
can apply Theorem 2.1.3, where ρ/8 and D0 are taken instead of r and G respectively; this completes
the proof of the theorem.
Investigate stability conditions for the constant C from Theorem 2.4.2 under changes of the surface
Γ. We say that a sequence Γn, n = 1, 2, . . ., of surfaces with boundaries converges to Γ as n → ∞
in the class C1 if there exist a Lipschitz domain G and their parametrizations γn : G → Γn in G,
converging to the parametrization γ of the surface Γ in the space C1(G). The convergence in the class
C1,ν with respect to the space C1,ν(G) has a similar sense.
Lemma 2.4.1. Let sequences {Γn}, {Dn}, and {D0n} from Dn satisfy the assumptions of Theo-
rem 2.4.2, the diameters of the domains Dn be uniformly bounded, the surfaces Γn tend to Γ as
n → ∞ in the class C1, and
inf
n
d(D0n, ∂Dn \ Γn) > 0. (2.4.17)
Then, if functions ϕn from C
1(Dn) admit estimates
|ϕ′n(x)| ≤ Mndμ−1(x,Γn), x ∈ D0n,
763
then the estimate
[ϕ]μ,D0n ≤ CMn, (2.4.18)
where C is a positive constant independent of n, holds.
Proof. Let 2r0 denote the infimum of (2.4.17). Similarly to the proof of Theorem 2.4.2, assign Kn =
{a ∈ Γn, d(a,Γ′) ≥ r0}. Then the sequence {ρ0(Kn,Γn)} determined by Theorem 2.4.1 can be selected
to satisfy the condition
inf
n
d(Kn, ∂Γn) = ρ0 > 0.
Indeed, the sequence of parametrizations γn : G → Γn converges in the class C1(G) by condition. Using
Lemma 2.3.3, one can easily verify that γn are Lipschitz parametrizations uniformly with respect to n,
i.e., there exists M such that each γn is an M -Lipschitz map. Let a positive r be such that 2Mr ≤ r0.
This corresponds to the choice of (2.4.5) for Kn and ∂Γn. By virtue of the remark to Lemma 2.3.2,
a unique δ for all γn can be selected in (2.4.6). Obviously, q in (2.4.7) possesses the same property.
Therefore, it remains to select ρ0 according to (2.4.8).
Assign 2ρ = min(ρ0, r0) and take into account the fact that only ρ and the diameter of the domain
Dn are involved in further arguments on Theorem 2.4.2. This yields the estimate (2.4.18), where the
constant C is independent of n.
Theorem 2.4.1 is consistent with the definition of domains with smooth boundaries from Sec. 2.3.
This theorem allows one to provide the following general definition: a set Γ from Rk is called an open
smooth surface if each its point has a neighborhood of kind (2.4.4) such that the specified set is the
graph of a continuously differentiable function f(ũ), |ũ| ≤ ρ, inside the specified neighborhood. We
say that the specified surface belongs to a class C1,μ if the function f belongs to this class. If the
above takes place and the set Γ is compact, then it is called a closed smooth surface and the number
ρ from the theorem can be selected to be unique for all points a from Γ.
Indeed, the surface Γ can be covered by a finite set of surfaces Γj , 1 ≤ j ≤ m, with boundaries such
that open surfaces Γj \ ∂Γj cover Γ. Moreover, there exist compact sets Kj ⊆ Γj \ ∂Γj possessing





where 3rj denotes the distance between Kj and Γ \ Γj , and to take into account the fact that neigh-
borhood (2.4.3) is contained in the ball |x − a| ≤ 3ρ. The number ρ defined this way is called the
standard radius of the closed smooth surface Γ.
In the same way, Theorem 2.4.2 can be proved for the full domain D bounded by the smooth closed
surface Γ: if a function ϕ from C1(D) admits the estimate (2.4.14), then ϕ ∈ C0,μ(D) and [ϕ]μ ≤ CM ,
where C is a positive constant depending only on the standard radius ρ and the diameter of the domain
D.
2.5. Smooth and Piecewise-Smooth Curves
In the two-dimensional case (i.e., for k = 2), we deal with plane curves instead of surfaces and
with smooth arcs instead of surfaces with boundaries. It is convenient to treat the two-dimensional
space R2 as the complex plane C. Respectively, a parametrization of a smooth arc Γ is a one-to-one
complex-valued function γ from C1[0, l] such that its derivative is different from zero everywhere. Any
segment other than [0, l] can also be taken as the parametrization domain. The function γ defines the
unit tangential vector
e(t) = γ′(s)/|γ′(s)|, t = γ(s), (2.5.1)
at a point t of the arc Γ and determines its orientation, i.e., the natural order of points, determined
by the parameter s. The endpoints and interior points of the arc correspond to the endpoints and
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interior points of the segment I respectively. Taking into account Lemma 2.3.3 and using notation
(2.5.1), one can define the class C1,μ of smooth arcs by the condition e ∈ Cμ(Γ).
















determines the length of the full curve Γ. Any smooth arc admits the so-called natural parametrization
γ0 such that |γ′0(s)| ≡ 1. In this case, l coincides with curve length. For any smooth parametrization
γ : [0, 1] → Γ, the natural parametrization can be defined by the relation γ0(s) = γ[α(s)], 0 ≤ s ≤ l,





|γ′(u)|du, 0 ≤ r ≤ 1.
Thus, the parameter s of the natural parametrization plays the role of the arc length, counted from
its end.
On an oriented arc, one can introduce the operation ϕ → ϕ′s of differentiation with respect to the
natural parameter s. Using this operation, one can introduce the class C1(Γ). The relation between
this operation and an arbitrary parametrization γ coordinated with the orientation is as follows:
ϕ′ ◦ γ = (ϕ ◦ γ)′|γ′|−1. (2.5.3)
Obviously, if α from C1(Γ) is a one-to-one complex-valued function and α′(t) = 0 for any t from Γ,
then the image α(Γ) is a smooth arc with the parametrization α ◦ γ. Maps of such type are called
translations of smooth arcs. It is clear that the translation α is a Lipschitz map since γ and α ◦ γ
possess this property. In this sense, the map γ−1 inverse to the parametrization γ : [0, l] → Γ is a
translation acting from Γ to [0, l].
Using the unit function e = e1 + ie2 from C(Γ), defined by (2.5.1), one can introduce line integrals
with complex differential dz = dx+ idy on an orientable smooth arc Γ as follows:
∫
Γ
f1(z)dx + f2(z)dy =
∫
Γ
(f1e1 + f2e2)d1z, e = e1 + ie2. (2.5.4)
Note that the change of the orientation changes the sign of such an integral.
The union of a finite set of smooth arcs such that their pairwise intersections can contain only their
endpoints is called a piecewise-smooth curve. The integral of a function ϕ defined on such a curve is
treated as the sum of the integrals (2.5.2) over the corresponding arcs. If all connected components
of the considered curve are homeomorphic to a circle, then the curve is called a piecewise-smooth
contour. For domains bounded by piecewise-smooth contours, the Green formula from Sec. 1.8 can be
presented in terms of line integrals of kind (2.5.4).
Theorem (the Green formula). Let a plain domain D be bounded by a piecewise-smooth contour Γ
positively oriented with respect to D (i.e., the domain D is located to the left under the moving along
Γ to the positive direction). Then, if functions f and g from C(D) are continuously differentiable in
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provided that the integrand at the left-hand side of the relation is integrable in the domain D.
To prove, it suffices to note that if the direction of the unit tangential vector e is coordinated with
the orientation of the contour, then e = in, where n = n1+ in2 is the unit vector of the outer normal.
We say that Γ is a radial arc with respect to its endpoint a if it admits a parametrization of the
kind
γ(r) = a+ reif(r), 0 ≤ r ≤ ρ, (2.5.5)
where the real function f is continuously differentiable on (0, ρ], and there exists a constant θ such
that lim
r→0
f(r) = θ, and lim
r→0
rf ′(r) = 0.
Obviously, the function γ(r) defined above is a one-to-one function on [0, ρ] and its derivative
γ′(r) = [1+rθ′(r)]eiθ(r) is continuous on this segment and vanishes nowhere. Thus, the relation (2.5.5)
defines a smooth parametrization indeed. Its parameter is r = |t − a|, t ∈ Γ; in particular, ρ is the
distance between the endpoints of the arc. If the unit tangential vector e(t), t ∈ Γ, is determined by
this parametrization similarly to (2.5.1), then its value at the end of a coincides with eiθ.
We say that (2.5.5) is a radial parametrization. The next lemma provides a simple criterion of the
parametrization to be radial.




|e(t1)− e(t2)| ≤ 1/4. (2.5.6)
Then this is a radial arc with respect to any its endpoint a, the derivative of its radial parametrization
γ(r) admits the estimate
1/3 ≤ |γ′(r)| ≤ 3, 0 ≤ r ≤ ρ, (2.5.7)
and the arc Γ lies in the π/2-sector such that its vertex is a and its bisectrix is directed along the vector
e(a).
Proof. Let γ0(s) and 0 ≤ s ≤ l be the natural parametrization of the arc Γ with endpoint a = γ0(0).









for s = s0, its value is equal to γ
′
0(s). Since e[γ0(s)] = γ
′
0(s), it follows that m coincides with the
oscillation of the function γ′0(s). Obviously, this is valid for the oscillation of the function q(s0, s) in
the square I×I. Thus, ||q(u)|− |q(v)|| ≤ |q(u)−q(v)| ≤ m, where u, v, . . . denote points of the square.
Since |q(v)| = |γ′(s0)| = 1 for v = (s0, s0), it follows that |q(u)| ≥ 1−m. Hence, for all u and v from













≤ |q(u)||q(u)| − |q(v)|| + |q(v)||q(u) − q(v)|||q(u)||q(v)| ≤
2m
1−m.
















This inequality implies that the angle ϕ between the unit vectors e1 = q(u)/|q(u)| and e2 = q(v)/|q(v)|
satisfies the inequality 1 − cosϕ ≤ 2/9, whence ϕ ≤ π/4. For u = (s, 0) and v = (0, 0), this angle
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coincides with the angle between the vector γ0(s)−γ0(s0) and the tangent to Γ at the point a = γ0(0),
which proves the last claim of the lemma.
Now, consider the functions α(s) = |γ0(s)− γ0(0)| and a(s) = arg[γ0(s)− γ0(0)]. It is obvious that











In particular, sa′(s) → 0 as s → 0. It is obvious that
1− α′(s) = ReQ, Q =
[
q(s, s)− q(s, 0)|q(s, 0)|
]
q(s, s),
and |Q| ≤ 2/3 by virtue of (2.5.8). This yields the inequality
1/3 ≤ α′(s) ≤ 3, 0 ≤ s ≤ l. (2.5.9)
Therefore, there exists a function s = β(r), 0 ≤ r ≤ ρ = α(l), inverse to α. It is obvious that
f(r) = a[β(r)] → θ and rf ′(r) → 0 as r → 0 and the relation γ0(s)−γ0(0) = α(s)eia(s) in the notation
γ(r) = γ0[β(r)] can be expressed by (2.5.4). Then Γ is a radial arc. On the segment [0, ρ], the derivative
β′ satisfies an estimate similar to (2.5.9). Then, taking into account the relation γ′ = (γ′0 ◦ β)β′, we
obtain the estimate (2.5.7) completing the proof of the lemma.
Lemma 2.5.1 shows that any smooth arc Γ is radial with respect to its endpoint in a sufficiently
small neighborhood of this endpoint.
In the considered two-dimensional case, circle (2.4.3) is the rectangle Cρ(a) = {|u1| ≤ ρ, |u2| ≤ 2ρ}
containing the disc {|z− a| ≤ ρ}. If a is an interior point of a smooth arc Γ, then the local coordinate
system u1, u2 with origin at the point a is uniquely determined by the curve since the axis u1 is directed
along the tangential vector e(a), while the axis u2 is directed along the normal to the curve. In this
case, Theorem 2.4.1 can be refined.
Lemma 2.5.2. Let a be an interior point of a smooth arc Γ and ρ be selected with respect to K = {a}
as in Theorem 2.4.1. Then the point a decomposes the arc Γa = Γ ∩ Cρ(a) into two arcs radial with
respect to their common endpoint a. In particular, the intersection Γ ∩ {|z − a| ≤ ρ} is an arc itself
and a is its interior point.
Proof. According to Theorem 2.4.1, the arc Γa is the graph of the function u2 = f(u1), where the
function f from C1[−ρ, ρ] is such that f(0) = f ′(0) = 0 and |f ′(u1)| ≤ 1 provided that |u1| ≤ 1.
We must show that the graph of the function y = f(x), 0 ≤ x ≤ ρ, is a radial arc with respect
to the point z = 0. As in the proof of Lemma 2.5.1, it suffices to verify that the derivative of the
function r =
√
x2 + f2(x) is positive, i.e., x+ f(x)f ′(x) > 0 for x > 0. This fact easily follows from
the inequality |f ′| ≤ 1.
Indeed, assume, to the contrary, that there exists a positive c such that f ′(c)[f(c)/c] = −1. Since
neither |f(x)|/x nor |f ′(x)| exceeds 1, it follows that
f ′(c) = ±1, f(c)± c = 0. (2.5.10)




[1± f ′(tc)]dt = 0,
which is possible only if f ′(x) = ∓1, 0 ≤ x ≤ c. However, this property contradicts the first relation
of (2.5.10).
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Consider the common piecewise-smooth curve Γ. We say that its point τ is interior if there exists
a (sufficiently small) radius ρ such that the intersection of the curve with the disc {|z − τ | ≤ ρ} is a
smooth curve such that τ is its interior point. Other points of the curve are called boundary points,
their set is finite, and they form the boundary ∂Γ. In particular, the boundary of a smooth curve
consists of two points that are its endpoints. The case where ∂Γ = ∅ is possible: Γ is called a smooth
contour in such a case. According to Lemma 2.5.1, the disc of radius ρ centered at τ from ∂Γ is
decomposed by the curve into a finite set of radial arcs Γτ,j, j = 1, . . . , nτ , with the joint endpoint τ
provided that ρ is sufficiently small. Thus,




Γτ,j, Γτ,i ∩ Γτ,j = {τ}, i = j. (2.5.11)
In this case, we say that arcs Γτ,j converge to τ .
Obviously, if τ ∈ F \ ∂Γ, i.e., τ is an interior point, then the angle between the arcs Γτ,1 and Γτ,2 is
equal to π, i.e., these arcs form a smooth curve. In the general case, if nτ ≥ 2, then it is possible that
the angle between the arcs Γτ,i and Γτ,j is equal to zero, i.e., they touch each other at the point τ in
the interior way. Then τ is called a cusp of the curve Γ.
For nτ = 1, the point τ is called the endpoint of the curve Γ. If nτ = 2 for any τ , then the
curve Γ is a piecewise-smooth contour, i.e., its connected components are homeomorphic to a circle.
If all boundary points are endpoints, i.e., nτ = 1 for any τ from ∂Γ, then Γ is a union of pairwise
disjoint smooth arcs. If the boundary ∂Γ consists of one point τ , then all connected components are
homeomorphic to an open interval of the line and are called open smooth arcs (with the common
endpoint τ).
The strict definition is as follows. An open smooth arc Γ̇ is the image of the interval (0, 1) of a
complex-valued function γ from C1[0, 1] if it is a one-to-one function on the semi-open intervals (0, 1]
and [0, 1) and γ′(s) = 0 provided that 0 ≤ s ≤ 1. The above function γ is called the parametrization.
As above, the notation Γ̇ ∈ C1,μ means that the parametrization γ belongs to C1,μ[0, 1].
We say that an open arc Γ̇ is disjoined if γ(0) = γ(1) and joined otherwise. Thus, to obtain a
disjoined open arc Γ̇, it suffices to take a smooth arc Γ and exclude its endpoints. Any joined open
arc Γ̇ united with the common endpoint τ = γ(0) = γ(1) forms a simple piecewise-smooth contour (its
smoothness is not guaranteed).
The notion of a translation α : Γ̇ → Γ̇1 of open arcs is introduced in the same way as above: if γ
is a parametrization of Γ̇, then α ◦ γ has the same sense with respect to Γ̇1. Thus, the function α is
continuously differentiable on Γ̇, it and its derivative α′ has limits at the endpoints of the arc (if the
arc is joined, then they are one-sided limits), and α′ is different from zero everywhere, including these
limits at endpoints.
The convenience of the accepted terminology of open arcs is as follows: for any finite subset F of
a curve Γ, containing all boundary points of Γ, any connected component of the set Γ \ F is either a
simple smooth contour or an open (joined or disjoined) smooth arc. Thus,
Γ \ F = Γ0 ∪ Γ̇1 ∪ . . . ∪ Γ̇m, ∂Γ ⊆ F, (2.5.12)
where Γ0 is a smooth contour (in general, it is a composite one), Γ̇j are open smooth arcs, and all
these curves are pairwise disjoint. Usually, the set F is contained in Γ; sometimes, it might contain
points not belonging to this curve. It is easy to see that the number 2m in the notation (2.5.11) is
equal to the sum of all nτ such that τ ∈ Γ ∩ F .
If a domain D is bounded by a piecewise-smooth contour such that its corner points are not cusps,
then D is a Lipschitz domain. Indeed, let a be a corner point such that two arcs Γτ,1 and Γτ,2 converge
to it. Consider a local system of Cartesian coordinates such that its origin is the point a and its axis
y is directed along the line bisecting the interior angle of the domain D at the point a. Then the
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arcs Γτ,1 and Γτ,2 form the graph of a piecewise-smooth function y = f(x) satisfying the Lipschitz
condition. Then, as we know from Sec. 2.3, D is a Lipschitz domain in a neighborhood of a.
Let the boundary ∂D of an open set D be a piecewise-smooth curve Γ (we say that such set is
piecewise-smooth). Consider a family of subdomains Dj ⊆ D, 1 ≤ j ≤ n, bounded by piecewise-
smooth contours such that D = D1 ∪ . . . ∪ Dn. We say that a function ϕ from C(D) belongs to
the class C( ̂D,F ) if its restrictions to Dj belong to C(Dj), 1 ≤ j ≤ n. Obviously, this definition is




This definition is introduced to take into account possible one-sided limit values at boundary points
a from ∂D. The boundary of the closure D of the set D is a piecewise-smooth contour Γ1 ⊆ D.
Therefore, Γ = Γ1∪Γ2, where the amount of common points of the piecewise-smooth curve Γ2 and Γ1
is finite. Other points of this curve are interior points of D. Obviously, in a neighborhood of a point a
from Γ1 \ ∂Γ (a ∈ Γ2 \ ∂Γ), the set D lies from one side (from both sides) of Γ. The curve Γ2 is called
a cut of the set D. Respectively, the function ϕ from C( ̂D) has one or two limit values at the point a.
These boundary values can be described more strictly. Let a compact set K be a subset of Γ \ ∂Γ.
Then, by virtue of Theorem 2.4.1 and Lemma 2.5.2, there exists a positive ρ such that, for any point
a of K, the intersection of Γ with the disc B(a) = {|z − a| ≤ ρ} is a smooth arc Γρ(a) such that a
is its interior point. In particular, the complement of B(a) \ Γ consists of two connected components
B±(a). Obviously, each one lies in a connected component of C \ Γ. Hence, the two following cases
are possible: either one of them is contained in D, while another one is contained in C \D, or both
ones are contained in D. In the former case, the point belongs to Γ1 and any function ϕ from C( ̂D)
has one limit value at this point, denoted by
ϕ(+)(a) = lim
x→aϕ(x), a ∈ K ∩ Γ1. (2.5.13)




ϕ(x), a ∈ K ∩ Γ2. (2.5.14)
It is convenient to fix the signs of the one-sided neighborhoods B±(a) by means of the orientation of
the arc Γ(a) as follows: moving along this arc in the positive direction, we leave the set B+(a) from
the left. Thus, the function ϕ has one boundary value ϕ(+) from C(Γ1 \ ∂Γ) and two boundary values
ϕ± from C(Γ2 \ ∂Γ). At a point a belonging to ∂Γ, there might be several such boundary values: in
the notation (2.5.11), their amount is equal to nτ . Thus, ̂D can be treated as a compactification of
the open set D, determined by the described one-sided neighborhoods.
The space Cμ( ̂D) is introduced as above: if the subdomains Dj ⊆ D are bounded by piecewise-
smooth contours and D = D1 ∪ . . . ∪ Dn, then this space consists of all functions ϕ from C(D),
belonging to Cμ(Dj), 1 ≤ j ≤ n.
Lemma 2.5.3. The space Cμ( ̂D) is independent of the choice of the subdomains D1, . . . ,Dn and it




Proof. Similarly to Theorem 2.3.1, it is easy to show that any domain bounded by a piecewise-smooth
contour is uniformly connected. Let D′j ⊆ D, 1 ≤ j ≤ n′, be another family of subdomains such that
the union of their closures coincides with D and let |ϕ|′ be defined by this family similarly to (2.5.14).
Then each D′j is the union of the subsets D ∩Di, 1 ≤ i ≤ n, and it follows from Theorem 2.1.2 that
|ϕ|Cμ(D′j) ≤ C|ϕ|,
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whence |ϕ|′ ≤ C|ϕ|. The opposite inequality is proved in the same way. Hence, the norms |ϕ| and |ϕ|′
are equivalent.
2.6. The Space Cμ∗ (G) on the Riemann Sphere
Let G be an unbounded subset of Rk. By C∗(G), denote the class of functions ϕ from C(G), admit-
ting a limit ϕ(∞) = limϕ(x) as |x| → ∞. It is convenient to introduce the one-point compactification
Rk = Rk∪{∞} of the Euclidean space Rk by means of the element ∞ denoting the the point at infinity.
In this compactification, its neighborhoods are defined as complements to balls. In particular, C∗(G)
can be treated as the class of functions continuous in G ∪∞ with respect to the said topology. For
n = 2, the stereographic projection establishes a homeomorphism of the compact set C onto the unit
sphere Ω of the three-dimensional space; this is the reason to call it the Riemann sphere. For k ≥ 3,
a similar projection can also be introduced; therefore, the specified term can also be preserved in this
case.




with respect to the sphere |x − a| = 1 centered at point a is a homeomorphic map of the compact
set Rk onto itself such that δ(a) = ∞ and δ(∞) = 0. For a = 0, this map is denoted by δ(x) = x∗.
Obviously, it rearranges the points 0 and ∞ and is mutually inverse. In the general case, the inverse
map to (2.6.1) is the map y → a+ y∗.
The compact set Rk can be endowed with a natural metric space structure: to any pair x, y of its
points, we assign the nonnegative number d(x, y) as follows:
d(x, y) = (1 + |x|)−1(1 + |y|)−1|x− y|, x = ∞, y = ∞,
d(x,∞) = d(∞, x) = (1 + |x|)−1, x = ∞; d(∞,∞) = 0.
(2.6.2)
Then d(x, y) → d(x,∞) as y → ∞.
Lemma 2.6.1. The function d(x, y) is a distance such that inversion (2.6.1) satisfies the two-side
estimate
(1 + |a|)−2d(x, y) ≤ d[δ(x), δ(y)] ≤ (1 + |a|)2d(x, y) (2.6.3)
with respect to it.
Proof. To prove the first assertion, we verify the triangle inequality for a triple x, y, z of points from
Rk. If one of these points coincides with ∞, then the said inequality is established immediately.
Therefore, we must prove the inequality
|x− z|
(1 + |x|)(1 + |z|) ≤
|x− y|
(1 + |x|)(1 + |y|) +
|y − z|
(1 + |y|)(1 + |z|)
or, which is equivalent, the inequality
(1 + |y|)|x− z| ≤ (1 + |z|)|x− y|+ (1 + |x|)|y − z|.
It suffices to verify that |y||x − z| ≤ |z||x − y| + |x||y − z|. This inequality is obvious if one of the











































































= |x∗ − z∗|2
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and similar relations for other point pairs. Therefore, the last inequality coincides with the triangle
inequality with respect to the Euclidean metric.
The proof of the second assertion of the lemma is based on the relation
|x∗ − y∗| = |x− y||x| |y| (2.6.4)
equivalent to the relation
||y|2x− |x|2y |2 = |x|2|y|2|x− y|2.
Its left-hand side is equal to
|y|4|x|2 − 2|x|2|y|2xy + |x|4|y|2 = |x|2|y|2(|x|2 + |y|2 − 2xy),
which coincides with its right-hand side.










|x− a||y − a| =
|x− y|
(1 + |x− a|)(1 + |y − a|) ,
whence
d[δ(x), δ(y)] = q(x)q(y)d(x, y), q(x) =
1 + |x|
1 + |x− a| .
It remains to note that the estimate (1 + |a|)−1 ≤ q(x) ≤ 1 + |a| holds due to the obvious inequality
1 + |x+ b| ≤ (1 + |x|)(1 + |b|).
For functions defined on an arbitrary metric space, one can introduce the Hölder condition with
respect to its metric d(x, y) as follows: at the right-hand side of (2.1.1), |x−y|μ is replaced by [d(x, y)]μ.
The corresponding class is denoted by Cμ(G) = Cμ(G; d). This is a Banach space with respect to the
norm





Using the Hölder condition d2[α(x), α(y)] ≤ C[d1(x, y)]μ, one can introduce the class Cμ(G1, G2) of
maps α from the metric space G1 to G2.
Relations (2.1.6), (2.1.7), and (2.2.3) as well as Theorem 2.1.1 also hold in the case considered since
the properties of the Euclidean distance were not used in the proof.
In the sequel, in addition to the Euclidean distance, we use the metric (2.6.2). The space Cμ(G)
with respect to this metric is denoted by the special symbol Cμ∗ (G). The notation C
μ
∗ (G1, G2) has the
same sense for maps from G1 to G2 with respect to this metric. For example, due to Lemma 2.6.1,
inversion (2.6.1) belongs to the class C1,0∗ (Rk,Rk).
Obviously, if a set G is bounded and, e.g., is contained in the map |x| ≤ R, then the space Cμ∗ (G)
and Cμ(G) coincide and the corresponding norms are equivalent. This follows from the equivalence
of metric (2.6.2) and the Euclidean one in the specified ball:
(1 +R)−2|x− y| ≤ d(x, y) ≤ |x− y|.
Similarly to Sec. 2.3, a homeomorphism α : G1 → G2 of two sets Gj from Rk is called a Lipschitz map
(in the generalized sense) if the following two-side estimate is satisfied:
M−1d(x, y) ≤ d[α(x), α(y)] ≤ Md(x, y). (2.6.6)
For example, due to Lemma 2.6.1, the inversion is a map of the above type. The following lemma
shows that, using compositions with inversions, one can reduce such maps to Lipschitz maps in the
classical sense.
771
Lemma 2.6.2. Let α be a homeomorphism from G1 to G2, both sets Gj be unbounded, and
α(∞) = ∞. (2.6.7)
Then α is a Lipschitz map with respect to the metric d if and only if it is a Lipschitz map in the
classical sense. In particular, any Lipschitz map with respect to the metric d can be represented as the
superposition of a Lipschitz map in the classical sense and inversion (2.6.1).










it follows that the conditions (2.3.1) and (2.6.7) are equivalent.
An unbounded domain D is called a Lipschitz domain if there exists its inversion to a bounded
Lipschitz domain. An analog of Theorem 2.3.1 also holds in this case.
Theorem 2.6.1. Unbounded Lipschitz domains are uniformly connected.
Proof. Let D be an unbounded Lipschitz domain. Then there exist a bounded Lipschitz domain D0
and an inversion mapping it to D. Without loss of generality, one can assume that 0 ∈ D0 and the
inversion is δ(x) = x/|x|2. According to the definition of Lipschitz domains (see Sec. 2.3), one can
assume that if 0 ∈ ∂D0, then there exists a neighborhood of the point x = 0 such that its intersection
with D0 is a semiball {|x| < ρ, xk > 0}. Then the intersection V∞∩D, where V∞ is the corresponding
neighborhood of the point ∞, is the exterior of a semiball, i.e., a set of the kind {|x| > 1/ρ, xk > 0}.
It is easy see that this set is uniformly connected. Obviously, if 0 ∈ D0, then such a neighborhood
of ∞ is the exterior of a ball; also, it is contained in D and is a uniformly connected set. Therefore,
it remains to repeat the corresponding reasoning of Theorem 2.3.1, taking into account the fact that
if sequences {xn} and {yn} possessing the property (2.3.9) converge to ∞, then their elements get to
V∞ ∩D provided that n is sufficiently large.
The space Cμ∗ (G) can be describes without the distance (2.6.2) as follows. Cover the Riemann
sphere by two intersecting neighborhoods
U0 = {|x| < 2}, U1 = {|x| > 1} (2.6.8)
of the points 0 and ∞. To any function ϕ defined on the set G ⊆ Rk assign the function pair
ϕ0(x) = ϕ(x), x ∈ G0 = G ∩ U0, ϕ1(x) = ϕ(x∗), x ∈ G1 = (G ∩ U1)∗, (2.6.9)
where E∗ is the image of the set E under the involution x → x∗. Then, by virtue of Theorem 2.1.1




defines an equivalent norm of the space Cμ∗ (G). If one of the sets G∩Uk is empty, then the norm |ϕk|
at the right-hand side of (2.6.10) is assigned to be equal to zero.
For maps ϕ : G ⊆ Rk → Rs, the reasoning is the same. Let notation (2.6.8) be preserved for both
spaces Rk and Rs. Then ϕ ∈ Cμ∗ (G,Rs) if and only if
ϕkr(x) ∈ Cμ(Gk), k, r = 0, 1, (2.6.11)
where ϕk0 and ϕk1 are defined similarly to (2.6.9) with respect to the functions ϕ(x) and [ϕ(x)]
∗
respectively.
If the set G is a domain D, then classes Cn∗ (D) are defined in the same way. The sphere Rk can be
treated as a compact k-dimensional manifold of the class C∞ (see, e.g., [37]) defined by means of two
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charts (2.6.8). In this sense, the class Cn∗ (D) with respect to D treated as a domain coincides with the
class Cn(D) on this manifold. Note that involution (2.6.1) can be treated as a C∞-diffeomorphism of
the considered manifold Rk onto itself.
To conclude, consider the case where k = 2 in detail. This is the planar case and, as in Sec. 2.5, it is
convenient to treat the plane as the complex plane. In this case, C = C ∪∞ is the classical Riemann
sphere and inversion (2.6.1) is a linear-fractional function (up to a complex conjugation):
δ(z) =
1
z̄ − ā .
Conversely, any linear-fractional function can be expressed via involutions respectively. Therefore, the
class Cμ∗ can be defined by the condition of the invariance with respect to linear-fractional transfor-
mations of the plane. Smooth arcs and piecewise-smooth curves on the Riemann sphere are defined in
the same way: we say that an infinite curve Γ is piecewise-smooth if the image ˜Γ of this curve under
the linear-fractional transformation z → z/(z − a), where a /∈ Γ, lying in a finite part of the plane, is
a piecewise-smooth curve in the sense of the definition from Sec. 2.5. For any such curve, the point
∞ belongs to its boundary ∂Γ. All the corresponding terminology of Sec. 2.5 is preserved unchanged.
In particular, classes Cμ∗ ( ̂D) are defined for domains with infinitely smooth boundaries.
Consider radial arcs with edge τ = ∞ in detail. Recall their definition: we say that an arc Γ is
radial with respect to the said edge if the arc ˜Γ is radial with respect to the edge τ = 0. If the second
edge of the arc Γ does not coincide with the point z = 0, then, similarly to (2.5.5), this arc can be




, 0 < r ≤ ρ, (2.6.12)
where f is a real function from C[0, ρ] such that it is continuously differentiable on (0, ρ] and rf ′(r) → 0
as r → 0. Indeed, under the inversion z → 1/z̄, this relation passes to (2.5.5). Frequently, it is
convenient to replace f(r) by f(1/r) to define this arc in the form
γ(r) = reif(r), r ≥ ρ, (2.6.13)
where f(r) is a continuously differentiable on [ρ,∞) function such that
lim
r→∞ θ(r) = θ∞, limr→∞ rθ
′(r) = 0. (2.6.14)
The limit case is an infinite arc with edges τ = 0 and τ = ∞ such that it is radial with respect to both
edges. It is defined by the radial parametrization (2.6.13) with respect to the interval (0,∞), where
the function θ(r) satisfies not only (2.6.14), but similar conditions as r → 0, i.e.,
lim
r→0
θ(r) = θ0, lim
r→0
rθ′(r) = 0. (2.6.15)
2.7. Homogeneous Spaces Cμ0 (G)
It is obvious that seminorm (2.1.2) is invariant with respect to translations x → x+ a. Hence, the





defines a seminorm possessing the same property with respect to extensions x → rx, r > 0. Here, the
point x = 0 does not belong to the domain of the function ϕ, i.e., this function is defined on G \ 0.
Since the points x and y can be interchanged, the factor |x|μ under the supremum sign can be replaced
by the symmetric expression max[|x|μ, |y|μ].
As in Sec. 2.1, Definition (2.7.1) immediately imply the following relations similar to (2.1.6):
(a) {ϕψ}μ ≤ |ϕ|0{ψ}μ + {ϕ}μ|ψ|0,
(b) {f ◦ ϕ}μ,G ≤ [f ]1,D{ϕ}μ,G, ϕ(G) ⊆ D, (2.7.2)
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(c) {ϕ ◦ α}μ, ˜G ≤ (M [α]1, ˜G)
μ{ϕ}μ,G, α( ˜G) ⊆ G,
where M = sup
x∈ ˜G
(|α(x)|−1|x|).
In the same way, the definition immediately implies the interpolational property
{ϕ}μ ≤ [ϕ]1−μ/ν0 {ϕ}μ/νν , 0 ≤ μ ≤ ν, (2.7.3)
of the considered seminorm, similar to (2.1.7).
Introduce the space Cμ0 (G) of all bounded on G \ 0 functions ϕ such that the seminorm {ϕ}μ is
finite. As in Sec. 2.2, we show that it is a Banach space with respect to the norm
|ϕ| = |ϕ|0 + {ϕ}μ. (2.7.4)
For μ = 1, we denote this space by C1,00 , preserving the symbol C
1
0 for other purposes.
The points 0 and ∞, which are limit points for G, play a special role for functions ϕ from Cμ0 (G).
It is obvious that ϕ satisfies the Hölder condition with power μ outside neighborhoods of these points
and remains to be bounded, approaching τ . If neither 0 nor ∞ is a limit point, i.e., if the set G is
contained in the spherical layer δ ≤ |x| ≤ δ−1, δ > 0, then seminorms (2.1.2) and (2.7.1) are equivalent
and, therefore, the spaces Cμ and Cμ0 coincide.
For example, verify the relation
sin(ln |x|) ∈ Cμ0 (B), B = {x, |x| ≤ 1}. (2.7.5)
Indeed, the function ρ(x) = |x|μ can be taken instead of ρμ in (2.7.1) for this case. Hence, it suffices
to estimate the difference relation
|x|μ| sin(ln |x|)− sin(ln |y|)|
|x− y|μ ≤
|x|μ| ln |x| − ln |y||
||x| − |y||μ =
tμ| ln t|
|1− t|μ , t =
|x|
|y| .
Since the expression on the right-hand side of this inequality treated as a function of t is bounded on
the semiaxis {t > 0}, it follows from Definition (2.7.4) that (2.7.5) holds.
As in Sec. 2.2, using the interpolational inequality (2.7.3), we show that the inequality
|ϕ|Cμ0 ≤ 2|ϕ|Cν0 (2.7.6)




From the relation (2.7.2)(a) it follows that Cμ0 (G) is a Banach algebra with respect to pointwise
operations. In the same way, the relation (2.7.2)(b) means that if a (vector) function ϕ belongs to
Cμ0 (G) and a function f belongs to C
0,1( ˜G), where ˜G contains the image ϕ(G), then the superposition
f ◦ ϕ belongs to Cμ0 (G,F ). In particular, the inequality
inf
G
|ϕ(x)| > 0 (2.7.7)
is a necessary and sufficient condition of the invertibility of the scalar complex function ϕ in the Banach
algebra Cμ0 . Indeed, if this condition is satisfied, then there exists a positive (sufficiently small) δ such
that the ring δ < |z| < 1/δ of the complex plane contains the image ϕ(G) of the function ϕ. It remains
to note that the function f(z) = 1/z satisfies the Lipschitz condition in this ring.
The next important lemma describes the relation between seminorms (2.1.2) and (2.7.1).
Lemma 2.7.1. The space Cμ0 (G) consists of all bounded functions ϕ such that the function ψ(x) =
|x|μϕ(x) satisfies the Hölder condition with power μ on G. The relation
|ϕ| = |ψ(c)| + [ψ]μ, (2.7.8)
where c is a fixed point of the set G, defines an equivalent norm in Cμ0 (G).
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Proof. If ϕ ∈ Cμ0 (G), then
|ψ(x)− ψ(y)| ≤ |x|μ|ϕ(x)− ϕ(y)| + |ϕ(y)|||x|μ − |y|μ|.
Then, taking into account (2.1.3), we obtain the estimates
[ψ]μ ≤ {ϕ}μ + |ϕ|0, |ψ(c)| ≤ |c|μ|ϕ|0. (2.7.9)
Conversely, let ϕ be a bounded function such that the function ψ(x) = |x|μϕ(x) satisfies the Hölder
condition with power μ on G. Then there exists a positive constant C independent of ϕ such that
|ϕ(x)| = |ψ(x)||x|−μ ≤ C(|ψ(c)| + [ψ]μ), x ∈ G. (2.7.10)
Indeed, if 0 ∈ G, then |ψ(x)| ≤ [ψ]μ|x|μ and the claimed estimate is obvious. If 0 /∈ G, then there
exists a neighborhood of the point τ = 0 such that the set G does not intersect it and, therefore, both
functions |x|−μ and |x− c|μ|x|−μ are bounded on G. Therefore, the inequality
|ψ(x)||x|−μ ≤ (|ψ(c)| + [ψ]μ|x− c|μ)|x|−μ
shows that the estimate (2.7.10) also holds in this case.
To estimate the seminorm {ϕ}μ, assume that x ∈ G, y ∈ G, and
1/2 ≤ |x|−1|y| ≤ 2. (2.7.11)




|y|μ|x− y|μ ≤ [ψ]μ + C(|ψ(c)| + [ψ]μ)M, M =
|x|μ||x|μ − |y|μ|
|y|μ|x− y|μ .
It is obvious that
M ≤ |x|
μ||x|μ − |y|μ|
|y|μ||x| − |y||μ =
sμ|sμ − 1|
|s− 1|μ , s =
|x|
|y| ,
and, by virtue of (2.7.11), the value of M is bounded by a constant depending only on μ.
If the condition (2.7.11) is violated, then, taking into account the fact that sμ|1 − s|−μ ≤ 2μ for
0 < s < 1/2 and for s > 2, we conclude that
|x|μ|ϕ(x) − ϕ(y)|
|x− y|μ ≤ 2|ϕ|0
|x|μ
||x| − |y||μ ≤ 2
1+μ|ϕ|0.
Combining the obtained inequalities and taking into account (2.7.10), we obtain the estimate
{ϕ}μ ≤ max(C +M, 21+μC)(|ψ(c)| + [ψ]μ).
Combining it with (2.7.9), we complete the proof of the lemma.
The next two theorem add two different descriptions of the space Cμ0 in terms of C
μ.
Theorem 2.7.1. Let 0 < δ < 1 and Gj = {δ < |y| < δ−1, δjy ∈ G}, j = 0,±1, . . . Then the space
Cμ0 (G) can be defined by the equivalent norm
|ϕ| = |ϕ|0 + sup
j
[ϕj ]μ,Gj , ϕj(y) = ϕ(δ
jy). (2.7.12)
Note that norm (2.7.12) has a sense for any function ϕ satisfying the Hölder condition with power
μ on G outside any neighborhood of the points 0 and ∞. Since the open sets δj+1 < |y| < δj−1,
j = 0,±1, . . ., cover Rk \{0}, it follows from Theorem 2.1.1 that the function ϕ possesses the specified
property if and only if ϕj(y) = ϕ(δ
jy) ∈ Cμ(Gj) for any j. If a set Gj is empty, then [ϕj ]μ,Gj is
assigned to be equal to zero.
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Proof. If x ∈ G, y ∈ G, and one of the inequalities |y| ≤ δ|x| and |x| ≤ δ|y| is satisfied, then
|x− y| ≥ |x|− |y| ≥ (1− δ)|x| or |x− y| ≥ (1− δ)|y| respectively. In both cases, we have the inequality
|x|μ |ϕ(x) − ϕ(y)||x− y|μ ≤
2|ϕ|0
1− δ .
Therefore, norm (2.7.4) is equivalent to the norm
|ϕ| = |ϕ|0 + [ϕ]′μ, [ϕ]′μ = sup
δ|x|≤|y|≤δ−1|x|
|x|μ |ϕ(x) − ϕ(y)||x− y|μ . (2.7.13)
Let x ∈ G, y ∈ G, and |y′| ≤ |x′| (for definiteness). Then the points x = δjx′ and y = δjx′ belong to
G and δ2|x| ≤ |y| ≤ |x|. Therefore, the relation
|ϕj(x′)− ϕj(y′)|







holds, which implies the estimate of norm (2.7.13) via norm (2.7.12), where δ is to be replaced by δ2.
Conversely, let x ∈ G, y ∈ G, and δ|x| ≤ |y| ≤ δ−1|x|. Select an integer j to satisfy the inequality
δj+1 ≤ |y| ≤ δj . Then δj+1 ≤ |x| ≤ δj−1. Hence, the points x′ = δ−jx and y′ = δ−jx belong to Gj .
Therefore, the relation
|x|μ |ϕ(x) − ϕ(y)||x− y|μ = |x
′|μ |ϕj(x
′)− ϕj(y′)|





holds, which yields the opposite estimate of norm (2.7.13) via norm (2.7.12).
The following assertion easily follows from the proved theorem.
Lemma 2.7.2. If a function ϕ from C1(Rk \ 0) is bounded and its gradient ϕ′ admits an estimate
|ϕ′(x)| ≤ C/|x|, (2.7.14)
then ϕ ∈ C0,10 (Rk).
Proof. By virtue of (2.7.14), the sequence of functions ϕj(x) = ϕ(δ
jx), j = 0,±1, . . ., is uniformly
bounded in the spherical layer S = {δ < |x| < 1/δ} together with their derivatives. Since S is a
uniformly connected domain, it follows from Theorem 2.2.2 that these functions are also uniformly
bounded with respect to the norm of the space C0,1(S). Therefore, by virtue of Theorem 2.7.1, the
function ϕ belongs to C0,10 (R
k).
In particular, it follows from the lemma that for any real α, any positive ε, and any nonnegative
integer n, the following relations hold:
|x|iα+ε lnn |x| ∈ C0,10 (G), G = {|x| ≤ R},
|x|iα−ε lnn |x| ∈ C0,10 (G), G = {|x| ≥ R}.
(2.7.15)
Let Ω denote the unit sphere of the space Rk. It is obvious that the transformation
ω(s, u) = esu, (s, u) ∈ R× Ω, (2.7.16)
is a homeomorphism of R× Ω onto Rk \ 0. The inverse map is x → (ln |x|, x/|x|).
Theorem 2.7.2. Let a set ˜G from R×Ω be the image of G\0 under the map ω−1(x) = (ln |x|, x/|x|).
Then the operator ψ → ψ ◦ ω isomorphically maps the Banach space Cμ( ˜G) to the Banach space
Cμ0 (G).
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Proof. For the group of translations (s, u) → (s+ s0, u) of the set R×Ω onto itself, the corresponding
analog of Theorem 2.1.1 is valid in the space Cμ( ˜G). Namely, fix a positive r and consider a sequence
of sets
˜Gj = {(s, u) ∈ (−r, r)×Ω | (s+ jr, u) ∈ ˜G}, j = 0,±1, . . . .
Further, define a function ψ on ˜G and assign the following function sequence to it:
ψj(s, u) = ψ(s + jr, u), (s, u) ∈ ˜Gj .
Then the space Cμ( ˜G) can be defined by the equivalent norm
|ψ| = sup
j
|ψj |Cμ . (2.7.17)
Assign r = | ln δ|, where δ is from Theorem 2.7.1. In the notation of this theorem, substitution (2.7.15)
homeomorphically maps ˜Gj onto Gj and the relation ϕ = ψ ◦ ω is equivalent to ϕj = ψj ◦ ω for any
j. It is immediately verified that the vector-functions ω and ω−1 satisfy the Lipschitz condition on
the sets [−r, r]× Ω and S = {x ∈ Rk, δ−1 < |x| < δ} respectively. Therefore, the operator ψ → ψ ◦ ω
isomorphically maps the Banach space C0,μ([−r, r] × Ω) to the Banach space Cn,μ0 (S). Therefore,
norms (2.7.13) and (2.7.17) are equivalent.
An intermediate application of Theorem 2.7.2 is as follows: the space Cμ0 is invariant with respect
to the involution x∗ = x/|x|2. Moreover, the superposition operator ϕ(x) → ϕ(x∗) is invertible from
Cμ0 (G) to C
μ
0 (G
∗), where G∗ = {x, x∗ ∈ G}.
To prove that, it suffices to note that the involution x → x∗ passes to the transformation (s, u) →
(−s, u) under substitution (2.7.16).
2.8. Weight Spaces Cμλ (G,F )
In this and the previous sections, we treat the closure G of a set G from Rk as the closure with
respect to the Riemann sphere, i.e., we assume that the closure contains the point ∞ if the set G is
unbounded.
Let F be a finite subset of G such that it contains ∞ if G is unbounded. Consider the neighborhoods
Bρ(τ) = {|x− τ | ≤ ρ}, τ = ∞, Bρ(τ) = {|x| ≥ 1/ρ}, τ = ∞, (2.8.1)
of points of F , where the positive ρ is sufficiently small to guarantee that these neighborhoods are
pairwise disjoint.
To any function ϕ defined on G \ F , assign the function family
ϕτ (x) = ϕ(x+ τ), x ∈ Gτ = G ∩Bρ(τ)− τ, τ = ∞,
ϕτ (x) = ϕ(x), x ∈ Gτ = G ∩Bρ(τ), τ = ∞,





Let λ = (λτ , τ ∈ F ) be a family of real numbers. By Cμλ (G,F ) denote the class of all functions ϕ
such that ϕ̃τ (x) = |x|−λτϕτ (x) ∈ Cμ0 (Gτ ), τ ∈ F , and ϕ̃ ∈ Cμ( ˜G). It is obvious that this is a Banach
space with respect to the norm
|ϕ| = max
τ
|ϕ̃τ |Cμ0 (Gτ ) + |ϕ̃|Cμ( ˜G). (2.8.3)
If μ = 1, then this space is denoted by C0,1μ (G,F ). Sometimes, it is convenient to include points τ to
the set F such that τ /∈ G. In this case, (2.8.2) and (2.8.3) are treated with respect to τ from F ∩G.
For consistency, it is also convenient to consider the space Cμλ (G,F ) for the empty set F ; in this case,
this space is identified with Cμ(G).
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Cμ0 (G, 0), 0 ∈ G, G ⊆ {|x| ≤ R},
Cμ0 (G,∞), ∞ ∈ G, G ⊆ {|x| ≥ R},
Cμ0 (G; 0,∞), 0,∞ ∈ G.
From the definition, we see that the space Cμ0 (G,F ) consists of bounded functions and is a Banach
algebra with respect to multiplication (since this is valid for the spaces Cμ and Cμ0 introduced in
Secs. 2.2 and 2.7). In the same way, we conclude that if ϕ ∈ Cμ0 (G,F ) and a function f satisfies the
Lipschitz condition on the image ϕ(G), then f ◦ϕ also belongs to Cμ0 (G,F ). In particular, for complex
functions ϕ, the condition (2.7.7) is necessary and sufficient for the invertibility of ϕ in the algebra
Cμ0 (cf. Sec. 2.7).
Arguing in the same way and taking into account (2.2.3), (2.7.6), and (2.7.15), we conclude that
the family Cμλ (G,F ) of Banach spaces monotonously decreases (in the embedding sense) with respect
to both parameters μ and λτ , τ = ∞, and monotonously increases with respect to λ∞. From Defi-
nition (2.8.2)–(2.8.3), it immediately follows that the product of functions, treated as a bilinear map
(ϕ1, ϕ2) → ϕ1ϕ2 from Cμλ1 ×C
μ
λ2
to Cμλ1+λ2 , is bounded. This is the reason to call C
μ
λ the weight space
and to call the family λ = (λτ , τ ∈ F ) the weight order. If λτ is independent of τ , then the weight
order is identified with a real number.
If a function ρ does not vanish on G\F , then we call it a weight function for the space Cμλ provided
that ρ±1 ∈ Cμ±λ. It is obvious that the operator ϕ → ρϕ of the multiplication by this weight function







A simple example of a weight function is the function
ρλ(x, F ) =
∏
τ∈F




|x− τ |δ(1 + |x|)−δ, τ = ∞,
(1 + |x|)δ , τ = ∞.




|x|−λτρλ(x+ τ), τ = ∞,
|x|−λτρλ(x), τ = ∞,
belongs to C0,10 (B), where B = {|x| ≤ ρ} for τ = ∞ and B = {|x| ≥ ρ} for τ = ∞.
If there exist points τ from F , lying outside G, then the function ρλ(x, F ) still belongs to the space
C0,1λ (G,F ). This follows from the fact that if F0 ∩ G = ∅, then the function ρλ(x, F0) belongs to
C0,10 (G,F ) for any weight order λ on F0.
In the considered case, the following analog of Lemma 2.7.1 holds.
Lemma 2.8.1. The space Cμμ(G,F ) consists of functions ψ(x) such that they satisfy the Hölder con-
dition with power μ and vanish at finite points τ of F . The relation
|ψ| = |ψ(c)| + [ψ]μ, (2.8.5)
where c is a fixed point of the set G, defines an equivalent norm in Cμμ (G,F ).
Proof. Let ψ belong to Cμμ(G,F ). Then, form Lemma 2.7.1 and Definition (2.8.2)–(2.8.3), we conclude
that, on both sets G ∩ B(τ), τ ∈ F , and ˜G, the function ψ satisfies the Hölder condition with power
μ and the corresponding norm estimates
[ψ]μ,G∩B(τ) + |ψ(cτ )| ≤ C|ψ|Cμμ , [ψ]μ, ˜G + |ψ(c̃)| ≤ C|ψ|Cμμ
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are valid for any fixed point cτ from G ∩B(τ) and any fixed point c̃ from ˜G. If τ = ∞, then one can
assign cτ = τ . Thus, the term |ψ(cτ )| can be excluded from the above estimate.
By virtue of Theorem 2.1.1, this implies that ψ satisfies the Hölder condition with power μ on the
whole set G and norm (2.8.5) is estimated via the norm |ψ| in Cμμ . One must take into account the
fact that the point cτ with τ = ∞ and the point c̃ are allowed to coincide with the point c.
Conversely, let a function ψ satisfy the Hölder condition with power μ and vanish at finite points
τ from F . Then, by virtue of Lemma 2.7.1, the functions |x|−λτψτ (x) belong to Cμ0 (Gτ ). Hence,
ψ ∈ Cμμ(G,F ) and the claimed norm estimates are valid by definition.
Using Lemma 2.8.1, one can extend Theorems 2.1.1 and 2.1.2 and Lemma 2.1.2 to the spaces Cμλ .
Theorem 2.8.1.
(a) Let open sets Vj , 1 ≤ j ≤ m, cover G. Let one of these sets be a neighborhood of ∞ in the case
where G is unbounded. Then the relation
|ϕ| = max
1≤j≤m
|ϕ|Cμλ (G∩Vj ,F )
defines an equivalent norm in the space Cμλ (G,F ).




|ϕ|Cμλ (Gj ,F )
defines an equivalent norm in the space Cμλ (G,F ).




defines an equivalent norm in the space Cμλ (G, τ).
Recall that the spaces Cμ(G) and Cμ(G) coincide. If μ = 0 (this case is stated explicitly each time),
then these spaces are different. Obviously, the same is also valid for weight spaces. The only exception
is the space Cμ( ̂D) in two-dimensional domains D with piecewise-smooth boundaries (see Sec. 2.5)
such that one-sided boundary values of its elements are treated as different ones. Theorem 2.8.1(b)
allows one to introduce weighted spaces Cμλ (
̂D,F ) in the same way. Namely, if subdomains Dj ⊆ D
are bounded by piecewise-smooth contours and D = D1 ∪ . . . ∪ Dn, then Cμλ ( ̂D,F ) consists of all
functions ϕ from C(D) such that their restrictions to Dj belong to C
μ
λ (Dj , F ), 1 ≤ j ≤ n. This space




it is a Banach space with respect to this norm. This definition is independent of the choice of
subdomains D1, . . ., Dn, which is proved in the same way as Lemma 2.5.3 (if we take Theorem 2.8.1(b)
into account). Another way to the proof is as follows. For λ = μ, the claimed fact follows from
Lemma 2.5.3 and Lemma 2.8.1; for other weight orders, it suffices to use the multiplication by an
appropriate weight function.
The following assertion is easily deduced from Lemma 2.8.1: if the set G is bounded and the
inequalities μ < ν and λ < λ′ are strict, then the embedding Cνλ′ ⊆ C
μ
λ is compact.
Indeed, select a positive (sufficiently small) ε such that the inequalities ν−μ ≥ ε and λ′−λ ≥ ε are
satisfied for all values of τ . Then it suffices to prove the compactness of the embedding Cμ+ελ+ε ⊆ C
μ
λ .
Multiplying these spaces by the weight function ρμ−λ, one can assume (without loss of generality) that
λ = μ. In this case, it remains to use Lemma 2.8.1 and the compactness of the embedding Cμ+ε ⊆ Cμ
proved in Sec. 2.2.
Investigate the boundedness of the superposition operator T (α)ϕ = ϕ ◦ α in weight spaces, where
α : G → G1 is a continuous map.
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Theorem 2.8.2. Let G ⊆ Rk, G1 ⊆ Rs, and a map α : G → G1 satisfy the Lipschitz condition. Let
α(∞) = ∞ provided that G is an unbounded set. Let the image α(F ) be contained in a finite subset F1
of G1 and there exist pairwise disjoint neighborhoods Uτ of points τ from F such that the inequality
|α(x) − α(τ)| ≥ q|x− τ |, x ∈ G ∩ Uτ , (2.8.6)
where 0 < q < 1, is satisfied for τ = ∞, while the inequality
|α(x)| ≥ q|x|, x ∈ G ∩ U∞, (2.8.7)
is satisfied for τ = ∞.
Then the operator T (α)ϕ = ϕ◦α boundedly maps Cμλ1(G1, F1) to C
μ
λ (G,F ), where the weight orders
λ and λ1 on F and F1 (respectively) are such that λ1[α(τ)] = λ(τ), τ ∈ F .
Note that the conditions (2.8.6) and (2.8.7) are satisfied for any Lipschitz map α. Only (2.8.7) is
to be justified. By virtue of the Lipschitz condition satisfied for α, we have the inequality |α(x)| ≤
|α(c)| + [α]1|x − c|, where c is a fixed point of G. Therefore, |α(x)| ≤ (1 + [α]1)|x| provided that
|x| ≥ |α(c)|+ [α]1|c|. Applying this arguing to the inverse map β = α−1, we obtain the validity of the
condition (2.8.7).
Proof. We use the weight function notation (2.8.4) both with respect to the sets G and G1. If this
weight function is treated as a multiplication operator, then it suffices to verify that the operator
A = ρ−1λ−μT (α)ρλ−μ from C
μ
μ(G1, F1) to C
μ
μ(G,F ) is bounded. This operator acts as follows:




Therefore, due to Lemma 2.8.1 and (2.1.6)(c), it suffices to verify that the function a belongs to
Cμ0 (G,F ). If there exists a neighborhood of F such that a subsetK of G lies outside this neighborhood,
then the image K1 = α(K) possesses the same property with respect to F1. Therefore, ρμ−λ ∈
Cμ(K), ρλ1−μ ∈ Cμ(K1), and, due to (2.1.6)(c), the function a belongs to Cμ(K). Thus, according to
Theorem 2.8.1, it suffices to verify that a ∈ Cμ0 (Gτ , τ) for any point τ of F , where Gτ = G ∩ Vτ and
Vτ is an appropriate neighborhood of τ . More exactly, let Vτ = {|x − τ | ≤ δ} for finite points τ and
Vτ = {|x| ≥ 1/δ} for τ = ∞, where δ is positive and such that Vτ ⊆ Uτ .
First, consider the case where τ is finite. In this case, we have the relation
a(x) = a0(x)[b(x)]
λ(τ)−μ , b(x) =
|α(x)− α(τ)|
|x− τ | ,
where a0 ∈ Cμ(Gτ ). It is obvious that the function c(x) = |α(x) − α(τ)| satisfies the Lipschitz
condition and vanishes at the point τ . Therefore, due to Lemma 2.8.1, it belongs to C0,11 (Gτ , τ). Then
b(x) = |x− τ |−1c(x) ∈ C0,10 (Gτ , τ). By virtue of (2.8.6), this is valid for the function bλ(τ)−μ. Hence,
a also belongs to Cμ0 (Gτ , τ).
Now, consider the case where τ = ∞. In this case, the relation
a(x) = f(x)g[α(x)][b(x)]λτ−μ, b(x) =
|α(x)|
|x| , x ∈ Gτ , (2.8.8)
holds, where the function f(x) is continuously differentiable in the domain V = {|x| ≥ 1/δ} and its
derivative satisfies the estimate |f ′(x)| ≤ C|x|−1, while the function g(y) is defined in the domain
V1 = {|y| ≥ q/δ} (taking into account (2.8.7)) and possesses a similar property in this domain.
Therefore, due to Lemma 2.7.2, the function f belongs to C0,10 (V, τ) and, in the same way, the function
g belongs to C0,10 (V1, τ). In terms of these functions, the relation (2.8.8) takes the form
a(x) = f(x)h(x)[b(x)]λτ , (2.8.9)
where h(x) = |x|−μg1[α(x)] and g1(y) = |y|μg(y). By virtue of Lemma 2.7.1, the function g1(y) satisfies
the Lipschitz condition on V1. Hence, the function g1[α(x)] satisfies this condition on Gτ . Applying
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Lemma 2.7.1 to g1 ◦α and α, we conclude that the functions h(x) and b(x) belong to C0,10 (Gτ , τ). The
values of the function b lie outside the neighborhood of zero, i.e., they lie in the set, where the function
|t|λτ satisfies the Lipschitz condition. Therefore, bλ belongs to the class C0,10 together with b. Thus,
all the three factors of product (2.8.9) belong to this class. Hence, a also belongs to C0,10 (Gτ , τ).
Theorem 2.8.2 can be complemented by superposition operators defined by the inversion. Since any
inversion can be expanded as a superposition of the inversion x → x∗ and a translation satisfying the
assumption of Theorem 2.8.2, it follows that it suffices to consider the case where α(x) = x∗.
Lemma 2.8.2. Let a map α(x) be the inversion x∗ = x/|x|2 and the point x = 0 either belong to F or
be located outside G. Then T (α) is a bounded and invertible operator from Cμλ∗(G
∗, F ∗) to Cμλ (G,F )
with respect to G∗ = α(G), F ∗ = α(F ), and the weight order
λ∗τ =
{
λτ∗ , τ = 0,∞,
−λτ∗ , τ = 0,∞.
(2.8.10)













1 ) to C
μ
λ (G1, F1).
Since [Bρ(τ) ∩ G]∗ = Bρ(τ∗) ∩ G∗, it follows that the same assertion for G0 follows from the remark
to Theorem 2.7.2 and Definition (2.8.2)–(2.8.3). Hence, it remains to use Theorem 2.8.1(a).
According to Lemma 2.6.2, Theorem 2.8.2 together with Lemma 2.8.2 cover all maps Lipschitz
with respect to the distance on the Riemann sphere. Applying the same arguing to Lemma 2.8.1,
we see that, in the notation of Sec. 2.6, the space Cμ−μ(G,∞) coincides with the subspace C
μ
∗ (G) of




The following standard way to introduce weight spaces is broadly propagated. If X(G) is a main
Banach space of functions defined on a set G and ρ is a weight function positive on G, then the weight
space X(G, ρ) is defined by the condition ρϕ ∈ X(G). This is a Banach space with respect to the
corresponding norm
|ϕ| = |ρϕ|X(G).
For Hölder spaces, X = Cμ or any its subspace ˜Cμ(G) of a finite codimension is usually selected.
For example, let the latter subspace be the class of all functions ϕ satisfying the Hölder condition
with power μ and vanishing at the endpoints τ from F , endowed with norm (2.8.5). Then, due to
Lemma 2.8.1, the space ˜Cμ(G, ρλ−μ) coincides with C
μ
λ (G,F ). This leads (see Chap. 5 below) to the
following phenomenon: for classical Fredholm operators on a piecewise-smooth curve, considered in
the weight space ˜Cμ(G, ρδ), the Fredholm property criterion depends not only on δ, but also on μ.
The weight spaces Cμλ in the above form are introduced in [65], where their main properties are
described; they are contained in this section and two following ones.
2.9. Hölder Spaces of Differentiable Functions
Consider the class Cn(D) of functions n times differentiable in a domain D. Recall that C0(D) =
C0,0(D) is the Banach space of functions continuous and bounded in the closed domain D. According
to definitions of Sec. 2.2, gradient (2.2.11) is called the derivative of the function ϕ from C1 though
(2.2.11) is a vector, while the derivative at a point a from D is usually treated as a linear map
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ξ → ϕ′(a)ξ in Rk. The notation C1 covers also vector-functions: in this case, ϕ′ is a matrix with the





, |α| = m
)
of m-order partial derivatives can be introduced for functions ϕ from Cn(D); the obtained vector ϕ(m)
is also called the derivative of order m. For m = 0, we assign ϕ(0) = ϕ.
By Cn,μ(D), 0 ≤ μ ≤ 1, denote the space of functions ϕ from Cn(D) such that all their partial
derivatives ϕ(m), m ≤ n, are bounded, can be extended to the boundary of the domain D as continuous
functions, and belong to the class C0,μ(D). The notation of these derivatives is preserved for their
limit values at boundary points. The continuous extendability requirement has a sense only for μ = 0.
If 0 < μ ≤ 1, then it is already satisfied (due to the requirement for μ) and Cn,μ(D) = Cn,μ(D). This





Indeed, if {ϕs} is a fundamental sequence in Cn,0(D) and α is a multi-index such that its order |α|
does not exceed n, then the sequence ∂αϕs/∂x
α converges as with respect to the sup-norm as s → ∞.
Denote its limit by ϕα. Then (as is well known from the general course of calculus) the function
ϕ = ϕ0 belongs to the class Cn and its corresponding partial derivatives coincide with ϕα. Hence, ϕ
belongs to the space Cn,μ(D) and ϕs → ϕ in this space.
In the sequel, unless otherwise stated, it is assumed that μ > 0 and, therefore, we may write D
instead of D. The only exception is the space Cn,μ( ̂D) for two-dimensional piecewise-smooth open
sets D, defined from Cμ( ̂D) as above.
Similarly to (2.2.18), the space Cn,μ(D) can be introduced inductively with respect to n by means
of the conditions that ϕ and ϕ′ belong to Cn−1,μ(D). Its norm is defined as follows:
|ϕ| = |ϕ|Cn−1,μ + |ϕ′|Cn−1,μ . (2.9.2)
Sequentially applying this relation, we obtain expression (2.9.1).
According to the remark at the end of Sec. 2.6, the sphere Rk can be treated as a C∞-manifold
and, respectively, the space Cn,μ∗ (D) can be introduced by means of charts (2.6.8). If the set D is
bounded, then the notation Cn,μ(D) can be used instead of Cn,μ∗ (D).
It is convenient to combine all properties of the introduced space in one theorem, assuming (ac-
cording to Sec. 2.2) that 0 < μ ≤ 1. If μ = 0, then this result is also valid for spaces considered in the
closure of the domain.
Theorem 2.9.1.
(a) If μ < ν ≤ 1, then the embedding Cn,μ(D) ⊆ Cn,ν(D) of Banach spaces takes place. If the domain
D is uniformly connected, then the embedding Cn,0(D) ⊆ Cn−1,1(D) also holds.
(b) The product of functions is bounded as the bilinear map (ϕ1, ϕ2) → ϕ1ϕ2 from Cn,μ × Cn,μ to
Cn,μ; hence, the space Cn,μ(D) is a Banach algebra with respect to multiplication. If an s-vector-
function ϕ belongs to Cn,μ0 (D,F ), a function f belongs to C
n,1(G), G ⊆ Rs, and ϕ(D) ⊆ G, then
the superposition f ◦ ϕ belongs to Cn,μ(D). In particular, (2.7.7) is a necessary and sufficient
invertibility condition for its elements.
(c) Let a vector-function α from Cn(D) satisfy the Lipschitz condition, α(D) ⊆ D1, and Dα ∈
Cn−1,μ(D) (provided that n ≥ 1). Then ϕ → ϕ ◦ α is a bounded operator from Cn,μ(D1) to
Cn,μ(D).
If the above assumption is satisfied, α is a Lipschitz map, and D1 = α(D) is a domain of R
k,
then the inverse map β = α−1 belongs to the class Cn(D1) and its derivative Dβ belongs to the
class Cn−1,μ(D1).
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Proof. The first part of assertion (a) follows from (2.2.3) and the inductive definition (2.9.2) of the
norm of the space Cn,μ. For n = 0, the second part of assertion (a) is covered by Theorem 2.2.2.
Assume that it is valid in the case where the order of the space does not exceed n−1 and the function
ϕ belongs to Cn,0, n ≥ 2. Then ϕ′ ∈ Cn−1,0 ⊆ Cn−2,1 due to the induction assumption. In the
same way, we prove that ϕ ∈ Cn−1,0 ⊆ Cn−2,1. Hence, ϕ and ϕ′ belong to Cn−2,1. Then due to the
inductive definition of the spaces, ϕ ∈ Cn−1,1 and the corresponding estimate of norms holds.
For n = 0, assertion (b) and the first part of (c) follow from the relations (2.1.6). In the general
case, as above, we use induction with respect to n and assume that the specified assertions hold
with respect to Cn−1,μ. Then the inequality |ϕψ| ≤ C|ϕ||ψ| holds for the norm in Cn−1,μ, where C
is a positive constant independent of ϕ and ψ. Differentiating the product, we obtain the relation
(ϕψ)′ = ϕ′ψ + ϕψ′. From this, taking into account (2.9.1), we deduce a similar estimate for the
norm in Cn,μ. In the same way, differentiating the superposition of functions, we obtain the relation
D(f ◦ ϕ) = (Df ◦ ϕ)Dϕ, where the right-hand side is the product of Jacobi matrices. Due to the
induction assumption, this implies that D(f ◦ϕ) ∈ Cn−1,μ and, therefore, f ◦ϕ ∈ Cn,μ. The first part
of assertion (c) is proved in the same way.
Pass to the second part of (c). From Lemma 2.3.1, it follows that β is a continuously differentiable
map and its derivative treated as a Jacobi matrix is related to Dα as follows:
Dβ = (Dα ◦ β)−1. (2.9.3)
Since β is a Lipschitz map and the matrix-function Dα and its inverse belong to the class Cμ(D), it
follows from (2.9.3) that the function D belongs to Cμ(D1). Further, we use induction and assume
that there exists m ∈ [1, n) such that Dβ ∈ Cm−1,μ(D1). Then, by virtue of assertion (c) applied to
β, the function Dα◦β belongs to Cm,μ(D1); hence, by virtue of (2.9.3), Dβ also belongs to Cm,μ(D1).
Thus, after a finite number of steps, we obtain that Dβ ∈ Cn−1,μ(D1).




Cn,μ+ε, 0 ≤ μ < 1. (2.9.4)
For μ = 0, it is denoted by Cn,+0. Obviously, this class is an algebra with respect to multiplication and
all assertions (b) and (c) of the theorem are still valid (apart from the boundedness of the operator in
the last assertion).
In the notation of Theorem 2.4.1, the class Cn,μ of smooth surfaces (or curves) can be introduced
by the following condition: f(ũ) ∈ Cn,μ in the ball |ũ| ≤ ρ with respect to any point a from Γ. For
surfaces with boundaries, defined by the parametrization γ : G → Γ, this class is introduced by the
following condition: γ ∈ Cn,μ(G).
In the same way, on surfaces Γ from Cn,μ, n ≥ 1, one can use a parametrization γ from Cn,μ(G)
to introduce the class Cn,μ(Γ) of differentiable functions; this is done by the following condition:
ϕ ◦ γ ∈ Cn,μ(G). This definition is coordinated with the similar class for k-dimensional regions in
the following sense: if Γ is contained in a closed subdomain D of Rk, then the restriction operator
ϕ → ϕ|Γ boundedly maps Cn,μ(D) to Cn,μ(Γ). To prove this, one can use induction with respect to
n and the following differentiation rule for superpositions of functions: D(ϕ ◦ γ) = [(D)ϕ ◦ γ]Dγ.
Similarly to (2.9.2), inductively define the homogeneous space Cn,μ0 (D) by the conditions
ϕ(x), ψ(x) = |x|ϕ′(x) ∈ Cn−1,μ0 (D). (2.9.5)






Theorem 2.9.2. In the claims of Theorem 2.7.1 and Theorem 2.7.2, the symbol Cμ can be replaced
by the symbol Cn,μ.
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Proof. According to the inductive definition (2.9.5), assume that the claim of Theorem 2.7.1 is valid




with respect to the sequence {ϕj} from (2.7.12). Then, according to the specified inductive definition
of norms, we have the relations
|ϕ|(n) = |ϕ|(n−1) + |ψ|(n−1), |ϕ|1(n) = |ϕ|1(n−1) + |ϕ′|1(n−1). (2.9.7)
It is obvious that the corresponding sequence {ψj} is related to {ϕj} as follows:
ψj(x) = |x|ϕ′j(x), x ∈ Dj . (2.9.8)
For any m, the functions |x|±1 belong to Cm,μ in the spherical layer {δ < |x| < δ−1}. From the proof
of Theorem 2.9.1, we see that the constant Cm from the estimate
|aϕ|Cm,μ ≤ Cm|a|Cm,μ |ϕ|Cm,μ ,
where a and ψ belong to Cn,μ(D), is independent of the set D. Assigning a(x) = |x|±1 and applying
(2.9.8), we obtain the two-side estimates
|ψ|1n−1 ≤ C|ϕ′|1n−1, |ϕ′|1n−1 ≤ C|ψ|1n−1.
This, (2.9.7) and the induction assumption imply the validity of the lemma for the space Cn,μ0 (D).
Pass to Theorem 2.7.2. It is obvious that the transformation ω in (2.7.16) homeomorphically maps
R×Ω onto Rk \ 0 and the inverse map is x → (ln |x|, x/|x|). Spaces Cn,μ can be naturally introduced
on domains of the unit sphere Ω of the space Rk. To do this, it is not necessary to use the structure











where ϕ̃ is the following extension of ϕ to a neighborhood of the point a of the space Rk: ϕ̃(x) =
ϕ(x/|x|). Then, for any open subset G of Ω, the space Cn,μ(G) still can be obtained by induction. If
G ⊆ R× Ω, then this space has a similar sense.
Arguing as in the proof of Theorem 2.7.2, we see that it suffices to verify that the operator ψ → ψ◦ω
is an isomorphism of the Banach spaces
Cn,μ([−r, r]× Ω) → Cn,μ0 (S).
As we note above, the vector-functions ω from C∞([−r, r]×Ω) and α = ω−1 from C∞(S) satisfy the
Lipschitz condition on [−r, r] × Ω and S respectively. Therefore, the specified assertion follows from













for the function ϕ(x) = ψ(ln |x|, x/|x|), following from Definition (2.9.9), are to be taken into account.
LetHλ, λ ∈ R, denote the class of all functionsQ(ξ) from C∞(Rk\0) such that they are homogeneous
functions of power λ, i.e., they are such that Q(rξ) = rλQ(ξ), r > 0. It is easy to see that the
differentiation operation Q → Q′ acts from Hλ to Hλ−1 and, therefore, the weight operation Q(ξ) →
|ξ|Q′(ξ) is invariant in Hλ. Since H0 ⊆ C0,10 (Rk) due to Theorem 2.7.2, it follows from the inductive
definition that
H0 ⊆ C0,10 (Rk) (2.9.10)
for any positive integer n.
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A simple example of functions from the class H1 is the function Q(ξ) = |ξ|. All its derivatives Q(m)
of order m belong to H1−m. Therefore, similarly to (2.9.1), instead of the inductive definition of the




|ψm|Cμ0 , ψm(x) = |x|
mϕ(m)(x).
Let a finite set F be contained in D and ∞ belong to F if the open set D is unbounded. If a point
belongs to D, then it is assumed to be an isolated boundary point for the set D \ F . For example, if
the boundary ∂D is compact, then ∞ is treated as an isolated boundary point of D (on the Riemann
sphere).
For functions ϕ from Cn(D \ F ), the space Cn,μλ (D,F ) can be defined by two equivalent ways.
One way is similar to Sec. 2.8 and is based on the spaces Cn,μ(D) and Cn,μ0 (D). Another way is the
inductive definition by the conditions
ϕ ∈ Cn−1,μλ , ϕ
′ ∈ Cn−1,μλ−1 . (2.9.11)
One can use the last definition to introduce the norm in this space by induction. Another way to







The introduced space is a Banach space with respect to this norm.
From the inductive definition (2.9.11), it follows that Theorem 2.8.1 also holds for the space Cn,μλ .
Also, this definition implies that if the domain D is bounded, i.e., ∞ does not belong to F , then the
embedding
Cn,μn+μ(D,F ) ⊆ Cn,μ(D) (2.9.12)
of Banach spaces holds and all derivatives ϕ(m), 0 ≤ m ≤ n, of functions ϕ from Cn,μμ+n vanish at points
τ from F .
All main properties of this space are provided by the next theorem.
Theorem 2.9.3.
(a) The family of Banach spaces Cn,μλ monotonously decreases with respect to the parameters μ and
λτ , where τ = ∞, and monotonously increases with respect to λ∞. If μ < ν, then λτ < λ′τ , τ = ∞.
If λτ > λ
′





If the domain D is uniformly connected, then the embedding Cn,0λ (D,F ) ⊆ C
n−1,1
λ (D,F ) also
holds.




Cn,μλ1+λ2 , and, therefore, the space C
n,μ
0 (D,F ) is a Banach algebra with respect to multiplication.
If an s-vector-function ϕ belongs to Cn,μ0 (D,F ), a function f belongs to C
n,1(G), G ⊆ Rs, and
ϕ(D) ⊆ G, then the superposition f ◦ϕ belongs to Cn,μ0 (D,F ). In particular, the condition (2.7.7)
is necessary and sufficient for the invertibility of elements of this superposition.
Proof. Assertion (b) and the first part of assertion (a) are proved by means of induction with respect
to n, i.e., in the same way as Theorem 2.9.1. Regarding the second part of assertion (a), it suffices to
prove it for n = 1 and use induction with respect to n then. Thus, we assume that the domain D is
uniformly connected and a function ϕ from C1(D) admits the estimates
|ϕ(x)| ≤ C0ρλ(x), |ϕ′(x)| ≤ C1ρλ−1(x) (2.9.13)
with positive constants Cj .
From Definition (2.8.4), we see that the function ρ1−λ is continuously differentiable and its gradient
is representable in the form ρ′1−λ = aρ−λ, where the vector-function is bounded and its sup-norm |a|0
depends only on λ. Consider the function ψ = ρ1−λϕ with the “derivative” ψ′ = aρ−λϕ+ ρ1−λϕ′. By
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virtue of (2.9.10), this function belongs to C1,0(D) and has a one-order zero at finite points τ of F .
More exactly, the inequality
|ψ|0 + |ψ′|0 ≤ (1 + |a|0)C0 +C1
holds. Therefore, Theorem 2.2.2 is applicable to the function ψ. Then ψ satisfies the Lipschitz
condition with constant [ψ]1 not exceeding M |ψ′|0. Then, by virtue of Lemma 2.8.1, the function
ρ−λϕ = ρ−1ψ belongs to C
0,1
0 (D,F ) and, therefore, the function ϕ belongs to C
0,1
0 (D,F ) and the
corresponding estimate of its norm holds.
It is obvious that the weight function ρλ from (2.8.4) belongs to the class C
n+1,0
λ (R
k, F ) for any
n (the set D = Rk is unbounded in the considered case, which means that ∞ ∈ F ). Therefore, by
virtue of the last assertion of Theorem 2.9.3(a), this function belongs to Cn,1λ (R
k, F ). In particular,
the operator of the multiplication by ρλ isomorphically maps C
n,μ
λ′ (D,F ) onto C
n,μ
λ+λ′(D,F ).
Similarly to Theorem 2.9.1, one can use induction with respect to n to extend Theorem 2.8.2 to the
case of spaces Cn,μλ .
Theorem 2.9.4. Let n ≥ 1 and Dα ∈ Cn−1,μ0 (D,F ) under the assumptions of Theorem 2.8.2. Then
the operator ϕ → ϕ ◦ α boundedly maps Cn,μλ1 (D1, F1) to C
n,μ
λ (D,F ).
If the above is satisfied, s = k, α is a Lipschitz map, and D1 = α(D), then the inverse map β = α
−1
belongs to the class Cn(D1) and Dβ ∈ Cn−1,μ0 (D1, F1).
Lemma 2.8.2 admits the corresponding analog for the considered spaces, i.e., the symbol Cμ can be
replaced by Cn,μ in this lemma. To prove that, we take into account the fact that, due to Lemma 2.9.1,
the remark to Theorem 2.7.2 concerning the operation ϕ(x) → ϕ(x∗) still holds with respect to Cn,μ.
Applying Lemma 2.8.2 to Cn,μλ , one can obtain an embedding of Banach spaces, similar to (2.9.12),
in the case where the domain D is unbounded. Let this domain lie outside a neighborhood of the
point τ = 0 and D∗ be the image of D under the map x → x∗. Due to the definition from Sec. 2.6,
this map takes the space Cn,μ∗ (D) to Cn,μ(D∗). Therefore,
Cn,μ−n−μ(D,∞) ⊆ Cn,μ∗ (D). (2.9.14)








Here the union and the intersection are taken with respect to weight orders δ such that δτ > 0 for
τ = ∞ and δτ < 0 for τ = ∞. If λ = 0, then the symbol λ in the notation of these classes is omitted.
In particular, similarly to (2.7.15), the relation
|x|ζ0(1 + |x|)ζ1 lnn |x|Q(x) ∈ Cn,1λ−0(R
k; 0,∞), (2.9.16)
where λ0 = m+Re ζ0 and λ∞ = m+Re(ζ0+ ζ1), holds provided that Q(x) ∈ Hm, ζ0 ∈ C, and ζ1 ∈ C,
n = 1, 2, . . .
The following properties of these classes are immediately deduced from Definition (2.9.15).










More complicated functions can also be constructed by means of (2.9.16). Let the support of a
C∞-function χτ (x) lie inside the domain Bρ(τ) defined by (2.8.1) and χ(x) ≡ 1 in a neighborhood of
τ . Let complex functions ζτ,j belong to the line Re ζ = λτ , homogeneous functions Qτ,j(ξ) belong to
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|x− τ |ζτ,jQτ,j(x− τ)pτ,j(ln |x− τ |) + ϕ0(x), (2.9.18)
where x− τ is to be replaced by x for τ = ∞, and ϕ0 ∈ Cn,μλ+0(G,F ).
It is clear that this class is also located between the classes (2.9.15), i.e., it satisfies the rela-
tions (2.9.17). It is useful for the selection of the asymptotics of functions ϕ from Cn,μλ−0 in neigh-
borhoods of singular points τ in the investigation of singular integral equations (see [61]) and elliptic
boundary-value problems (see [62]).
2.10. Modified Spaces Cn,μ(λ)
According to Sec. 2.9, the space Cn,μλ is defined by the conditions ϕ
(m) ∈ Cμλ−m provided that
0 ≤ m ≤ n. This is the motivation to investigate properties of a function ϕ satisfying only the last
condition, i.e., the condition ϕ(n) ∈ Cμλ−n. For example, what conditions guarantee that such a
function belongs to Cn,μλ (D,F ) (up to a smooth term)?
It is convenient to introduce the following definition. A domain D satisfies the cone condition at its
boundary point τ if there exist an open connected cone K with vertex at the origin, a neighborhood
Vτ of the point τ , a positive δ, and a Lipschitz map α of the set Dτ = D ∩ Vτ onto
α(Dτ ) = G, G =
{
K ∩ {|x| < δ}, τ = ∞,
K ∩ {|x| > 1/δ}, τ = ∞,
(2.10.1)
such that α(τ) = 0, τ = ∞, and α(∞) = ∞.
For example, it follows from the definitions of Secs. 2.3 and 2.6 that any bounded or unbounded
Lipschitz domain satisfies the cone condition at each its point. Another example is any isolated
boundary point of a domain D: the whole space can be treated as the cone K and the selected point
τ can be treated as its vertex.
Theorem 2.10.1. Let D be a uniformly connected domain satisfying the cone condition at all points
τ from F and let the derivative ϕ′ of a function ϕ from C1(D) belong to C0λ−1(D,F ), where λτ =
0, τ ∈ F . Then there exists a function ϕ0 from C1(D) such that it is constant in a neighborhood of
any point τ from F and ϕ− ϕ0 ∈ C0,1λ (D,F ).
Proof. Let Vτ be the neighborhood of the point τ from F , mentioned in the cone condition, and ατ
be the corresponding Lipschitz map of the domain Dτ . Without loss of generality, one can assume
that the closed sets Dτ , τ ∈ F , are pairwise disjoint (otherwise, δ in (2.10.1) can be appropriately
decreased). Let D0 be the complement to the union of such sets in D. Let us prove that the function
ϕ is bounded in the domain D0:
|ϕ(x)| ≤ C0, x ∈ D0. (2.10.2)
Assume the inverse. Then, since the set D0 is bounded, it follows that there exists a sequence of its
points xn, converging to a point a from ∂D ∩ ∂D0 such that
lim
xn→a
|ϕ(xn)| = +∞. (2.10.3)
Let B denote the ball of radius r centered at a such that
B1 ∩ F = ∅, B1 = {|z − a| ≤ (M + 1)r}, (2.10.4)
where M is the uniform connectedness constant of the domain D. Let x and y belong to B∩D. Then
there exists a rectifiable arc Γ from D with endpoints x and y such that its length l(Γ) does not exceed
M |x−y| ≤ 2Mr. Therefore, for any point z of Γ, either |z−x| or |z−y| does not exceed l(Γ)/2 ≤ Mr.
Hence, |z − a| ≤ (M + 1)r, i.e., Γ is contained in the ball B1. By virtue of (2.10.4), the derivative ϕ′
787
is bounded in B1 ∩D. Let |ϕ′(x)| ≤ C1 and x ∈ B1 ∩D. Then, by virtue of Theorem 2.2.2, we have
the inequality
|ϕ(x)− ϕ(y)| ≤ C1l(Γ) ≤ C1M |x− y|,
i.e., the function ϕ satisfies the Lipschitz condition on B1 ∩D. Then it is bounded, which contradicts
(2.10.3).
By the condition, in the domain Dτ , the derivative of the function ϕ satisfies the estimate
|ϕ′(x)| ≤ Cτ |x− τ |λτ−1, x ∈ Dτ , (2.10.5)
where x− τ is to be replaced by x if τ = ∞.
Let us show that there exists a constant cτ such that ϕ(x)− cτ ∈ C0λτ (Dτ , τ) or, which is the same,
there exists a positive constant C0τ such that
|ϕ(x)− cτ | ≤ C0τ |x− τ |λτ , x ∈ Dτ , (2.10.6)
where x− τ is to be replaced by x if τ = ∞.
It suffices to prove this estimate in the case of finite points τ from F since the case τ = ∞ is reduced
to the case τ = 0 by means of the inversion x∗ = x/|x|2 mapping the domain D∞ onto D∗∞ = D0.
Indeed, consider the function ϕ0(x) = ϕ(x
∗) in the domain D0. Due to Lemma 2.6.2, it is described
similarly to (2.10.1) with respect to τ = 0 and the Lipschitz map α0(x) = [α∞(x∗)]∗. It is obvious that
its derivative ϕ′0(x) is equal to (x∗)′ϕ′(x∗), where the Jacobi matrix (x∗)′ is a homogeneous function
of power −2 of the independent variable x. Then |(x∗)′| ≤ M |x|−2, where the positive constant M is
independent of x. Therefore, for τ = ∞, the estimate (2.10.5) passes to the estimate
|ϕ′0(x)| ≤ MC∞|x|−λ∞−1, x ∈ D0,
coinciding with (2.10.5) in the case where τ = 0. Finally, for ϕ0, we obtain the estimate (2.10.6) with
λ0 = −λ∞. With respect to ϕ(x) = ϕ0(x∗), this estimate passes to (2.10.6) with respect to τ = ∞.
Thus, let the estimate (2.10.5) be satisfied with τ = ∞. By the definition of the Lipschitz map
α = ατ in (2.10.1), we have the two-side inequality (2.3.1). Then
M−1|x| ≤ |α(x) − α(τ)| ≤ M |x|, x ∈ Dτ . (2.10.7)
Therefore, it suffices to verify that the function ψ(x) = ϕ[α−1(x)] satisfies a similar to (2.10.6) estimate
in the domain G, i.e., to verify that
|ψ(x) − cτ | ≤ C|x|λτ , x ∈ G. (2.10.8)
Fix r from (0, δ) and consider the segment I = [x, y] with endpoints x and y, located in the spherical
layer Sr = {r ≤ |z| ≤ δ}. It is known from Sec. 2.3 that its image Γ = α−1(I) under the map α−1
is a rectifiable map of length l(Γ) not exceeding M |x − y|. By virtue of (2.10.7), this arc lies in
Dτ ∩ {|z − τ | > r/M}. Therefore, due to Lemma 2.2.2 applied to ϕ, we arrive at the estimate
|ψ(x) − ψ(y)| ≤ max
z∈Γ





Thus, there exists a positive constant C0 depending only on Cτ , λτ , and the domain Dτ such that
|ψ(x)− ψ(y)| ≤ C0rλτ−1|x− y| (2.10.9)
for any point pair x, y lying in the spherical layer Sr together with the segment [x, y].
Consider the sequence xk = δ
kx, k = s, s+1, . . ., where the nonnegative integer s is determined by
the condition
δ2 < |xs| ≤ δ. (2.10.10)
By virtue of (2.10.9), we have the inequality
|ψ(xk)− ψ(xk+1| ≤ C0|xk+1|λτ−1|xk − xk+1| = C1δkλτ |x|λτ (2.10.11)
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with constant C1 = C0δ
λτ−1(1 − δ). Hence, if λτ > 0, then there exists cx such that the sequence
ψ(xk) converges to cx as k → +∞. This limit is independent of the choice of the point x. Indeed, let
yk = δ
ky and, for definiteness, let |x| ≤ |y|. Then, by virtue of (2.10.9), we obtain the inequality
|ψ(xk)− ψ(yk| ≤ C0|xk|λτ−1|xk − yk| = C0δkλτ |x|λτ |x− y|,
which means that cx = cy.
Now, let x and y be arbitrary points of the spherical layer Sr. By the condition, the cone K is
connected. Hence, the set Sr is also connected. Therefore, there exists a broken line L ⊆ Sr connecting
the points x and y and such that its tops are z0 = x, z1, . . . , zn = y. Since cxi−1 = cxi (which is proved
above), it also follows that cx = cy in the general case.
Assigning cτ = cx, x ∈ Sr, we deduce the following estimate from (2.10.11):
|ψ(x)− cτ | ≤ C1
∑
k≥0
δkλτ |x|λτ ≤ C|x|λτ , (2.10.12)
where C = C1/(1 − δλτ ).
If λτ < 0, then the following estimate is obtained in the same way:
|ψ(x)− ψ(xs)| ≤ C1
∑
s≤k≤0
δkλτ |x|λτ ≤ C1
1− δ−λτ |x|
λτ .
By virtue of (2.10.9), function ψ is bounded in the layer {x ∈ K, δ2 ≤ |x| ≤ δ}. Then the previous
inequality combined with (2.10.10) yields the estimate |ψ(x)| ≤ C|x|λτ with a positive constant C.
Assigning cτ = 0 for λτ < 0, we can join this estimate and (2.10.12) to obtain (2.10.8).
Now, let a function ϕ0 from C
1(D) be such that it is identically equal to cτ in the domain Dτ .
Then, due to (2.10.2) and (2.10.8), the difference ϕ− ϕ0 belongs to C0λ(D,F ). Then the derivative of
this function and ϕ′ belong to C0λ−1(D,F ). Therefore, due to Theorem 2.9.1(a), the function ϕ− ϕ0
belongs to C0,1λ (D,F ), which completes the proof of the theorem.






such that their powers are strictly less than λ. Here xα denotes the monomial xα11 . . . x
αk
k determined
by the multi-index α = (α1, . . . , αk). For λ ≤ 0, this class is assigned to be equal to zero. To describe
functions on the Riemann sphere such that they are smooth in a neighborhood of ∞, introduce the
class
P ∗λ = {p(x∗), p ∈ P−λ} (2.10.14)
according to Sec. 2.6. Obviously, any polynomial p(x) from Pλ and the related function p(x
∗) from


















It is obvious that Qk is a homogeneous function of power zero and it belongs to the class H0 introduced
at the end of Sec. 2.9.
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As above, let F be a finite subset of a closed domain D and the notation χτ (x) ∈ C∞, τ ∈ F , mean
the same as it means in definition (2.9.18) of the class Ċn,μλ . By C
n,μ
(λ) (D,F ) denote the class of all




pτχτ + ϕ0, ϕ0 ∈ Cn,μλ , (2.10.16)
where pτ ∈ Pλτ for τ = ∞ and pτ ∈ P ∗−λτ for τ = ∞. This class is considered only for weight orders
λ related to n as follows:
λτ ≤ n+ 1, τ = ∞, λτ ≥ −n− 1, τ = ∞. (2.10.17)
Obviously, this class is a finite-dimensional extension of Cn,μλ (and it coincides with the last class if
λτ ≤ 0 for τ = ∞ and λτ ≥ 0 for τ = ∞). In particular, due to Sec. 1.1, the norm of the space Cn,μλ
induces a norm of this class such that it is a Banach space with respect to it.
Note that Theorem 2.8.1(a) applied to Cn,μλ is also valid for the Banach space C
n,μ
(λ) (D,F ) since if
ρ is sufficiently small, then any set Bρ(τ) is contained in one of elements Vj . The same assertion is
valid for Lemma 2.8.2. Let us provide the following application of the above assertions.
Lemma 2.10.1. In the notation of Sec. 2.6, assume that a function ϕ(x) belongs to the class Cn+1∗
in a neighborhood of a set D ∪∞ on the Riemann sphere. Then ϕ ∈ Cn,1(λ) (D,F ), where λτ = n + 1
for τ = ∞ and λτ = −n− 1 for τ = ∞.
Proof. By virtue of Theorem 2.8.1 applied to Cn,μ(λ) , one can assume (without loss of generality) that
F consists of the unique point τ = 0 or τ = ∞ and the domain D is bounded in the former case, while
the domain D is unbounded and lies outside a neighborhood of zero in the latter case. Then the latter
case is reduced to the former one by means of the involution x∗ = x/|x|2.
Thus, without loss of generality, we can assume that D is a bounded domain, 0 ∈ ∂D, and there
exists a domain ˜D such that ˜D ⊇ D and ϕ ∈ Cn+1( ˜D). We must prove that ϕ ∈ Cn,1(n+1)(D, 0). Cover
the compact set ˜D by a finite set of closed balls B0, B1, . . . , Bm contained in ˜D such that B0 is centered
at the point τ = 0, while other balls do not contain this point. Then, due to Theorem 2.8.1 applied
to Cn,μλ , it suffices to verify that ϕ ∈ C
n,1
(n+1)(B0, 0). Taking onto account Theorem 2.2.2, one can use








(0) + ϕ0(x), (2.10.18)
where α! = α1! . . . αk!, is valid. Using the Taylor expansion, we verify that the function ϕ0 admits the
estimate
|ϕ0(x)| ≤ C|x|n+1, x ∈ B0.
Differentiating the relation (2.10.18), we obtain a similar relation (where n is replaced by n − |β|,













≤ C|x|n+1−|β|, x ∈ B0,
provided that |β| ≤ n + 1. Hence, the function ϕ0 belongs to Cn+1,0n+1 (B0, 0). Then, due to Theo-
rem 2.9.1(a), the function ϕ0 belongs to C
n,1
n+1(B0, 0). By virtue of Theorem 2.8.1 applied to the space
Cn,1n+1, this means that ϕ0 ∈ C
n,1
n+1(D, 0), which completes the proof of lemma (take (2.10.18) into
account).
In terms of the space Cn,μ(λ) , Theorem 2.10.1 provides the following answer to the question posed at
the beginning of this section.
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Theorem 2.10.2. Let a domain D be bounded and uniformly connected. Let it satisfy the cone
condition at all points τ of F . Let there exist m such that m ≤ n and the derivative ϕ(m) of a function
ϕ from Cn(D) belongs to Cn−m,μ(λ−m) (D,F ), λ ≤ n+ 1. Then ϕ ∈ C
n,μ
(λ) (D,F ) provided that
λτ = 0, . . . ,m− 1, τ ∈ F. (2.10.19)
Proof. First, we prove the theorem in the case where m = 1. Fix τ from F and consider the domain
Dτ from Definition (2.10.1). By the assumption of the theorem, we have the relation
∂ϕ
∂xj
(x) = pj(x) + ϕj(x), ϕj ∈ Cn−1,μλτ−1 (Dτ , 0), (2.10.20)
where the powers of the polynomials pj are strictly less than λτ − 1. Let us prove that there exists a
polynomial pτ (x) such that its power is less than λτ and
∂pτ
∂xj
= pj, 1 ≤ j ≤ k. (2.10.21)
If n = 1, then, due to (2.10.17), we have the inequality λτ ≤ 2 and, therefore, the polynomials pj












∈ C0λτ−2(Dτ , τ), i = j.
It is obvious that the power of the polynomial pij is less than λτ−2; then the previous representation is
possible only if pij = 0. This proves the existence of a polynomial pτ possessing the property (2.10.21).
Thus, changing ϕ for the function ϕ −
∑
τ
pτχτ , one can assume (without loss of generality) that





cτχτ ∈ C0λ(D,F ).
It is clear that the derivatives ϕ′0 and ϕ′ belong to the class C
n−1,μ
λ−1 (D,F ). Therefore, due to Theo-
rem 2.9.1(a), the function ϕ0 belongs to C
μ




λ−k(D,F ) provided that 0 ≤ k ≤ n,
i.e., ϕ0 ∈ Cnμλ (D,F ).
Thus, the theorem is proved for m = 1. In the general case, consider a partial derivative ψ =
∂αϕ/∂xα of order |α| = m− 1. Then ψ′ ∈ Cn−m(λ−m) by condition. From the proved assertion, where λ
is replaced by λ−m+ 1, we take into account the fact that the condition of Theorem 2.10.1 for the
weight order λ − m + 1 is satisfied by virtue of (2.10.19) and conclude that the function ψ belongs
to Cn−m+1(λ−m+1). Thus, ϕ
(m−1) belongs to Cn−m+1(λ−m+1). Repeating this procedure, we obtain (after a finite
number of steps) that ϕ belongs to Cn(λ).
Recall that, according to Sec. 1.1, we assume that 0 < μ ≤ 1. However, it is clear that the last
theorem also holds for μ = 0 provided that the weight classes Cn−m,0λ−m and C
n,0
λ are considered in a
closed domain D.
From the last theorem, it follows that, under its assumptions, the space Cn,μ(λ) can be inductively
defined by the conditions that ϕ and ϕ′ belong to Cn−1(λ−1). Due to Lemma 2.8.1, the spaces C
μ(G) and
Cμ(μ)(G,F ) coincide provided that the set G is bounded. Therefore, if D is a domain satisfying the
conditions of Theorem 2.10.2, then one can inductively verify that the relation
Cn,μ(D) = Cn,μ(n+μ)(D,F ) (2.10.22)
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holds for any n. This fact complements embedding (2.9.12) for the specified domains. In particular,
the space Cn,μ(D) can be defined as follows: only the highest derivatives belong to the class Cμ, i.e.,











belongs to the space Cμn+μ(D, τ).
If D is a Lipschitz domain, then all these properties hold for any point τ from D. Indeed, all
boundary points of D satisfy the cone condition. All interior points τ are boundary points for the
domain D \ {τ}; obviously, they satisfy the cone condition with respect to this domain.
From Definition (2.10.17), it follows that Theorem 2.9.2(a) remains valid for the space Cn,μ(λ) . As-
suming that D is a bounded domain, consider the following analogs of Theorems 2.9.2(b) and 2.9.3
for this space.
Theorem 2.10.3.
(a) Let the weight order λ1 be nonnegative. Then the product of functions treated as the bilinear map
(ϕ1, ϕ2) → ϕ1ϕ2 boundedly maps Cn,μ(λ1) ×C
n,μ
(λ2)
to Cn,μ(λ1+λ2) and the space C
n,μ
(λ) (D,F ) is a Banach
algebra with respect to multiplication provided that λ ≥ 0.
(b) Let a vector-function ϕ belong to the class Cn,μ(λ) (D,F ), λ ≥ 0, and an open set G contain the
compact ϕ(D). Then the superposition f ◦ α belongs to Cn,μ(λ) (D,F ) provided that f ∈ C
n+1(G).
In particular, if ϕ is a scalar function, then the condition (2.7.7) is necessary and sufficient for
its invertibility in the Banach algebra Cn,μ(λ) .
(c) Let the conditions of Theorem 2.8.2 be satisfied and the map α belong to the class Cn,μ
(λ1)
(D,F ),




Under the additional assumptions that s = k, α is a Lipschitz map, and D1 = α(D), the inverse
map β = α−1 belongs to the class Cn,μ
(λ1)
(D1, F1), where the weight order λα(τ), τ ∈ F , is denoted
by λ.
Proof. (a) By virtue of Lemma 2.10.1, the condition for the power of the polynomial p in Definition
(2.10.16) of the class Cn,μ(λ) can be omitted. Therefore, the claimed assertion immediately follows from
Theorem 2.9.3(b).
(b) By virtue of Theorem 2.8.1 applied to Cn,μ(λ) , one can assume (without loss of generality) that
F = {0}. Consider a function χ from C∞0 (G) such that it is identically equal to 1 on the compact set
ϕ(D). Replacing f by χf , one can assume (without loss of generality) that f ∈ Cn+1(Rs).
By definition, there exists a vector-polynomial p = (p1, . . . , ps) such that the difference ϕ − p
belongs to Cn,μλ (D, 0). By the condition of the theorem, the function f ◦ p belongs to the class Cn+1
in a neighborhood of then compact set D. Then
f ◦ p ∈ Cn,μ(λ) (D, 0)
due to Lemma 2.10.1. Therefore, it remains to verify that
f ◦ ϕ− f ◦ p ∈ Cn,μλ (D, 0). (2.10.23)
Let a segment with endpoints z and y be contained in G. Then, applying the Newton–Leibnitz relation











[y + t(z − y)]dt.
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Then










[p(x) + tϕ(x)− tp(x)]dt.
Since ϕj − pj ∈ Cn,μλ (D, 0), it suffices to verify that the functions aj belong to the space C
n,μ
0 (D, 0).
For this, we use Theorem 2.7.2. In its notation, the function p[ω(s, u)] + tϕ[ω(s, u)] − tp[ω(s, u)]
belongs to the space Cn,μ with respect to the total variable (s, u, t) on the corresponding set. Due to
Theorem 2.9.1(b), the superposition of its superposition with f possesses the same property. Hence, the
integral with respect to t of the obtained function possesses the same property. Using Theorem 2.7.2
again, we arrive at the validity of (2.10.23).
(c) Let us agree that the notation for the functions χτ from (2.10.16) is also used with respect to
the set F1. Represent ϕ from C
n,μ
(λ1)
(D1, F1) similarly to (2.10.16) and note that if n ≥ 1, then the
condition α ∈ Cn,μ
(λ1)
of the theorem implies that α′ ∈ Cn−1,μ0 . Therefore, due to Theorem 2.9.3, it
suffices to verify that
∑
τ∈F1
(χτpτ ) ◦ α ∈ Cn,μ(λ) (D,F ). (2.10.24)
By virtue of Theorem 2.8.1 applied to Cn,μ(λ) , one can assume (without loss of generality) that the set
F consists of the only point τ . Then F1 = {τ1} with τ1 = α(τ). Since the polynomial pτ is equal to
zero for λ ≤ 0, it follows that λ can be assumed to be positive. It is obvious that the function χτ1 ◦ α
belongs to Cn,μ(D) and is identically equal to 1 in a neighborhood of τ . Then it belongs to the class
Cn,μ(λ) (D, τ). On the other hand, due to Lemma 2.10.1 and assertion (a) of the theorem, the function
pτ ◦ α belongs to the same class, which completes the proof of (2.10.24) and the first assertion of
(c). The second assertion is proved (by induction with respect to n) in the same way as the similar
assertion of Theorem 2.9.1.
Note that Lemma 2.8.2 applied to the space Cn,μ(λ) and combined with Theorem 2.10.3 allows one to
include the case of unbounded domains D and D1 in the consideration. Indeed, let inversions δ and
δ1 maps D and D1 (respectively) to bounded domains. Then we must apply Theorem 2.10.3 to the
map α̃ = δ1 ◦ α ◦ δ, where the map α is such that α̃ satisfies the condition of Theorem 2.10.3.
To illustrate Theorems 2.10.2–2.10.3, we find conditions providing that the radial parametrization
(2.5.5) belongs to the class C1,μ[0, ρ], i.e., the radial arc Γ belongs to C1,μ. It is obvious that any line
segment satisfies conditions of Theorem 2.10.2 and the class C1,μ[0, ρ] coincides with C1,μ(1+μ)([0, ρ], 0).
Therefore, if γ ∈ C1,μ[0, ρ], then there exist γ0 from C1,μ1+μ([0, ρ], 0) and a constant a such that γ(r) =
ar + γ0(r). Hence, e
iθ(r) belongs to C1+μ(μ) ([0, ρ], 0). Then, taking into account Theorem 2.10.3(b),
we conclude that this is also valid for the real function θ(r). Due to Theorem 2.10.2, this fact is
equivalent to the assertion that θ′(r) belongs to Cμμ−1([0, ρ], 0), which is the claimed necessary and
sufficient condition of the belonging of the radial arc Γ to the class C1,μ.
Chapter 3
INTEGRALS WITH HOMOGENEOUS DIFFERENCE KERNELS
3.1. Homogeneous Functions
Investigate the class Hλ of homogeneous functions introduced at the end of Sec. 2.7. Recall that it
consists of functions Q(ξ) belonging to C∞(Rk \ 0) and satisfying the homogeneity condition
Q(rξ) = rλQ(ξ), r > 0, (3.1.1)
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of power λ ∈ R. By virtue of the homogeneity, the function Q is entirely determined by its restriction
to the unit sphere Ω. In the one-dimensional case, the set Ω consists of the two points ±1. Therefore,
any homogeneous function of power λ is a linear combination of the functions Q1(ξ) = |ξ|λ and
Q2(ξ) = (sgn ξ)|ξ|λ.
Differentiating the relation (3.1.1) with respect to ξi, we see that the partial derivative ∂Q/∂ξi
belongs to Hλ−1. In the same way, the multiplication operation Q(ξ) → |ξ|δQ(ξ) acts from Hλ to
Hλ+δ.
Recall (see Sec. 2.8) that Q(s) denotes the ordered collection of all partial derivatives of order s.





It is obvious that it satisfies the estimates
|Q′|(m) ≤ C|Q|(m−1), ||ξ|δQ(ξ)|(m) ≤ C|Q|(m), (3.1.3)
where C is a positive constant depending only on λ and δ.
Lemma 3.1.1. If Q ∈ Hλ, then the inequality
|Q(ξ)−Q(η)| ≤ M |Q|(1)(|ξ|λ−1 + |η|λ−1)|ξ − η|, (3.1.4)
where M is a positive constant depending only on λ, holds for all ξ and η.














































|η| ≤ 2|ξ − η|
and
|1− |η|λ| ≤ |λ|max(1, |η|λ−1)|1− |η|| ≤ |λ|(1 + |η|m−1)|ξ − η|.
Combining these inequalities, we arrive at the estimate
|Q(ξ)−Q(η)| ≤ (2[Q]1,Ω + |λ||Q|(0))(1 + |η|λ−1)|ξ − η|. (3.1.5)
It is obvious that the spherical layer S = {1/2 < |ξ| < 2} is a uniformly connected domain. Then, by
virtue of Theorem 2.2.2, the following estimate holds:
[Q]1,S ≤ M1|Q′|0,S.
On the other hand, the inequality
|Q′|0,S ≤ M2|Q|(1),
where M2 is a constant depending only on λ, holds due to the homogeneity of (3.1.1). Combining this
with (3.1.5), we obtain (3.1.4).
Due to (3.1.5), the estimate (3.1.4) holds for any homogeneous function of power λ, satisfying the
Lipschitz condition on the unit sphere Ω. Here, the norm |Q|C0,1(Ω) plays the role of the norm |Q|(1).
Consider the case where a function Q(ξ) = Q(x, ξ) from Hλ depends on the point x from G ⊆ Rl
as on a parameter. As above, let Q
(s)
ξ denote the ordered collection of all partial derivatives of order
s with respect to ξ. By Cν(m)(G) = Cν(m)(G,Hλ) denote the space of all functions Q(x, ξ) such that
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they and their derivatives Q
(s)
ξ , s ≤ m, belong to Cν(G) uniformly with respect to ξ from Ω. This is






|Q(s)ξ (x, ξ)|Cν (G). (3.1.6)
Obviously, for ν = 0 and s = 0, this norm coincides with the sup-norm of the function Q(x, ξ) on
G× Ω.
If G is a domain D, then the space Cn,ν(m)(D) = Cn,ν(m)(D,Hλ) is defined similarly: it consists of
functions Q(x, ξ) such that Q
(s)
ξ (x, ξ), 0 ≤ s ≤ m, belong to Cn,ν(D) uniformly with respect to ξ from
Ω. The norm in this space is defined by the relation (3.1.6), where the symbol Cν is replaced by Cn,ν.
From Definitions (3.1.2) and (3.1.6), it follows that if Q ∈ Cν(m)(G), x, y ∈ G, and x = y, then
|Q̃|(m) ≤ |Q|Cν(m) , Q̃(ξ) =
Q(x, ξ)−Q(y, ξ)
|x− y|ν . (3.1.7)
The following assertion holds.
Lemma 3.1.2. Let Q(u, ξ) ∈ Cν(1)(G,Hλ), λ ≤ 0, and maps α : K → G and β : K → Rk be such
that α satisfies the Lipschitz condition, β ∈ Cν(K), and there exists a positive δ such that |β(x)| ≥ δ
provided that x ∈ K. Then the function q(x) = Q[α(x), β(x)] belongs to Cν(K).
Proof. Obviously, the absolute value of the function q does not exceed |Q|Cν(0)δλ. Then, taking into
account Lemma 3.1.1, the estimates
|Q(u, ξ) −Q(v, ξ)| ≤ δλ|Q|Cν(0) |u− v|ν , |Q(u, ξ)−Q(u, η| ≤ 2Mδλ−1|Q|C0(1) |ξ − η|. (3.1.8)
hold provided that |ξ| ≥ δ, |η| ≥ δ, u ∈ G, and v ∈ G. It remains to apply the corresponding estimates
from (3.1.8) to the right-hand side of the inequality
|q(x)− q(y)| ≤ |Q[α(x), β(x)] −Q[α(y), β(x)]| + |Q[α(y), β(x)] −Q[α(y), β(y)]|.
Treating ξ as a parameter, one can also apply Theorem 2.3.2 (the extension theorem) to the function
Q(x, ξ). More exactly, let G be a Lipschitz domain and Ω denote the unit sphere in Rk. Consider the
bounded extension operator P : Cν(G) → Cν(Rk from Theorem 2.3.2. For Q(x, ξ) from Cν(m)(G),
assign
Q1(x, ξ) = [PQ(·, ξ)](x), x ∈ Rk, ξ ∈ Ω, (3.1.9)
where the operation P acts for a fixed ξ. Further, similarly to (3.1.1), extend the function Q1 defined
on Ω such that the extension is homogeneous:
Q1(x, rξ) = rλQ1(x, ξ). (3.1.10)
Lemma 3.1.3. The operator P 1 acting according to the relations (3.1.9)–(3.1.10) is bounded as an
operator from P 1 : Cν(m)(G,Hλ) to Cν(m)(Rk,Hλ).
Proof. For m = 0, the assertion of the lemma immediately follows from the definition of the operator
P 1. In the general case, we show that it preserves the property to be infinitely differentiable with








, 1 ≤ j ≤ k. (3.1.11)
Indeed, let ej be the unit vector of the axis ξj . Assign ξ̃ = (ξ + se)/|ξ + se|, ξ ∈ Ω, where the real s
varies in a neighborhood of the origin. Since P is a linear operator and (3.1.10) holds, the difference
Q1(x, ξ̃)−Q1(x, ξ) can be represented in the form
|ξ + se|λQ1(x, ξ̃)−Q1(x, ξ) = P [|ξ + se|λQ(·, ξ̃)−Q(·, ξ)](x).
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Dividing this relation by s and passing to the limit as s → 0, we arrive at the relations (3.1.11).
Justifying the passage to the limit, we argue as in Lemma 1.8.3. Due to Definition (3.1.6) of the space
Cν(m), these relations lead to the validity of the lemma for positive values of m.
For example, the function
Q(x, y, ξ) = q(x, y)|ξ|λ, q ∈ Cν(G×G),
belongs to the class Cν(0)(G×G,Hλ).
In the general case, to represent Q in the same way, one must assign q(x, y) = Q0(x, y, y − x),
where Q0(x, y, ξ) = |ξ|−λQ(x, y, ξ) is a homogeneous function of power zero with respect to ξ. The
next theorem finds additional conditions guaranteeing the belonging of this function q to the class Cν .
Theorem 3.1.1. Let G be a compact subset of Rk and a function Q(x, y, ξ) from Cν(1)(G×G,H0) be
identically equal to zero for x = y. Then the function a(x, y) = Q(x, y, y − x) extended as zero to the
manifold x = y belongs to the class Cν(G×G) and the corresponding norm estimate |a|Cν ≤ C|Q|Cν(1)
holds, where C is a positive constant depending only on the diameter R of the set G.
Proof. By virtue of (3.1.7), we have the estimate
|a(x, y)| ≤ |Q|Cν(0) |x− y|ν ≤ Rν |Q|Cν(0) .
Thus, only the differences Δ = a(x1, y)− a(x2, y) and Δ = a(x, y1)− a(x, y2) are to be estimated. It
suffices to consider only the former one. Assign δ = |x1 − x2| and separately consider the case where
|x1−y| ≤ 2δ and the case where |x1−y| ≥ 2δ. In the former case, we have |x2−y| ≤ 3δ and, therefore,
|Δ| ≤ |Q|Cν(0)(|x1 − y|ν + |x2 − y|ν) ≤ (2ν + 3ν)|Q|Cν(0)δν . (3.1.12)
In the former case, taking into account the triangle inequalities |y − x1| − δ ≤ |y − x2| ≤ |y − x1|+ δ,
we obtain that
δ ≤ |y − x2| ≤ 2|y − x1|. (3.1.13)
Consider the inequality
|Δ| ≤ |Q(x1, y, y − x1)−Q(x2, y, y − x1)|+ |Q(x2, y, y − x1)−Q(x2, y, y − x2)|
and apply the estimates (3.1.7) and (3.1.4) to the corresponding H0-functions
Q̃1(ξ) =
Q(x1, y, ξ)−Q(x2, y, ξ)
|x1 − x2|ν
, Q̃2(ξ) =
Q(x2, y, ξ)−Q(y, y, ξ)
|x2 − y|ν
at its right-hand side. We obtain that
|Δ| ≤ |Q|Cν(0)δν +M |Q|Cν(1)δ|x2 − y|ν(|x1 − y|−1 + |x2 − y|−1).
By virtue of (3.1.13), we have the inequality
δ|x2 − y|ν(|x1 − y|−1 + |x2 − y|−1) ≤ 3δ|x2 − y|ν−1 ≤ 3δν .
Substituting this inequality to the previous estimate and combining it with (3.1.12), we complete the
proof of the theorem.
It follows from this theorem that if Q(x, y, ξ) ∈ Cν(1)(G × G,H0) and a function a0(x, y) from
Cν(G × G) vanishes for x = y, then the product a(x, y) = a0(x, y)Q(x, y, y − x) also belongs to the
class Cν(G × G). For example, the functions |x − y| lnn |x− y|, n = 1, 2 . . ., can be taken as a(x, y):
they belong to the class Cν , 0 < ν < 1, on any bounded subset of Rk × Rk.
If G is a smooth contour on a complex plane, then Theorem 3.1.1 can be complemented by the
following assertion.
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Lemma 3.1.4. Let a smooth contour Γ belong to C1,ν with the unit tangential vector e(t), t ∈ Γ, and
a kernel Q0(t0, t; ξ) from C
ν(1)(Γ × Γ,H0) be even with respect to the variable ξ. Then the function
a(t0, t) = Q0(t0, t; t− t0) extended by the value Q(t0, t0; e(t0)) for t = t0 belongs to Cν(Γ× Γ) and the
estimate |k|Cν ≤ C|Q0|Cν(0) holds for the corresponding norms.
Proof. It suffices to prove the claim of the lemma for any arc Γ0 from Γ. Let γ : [0, 1] → Γ0 be a
parametrization of this arc, belonging to the class C1,ν [0, 1]. Since this parametrization is a Lipschitz
map, it follows that it suffices to prove this lemma for the function b(s0, s) = a[γ(s0), γ(s)] in the
square 0 ≤ s, s0 ≤ 1. By virtue of the homogeneity and evennes of the kernel Q0, this function can be
represented in the form




Similarly to the proof of Lemma 2.4.1, we verify that the function q belongs to Cν([0, 1] × [0, 1]) and
its absolute value is separated from zero. Therefore, it remains to apply Lemma 3.1.2 to the function
Q0[γ(s0), γ(s); q(s0, s)].
Below, we use the space C
ν(m)
0 (G,F ;Hλ); as above, it is introduced with respect to the zero-order
space Cν0 (G,F ). Another way to introduce it is to act similarly to Sec. 2.8, based on C
ν(m)(G,Hλ)
and the space C
ν(m)
0 (G,Hλ); as above, the latter one is introduced with respect to the homogeneous
space Cν0 (G) of Sec. 2.7. It is easy to see that both ways are equivalent and yield the same space.
Note that Theorem 2.7.1 is also valid for the homogeneous space C
ν(m)
0 (G,Hλ). To verify that, we
follow the proof of the specified theorem and obtain the norm inequalities for a fixed value of ξ. Then
we take the supremum with respect to ξ from Ω at the right-hand sides of these inequalities. Finally,
we take the supremum with respect to ξ from Ω at their left-hand sides.
3.2. Integrals with Weak Singularities
It is natural to use homogeneous functions as special-type kernels of integrals. We illustrate this by
integrals with weak singularities, considered in Sec. 1.9.
Let G be a compact subset of Rk and let a function q(x, y) satisfy the conditions
q(x, y) ∈ Cν(G×G), q(x, x) ≡ 0, (3.2.1)





|y − x|kϕ(y)dy, x ∈ G. (3.2.2)
Since |q(x, y)| ≤ [q]ν |x − y|ν , it follows that the kernel q(x, y)|x − y|−k is summable with respect to
y. It is obvious that the function Q(x, y, ξ) = q(x, y)|ξ|−k belongs to the class Cν(1)(G × G,H−k)
and is identically equal to zero for x = y. By virtue of Theorem 3.1.1, the inverse is also valid: if
Q(x, y, ξ) ∈ Cν(1)(G×G,H−k) and
Q(x, x, ξ) = 0, x ∈ G, (3.2.3)
for any ξ from Rk, then Q(x, y, ξ) = q(x, y)|ξ|−k, where the function q(x, y) = Q(x, y; y − x)|y − x|−k




Q(x, y, y − x)ϕ(y)dy, x ∈ G, (3.2.4)
can be represented in the form (3.2.2).
In Sec. 1.9, it is found that any integral operator acting according to the relation (3.2.2) is compact
in the space C(G) of continuous functions. A stronger assertion is also valid.
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Theorem 3.2.1. Let a kernel Q belong to Cν(1)(G×G,H−k) and satisfy the condition (3.2.3). Then,
for any bounded function ϕ, the relation (3.2.4) defines a function ψ from Cμ(G), 0 < μ < ν, and the
norm estimate
|ψ|Cμ ≤ C|Q|Cν(1) |ϕ|0 (3.2.5)
holds, where C is a positive constant depending only on the diameter R of the compact set G provided
that μ and ν are fixed.
Proof. As we note above, by virtue of Theorem 3.1.1, we have the estimate
|Q(x, y; y − x)| ≤ C0|y − x|ν−k,
whence






Thus, it remains to estimate the seminorm [ψ]μ. Due to (3.1.7) and Lemma 3.1.1, for any function Q
from Cν(G×G,Hk), the following inequalities hold:
|Q0(ξ)| ≤ |Q|Cν(0) |x1 − x2|ν |ξ|−k, Q0(ξ) = Q(x1, y; ξ)−Q(x2, y; ξ),
|Q0(ξ1)−Q0(ξ2)| ≤ M |Q|Cν(1) |x1 − x2|ν |ξ1 − ξ2|(|ξ1|−k−1 + |ξ2|−k−1).
(3.2.7)
Then, assigning x1 = x and x2 = y and taking into account (3.2.3), we deduce the inequalities
|Q(x, y, ξ)| ≤ |Q|Cν(0) |x− y|ν |ξ|−k,
|Q(x, y, ξ1)−Q(x, y, ξ2)| ≤ M |Q|Cν(1) |x− y|ν |ξ1 − ξ2|(|ξ1|−k−1 + |ξ2|−k−1).
(3.2.8)
Further, we arguing in the same way as in Theorem 3.1.1. Fix two different points x1 and x2 from G,




[Q(x1, y, y − x1)−Q(x2, y, y − x2)]ϕ(y)dy = Δ1 +Δ2, (3.2.9)
where Δ1 corresponds to the integral with respect to Gδ . By virtue of (3.2.7)–(3.2.8), we have the
estimates









I ′′2 (δ) = δ
∫
G\Gδ
|y − x2|ν(|y − x1|−k−1 + |y − x2|−k−1)]dky.
(3.2.11)




|y − x1|ν−kdky +
∫
|y−x2|≤3δ
|y − x2|ν−kdky ≤ C1δν ,
where C1 is a positive constant depending only on k and ν.
For |y − x1| ≥ 2δ, one can use inequalities (3.1.13), which imply
I ′2(δ) + I
′′
2 (δ) ≤ δν
∫
2δ≤|y−x1|≤R





This yields the estimate I ′2(δ)+ I
′′
2 (δ) ≤ C2δν(1+ | ln δ|), where the positive constant C2 depends only
on k and ν as above. Substituting these estimates into (3.2.10) and taking into account (3.2.9), we
obtain the inequality
[ψ]μ ≤ C|Q|Cν(1) |ϕ|0. (3.2.12)
Combining it with (3.2.6), we complete the proof of (3.2.5).
Note that if α < k, then the integral (3.2.4) with kernel Q from Cν(1)(G × G,H−α) is covered
by Theorem 3.2.1. Indeed, the function Q1(x, y, ξ) = |x − y|k−α|ξ|α−kQ(x, y, ξ) belongs to the class
Cν1(1)(G×G,H−k) with exponent ν1 = min(k−α, ν) and it is obvious that Q(x, y, y−x) = Q1(x, y, y−
x). Therefore, it remains to use the estimate (3.2.5) with μ < ν1.
From Theorem 3.2.1, it follows that the operator T (q) defined by the integral (3.2.2) boundedly
maps C0 to Cν. Since the embedding Cν ⊆ Cμ is compact for μ < ν, it follows that this is a
compact operator from C0 to Cμ. In particular, it is a compact operator in the space Cμ(G). Thus, if
λ ∈ C, then 1− λT (q) is a Fredholm operator in this space and any C(G)-solution ϕ of the equation
ϕ+ λT (q)ϕ = f with a right-hand side f from Cμ(G) also belongs to Cμ(G).
As in Sec. 1.9, we verify that T (p)T (q) = T (p ∗ q), where the functions




|x− z|k |y − z|k dz, x = y,
p, and q satisfy the conditions (3.2.3). For the considered bilinear map, Lemma 1.9.2 is still valid in
class (3.2.1). Finally, similarly to Sec. 1.9, we arrive at the following analog of Theorem 1.9.1.
Theorem 3.2.2. There exists at most a denumerable set Λ from C such that the operator 1− λT (q)
is invertible for any λ located outside Λ. Also, [1− λT (q)]−1 = 1− T (rλ), where the function rz(x, y)
belongs to Cν(G×G), satisfies the condition (3.2.1), is analytic with respect to z in the open set C\Λ,
and admits poles at points λ from Λ.




Q(x, y, y − x)ϕ(y)dk−1y, x ∈ Γ, (3.2.13)
on a smooth (k − 1)-dimensional surface Γ, where the kernel Q(x, y; ξ) with respect to the variable ξ
belongs to H1−k.
Theorem 3.2.3. Let Γ from Rk be a smooth surface with boundary and a kernel Q from Cν(1)(Γ ×
Γ,H1−k) be such that Q(y, y; ξ) = 0, y ∈ Γ (cf. (3.2.3)). Then, for any bounded on Γ function ϕ,
the relation (3.2.13) defines a function ψ from Cμ(Γ), 0 < μ < ν, such that its norm satisfies the
estimate (3.2.5), where C is a positive constant depending only on Γ.
Proof. Let γ : G → Γ be a smooth parametrization of the surface, where G ⊆ Rk−1 is a Lipschitz
domain. Due to Lemma 2.3.3, this parametrization is an M -Lipschitz map, i.e., there exists a constant
M such that M ≥ 1 and
|s − t|/M ≤ |γ(s)− γ(t)| ≤ M |s− t|. (3.2.14)
Using this parametrization, continue the proof, arguing as in the proof of Theorem 3.2.1.











|x− y|ν−k+1dy ≤ Mk−1−ν
∫
G
|s− t|ν−k+1|m(t)|dt, x = γ(s),
where the bounded function |m(s)| is determined by γ in the same way as is done in Sec. 2.4.
Fix two different points xj = γ(sj) from G, j = 1, 2, and assign δ = |s1 − s2| and Gδ = {t ∈
G, |t − s1| ≤ 2δ}. Then the relation (3.2.9) holds, where G and Gδ are replaced by γ(G) and
γ(Gδ), respectively. From inequalities (3.2.7)–(3.2.8), where k is replaced by k − 1, deduce the esti-
mates (3.2.10) with the integrals (3.2.11), where k is replaced by k − 1, Gδ is replaced by γ(Gδ), and









I ′2(δ) + I
′′







As above, combining this with (3.2.14), we obtain the estimates
I1(δ) ≤ C1δν and I ′2(δ) + I ′′2 (δ) ≤ C2δν(1 + | ln δ|),
where the constants Cj depend only on γ and the diameter R of the domain G. In the considered
case, substituting them in the relations (3.2.9)–(3.2.10), we arrive at the estimate (3.2.12). The said
estimate combined with (3.2.14) completes the proof of the theorem.
Note that Theorem 3.2.3 remains valid for the integrals (3.2.12) considered on smooth closed sur-
faces. To prove that, it suffices to select a finite set of surfaces Γj, 1 ≤ j ≤ m, with boundaries such
that the open surfaces Γj \ ∂Γj cover Γ; then Theorems 2.1.1 and 3.2.3 are applied to Γj .
3.3. The Notion of Singular Integrals
Assume that D is an open subset of Rk (no boundedness of D is required), a1, . . . , an−1 are its
points, and f(x) ∈ L(D). To any collection ε = (ε1, . . . , εn) of positive numbers, assign the bounded









If the function f is only locally summable on the set D\{a1, . . . , an−1}, but the above limit still exists,
then it is called the singular integral (in the principal value sense) at the singular points aj and at the
singular point an = ∞ (the last one is added if there exists a ball such that the domain D contains
its exterior).
It is obvious that singular integrals preserve the basic linearity and additivity properties. Here, the
last property is treated as follows: if D1 and D2 are disjoint open sets such that they cover all points
aj and D1 ∪D2 = D, then the singular integral over D is equal to the sum of the singular integrals
over D1 and D2.
If x = a is a singular point, then the image of the set {|x−a| > ε}, i.e., the set {y, |α(y) − α(a)| > ε},
is not guaranteed to be the complement to a ball. Therefore, one must be careful, performing the
change of variables x = α(y) to a singular integral. Due to the additivity of singular integrals, it
suffices to consider the case where a = 0 and this point is unique. Let us describe the situation where
such a change is possible in the multi-dimensional case.
800
Theorem 3.3.1. Let a finite domain D contain the point x = 0 and let α be a diffeomorphism of this
domain onto G such that the Jacobi matrix α′(0) is orthogonal up to a constant factor. Let a function
f(x) be continuous for nonnegative x and let it admit the estimate
|f(x)| ≤ C|x|−k. (3.3.2)








in the following sense: any of these integrals exists if and only if the other one exists and if they exist,
then they coincide.
Proof. If α(x) is a linear transformation, α(x) = λAx, such that λ > 0 and A is an orthogonal matrix,
then the claim of the lemma is obvious. Therefore, without loss of generality, one can assume that
α(0) = 0 and α′(0) is the identity matrix. Then |α(y)|/|y| → 1 as y → 0 and the functions
σ1(r) = min|y|=r
|α(y)|, σ2(r) = max|y|=r |α(y)| (3.3.3)













Assign Gε,j = {y ∈ G, σj(|y|) ≥ ε}, j = 1, 2, and take into account the fact that
Gε,1 ⊆ {y ∈ G, |α(y)| ≥ ε} ⊆ Gε,2






It is obvious that the function g(y) admits an estimate similar to (3.3.2). Therefore, the function g(y)








where Δ(ε) = {r | σ1(r) ≤ ε ≤ σ2(r)}. In the notation
δ−j (ε) = min{r | σj(r) = ε}, δ+j (ε) = max{r | σj(r) = ε}, (3.3.5)

























Takin into account (3.3.4), we deduce that δ±(ε)/ε → 0 as ε → 0, which completes the proof of (3.3.6)
and of the theorem.
Using the inversion x∗ = x/|x|2, one can also apply Theorem 3.3.1 to cover the case of the infinity
point ∞. Indeed, let a domain D be a neighborhood of ∞ and be separated from the point x = 0.








also holds for singular operators. Elements of the Jacobi matrix (y∗)′ are partial derivatives
∂(yi|y|−2)
∂yj
= |y|−2Mij(y), Mij(y) = δij − 2
yiyj
|y|2 .
It is obvious that the matrix M is symmetric and homogeneous of power 0 and its second power
coincides with the identity matrix. In particular, det(y∗)′ = |y|−2k and the condition (3.3.2) for the
function f in a neighborhood of ∞ passes to a similar condition for the function f(y∗) det(y∗)′ in a
neighborhood of the origin.
This allows one to reformulate Theorem 3.3.1 with respect to the singular point x = ∞. We omit
this, but note that if (3.3.2), then the singular integral admits changes of variables with respect to
translations x → x− a and extensions x → λx, λ > 0, leaving the point ∞ fixed.
Consider sufficient conditions for the function f , providing the existence of the singular integral. It is
obvious that it suffices to consider the case of one point a = 0 belonging to the domain D = {|x| < 1}.
Assume that the function f(x) can be represented in the form
f(x) = Q(x) + f0(x), f0 ∈ L(D), (3.3.7)
where the homogeneous function Q(x) belongs to H−k.















Therefore, in this case, the existence of the singular integral (3.3.1) is equivalent to the relation
∫
Ω
Q(ξ)dk−1ξ = 0 (3.3.8)
and if the singular integral of f exists, then it coincides with the classical integral of f0. In the sequel, if
integrals on sets of different dimensions are considered, then the dimension might be marked explicitly.
For the two-dimensional case, the notion of singular integrals is introduced in [77]; for the general
case (i.e., for k > 2), it is introduced in [42].
If a function ϕ belongs to C∞0 (D), then, similarly to (3.3.7), the product fϕ can be expanded to
the sum ϕ(0)Q(x) + f1(x), where the function f1(x) = ϕ(x)f0(x) + [ϕ(x) − ϕ(0)]Q(x) is summable.





coincides with the integral of the function f1. This immediately implies that the linear functional
u(ϕ) = (f, ϕ) is continuous with respect to the C∞0 (D)-convergence introduced in Sec. 1.8, i.e., is a
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generalized function. As in the case of regular generalized functions, this functional is identified with
f .
If the domain D in (3.3.7) coincides with the space Rk, then, arguing as above, one can show that
the singular integral of the function Q(x) with singular points x = 0 and x = ∞ exists and equals to
zero. Taking into account the remark to Theorem 3.3.1, we conclude that the similar relation
∫
Rk
Q(x− a)dx = 0 (3.3.9)
also holds in the case where the singular points are x = a and x = ∞.
Obviously, in the one-dimensional case (i.e., for k = 1), the condition (3.3.8) is to be replaced by
Q(−1) = −Q(1), which means that Q(x) = Q(1)/x.
Below, several examples of the case where the condition (3.3.8) is satisfied are provided.
Lemma 3.3.1. The condition (3.3.8) is satisfied for any odd function Q(ξ) from H1−k. If Q is an
even function satisfying (3.3.8), then the similar condition
∫
Ω+
Q(ξ)dk−1ξ = 0 (3.3.10)
is satisfied for any hemisphere Ω+ = {ξ ∈ Ω, ξn > 0}, where n is a unit vector and ξn denotes the
scalar product.
The condition (3.3.8) is satisfied for any partial derivative Q = ∂Q0/∂ξi of any function Q
0(ξ) from
H1−k, k ≥ 2.
Proof. The first assertion of the lemma is obvious since, by virtue of the oddness, the change ξ = −ξ′













which proves the relation (3.3.10).














where Ω1 denotes the sphere |ξ| = 2. Apply the change ξ = 2ξ′, ξ′ ∈ Ω. Taking into account relations
dk−1ξ = 2k−1ξ and Q0(2ξ′) = 21−kQ0(ξ′), we see that the integral with respect to Ω1 passes to the
corresponding integral with respect to Ω. Therefore, the right-hand side of the previous relation is












Consider functions Q with the property (3.3.10) in detail.
Lemma 3.3.2. Let there exist a vector n such that a function Q from H−k satisfy the condition (3.3.10)




Q(y − x)dy, x ∈ P−, (3.3.11)
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(y − x)dy = 0, x ∈ P−. (3.3.12)
Proof. As above, using the condition (3.3.10), we verify that the singular integral of the function Q
over the domain P+ with the singular points 0 and ∞ exists and is equal to zero. This is also valid
for the singular integral (3.3.11). The subspace P+ is invariant with respect to the transformations
x → x− a, an = 0, and x → λx, λ > 0. Therefore, arguing as above, we deduce the relations
H(x) = H(x− a), H(x) = H(λx),
which hold only in the case where H is a constant function (denote its constant value by H). Fix a
point a from P−. Then, by virtue of Lemma 3.1.1, the function Q(y−x)−Q(y− a) is integrable over
P+ and the constant function
∫
P+
[Q(y − x)−Q(y − a)]dy, x ∈ P−, x = a,
can be differentiated under the integral sign. This yields relation (3.3.12).
Singular integrals can also be considered on a smooth surface Γ from Rk (if k = 2, then it is a
surface).
Lemma 3.3.3. Let a smooth (k − 1)-dimensional surface Γ from Rk belong to the class C1,ν and a




Q(y, y − a)dk−1y, a ∈ Γ,
treated as the limit of integrals over Γ ∩ {|y − a| ≤ ε} as ε → 0, exists.
Proof. Without loss of generality, one can assume that Γ is a smooth surface with boundary and a is its
interior point. Let a positive ρ satisfy conditions of Theorem 2.4.1 with respect to this point. Due to
this theorem, the intersection of Γ with the neighborhood Cρ(a) is described (in the local coordinates)
by the equation uk = f(ũ), |ũ| ≤ ρ, where f is continuously differentiable in the (k − 1)-dimensional
ball Bρ = {|s| ≤ ρ},
f(0) = f ′(0) = 0, |f ′|0 ≤ 1. (3.3.13)
Recall that the axis uk of the local coordinate system with the origin at the point a is directed along the
normal to Γ at this point. One can use any orthogonal matrix U from Rk×k to pass to this coordinate
system as follows: x − a = U(ũ, uk). Respectively, the surface Γ(a) = Γ ∩ Cρ(a) is described by the
parametrical equation γ(s) = a+ U(s, f(s)), where s varies in the ball Bρ.
Let us show that one can change variables in the singular integrals using the relation
∫
Γ(a)




where ˜Q(ξ) = Q(a, Uξ) and |m(s)| =
√
1 + |f ′(s)|2. Theorem 3.3.1 is not directly applicable for the
justification of this change since the map γ(s) = a + U [s, f(s)] acts from Rk−1 to Rk. However, this





which is the only property used to prove the said theorem. For this reason, this theorem is still
applicable for the justification of (3.3.14).
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Pass to the singular integral at the right-hand side of (3.3.14). According to Theorem 2.4.1, the
condition that Γ belongs to C1,ν implies that f belongs to C1,ν(Bρ). Combining this with (3.3.13)
and Lemma 3.1.1, we easily conclude that the function ˜Q[s, f(s)] − ˜Q(s, 0) is summable in the ball
Bρ. Hence, it remains to use the oddness of the function ˜Q and Lemma 3.3.1.
3.4. Cμ-Estimates of Singular Integrals




Q(y, y − x)ϕ(y)dy, x ∈ D, (3.4.1)
such that its kernel Q(y, ξ) belongs to H−k with respect to the variable ξ and satisfies the condition
∫
Ω
Q(x, ξ)dξ = 0, x ∈ D. (3.4.2)
Let us start from the case where ϕ = 1.
Lemma 3.4.1. Let a kernel Q(y, ξ) belong to the class Cν(1)(D,H−k) and satisfy the condition (3.3.8)




Q(y, y − x)dy, x ∈ D0, (3.4.3)
defines a function q(x) from Cμ(D0), 0 < μ < ν, such that the estimate
|q|Cμ(D0) ≤ C|Q|Cν(1) (3.4.4)
of its norm holds, where C is a positive constant depending only on the distance from D0 to ∂D.
Proof. First, we prove the lemma in the case where the function Q(y, ξ) does not depend on y.




Q(y − x)−Q(y − a)dy +
∫
D
Q(y − a)dy, x ∈ D0,
where a is a fixed point of D \D0. By virtue of Lemma 3.1.1, the function Q(y − x) − Q(y − a) is
integrable on Rk \D and, therefore, the function q(x) in this relation can be differentiated under the
integral sign. Due to Theorem 2.2.2, this yields the estimate
|q|0,D0 + |q|1,D0 ≤ C|Q|(1). (3.4.5)




[Q(x1, y − x1)−Q(x2, y − x1)]dy +
∫
D
[Q(x2, y − x1)−Q(x2, y − x2)]dy = Δ0 +Δ1.
Applying the estimate (3.4.5) to the functions Q0(ξ) = Q(x1, y − x1) − Q(x2, y − x1) and Q1(ξ) =
Q(x2, ξ), we obtain the inequalities
|Δ0| ≤ C|Q0|(1), |Δ1| ≤ C|Q1|(1)|x1 − x2|.
By virtue of (3.1.7), we have the inequality |Q0|(1) ≤ |Q|Cν(1) |x1 − x2|ν . Obviously, this implies that
|Q1|(1) ≤ |Q|C0(1) . This immediately yields the estimate (3.4.4).
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Theorem 3.4.1. Let a kernel Q(y, ξ) from Cν(1)(D,H−k) satisfy the condition (3.4.2) and ϕ belong
to Cμ(D), 0 < μ < ν. Then, for any closed subset D0 of D, the singular integral (3.4.1) defines a
function φ(x) from Cμ(D0), satisfying the norm estimate
|ψ|Cμ(D0) ≤ C|Q|Cν(1) |ϕ|Cμ , (3.4.6)
where C is a positive constant depending only the distance between D0 and ∂D provided that μ and ν
are fixed.
If the above is satisfied and another kernel Q(u, y, ξ) depends on a parameter u from G, belongs to the





Q(u, y, y − x)ϕ(y)dy, x ∈ D0, (3.4.7)
belongs to Cμ(G×D0) and a similar (3.4.6) estimate of norms holds.
Proof. Represent the integral (3.4.1) by the sum ψ0(x)+ q(x)ϕ(x), where q is defined by (3.4.3), while




Q(y, y − x)[ϕ(y) − ϕ(x)]dy, x ∈ D0.
According to Lemma 3.4.1, it suffices to prove the estimate (3.4.6) only for ψ0. Since |ϕ(y)− ϕ(x)| ≤
[ϕ]μ|x− y|μ, we have the following estimate for the sup-norm of this function:
|ψ0|0,D0 ≤ C|Q|Cν(0) [ϕ]μ. (3.4.8)
Fir x1 and x2 from D0, assign δ = |x1 − x2|. Then





[Q(x1, y − x1)−Q(x2, y − x2)][ϕ(y) − ϕ(x2)]dy = Δ1 +Δ2,
where Δj have the same sense as in the proof of Theorem 3.2.1. For the terms Δj, one can repeat the
corresponding arguing of the proof of this theorem. In particular, the following estimates (similar to
(3.2.10)) hold for these terms:









I ′′2 (δ) = δ
∫
D\Dδ
|y − x2|μ(|y − x1|−k−1 + |y − x2|−k−1)]dky.
As in the proof of Theorem 3.2.1, this implies the estimate
[ψ0]μ ≤ C|Q|Cν(1) [ϕ]μ.
Combining this estimate with (3.4.8), we complete the proof of (3.4.6).
Actually, the second assertion of the theorem follows from the estimate (3.4.6). Indeed, if u is fixed,
then this estimate means that
|ψ(u, x1)− ψ(u, x2)| ≤ C|Q|Cν(1) |ϕ|Cμ |x1 − x2|μ.
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On the other hand, if u1 and u2 are different points of G, then, due to Lemma 2.1.2, the function
Q̃(y, ξ) = |u1 − u2|−μ[Q(u1, y, ξ)−Q(u2, y, ξ)]
belongs to the class Cν−μ,(1). Let ψ̃(x) be defined by Q̃ similarly to (3.4.1). Then
ψ̃(x) = |u1 − u2|−μ[ψ(u1, x)− ψ(u2, x)]
and the first part of Theorem 3.4.1, where ν and μ are replaced by ν̃ = ν − μ and μ̃ exceeded by
min(ν−μ, μ) respectively, can be applied to this function. In particular, the corresponding estimate of
its sup-norm, uniform with respect to u1 and u2, holds, which completes the proof of the theorem.
Let us describe the case where the function (3.4.7) can be differentiated under the integral sign.
Lemma 3.4.2. Let the assumptions of Theorem 3.4.1 be satisfied, G be a subdomain of Rs, and a
kernel Q(u, y, ξ) be continuously differentiable with respect to the variable u and belong to Cν(1)(G×D)
together with its partial derivatives Q′u. Then, for any ϕ from Cμ(D), 0 < μ < ν, the relation (3.4.7)








(u, y, y − x)ϕ(y)dy, x ∈ D0.
In particular, the function ∂ψ/∂ui belongs to C
μ(G×D0) and an estimate of norms, similar to (3.4.6),
holds.
Proof. Without loss of generality, G can be assumed to be an interval of the real line. Let εn → 0.
For a fixed u, assign
Qn(y, ξ) = ε
−1




[Q′u(u+ tεn, y, ξ)−Q′u(u, y, ξ)]dt.
For any fixed ξ from Ω, the integrand function is bounded in Cν(D). It tends to zero as n → ∞
uniformly with respect to ξ. The derivatives of this sequence with respect to ξi possess the same
property. Therefore, due to Theorem 2.1.1, the sequence Qn tends to zero in C
μ(1)(D) provided that
μ < ν. In particular, due to Theorem 3.4.1, we have the relation
∫
D
Qn(y, y − x)ϕ(y)dy → 0 as n → ∞.
Then the above differentiating is justified. By the condition, the function Q satisfies the relation
∫
Ω
Q(u, y, ξ)dξ = 0
identically with respect to u and y. This relation can be differentiated with respect to u. Then a
condition similar to (3.4.2) is also satisfied for the kernel Q′u. By virtue of Theorem 3.4.1, this implies
that the derivative ψ′u belongs to Cμ(D0).
In the one-dimensional case, Theorem 3.4.1 is proved in [52]. In the multidimensional one, it is
proved in [21]. Usually, the kernel of the singular integral (3.3.1) is represented in the form
Q(x, y; ξ) =
Q0(x, y, ξ)
|ξ|k ,
where the function Q0 is homogeneous of power zero with respect to the variable ξ. The last function
is called the characteristic of the singular integral (see [44]).
For the whole domain D, Theorem 3.4.1 is not valid in the one-dimensional case. To prove this,
consider the function (3.4.3). Here the domain D is an interval (a, b) of the real line, while the kernel
Q(x; ξ) can be represented in the form c(x)/ξ, where c(x) = Q(x; 1) ∈ Cν([a, b]× [a, b].
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Indeed, we have the two-point set {±1} instead of the unit sphere Ω here and the condition (3.4.2)
passes to the relation Q(x; 1)+Q(x;−1) = 0. In other words, the function Q(x; ξ) is odd with respect







y − x, a < x < b.


















y − x = ln
b− x
x− a.
Hence, for c(a) = 0, the function q has a logarithmic singularity at the point a.
Below (see Theorem 3.5.1), we show that if k > 1, then there are assumptions regarding the kernel
Q and the smoothness of the boundary of the domain D, providing the extension of Theorem 3.4.1 to
the whole domain D0 = D. If D = R
k, then it is easily deduced from Theorem 3.4.1: the integrand of
(3.4.1) is multiplied by χ(y − x), where χ ∈ C∞0 (Rk).
Theorem 3.4.2. Let χ(x) ∈ C∞0 (Rk) and a kernel Q(y, ξ) belong to Cν(1)(Rk,H−k) and satisfy the




χ(y − x)Q(y, y − x)ϕ(y)dy, x ∈ Rk,
is bounded in the space Cμ(Rk), 0 < μ < ν.
Proof. Let the support of the function χ(x) be contained in a ball |x| ≤ R. Fix a point a from Rk.
Then, for |x− a| ≤ R, the integral (Rϕ)(x) can be represented by the sum
∫
|y−a|≤2R
[χ(y − x)− χ(0)]Q(y, y − x)ϕ(y)dy + χ(0)
∫
|y−a|≤2R
Q(y, y − x)ϕ(y)dy.
From Theorems 3.2.1 and 3.4.1, we obtain the estimate
|Rϕ|Cμ(B1) ≤ C|Rϕ|Cμ(B2),
where B1 and B2 are the balls {|x − a| ≤ R} and {|x − a| ≤ 2R} respectively, while C is a positive
constant independent of a. This immediately implies the claim of the theorem.
The obtained result is frequently called the Korn–Giraud theorem [3].
3.5. Estimates up to the Boundary
Let a subdomain D0 of D abut a smooth part Γ of the boundary of the domain D and lie from one
side of this part in terms of Sec. 2.4. Recall that this notion is defined with respect to a selected unit
normal n(y) from C(Γ) of the surface Γ. In the same way, the normal vector n(y) decomposes the
unit sphere Ω from Rk into the hemispheres Ω±(y) consisting all ξ from Ω such that ±ξn(y) ≥ 0.
Theorem 3.5.1. Let the boundary of a finite domain D contain a smooth surface with boundary
Γ of the class C1,ν such that D lies from one side of it and the subdomain D0 of D be such that




Q(y, ξ)dk−1ξ = 0, y ∈ Γ. (3.5.1)
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Then, for any ϕ from Cμ(D), 0 < μ < ν, the function ψ defined by (3.4.1) belongs to the class Cμ(D0)
and admits the estimate
|ψ|Cμ ≤ C|Q|Cν(2) |ϕ|Cμ , (3.5.2)
where C is a positive constant depending only on the distance between the domain D0 and ∂D \ Γ.
Proof. Due to Theorem 2.3.2, there exists a bounded extension operator P : Cμ(D) → Cμ(Rk). Due
to Lemma 3.1.3, there exists a bounded extension operator P 1 : Cν(1)(D) → Cν(1)(Rk). Consider
these extensions in a finite domain D1 containing the domain D and its closure. Assigning ϕ1 = Pϕ
and Q1 = P 1Q, we have relations ϕ1(y) = ϕ(y) and Q1(y; ξ) = Q(y; ξ) (for any y from D) and the
corresponding estimates
|ϕ1|Cμ ≤ C1|ϕ|Cμ , |Q1|Cν(2) ≤ C1|Q|Cν(2) . (3.5.3)





Q1(y, y − x)ϕ1(y)dy, ψ1(x) =
∫
D1\D
Q1(y, y − x)ϕ1(y)dy, x ∈ D0,
such that the former is understood in the classical sense. The conditions of Theorem 3.4.1 are satisfied
for ψ0 and the pair D0,D
1. Therefore, the following inequality holds:
|ψ0|Cμ(D0) ≤ C|Q1|Cν(1) |ϕ1|Cμ(D1).
Hence, taking into account (3.5.2), we see that it remains to prove the similar estimate
|ψ1|Cμ(D0) ≤ C|Q1|Cν(2) |ϕ1|Cμ(D1\D) (3.5.4)
for the function ψ1.






Qi(y, y − x)ϕ1(y)dy, 1 ≤ i ≤ k,
where Qi(y, ξ) = ∂Q
1/∂ξi ∈ Cν(1)(D1,H−k−1).












≤ M |Qi|Cν(1) |ϕ1|Cμdμ−1(x,Γ), x ∈ D0, (3.5.5)
where M is a positive constant depending only on the distance between the domain D0 and ∂D \ Γ.
Then, taking into account the obvious inequality
|Qi|Cν(1) | ≤ |Q|Cν(2) |,
we immediately deduce the estimate (3.5.4) from Theorem 2.4.2.
Similarly to the proof of Theorem 2.4.2, we assign Γ′ = ∂D \ Γ (for brevity). Then, by condition,
Γ ∩ Γ′ = ∂Γ. Hence, the number 2r0 = d(D0,Γ′) is positive. Define a compact set K = {a ∈ Γ,
d(a,Γ′) ≥ r0}. Obviously, it contains Γ0. For this compact set, select ρ0 as is done in Theorem 2.4.1.
Assign
3ρ = min(r0, ρ0, r1), (3.5.6)
where r1 is the distance between ∂D and ∂D
1 \ ∂D, entirely defined by the choice of D1. From the
definition of K, we see that, in fact, ρ0 (and, therefore, ρ) depend only on the distance 2r0 = d(D0,Γ
′).
If x ∈ D0 and d(x,Γ) ≥ ρ, then d(x,D1) = min[d(x,Γ), d(x,Γ′)] ≥ ρ and, therefore, |Qi(y; y − x)| ≤
|Qi|Cν(1) |ρ−k−1. Hence, no proof for inequality (3.5.5) is required in this case and, therefore, it suffices
to consider the case where d(x,Γ) ≤ ρ. Consider a point a from Γ such that d(x,Γ) = |x− a|. Thus,
we have the inequality
|x− a| = d(x,Γ) ≤ ρ. (3.5.7)
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The inequalities d(a,Γ′) ≥ d(x,Γ′) − |x − a| ≥ 2r0 − ρ ≥ r0 show that a ∈ K. Hence, one can use
Theorem 2.4.1, guaranteeing that the intersection Γ(a) = Γ ∩ Cρ(a), where
Cρ(a) = {|ũ| ≤ ρ, |uk| ≤ 2ρ}, (3.5.8)
is described (in the local coordinate system) by the equation uk = f(ũ) in the ball Bρ = {|ũ| ≤ ρ},
where f is a continuously differentiable function such that
f(0) = 0, f ′(0) = 0, |f ′|0 ≤ 1, [f ′]ν ≤ M0, (3.5.9)
and M0 is a constant depending only on Γ. In particular, this implies that |f(s)| ≤ |s| and, therefore,
{|y − a| ≤ ρ} ⊆ Cρ(a) ⊆ {|y − a| ≤ 3ρ}. (3.5.10)
Then, according to (3.5.7), the point x belongs to Cρ(a).
For definiteness, let n(a) be the unit vector of the inner (with respect D) normal. Then, taking
into account (3.5.6)–(3.5.7), we have the relations
D∩Cρ(a) = C+ρ (a) = {|ũ| ≤ ρ, f(ũ) < uk < 2ρ}, D1∩Cρ(a) = C−ρ (a) = {|ũ| ≤ ρ, −2ρ < uk < f(ũ)}.
(3.5.11)
Let us prove that
2|x− y| ≥
{
|x− a|+ |y − a|, y ∈ C−ρ (a),
ρ, y /∈ Cρ(a).
(3.5.12)
Indeed, let a cone K1 with vertex at the origin consists of all z such that the angle between z and
n(a) is not less π/4. Let K2 be the angle {z = tn(a), t ≥ 0}. Since |f ′|0 ≤ 1, it follows that the
function f(s) admits the estimate |f(s)| ≤ |s| and, therefore, the vector y− a belongs to K1 provided
that y ∈ C−(a). By virtue of Lemma 2.1.2, if zj ∈ Kj, j = 1, 2, then
|z1 − z2| ≥ r0(|z1|+ |z2|), r0 = min[d(K1 ∩ Ω,K2), d(K2 ∩ Ω,K1)].
In the considered case, it is easy to see that r0 = 1/
√
2, which proves the first part of the esti-
mate (3.5.12). Its second part is obvious.
Now, represent ∂ψ1/∂xi by the sum
∂ψ1
∂xi





[Qi(y, y − x)ϕ1(y)−Qi(a, y − x)ϕ1(a)]dy, ψ1(x) = ϕ1(a)
∫
D1\D
Qi(a, y − x)dy.
For the former term, we have the obvious estimate
|ψ0(x)| ≤ |Qi|Cμ(0) [ϕ1]μI0, I0 =
∫
D1\D
|y − a|μ|y − x|−k−1dy.



















(1 + |z|)k+1 ,
it follows that the estimate (3.5.5) holds for ψ0i .
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Consider the function ψ1 in (3.5.13). Let P
−(a) denote the half-space {x, (x − a)n(a) < 0}. In-
equality (3.5.12) is still valid if D1 is replaced by P−(a); the proof is the same.
By virtue of (3.5.1), Lemma 3.3.2 is applicable to the kernel Q1(a, ξ). This yields the relation
∫
P−(a)













































It is obvious that













|y − x|k+1 .
Note that |x−y| ≥ |a−y| provided that y ∈ P−(a) and |y−a| ≥ ρ/2 provided that y ∈ D1 \D \C(a).
Thus, taking into account (3.5.16), we conclude that




|y − a|k+1 . (3.5.15)
Pass to I ′1. As we note above, inequality (3.5.12) is preserved under the change of D1 by P−(a).
Therefore, the inequality




(|x− a|+ |y − a|)k+1 , (3.5.16)
holds, where E(a) denotes the symmetric difference of the sets C−(a) and P−(a) ∩ C(a). By virtue
of (3.5.9), the function f admits the estimate |f(s)| ≤ M0|s|ν+1. Therefore, in terms of the local
coordinates u from (3.5.8), the set E(a) is contained in {(ũ, uk), |ũ| ≤ ρ, |uk| ≤ M |ũ|ν+1}. Hence,









(1 + |z|)k+1 .
Combining this with (3.5.14)–(3.5.16), we arrive at the validity of the estimate (3.5.5) for the function
ψ1 in (3.5.13), which completes the proof of the theorem.
Hölder estimates up to the boundary for singular integrals are considered in [1]; this paper contains
the condition (3.5.10). Regarding the approach applied in the present work, see [64, 66].
Taking into account the remark to Theorem 3.4.1, it is easy to describe conditions providing the
stability of the estimate (3.5.2) with respect to the varying of Γ and D0.
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1 \ ∂Dn) > 0. (3.5.17)
Let smooth surfaces Γn ⊆ ∂Dn be such that Dn lies from one side of Γn for each n. Assume that
Γn admits a parametrization γn from C
1,ν(G), where G ⊆ Rk−1 is a Lipschitz domain such that
γn → γ with respect to the norm of the space C1,ν(G). Let kernels Qn(y, ξ) from Cν(2)(D1) satisfy
the conditions (3.4.2) and (3.5.1) with respect to Dn and Γn respectively and functions ϕn belong to
Cμ(D1), 0 < μ < ν. Let subdomains D0n of Dn be such that D
0





n) > 0, Γ
′
n = ∂Dn \ Γn. (3.5.18)




Qn(y, y − x)ϕn(y)dy, x ∈ D0n,
admit the following estimates uniform with respect to n:
|ψn|Cμ(D0n) ≤ C|Qn|Cν(2) |ϕn|Cμ . (3.5.19)




Qn(y, y − x)ϕn(y)dy, x ∈ D0n,




Qn(y, y − x)ϕn(y)dy, x ∈ D0n,












≤ M |Q1n|Cν(1) |ϕ|Cμdμ−1(x,Γ), x ∈ D0n, (3.5.20)
for their partial derivatives and use Lemma 2.4.1 (its conditions are satisfied by virtue of (3.5.18)).
Let 2r0 be the lower bound of (3.5.18) and Kn = {a ∈ Γn, d(a,Γ′n) ≥ r0}. Proving Lemma 2.4.1,
we found that there exists such a ρ0 independent of pairs Kn,Γn. The remaining part of the proof of
Theorem 3.5.1 is applicable to the function ψ1n(x) in the domain D
0
n with a fixed n; it leads to the
claimed estimate (3.5.20).
The corresponding result for the whole domain D0 = D follows directly from 3.5.1.
Theorem 3.5.2. Let the boundary of a finite domain D belong to the class C1,ν and a kernel Q(y, ξ)
belong to Cν(2)(D,H−k) and satisfy the conditions (3.4.2) and (3.5.1).
Then the singular operator Rϕ = ψ acting according to the relation (3.4.1) is bounded in Cμ(D),
0 < μ < ν.




Q0(y, y − x)ϕ(y)dy, x ∈ D, (3.5.21)
with kernels Q0(x, y, ξ) belonging to H1−k with respect to the variable ξ. To differentiate this integral,
denote the product Q0(y, ξ)ϕ(y) by Q(y, ξ).
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Q(y, y − x)dy, x ∈ D, (3.5.22)












Note that, by virtue of Lemma 3.3.1, the kernel Qi satisfies the necessary condition given by (3.4.2),
i.e., the singular integral in the relation (3.5.23) is well defined.
Proof. Let x vary in a neighborhood of a fixed point a from D. Multiply Q(t, ξ) by a suitable cut-off
function χ(t). It suffices to consider the following two cases separately: the case where Q(t) ≡ 0 in a
neighborhood of this point and the case where Q(t) ≡ 0 in a neighborhood of the boundary ∂D. In
the former case, the direct differentiation of (3.5.22) under the integral sign yields the relation (3.5.23)
(we take into account the fact that in the considered case, σi(x) = 0 in a neighborhood of a).
Thus, without loss of generality, one can assume that the kernel Q(y, ξ) is defined for any y from
the space Rk and there exists a compact set K such that it vanishes outside this compact set:
Q(y; ξ) = 0, y ∈ Rk \K. (3.5.24)
Moreover, it suffices to consider the case where Q(t, ξ) ∈ C1,μ(1). Indeed, assume that the rela-
tion (3.5.23) is already proved for such functions. Use the approximation operator Tε introduced in
Sec. 1.8. Consider the sequence of functions Qn(t, ξ) = (T1/nQ)(t, ξ), where the operation T is applied
with respect to the variable t. Obviously, this function belongs to C∞0 with respect to the variable
y and satisfies the condition (3.5.24) with respect to the compact set Kn = {y, d(y,K) ≤ 1/n}. By
virtue of Lemma 2.2.1, this sequence converges to Q with respect to the norm of the space Cμ(1)(D)
provided that μ < ν.
If the function φ(x) is defined by the singular integral at the right-hand side of (3.5.23) and φn has
a similar sense with respect to Qn, then, by virtue of Theorem 3.4.1, the sequence φn(x) converges
to φ(x) in the space Cμ(G) provided that G is a compact set. Therefore, it remains to use the
relation (3.5.23) for Qn, pass to the limit as n → ∞, and use the theorem on the differentiation under
the integral sign (see Sec. 1.8).
Thus, let a kernel Q(y, ξ) belong to C1,μ(1) and satisfy the condition (3.5.24). Then
ψ(x) =
∫
Q(y, y − x)dy =
∫
Q(x+ y, y)dy

















(x+ y, y) =
∂
∂yi



















(x+ y, y)dy. (3.5.26)




and tends to σi(x) as ε → 0.
On the other hand, the second term on the right-hand side of the relation (3.5.26) tends to the
corresponding singular integral. Thus, substituting (3.5.26) in (3.5.25) and passing to the limit as
ε → 0, we conclude that the function ψ is continuously differentiable and its partial derivatives are
given by the relation (3.5.23).
Applying Lemma 3.5.2 to the function ψ0 defined by the integral (3.5.21), we obtain the relation
∂ψ0
∂xi










Combining it with Theorem 3.5.2, we obtain the following result.
Theorem 3.5.3. Let the boundary of a domain D belong to the class C1,ν, the kernel Q0 belong to
C1,ν(3)(D,H1−k), and its partial derivatives ∂Q/∂ξi satisfy the conditions (3.5.1) at boundary points
y of ∂D.
Then the operator R0ϕ = ψ0 boundedly maps Cμ(D) to C1,μ(D), 0 < μ < ν.
Note that if a kernel Q0(y, ξ) is odd with respect to the variable ξ, then its derivatives ∂Q/∂ξi are
even with respect to this variable and, therefore, the condition (3.5.1) is satisfied (we take (3.4.2) into
account).
3.6. Generalized Cauchy-Type Integrals
Let Γ be a smooth (k−1)-dimensional surface with boundary. Let a kernelQ(y; ξ) from Cν(1)(Γ,H1−k)




Q(y; y − x)ϕ(y)dk−1y, x /∈ Γ, (3.6.1)
generalizing (in a way) the classical integral of the Cauchy type for analytic functions. It turns out to
be especially useful for the investigation of multidimensional first-order elliptic systems (see [5, 51]).
Let x vary in a domain D such that the distance between it and Γ is positive, i.e., the difference
x − y is bounded from below by a positive constant provided that x ∈ D and y ∈ Γ. Then, due to
Lemma 3.1.2, the function q(x, y) = Q(y; y − x) belongs to the class Cν(D × Γ). Then φ ∈ Cν(D).
Moreover, the function (3.6.1) can be differentiated infinitely many times under the integral sign.
Thus, it belongs to the class C∞(D). It and all its derivatives tend to zero as x → ∞.
Our main concern refers to boundary properties of the function φ(x), i.e., its behavior under the
tending of the point x to an interior point y0 of the surface Γ. As in Sec. 3.3, we start our investigation
from the integral (3.6.1) on a (k − 1)-dimensional plane.
Lemma 3.6.1. Let Q(ξ) be an odd function from H1−k, n be a unit vector, and L be a (k − 1)-
dimensional plane in Rk, k ≥ 2, such that it is parallel to n, goes through the origin, and decomposes
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Q(ξ − η)dk−1ξ (3.6.2)
(with a singular point at infinity) exists and defines an odd function such that it is constant in each





(ξ − η)dk−1ξ = 0, η ∈ P±, (3.6.3)
and
|c| = |h(η)| ≤ M |Q|(1), (3.6.4)
where M is a positive constant independent of Q.




|Q(ξ − η)|dk−1ξ, ηn = 0,
exists in the classical sense, does not depend on η, and satisfies an estimate similar to (3.6.4).
Proof. By virtue of the oddness of the kernel Q, the condition (3.3.8) is satisfied with respect to the
(k − 2)-dimensional unit sphere in Rk−1, and the existence of the integral (3.6.2) is justified similarly








where the integral at the right-hand side is treated in the classical sense by virtue of Lemma 3.1.1.
If a vector a belongs to L and r = 0, then the changes of variables ξ = ξ′ − a, a ∈ L, and
ξ = rξ′,±r > 0, in the singular integral (3.6.2) are justified similarly to Sec. 3.3. This leads to the
relations
h(x) = h(x− a), h(x) = (sgn r)h(rx).
It is obvious that they hold only in the case where the function h is constant in the half-spaces P±
and is odd. Due to Lemma 3.1.1, the integral
∫
L
[Q(ξ − η)−Q(ξ − n)]dk−1y
exists in the classical sense. Therefore, the function h(η)−h(n) can be differentiated under the integral
sign, which yields the relation (3.6.3).








taking into account Lemma 3.1.1, this implies the estimate (3.6.4).
Assume that Q vanishes at the plane L. Then the condition (3.3.8) is still satisfied for the function
Q0(ξ) = |Q(ξ)| with respect to the (k − 2)-dimensional unit sphere in Rk−1 since it is identically
equal to zero on this sphere. Therefore, the last relation also holds for Q0. According to the remark to
Lemma 3.1.1, the norm |Q|(1) in the estimate (3.1.4) can be replaced by the norm in the space C0,1(Ω).
Therefore, the previous relation shows that the corresponding integral of the function |Q| exists in the
classical sense and the estimate
|h0(η)| ≤ M |Q0|C0,1(Ω)
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holds. Since the norm of the function |Q0| in the space C0,1(Ω) is estimated via the norm |Q|(1), it
follows that the estimate (3.6.4) holds for h0. As above, we prove that the function h0(η) does not
depend on η.
Take a domain located from one side of Γ (in terms of Sec. 2.4) and consider the surface inte-
gral (3.6.1) in this domain.
Theorem 3.6.1. Let a domain D lie from one side of a C1,ν-smooth surface Γ with boundary and a
subdomain D0 of D be such that Γ0 = D0 ∩ ∂D ⊆ Γ \ ∂Γ. Let a kernel Q(y; ξ) from Cν(2)(Γ,H1−k) be
odd with respect to the variable ξ and a function ϕ belong to Cμ(Γ), 0 < μ < ν.
Then the integral (3.6.1) defines a function φ from Cμ(D), satisfying the norm estimate
|φ|Cμ(D0) ≤ C|Q|Cν(2) |ϕ|Cμ(Γ), (3.6.5)
where C is a positive constant depending only on the distance between D0 and ∂Γ.
If the above holds and Q(u, y, ξ) depends on a parameter u from G and belongs to Cν(2)(G× Γ,H1−k),
then the corresponding function φ(u, x) belongs to Cμ(G×D0) and satisfies the norm estimate similar
to (3.6.5).
Proof. The same argument as in Theorem 3.5.1 is applied. Relation (3.6.1) can be differentiated under






Qi(y, y − x)ϕ(y)dy, 1 ≤ i ≤ k,
where the kernel Qi(y, ξ) is equal to ∂Q/∂ξi and belongs to C
ν(1)(Γ,H−k). As in the proof of Theo-












≤ C|Qi|Cν(1) |ϕ|Cμdμ−1(x,Γ), x ∈ D, (3.6.6)
with a constant depending only on the distance 2r0 = d(D0, ∂D \ ∂Γ), for partial derivatives of the
function φ and use Theorem 2.4.2.
Consider the set K = {y ∈ Γ, d(y, ∂Γ) ≥ r0}. Obviously, it contains Γ ∩ D0. Let ρ0 be defined
with respect to K and Γ as in Theorem 2.4.1 and let ρ = min(r0, ρ0). It is obvious that it suffices
to prove the estimate (3.6.6) for x from D0, d(x,Γ) ≤ ρ. Then there exists a point a from K such
that d(x,Γ) = |x− a|. Due to Theorem 2.4.1, in the local coordinate system, the intersection Γ(a) =
Γ∩Cρ(a), where the neighborhood Cρ(a) is defined by (3.5.8), is described by the equation uk = f(ũ)
in the ball Bρ = {|ũ| ≤ ρ} such that f belongs to C1,ν(Bρ) and satisfies the conditions (3.5.9), where
M0 is a constant depending only on Γ.
We have the relation
∂φ
∂xi





[Qi(y, y − x)ϕ(y) −Qi(a, y − x)ϕ(a)]dy, φ1(x) = ϕ(a)
∫
Γ
Qi(a, y − x)dy.
For the first term, we have the estimate
|φ0(x)| ≤ |Qi|Cμ(0) [ϕ]μI0, I0 =
∫
Γ
|y − a|μ|y − x|−kdy.
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|y − a|μdy. (3.6.8)
Similarly to the proof of Lemma 3.3.3, the surface Γ∩Cρ(a) can be given by the parametric equation
y − a = U [s, f(s)], |s| ≤ ρ,
where U is the corresponding orthogonal matrix from Rk×k. Taking into account (3.5.9), we have the
following relations for the specified change of variables:
|s| ≤ |y − a| ≤ 2|s|, dk−1y = |m(s)|ds, |m(s)| =
√
1 + |f ′(s)|2 ≤ 2. (3.6.9)










(1 + |s|)k .
Taking into account the relation |x − a| = d(x,Γ), this leads to the validity of the estimate (3.6.6)
for φ0.
Pass to the function φ1 from (3.6.7). By virtue of Lemma 3.6.1, we have the relation
∫
L(a)
Qi(a, y − x)dy = 0,
where L(a) denotes the plane L(a) tangential to the surface Γ at the point a. Therefore, the function













Qi(a, y − x)dy = ϕ(a)(I ′1 + I ′′2 ),
where I ′1 corresponds to the integrals over Γ∩Cρ(a) and L(a)∩Cρ(a). Since the segment with endpoints
a and x is orthogonal to the plane L(a), we have the obvious inequality |y − x| ≥ |y − a| for any y
from L(a) \ Cρ(a). Taking into account (3.5.12), this implies the inequality














≤ C ′|Qi|C0(0) , (3.6.10)
where C ′ is a constant depending only on ρ.
For definiteness, we assume that the unit normal n(a) determining the direction of the axis uk of
the local coordinate system is selected such that the local coordinates of x are ũ = 0 and uk = |x− a|
or, which is the same, x− a = U(0, |x − a|). Therefore,
y − a = U [s, f(s)], y − x = U [s, f(s)− r], y ∈ Γ ∩Cρ(a),
y − a = U [s, 0)], y − x = U [s,−r], y ∈ L(a) ∩ Cρ(a),
(3.6.11)




|s|2 + [f(s)− r]2 ≥ |s|+ r, |s| ≤ ρ. (3.6.12)
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[ ˜Q(s, f(s)− r)|m(s)| − ˜Q(s,−r)]ds,
where ˜Q(ξ) = Q(a, Uξ). Using Lemma 3.1.1, (3.6.12), and the obvious inequality 2
√
|s|2 + r2 ≥ |s|+r,
we arrive at the following estimate of the integrand:
| ˜Q(s, f(s)− r)|m(s)| − ˜Q(s,−r)|≤ 2M | ˜Q|(1)
2k+1|f(s)||m(s)|
(|s|+ r)k+1 + 2|
˜Q|(0)|
2k||m(s)| − 1|
(|s|+ r)k . (3.6.13)
Thus, we obtain the inequality










1 + |f ′(s)|2 − 1
(|s|+ r)k ds.
By virtue of (3.5.9), we have the obvious inequalities |f ′(s)| ≤ M0|s|ν and |f(s)| ≤ M0|s|ν+1 for the
function f . Therefore, the following estimate holds:













Taking into account the fact that r = |x − a| = d(x,Γ), we combine the last estimate with (3.6.10)
and obtain the validity of the estimate (3.6.6) for the function φ1 in (3.6.7). Thus, the estimate (3.6.6)
and, therefore, the first assertion of the theorem are proved.
Its second assertion is proved similarly to Theorem 3.4.1.
For classical integrals of the Cauchy type, Hölder estimates obtained via estimates of their deriva-
tives near the boundary are well known (see, e.g., [12]). In [63, 64], this approach is used to investigate
boundary properties of generalized Cauchy-type integrals related to elliptic systems.
An analog of Lemma 3.5.1 on variations of the surface Γ also holds for the integrals (3.6.1).
Lemma 3.6.2. Let sequences Dn,Γn, Qn, and ϕn satisfy the conditions of Theorem 3.6.1 and
inf
n
d(Dn, ∂Γn) > 0.
Let the surfaces Γn admit parametrizations γn from C





Q(x, y, y − x)ϕn(y)dy, x ∈ Dn,
satisfy the estimate
|φn|Cμ(Dn) ≤ C|Q|Cν(1) |ϕn|Cμ(Γn)
uniform with respect to n.
Proof. Using Lemma 2.4.1 and the scheme of the proof of Theorem 3.6.1, we argue in the same way
as in the proof of Lemma 3.5.1.
Imposing additional assumptions on the kernel Q, one can also consider boundary properties of the
integral (3.6.1) for functions ϕ from C(Γ). A classical example is the double-layer potential for the





|ξ|k , y ∈ Γ,
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where n(y) denotes the inner normal. It is well known that the function defined by the integral
with this kernel and the density ϕ ∈ C(Γ) is continuous up to Γ from each side of the surface. The
considered kernel is such that Q(y, ξ) = 0 for ξn(y) = 0. It turns out that this is the key property
also in the general case.
Theorem 3.6.2. Let conditions of Theorem 3.6.1 be satisfied and
Q(y, ξ) = 0 for ξn(y) = 0, y ∈ Γ. (3.6.14)
Then, for any ϕ from C(Γ), the integral (3.6.1) defines a function φ from C(D) such that
|φ|0 ≤ C|Q|Cν(1) |ϕ|0, (3.6.15)
where C is a positive constant depending only on the distance between D and ∂Γ.
Proof. We use the estimate
∫
Γ
|Q(y, y − x)dy| ≤ C|Q|Cν(2) , x ∈ D, (3.6.16)
proved in the same way as Theorem 3.6.1.
Let K ⊆ Γ and ρ be defined in the same way as in the proof of Theorem 3.6.1. Let x ∈ D and
d(x,Γ) ≤ ρ. Let d(x,Γ) = |x− a|, a ∈ K, and x lie inside the neighborhood Cρ(a).
Since ||Q(y, ξ)| − |Q(a, ξ)|| ≤ |Q(y, ξ) − Q(a, ξ)|, we have the following estimate for the difference
Δ(x, y) = |Q(y, y − x)| − |Q(a, y − x)|:
|Δ(x, y)| ≤ |Q|Cν(0) |y − a|ν |y − x|1−k.
Then, taking into account (3.5.12), we deduce the inequality
|Δ(x, y)| ≤ 21−k|Q|Cν(0) |y − a|ν+1−k. y ∈ Γ ∩ Cρ(a), (3.6.17)
Then, in addition to the first inequality of (3.6.9), we have the inequality
∫
Γ∩Cρ(a)




Thus, it suffice to prove (3.6.16) for Q(a, ξ).
It is obvious that
∫
Γ\Cρ(a)
|Q(a, y − x)dy| ≤ C1|Q|C0(0) , (3.6.18)
where C1 is a constant depending only on ρ.
On the other hand, by virtue of the second assertion of Lemma 3.6.1, we have the inequality
∫
L(a)∩C(a)
|Q(a, y − x)|dy ≤
∫
L(a)
|Q(a, y − x)|dy ≤ C1|Q|C0(1) . (3.6.19)












|Q(a, y − x)|dy =
∫
|s|≤ρ
[| ˜Q[s, f(s)− r]||m(s)| − | ˜Q(s,−r)|]ds,
where ˜Q(ξ) = |Q(a,Bξ)|, |m(s)| =
√
1 + |f ′(s)|2, and r = |x− a|.
Taking into account the remark to Lemma 3.1.1, one can estimate the last integral in the same way
as in the proof of Theorem 3.6.1. Combining this with (3.6.18) and (3.6.19), we complete the proof of
the estimate (3.6.16).
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It remains to verify the continuity of the function φ in the closed domain D. To do this, select
a sequence of functions ϕn from C
μ(Γ), converging to ϕ with respect to the sup-norm. Due to
Theorem 3.6.1, the functions φn defined by the integral (3.6.1) via ϕn are continuous in D. On the
other hand, by virtue of (3.6.15), the sequence φn uniformly converges to φ. Hence, the last function
also belongs to C(D).
In [72, 73], Theorem 3.6.2 was proved for the two-dimensional case.
3.7. Relations for Boundary Values
Due to Theorem 3.6.1, the function φ(x) defined in a domain D by a Cauchy-type generalized
integral (3.6.1) is continuous in its closure. Hence, its boundary values are defined on D ∩ Γ. It
is possible that this domain adjoins Γ from both sides. Therefore, two one-sided limit values φ±(a),
a ∈ Γ, are defined. More exactly, by virtue of Theorem 2.4.1, if Γ is a smooth surface with boundary, a
is its interior point, and ρ is sufficiently small, then neighborhood (3.5.8) can be decomposed into two
half-neighborhoods C±ρ (a) that are connected components selected by the condition ±[f(ũ)−uk] > 0.
The signs depend on the choice of the normal n(a) such that the axis uk of the local coordinate











Q(y, y − a)ϕ(y)dk−1y (3.7.2)
from Lemma 3.3.3.
Let L(a) be the tangential plane to Γ at a point a. According to 3.6.1, a coefficient σ(a) = h(η) is
associated with this plane, where the function h is defined by the kernel Q(ξ) = Q(a, ξ) and the scalar




Q(y − x0)dk−1y, (x0 − a)n(a) > 0. (3.7.3)
This function σ has the following continuity character on Γ.
Lemma 3.7.1. Let Γ from C1,ν be a surface with boundary. Let an odd (with respect to ξ) kernel
Q(y, ξ) belong to Cν(1)(Γ,H1−k). Then, for any compact subset K of Γ \ ∂Γ, the function σ defined
by (3.7.3) belongs to Cμ(K), 0 < μ < ν, and its norm satisfies the estimate
|σ|Cμ(K) ≤ C|Q|Cν(1) , (3.7.4)
where C is a positive constant depending only on the distance between K and ∂Γ.
Proof. It suffices to prove the lemma in any neighborhood Γa of a fixed point a from Γ. Let one
component of the vector n(a) be different from zero; denote it by ns(a). Without loss of generality,
we assume that ns(y) = 0 for any y from Γa. Let B(y) be an invertible k × k-matrix from Cν(Γa)
such that for any y0 from Γa, the linear transformation u → x = y0 +B(y0)u maps the plane uk = 0
onto L(y0) and, respectively, maps the half-space uk > 0 onto {x, (x− y0)n(y) > 0}.
Let us prove the existence of such a matrix. Indeed, if 1 ≤ i ≤ k, i = s, then by bi(y) denote the
vector such that its sth and ith components coincide with −ni(y) and ns(y) respectively, while other
its components are equal to zero. Obviously, the obtained k − 1 vectors are linearly independent and
orthogonal to n(y). Now, we take the matrix such that its initial k − 1 columns are formed by the
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vectors bi, i = s, while the last one coincides with the vector n. This matrix satisfies all requirements
for the matrix B.
Let e be the vector (0, . . . , 0, 1) from Rk. We change the variables as follows: y − y0 = B(y0)(s, 0),
s ∈ Rk−1, and x − y0 = B(y0)e. Under such a change, the area element dk−1y of the plane L(y0)
is linked with ds by the relation dy = |m(y0)|ds, where the components of the vector m(y0) are the
cofactors of the last column of the matrix B(y0) (according to Sec. 2.4). In particular, m(y) ∈ Cν(Γ0).





where ˜Q(y; ξ) = Q[y;B(y)ξ]. As in the proof of Lemma 3.6.1, this singular integral (with a singular




˜Q(y0; s,−1)ds, σ2(y0) =
∫
|s|≥1
[ ˜Q(y0; s,−1)− ˜Q(y0; s, 0)]ds.
It is obvious that the function σ1 belongs to C
ν(Γa) and the estimate (3.7.4) with respect to K = Γa
is also obvious for this function.
For the integrand of the function σ2, perform the change of variables s = rξ, where r > 0, ξ ∈ Ω,
and Ω denotes the unit sphere in Rk−1. Due to Sec. 1.8, dk−1s = rk−2drdk−2ξ under this change and,







, q(y0, r) =
∫
Ω
[ ˜Q(y0; ξ,−1/r) − ˜Q(y0; ξ, 0)]dξ.
By virtue of Lemma 3.1.2, the function ˜Q(y0; ξ, t) belongs to the class C
ν(Γa × Ω × [−1, 1]). Hence,
by virtue of Lemma 2.1.1, the difference ˜Q(y0; ξ, t) − ˜Q(y0; ξ, 0) can be represented in the form
|t|ν−μa(y0, ξ, t), where the function a(y0, ξ, t) belongs to Cμ(Γa × Ω × [0, 1]) and its norm satisfies









also belongs to Cμ(Γa) and a similar to (3.7.4) estimate of its norm with respect to K = Γa is valid.
Theorem 3.7.1. Under the assumptions of Theorem 3.6.1, boundary values of the function (3.6.1)
at interior points y0 of Γ are given by the relation
φ±(y0) = ±σ(y0)ϕ(y0) + φ∗(y0), (3.7.6)
where the singular integral φ∗(y0) and the coefficient σ(y0) are defined by (3.7.2) and (3.7.3) respec-
tively.
Proof. If the normal n(y0) to the surface Γ at a point y0 is replaced by the opposite one, then, due to
the definition (3.7.1), the boundary values φ±(y0) change places, while the coefficient σ(y0) in (3.7.3)
changes its sign due to Lemma 3.6.1. Thus, it suffices to prove the relation (3.7.6) for the upper sign.
Let x from C+(a) tend to a boundary point a from Γ along the normal n(a), i.e., x − a = rn(a),





Q(y, y − x)ϕ(y)dy =
∫
Γ\C(a)
Q(y, y − a)ϕ(y)dy,
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it follows that it suffices to prove the relation (3.7.6) for Γ ∩ C(a). For the difference Δ(x, y) =
Q(y, y − x)ϕ(y) −Q(a, y − x)ϕ(a), we have the following estimate similar to (3.6.17):
|Δ(x, y)| ≤ 21−k|Q|Cμ(0) |ϕ|Cμ |y − a|μ+1−k, y ∈ Γ ∩ Cρ(a).
Since the function g(y) = |y − a|μ−k+1 is summable over Γ ∩ C(a), it follows from the Lebesgue





[Q(y, y − x)ϕ(y) −Q(a, y − x)ϕ(a)]dy = 0.





Q(a, y − x)dy = σ(a) +
∫
Γ∩C(a)
Q(a, y − a)dy. (3.7.7)
Similarly to the proof of Theorem 3.6.1, we use the parametric equation
y − a = U [s, f(s)], |s| ≤ ρ, (3.7.8)
of the surface Γ ∩C(a) to obtain the relation
∫
Γ∩C(a)




where ˜Q(ξ) = Q(a, Uξ), |m(s)| =
√
1 + |f ′(s)|2, and r = |x−a|. If y0 = a is fixed, then the orthogonal
matrix U from (3.7.8) can be taken as the matrix B(y0) in (3.7.5). In this case, the coefficient |m(y0)|





As we found in the proof of Lemma 3.3.3, the change of variables y − a = B[s, f(s)] can also be
performed for the singular integral on the right-hand side of the relation (3.7.7):
∫
Γ∩C(a)













where ˜Q(ξ) ∈ H1−k. For this kernel, one can use the estimates (3.6.12), where k is to be replaced
by k − 1. In particular, we have the inequality
| ˜Q[s, f(s)− r]|m(s)| − ˜Q[s, f(s)− r]| ≤ 4k−1M | ˜Q|(0)(r + s)ν−k+1.

















By virtue of the homogeneity, we have the relation ˜Q(s,−1) = rk−1 ˜Q(rs,−r); hence, the change of









˜Q(s, 0)ds = 0,





[ ˜Q[s, f(s)− r]− ˜Q(s,−r)]ds =
∫
|s|≤ρ
[ ˜Q[s, f(s)]− ˜Q(s, 0)]ds. (3.7.12)
An estimate similar to (3.6.13) can also be obtained for the difference ˜Q[s, f(s)− r]− ˜Q(s,−r): one
must take into account the fact that ˜Q(ξ) is a homogeneous kernel of power 1− k in thiss case. Thus,
we have the inequality
| ˜Q[s, f(s)− r]− ˜Q(s,−r)| ≤ 2M | ˜Q|(1)
2k|f(s)|
(|s|+ r)k ≤ C|s|
ν−k+1.
Therefore, the validity of the limit relation (3.7.12) follows from the Lebesgue majorized convergence
theorem, which completes the proof of the relation (3.7.6).
Theorem 3.7.1 combined with Lemma 3.6.1 immediately implies the corresponding result for the
singular operator defined by the relation (3.7.2) on a closed smooth surface.
Theorem 3.7.2. Let Γ be a closed surface from the class C1,ν. Let a kernel Q(y; ξ) from Cν(2)(Γ,H1−k)
be odd with respect to the variable ξ. Then the singular operator Rϕ = φ∗ defined by the singu-
lar integral (3.7.2) is bounded in the space Cμ(Γ), 0 < μ < ν, and its norm admits the estimate
|R|L(Cμ) ≤ C|Q|Cμ(2) .
Proof. Cover Γ by open sets Vj, 1 ≤ j ≤ m, such that Γ ∩ Vj is a surface with boundary, while the
set Vj \ Γ consists of two connected components V ±j lying from different sides of Γ. Then, by virtue





boundedly maps Cμ(Γ) to Cμ(Vj ∩ Γ) and the corresponding estimates of its norm hold. This and
Theorem 2.1.1 imply the boundedness of the operator R in Cμ(Γ).
3.8. Line Cauchy-Type Integral
All the above considerations refer to the case of the Euclidean space Rk. Below, we mainly deal
with the case where k = 2. In this case, it is convenient to treat R2 as the complex plane C. Therefore,
for points of the plane, we use the complex notation z = x + iy, t = t1 + it2, etc. In the plane case,
roles of surfaces are played by curves (in Sec. 2.5, they are considered in detail). Hence, on a smooth




Q(t; t− z)ϕ(t)d1t, z /∈ Γ, (3.8.1)
over a smooth arc Γ, where the kernel Q belongs to H−1 and is odd with respect to ξ. The pair of
endpoints of the arc plays the role of the boundary ∂Γ.
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For a point a of Γ, denote the direction vector by e(a) = e1 + ie2. Then the normal at this point
is n(a) = ie(a). Consider the tangent line L(a) at this point. The choice of the vector-function e(t)
from C(Γ) determines the orientation of the curve Γ. The half-neighborhoods C+(a) and C−(a) (see
(3.7.1) above) lie from the left and from the right (respectively) of the curve Γ with respect to this





Q(t0; t− z0)d1t, (3.8.2)
where the point z0 lies from the left of L(t0), i.e., Im[(z0 − t0)/e(t0)] > 0. Note that the condi-
tion (3.6.14) is equivalent to the condition
Q[t0, e(t0)] = 0 (3.8.3)
in the considered case.








t− z , z /∈ Γ, (3.8.4)








|t− z|2 ϕ(t)d1t, z ∈ D, (3.8.5)
for the Laplace equation. It is obvious that the integrals (3.8.4) and (3.8.5) can be represented
in the form (3.8.1) with respect to the kernels Q(t, ξ) = e(t)/(πiξ) and Q(t, ξ) = Im[ξe(t)]/(π|ξ|2)
respectively.
For the integrals (3.8.4) and (3.8.5), Theorems 3.6.1, 3.6.2, and 3.7.1 are well known. In the classical
monograph [45], boundary properties of the Cauchy-type integrals (3.8.4) are presented in detail with
σ = 1/2 in the relation for boundary values. For the first time, this relation is discovered [58]. in [50],
it is discovered again. Nowadays, it is called the Sochocki–Plemelj relation. in [52], this relation is
considered under more general assumptions. Moreover, Theorem 3.8.1 for this integral holds for any
smooth contour (no requirement it to be a Lyapunov contour is imposed). Thus, it is reasonable to
select a class of kernels Q possessing a similar property.
Similarly to (3.8.4), assume that the kernel of the integral (3.8.1) explicitly depends on the unit




Q(t; t− z, dt)ϕ(t) =
∫
Γ
Q[z, t; t− z, e(t)]ϕ(t)d1t, z ∈ D, (3.8.6)
where Q(t; ξ, η) = Q1(z, t; ξ)η1 +Q2(z, t; ξ)η2, ξ, η ∈ C, and Qj are odd H−1-functions with respect to
the variable ξ. A function Q of such type is called a Cauchy kernel if Q(t; ξ, ξ) does not depend on ξ,
i.e.,
Q(t; ξ, ξ) = c(t), ξ ∈ C. (3.8.7)
In such a case, the integral (3.8.6) is called a Cauchy-type integral.
Since the integral (3.8.4) can be represented in the form (3.8.6), where πiQ(ξ, η) = η/ξ, it is obvious
that the condition (3.8.7) is satisfied for it. The integral (3.8.6) depends on the orientation of the curve
Γ. If we pass to the opposite orientation, i.e., replace e by −e, then the integral alternates it sign. As
above, the notation Q(t; ξ, η) ∈ Cn(m)(G) is treated with respect to the functions Qj constituting Q.
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The following lemma illustrates an important property of the Cauchy kernel. Let a Cauchy kernel





where T is a unit circle oriented counterclockwise. Note that the similar interval Γ1 along the semicircle
T is equal to σ0 since the transformation ξ → −ξ mapping Γ1 onto the opposite semicircle Γ2 changes
the orientation of the curve and, therefore, does not change the expression Q(ξ, dξ) (by virtue of the
oddness of Q(ξ, η) with respect to ξ).
Lemma 3.8.1. Let Q(ξ, η) be a Cauchy kernel and D be a finite domain bounded by a piecewise-
smooth contour Γ positively oriented with respect to D (i.e., the domain D is left from the left under
the movement along the contour towards the positive direction). Then
∫
Γ
Q(t− z, dt) = 2σ0, z ∈ D, (3.8.9)
in terms of (3.8.8) and
∫
Γ
Q(t− t0, dt) = σ0 (3.8.10)
if t0 from Γ is an interior point.
In the same way, if a line L divides the plane C into half-planes P± and is oriented positively with
respect to P+, then
∫
L
Q(t− z, dt) = ±σ0, z ∈ P±, (3.8.11)
where the last singular integral has a singular point at infinity.
Proof. By condition, the function Q(ξ, ξ) = Q1(ξ)ξ1 +Q2(ξ)ξ2 is identically equal to a constant and,






+Qi = 0, i = 1, 2.
On the other hand, Qi(ξ) is a homogeneous function of power −1, i.e., rQi(rξ) = Qi(ξ). Differentiating






+Qi = 0, i = 1, 2,







To prove the first assertion of the lemma, fix a point z0 from D and assume that a positive ε is less than
the distance d(z0,Γ). Now, consider the domain Dε = D ∩ {|z − z0| > ε} bounded by the composite
contour ∂Dε = Γ∩Γε, where Γε is the corresponding circle. Orient this contour clockwise with respect
to Dε. Then Γε is oriented clockwise. By virtue of (3.8.11) and the Green relation provided at Sec. 2.5,
we have the relation
∫
∂Dε


















where the circle on the right-hand side is oriented counterclockwise. Since this integral passes to the
integral (3.8.8) under the change of variables z − z0 = εξ, we arrive at the relation (3.8.9).
To prove the relation (3.8.10), we assume that t0 is an interior point of the contour. Then, due to
Sec. 2.5, there exists a positive ρ such that if ε ≤ ρ, then the intersection Γ∩{|z− t0| ≤ ε} is a smooth
arc containing t0 inside. Let Γε denote the part of the circle |z − t0| = ε, lying outside the domain D.




Q(t− t0, dt) =
∫
Γε
Q(t− z0, dt). (3.8.13)
If we apply the change t − t0 = εξ, then the integral on the right-hand side passes to an integral of
kind (3.8.8); its integration domain is an arc Tε of the circle, such that its radian measure tends to
π as ε → 0. More exactly, the tangent to Γ at point t0 decomposes T into two semicircles and the
arc Tε tends to one of these semicircles. Since the left-hand side of the relation (3.8.13) tends to the
corresponding singular integral as ε → 0, it follows that the relation (3.8.10) holds.
The proof of the last assertion of the lemma is the same. Without loss of generality, one can assume
that the line L goes through the origin. Let z0 ∈ P+ and the half-disk P+ ∩ {|z − z0| ≥ R} contain
the point z0 inside. Applying the relation (3.8.9) to this half-disk and passing to the limit as R → ∞,
we obtain the relation (3.8.11).
If the Cauchy kernel has the form Q(t; ξ, η), then Theorems 3.6.1 and 3.7.1 are still valid for any
smooth arc. More exactly, the following assertion holds.
Theorem 3.8.1. Let a domain D not intersect a smooth arc Γ and lie from one side of it. Let its





Q(t; t− z, dt)ϕ(t), z ∈ D, (3.8.14)
determined by a Cauchy kernel Q(t; ξ, η) from Cν(1)(Γ,H−1) and a density ϕ from Cμ(Γ), 0 < μ < ν,
belongs to Cμ(D) and satisfies the norm estimate
|φ|Cμ(D) ≤ C|Q|Cν(2) |ϕ|Cμ(Γ),
where C is a positive constant depending only on the difference between D and the endpoints of the







Q(t0; ξ, dξ). (3.8.15)
If the Cauchy kernel Q(u, t; ξ, η) depends on the parameter u from G and belongs to Cν(1)(G×Γ,H−1),
then the corresponding function φ(u, z) belongs to Cμ(G × D) and satisfies the corresponding norm
estimate.
The assertion of Lemma 3.6.2 about Cauchy-type integrals is valid for any sequence of smooth arcs
converging in the class C1.
Proof. The function φ can be differentiated under the integral sign with respect to the variables xj






Qj(t; t− z, dt)ϕ(t), j = 1, 2,
826
where Qj(t; ξ, η) = ∂Q/∂ξj ∈ Cν(0)(Γ,H−2). As in the case of Theorem 3.6.1, the first assertion is












≤ C|Qj|Cν(0) |ϕ|Cμdμ−1(z,Γ), z ∈ D. (3.8.16)
Similarly to (3.6.7), we have
∂φ
∂xj





[Qj(t; t− z, dt)ϕ(t) −Qj(a; t− z, dt)ϕ(a)], φ1(z) = ϕ(a)
∫
Γ
Qj(a; t− z, dt).
The validity of the estimate (3.8.16) for φ0 is proved in the same way as Theorem 3.6.1. To investigate
φ1, complement Γ by an arc ˜Γ such that Γ ∪ ˜Γ is a piecewise-smooth contour enveloping the domain
D. Supply this contour with an orientation coinciding with the orientation of the arc Γ. Then, by
virtue of Lemma 3.8.1, we have the relation
∫
Γ∪˜Γ
Q(a; t− z, dt) =
∫
T
Q(a; ξ, dξ, z ∈ D.
Hence, the differentiation of this relation leads to the relation φ1(z)+ ˜φ1(z), z ∈ D, where ˜φ1 is defined
similarly to φ1 with respect to ˜Γ. It is possible to select the arc ˜Γ such that the distance between it
and the domain D is positive. Hence, the estimate (3.8.18) for the function ˜φ1 and, therefore, for the
function φ1 is obvious.
The fact that the coefficient σ in the relation (3.7.6) is given by the relation (3.8.15) follows from
the last assertion of Lemma 3.8.1. The last assertion of the theorem is proved in the same way as
Lemma 3.6.2 (we take into account the fact that Lemma 2.4.1 holds for any sequence of smooth arcs
converging in the class C1).
To investigate the differentiability of Cauchy-type integrals, take a smooth orientable arc Γ with
endpoints a and b and introduce the operation ϕ′ = ϕ′s of the differentiation with respect to the
arc length on Γ. Obviously, this operation acts from C1(Γ) to C(Γ). If γ : [0, 1] → Γ is an arbitrary
parametrization, then this operation can be defined by the relation ϕ′◦γ = (ϕ◦γ)′|γ′|−1. For example,
for an arbitrary function ϕ(t) = t, we have the relation t′ = e(t). Arguing in the same way, we obtain
the following form of the Newton–Leibnitz relation for the considered case:
∫
Γ
ϕ′(t)d1t = ϕ(b)− ϕ(a), (3.8.17)
where the arc is assumed to be oriented from b to a.
If there exists an arc Γ0 from Γ \ ∂Γ such that the domain D abuts it and lies from the left of it,











e2, z = x1 + ix2, (3.8.18)
where e is the unit tangential vector belonging to C(Γ) and such that its direction is coordinated with
the selected orientation.
Now, consider the case where ψ(t0, t) belongs to C
1(Γ × Γ), while ∂ψ/∂t0 and ∂ψ/∂t denote its









Consider the function φ defined by the integral (3.8.14).
Lemma 3.8.2. Let a smooth arc Γ with endpoints a and b be oriented from a to b and be disjoint with
the domain D. Let the Cauchy kernel Q(t; ξ, η) belong to C1(0)(Γ) and a function ϕ belong to C1(Γ).














Q0(t, t− z, η)ϕ(t)d1t+
∫
Γ
Q(t, t− z, η)ϕ′(t)d1t, (3.8.20)
where Q0(t; ξ, η) = (∂Q/∂t)(t; ξ, η).








(t; t− z, dt)ϕ(t), j = 1, 2. (3.8.21)















By virtue of (3.8.18), the expression in the square brackets is the derivative of the function Qj(t0, t−z)


















Applying (3.8.19) to the function ψ(t0, t) = Qj(t0; t− z)ϕ(t), one can represent the expression in the





















Qj(t; t− z)ϕ′(t)d1t. j = 1, 2. (3.8.22)
Substituting this expression to (3.8.21), we obtain relations passing to (3.8.20) (as a linear combination
of partial derivative).
Note that the lemma is also valid for smooth contours: in this case, there are no integrated terms
on the right-hand side of (3.8.20).
Applying Theorems 3.6.1 and 3.8.1 to the first and second integral (respectively) on the right-hand
side of (3.8.20), we arrive at the corresponding analog of Theorem 3.6.1 for the space C1,μ.
Theorem 3.8.2. Let the assumptions of Theorem 3.8.1 be satisfied, the arc Γ belong to C1,ν, the
Cauchy kernel Q(t; ξ, η) belong to C1,ν(2)(Γ,H−1), and the density ϕ belong to C1,μ(Γ), 0 < μ < 1.
Then the function φ defined by the integral (3.8.14) belongs to C1,μ(D) and its norm satisfies the
estimate
|φ|C1,μ(D) ≤ C|Q|Cν(2) |ϕ|C1,μ(Γ),
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where C is a positive constant depending only on the distance between D and the endpoints of the
arc Γ.
3.9. Line Singular Integrals




Q(t; t− t0, dt)ϕ(t), t0 ∈ Γ, (3.9.1)
corresponding to the Cauchy-type integral (3.8.14). The general case of piecewise-smooth curves is
studied in Sec. 3.10 in the framework of weight Hölder spaces.
In the considered case, Theorem 3.8.1 leads to the corresponding result in the same way as Theo-
rem 3.7.2 above.
Theorem 3.9.1. Let Γ be an orientable smooth contour and Q(t; ξ, η) ∈ Cν(1)(Γ,H−1). Then the
singular operator K defined by the relation (3.9.1) is bounded in the space Cμ(Γ), 0 < μ < ν, and its
norm satisfies the estimate |K|L ≤ C|Q|Cν(1) .
If the kernel Q(u, t; ξ, η) depends on the parameter u from G and belongs to Cν(2)(G×Γ,H−1), then
the function ψ(u, z) belongs to Cμ(G×D) and satisfies the corresponding norm estimate.
Using Lemma 3.8.2, one can complement the last theorem by a similar result for the space C1,μ(Γ).
Theorem 3.9.2. If the assumptions of Theorem 3.9.1 are satisfied and
Γ ∈ C1,ν, Q(t; ξ, η) ∈ C1,ν(2)(Γ,H−1), (3.9.2)





Q0[t, t− t0, e(t0)]ϕ(t)d1t+
∫
Γ
Q[t, t− t0, e(t0)]ϕ′(t)d1t, (3.9.3)
where ψ = Kϕ and Q0(t; ξ, η) = (∂Q/∂t)(t; ξ, η).
Proof. Without loss of generality, one can assume that Γ is a simple contour bounding a domain D.
Let φ be defined by the integral (3.8.14) in this domain. Then, due to Theorem 3.8.2, the function φ+











e2, z = x1 + ix2.
To the partial derivatives on the right-hand side of this relation, one can apply the relation (3.8.20)
with η = e(t0) (recall that it contains no integrated terms provided that the contour is smooth). Thus,












Q0(z, t, t− z)ϕ(t)d1t+
∫
Γ
Q[z, t, t− z, e(t0)]ϕ′(t)d1t.
Applying the relation (3.8.2) to the integrals of the last relation, we see that
(φ+)′(t0) = σ0(t0)ϕ(t0) + σ(t0)ϕ′(t0) +
∫
Γ










Q0[t0, t− z0, e(t0)]d1t, σ(t0) =
∫
L(t0)
Q[t0, t− z0, e(t0)]d1t.
Recall that L(t0) is the tangent line to Γ at the point t0 such that its unit direction vector is e(t0) =
e1 + ie2, the neighborhood C
+(t0) is left from the left of the line, and the point z0 lies from the left
of L(t0), i.e., Im[(z0 − t0)/e(t0)] > 0.
Both Q0 and Q are Cauchy kernels. Indeed, differentiation of the relation c(t) = Q(t; ξ, ξ) with
respect to t yields the relation c′(t) = Q0(t; ξ, ξ). Therefore, due to the last assertion of Lemma 3.8.1,












implying (as above) the relation σ′ = σ0. Hence, the initial two terms on the right-hand side of (3.9.4)
can be represented as (σϕ)′(t0). Then, differentiating the relation (3.8.3) with the upper sign and
combining the obtained result with (3.9.4), we obtain the relation (3.9.3).
Applying Theorem 3.8.1 to the relation (3.9.3), we arrive at the boundedness of the singular operator
K in C1,μ(Γ) with the corresponding estimate of its norm.
It frequently occurs that the Cauchy kernel Q(t0, t; ξ, η) depends on the two variables t0 and t
varying in Γ. The variable t0 = u can be treated as an independent parameter. Then, in the case




Q(u, t; t− t0, dt)ϕ(t), t0 ∈ Γ, (3.9.5)
can be differentiated with respect to the parameter u, which is justified in the same way as in








(u, t; t− t0, dt)ϕ(t), t0 ∈ Γ.




Q(t0, t; t− t0, dt)ϕ(t), t0 ∈ Γ. (3.9.6)
Then, taking into account (3.8.19), we arrive at the following modification of the differentiation relation
given by (3.9.4): in the first integral, the expressionQ0[t0; t−t0, e(t0)] is to be replaced byQ0(t0, t; t−t0)
with the kernel
Q0(t0, t; ξ) =
∂Q
∂t0
[t0, t; ξ, e(t)] +
∂Q
∂t
[t0, t; ξ, e(t0)]. (3.9.7)
The function




is a simple example of Cauchy kernels. Obviously, it satisfies the necessary condition given by (3.8.7).
Also, it is clear that the conditions k ∈ Cν(Γ × Γ) and Q ∈ Cν(m) are equivalent for any m. For the
considered kernel, we take into account the relation dt = e(t)d1t and see that the singular operator








, t0 ∈ Γ. (3.9.9)
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Using the modified differentiation operation
Dϕ = e−1ϕ′ (3.9.10)
and taking into account the relation dt = e(t)d1t, one can represent the above differentiation relation
in the operator form
DK = K0 +KD, (3.9.11)
where K0 is defined similarly to (3.9.5) with respect to the function k0 = (Dt0 +Dt)k.
The next lemma shows that any Cauchy kernel can be represented by (3.9.8).
Lemma 3.9.1. Let Γ be a smooth contour from C1,ν and a kernel Q0(t0, t; ξ) belong to C
ν(1)(Γ×Γ,H0)
and be even with respect to the variable ξ. Then the function k(t0, t) = Q0(t0, t; t − t0) belongs to
Cν(Γ× Γ) and the corresponding norms satisfy the estimate |k|Cν ≤ C|Q0|Cν(0) .
Proof. It suffices to prove the lemma for any arc Γ0 from Γ. Let γ : [0, 1] → Γ0 be a C1,μ[0, 1]-
parametrization of this arc. Since this parametrization is a Lipschitz map, it suffices to prove this
lemma for the function k0(s0, s) = k[γ(s0), γ(s)] in the square 0 ≤ s, s0 ≤ 1. By virtue of the
homogeneity and evenness of the kernel Q0, this function can be represented as follows:




As in the proof of Lemma 2.4.1, we verify that q belongs to Cν([0, 1]×[0, 1]) and its absolute value is sep-
arated from zero. Therefore, it remains to apply Lemma 3.1.2 to the function Q0[γ(s0), γ(s); q(s0, s)].
Thus, if a Cauchy kernel Q(t0, t; ξ, η) belongs to C
ν(1)(Γ × Γ,H0), then Lemma 3.9.1 is applicable
to the function Q0(t0, t; ξ, η) = ξQ(t0, t; ξ, η). Hence, the operator K defined by the relation (3.9.1)
can be represent in the form (3.9.9), where the kernel k(t0, t) belongs to C
ν(Γ× Γ).








, t0 ∈ Γ. (3.9.12)







t− z , z /∈ Γ, (3.9.13)
corresponds to this operator: the Cauchy kernel 2πiQ(ξ, η) = η/ξ is similar to (3.9.8) and it defines a
function analytical outside Γ, i.e., a function analytical in each connected component of the open set









Hence, due to the Cauchy relation for analytical functions, we have σ = 1/2 and (3.8.3) passes to the
classical Sochocki–Plemelj relation
2φ± = ±ϕ+ Sϕ. (3.9.14)
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, t0 ∈ Γ, (3.9.15)
is constant on any connected component Γ. More exactly, it is described by the following assertion.
Lemma 3.9.2. Let Γ be a smooth orientable contour consisting of components Γk, 1 ≤ k ≤ n, and
σk = 1 (σk = −1) if the contour Γk is oriented counterclockwise (clockwise). Then




σj, t0 ∈ Γk,
where the prime means that summing cover all values of j such that the contour Γj envelopes Γk.
Proof. First, assume that n = 1. In this case, without loss of generality, one can assume that σ = 1.
If φ(z) is defined by (3.9.13) with ϕ = 1, then, due to the Cauchy relation, φ(z) = 1 if the point z is
located inside Γ and φ(z) = 0 if the point z is located outside the contour. By virtue of (3.9.14), this
implies that χ(t0) = 1.
In the general case, we have the relation









, t0 ∈ Γk,
and it remains to apply the Cauchy relation to the terms on the right-hand side.
In particular, this lemma implies that the function χ is constant provided that there exists a domain
such that the contour Γ is its boundary and is oriented positively with respect to it.
To consider compositions of singular integrals, we start from the following auxiliary assertion on
permutations of special-kind integrals on smooth contours.
Lemma 3.9.3.


































for any point t1 from C.
Proof. (a) Without loss of generality, one can assume that Γ is a simple contour oriented counterclock-
wise. If f(t, t) ≡ 0, then the function (t− t0)−1f(t0, t) has a weak singularity and the relation (3.9.16)
is the assertion of the Fubini theorem from Sec. 1.8. Therefore, it suffices to prove it for the function







Consider the function φ(z) defined by the integral (3.9.13); it is analytic outside Γ. By virtue of












Let Γ be contained inside a counterclockwise oriented circle Γ0 andD be the domain contained between


















Since the contours Γ and Γ0 do not intersect, it follows that the integration order on the right-hand














due to the Cauchy relation, it follows that the relation (3.9.18) holds.
(b) Without loss of generality, one can assume that t1 ∈ Γ1 ∪ Γ2. If t1 ∈ Γ1, then, as in case (a),
one can replace f by the function ϕ(t) = f(t1, t) depending only on t. In this case, the left and the
right-hand sides of (3.9.17) vanish. In the same way, if t1 ∈ Γ2, then f can be replaced by the function
ϕ(t0) = f(t0, t1) depending only on t0. Then the left- and right-hand sides of (3.9.17) also vanish.
Lemma 3.9.3 allows one to obtain the known Poincaré–Bertrand permutation relation (see [45]) for
two singular integrals on a smooth contour. This relation is given by the following assertion.
















(t0 − t1)(t− t0)
(3.9.19)





(t0 − t1)(t− t0)
=









belongs to Cμ+0(Γ× Γ× Γ) due to Theorem 3.9.1.
Proof. Assign f0(t1, t0, t) = f(t1, t0, t)− f(t1, t, t) and f1(t1, t0, t) = f(t1, t, t)− f(t, t, t). Then
f(t1, t0, t) = f
0(t1, t0, t) + f
1(t1, t0, t) + f(t, t, t). (3.9.21)















f j(t1, t0, t)dt0
(t0 − t1)(t− t0)
, j = 1, 2. (3.9.22)
For brevity, let G = Γ×Γ×Γ, G0 = {(t1, t0, t) ∈ G, t = t0}, and G1 = {(t1, t0, t) ∈ G, t = t1}. By the
condition, there exists ν exceeding μ such that f j belongs to Cν(G) and, obviously, vanishes on Gj .
If there exists a neighborhood of the set G0 such that the function f0 vanishes in this neighborhood,
then the function f(t0, t) = f
0(t1, t0, t)(t − t0)−1 belongs to Cμ(Γ × Γ) and (3.9.21) follows from the
relation (3.9.17) of Lemma 3.9.3. In the same way, if there exists a neighborhood of the set G1 such
that f1 vanishes in this neighborhood, then the function f(t0, t) = f
1(t1, t0, t)(t − t1)−1 belongs to
Cμ(Γ× Γ) and (3.9.22) follows from the relation (3.9.16) of this lemma.
In the general case, due to Theorem 2.2.1, for any fixed μ satisfying the inequality μ < ν1 < ν there
exists a sequence of functions f jn from Cν1(G), n = 1, 2, . . ., converging to f j in the space Cν1(G) and
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such that each of these functions vanishes in a neighborhood of Gj . Then, by virtue of Theorem 3.9.1,
one can pass to the limit as n → ∞ in the relation (3.9.22) applied to f jn. To do this, one must
transform the left-hand side of the last relation (similarly to (3.9.20)) to the form
∫
Γ
f jn(t1, t0, t)dt0
(t0 − t1)(t− t0)
=
gjn(t1, t, t1)− gjn(t1, t, t)
t− t1
and apply Theorem 3.9.1 to the sequence {gjn}.
Thus, the theorem is proved for the functions f0 and f1. Then, according to (3.9.21), one can
assume (without loss of generality) that the function f depends only on the variable t. Denoting this
















(t0 − t1)(t− t0)
. (3.9.23)
Without loss of generality, Γ can be assumed to be a simple contour. Indeed, let (in the general case)
the point t1 belong to a connected component Γ1 of the contour Γ and Γ2 = Γ \ Γ1. Then, for i = j,
















(t0 − t1)(t− t0)
(3.9.24)
due to Lemma 3.9.3(b). Since f(t0, t) = ϕ(t)(t0 − t1)−1 belongs to Cμ(Γ1 × Γ1), it also follows from
Lemma 3.9.3(a) that the relation (3.9.24) holds for i = j = 2.
Thus, let Γ be a simple contour; without loss of generality, one can assume that it is counterclock-
wise oriented. In this case, due to Lemma 3.9.2, the function g in (3.9.20) is equal to πi and the
relation (3.9.23) takes the form
S(Sϕ) = ϕ. (3.9.25)
Let φ(z) be an analytic function defined by the integral (3.9.13) and considered in a finite domain D







t− z , z ∈ D.
Apply the relation (3.9.14) to the Cauchy-type integral with density φ+. We obtain that φ+ =
(φ++Sφ+)/2. Substituting expression (3.9.14) with the upper sign in the last relation, we obtain the
relation (ϕ+ Sϕ) = (1 + S)(ϕ+ Sϕ)/2. It is equivalent to (3.9.25), which completes the proof of the
theorem.
Let K(Cμ+0) denote the class of all singular operators of kind (3.9.9) with kernel k(t0, t) from
Cμ+0(Γ× Γ). Let K0(Cμ+0) be its subclass selected by the condition k(t, t) ≡ 0. Operators of the
last class are defined by integrals with weak singularities and boundedly map C(Γ) to Cμ(Γ) (due to
Theorem 3.2.3). In particular, they are compact in the space Cμ(Γ). If we additionally assume that
k ∈ C1,μ+0(Γ×Γ), then, by virtue of the differentiation the relations (3.9.10)–(3.9.11), these operators
are also compact in C1,μ(Γ).
Obviously, if a function a from μ+0(Γ) is treated as a multiplication operator ϕ → aϕ, then aS−Sa ∈
K0(Cμ+0). The same arguing yields K−aS ∈ K0(Cμ+0) with respect to the function a(t) = k(t, t). It
immediately follows from Theorem 3.9.2 that the product of two operators K1 and K2 from K(Cμ+0)
can be represented in the form
K1K2 = a+K0, K0 ∈ K0(Cμ+0), (3.9.26)
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where a(t) = k1(t, t)k2(t, t). According to (3.9.20), the function k0(t0, t) defining the operator K0 is
represented as follows:







Thus, the class K(Cμ+0) is an algebra and K0(Cμ+0) is contained in it and is its two-sided ideal.
If we apply notation (3.9.15) to the case where K1 = K2 = S, then the relation (3.9.26) passes to
the relation
S2 = 1 +K0, K0 = χS − Sχ. (3.9.27)
In particular, according to the remark to Lemma 3.9.2, we have the relation S2 = 1 in the case where
the contour Γ is the boundary of the domain D and is positively oriented with respect to this domain.
It follows from Lemma 3.9.3(a) that the operator K admits an associate operator K ′ with respect





it has the same type in the sense of the definition from Sec. 1.3, i.e., in the sense of the identity
〈Sϕ,ψ〉 = −〈ϕ, Sψ〉, and this operator is determined by the function k′(t0, t) = −k(t, t0).
3.10. Weight Cμ-Estimates of Cauchy-Type Integrals




Q(t; t− z)ϕ(t)d1t, z /∈ Γ, (3.10.1)




Q(t; t− z, dt)ϕ(t), z /∈ Γ, (3.10.2)
on a piecewise-smooth curve Γ such that the terminology introduced in Sec. 2.5 is preserved with
respect to it. Let F be a finite set of points containing all boundary points of the curve and the infinity
point ∞. Let F apart from the infinity point be contained in Γ. Thus, any connected component of
the set Γ \ F is either a simple smooth contour or an open smooth (connected or disconnected) arc.
If the curve Γ is unbounded, then it is treated as a piecewise-smooth curve on the Riemann sphere
C = C ∪∞ and it contains the point ∞. If a linear-fractional transformation maps Γ to a bounded
curve, then the latter is piecewise smooth in the classical sense. If ∞ ∈ D \ Γ, then the curve Γ is
bounded and the set D is a neighborhood of ∞.
Similarly to Sec. 2.5, the curve Γ can be represented in the form
Γ \ F = Γ0 ∪ Γ̇1 ∪ . . . ∪ Γ̇m, (3.10.3)
where Γ0 is a smooth contour (in general, it is a composite one), Γ̇j are open smooth arcs, and all
these curves are mutually disjoint.
Recall (see Sec. 2.5) that the open smooth arc Γ̇j is given by a parametrization γj from C
1[0, 1]; on
the semi-open intervals (0, 1] and [0, 1), it is a one-to-one map and γ′j(s) = 0, 0 ≤ s ≤ 1. By definition,
the notation Γ̇j ∈ C1,ν means that γj ∈ C1,ν [0, 1]. This condition can be weakened. We know from
Sec. 2.10 that Theorem 2.10.2 implies that the classes C1,ν [0, 1] and C1,ν(1+ν)([0, 1]; 0, 1) coincide (and
their norms are equivalent) and the following embeddings of Banach spaces take place:
C1,ν(1+ν)([0, 1]; 0, 1) ⊆ C
1,ν
(1+ε)([0, 1]; 0, 1) ⊆ C
1,ε
(1+ε)([0, 1]; 0, 1), 0 < ε ≤ ν.
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This is the reason to describe the class C1,ν(1+0) of smooth open arcs Γ̇j with respect to their parametriza-
tion as follows: we use the condition γj ∈ C1,ν(1+ε)([0, 1]; 0, 1), where ε > 0. It is clear that this class
contains C1,ν and is contained in the general class C1,+0 of open Lyapunov arcs.
For any τ from F , let Bτ (ρ) denote the disk {|z − τ | ≤ ρ} for τ = ∞ and the exterior of the disk
{|z| ≥ 1/ρ} for τ = ∞. If ρ is sufficiently small, then the intersection of Γ with Bτ (ρ), τ ∈ Γ, is
decomposed into a finite set of nτ smooth arcs with a common endpoint τ , i.e.,





where smooth arcs Γτ,j are pairwise intersected at the point τ . Note that the sum of all numbers nτ
coincides with 2m.
Select a small ρ in (3.10.4) to ensure that all arcs Γτ,j, 1 ≤ j ≤ nτ , are radial arcs with respect to
the endpoint τ . Then they are defined by the radial parametrizations
γτ,j(r) =
{
reifτ,j(r), τ = ∞,
r−1eifτ,j(r), τ = ∞,
0 < r ≤ ρ. (3.10.5)
As we know from Sec. 2.10, the condition Γ̇j ∈ C1,ν, 1 ≤ j ≤ m, can be expressed (in terms of functions
fτ,j) as follows: fτ,j ∈ C1,ν(ν)([0, ρ], 0). This is equivalent to the condition fτ,j(r)− θτ,j ∈ C
1,ν
ν ([0, ρ], 0),
where θτ,j = lim fτ,j(r) as r → 0. By virtue of Theorem 2.10.2, this condition is equivalent to the
belonging of the derivative f ′τ,j to C
1,ν
ν−1([0, ρ], 0). In the same way, the condition Γ̇j ∈ C
1,ν
(1+0) means
that fτ,j ∈ C1,ν(+0)([0, ρ], 0), i.e., there exists a positive ε such that fτ,j ∈ C
1,ν
(ε) ([0, ρ], 0).
Consider the integrals (3.10.1) and (3.10.2) under the assumption that the generalized Cauchy kernel
Q(t; ξ) (and, respectively, the Cauchy kernel Q(t; ξ, η)) belongs to the class C
ν(m)
0 (Γ, F ) introduced
in Sec. 3.1, while the density ϕ belongs to Cμλ (Γ, F ), where the weight order satisfies the condition
−1 < λ < 0, i.e., −1 < λτ < 0, τ ∈ F . This condition guarantees the summability of the function
Q(t; t− z)ϕ(t) on the curve Γ regardless its boundedness or unboundedness.
It is clear that the function is infinitely differentiable outside Γ. If the curve Γ is bounded, then the
following estimates hold in a boundary of ∞:
|φ(z)| ≤ C|z|−1, |φ′(z)| ≤ C|z|−2, (3.10.6)
Thus, φ belongs to the class C0,1−1 (G,∞), where G = Bρ(∞).
In a neighborhood of the compact set K ⊆ Γ \ F , its behavior is described by Theorems 3.6.1,
3.7.1, and 3.8.1 for the cases (3.10.1) and (3.10.2) respectively. In particular, the function φ admits
one-sided boundary values φ± from Cμ(K) satisfying the relation (3.8.3) with coefficient σ defined by
the relations (3.8.2) or (3.8.15), respectively. Let us verify that this coefficient belongs to the same
class as the kernel Q. For definiteness, consider the case of the Cauchy kernel.
Lemma 3.10.1. If a Cauchy kernel Q belongs to C
ν(0)
0 (Γ, F ), then the function σ defined by the
relation (3.8.15) belongs to the class Cν0 (Γ, F ).
Proof. It suffices to prove the lemma in the case where Γ is a bounded curve. Otherwise, it suffices to
use the linear-fractional substitution mapping Γ to a bounded curve (see Sec. 2.5). Thus, let Γ be a
bounded curve. Then, by virtue of Lemma 2.8.1, the multiplication operator ϕ → ρνϕ maps the space
Cν0 (Γ, F ) onto the class of functions belonging to C
ν(Γ) and vanishing for τ ∈ F .
If the kernel Q(t; ξ, η) is represented as Q1(t, ξ)η1+Q2(t, ξ)η2, then the obtained fact means that the
functions ˜Qj(t, ξ) = ρν(t)Qj(t, ξ) of variable t possess the specified property uniformly with respect
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Hence, σ = ρ−ν σ̃ belongs to Cν0 (Γ, F ).
The main concern of this section is to investigate the behavior of φ near points τ from F . This
behavior is described in terms of the space Cμλ (
̂D,F ) introduced (with respect to weight spaces) in
Sec. 2.8. Here D is the open set C \ Γ.
Theorem 3.10.1.
(a) Let a Cauchy kernel Q(t; ξ, η) be defined on a piecewise-smooth curve Γ and belong to C
ν(1)
0 (Γ, F ).
Let ϕ ∈ Cμλ (Γ, F ), −1 < λ < 0. Then the function φ defined by the Cauchy-type integral (3.10.2)
belongs to the class Cμλ (
̂D,F ), D = C \ Γ, and satisfies the norm estimate




The boundary values φ± of this function are linked by the relation (3.7.6) with the corresponding
singular integral φ∗ over Γ.
(b) Let the smooth contour Γ0 and the open smooth arcs Γ̇j from the expansion (3.10.3) belong to
the classes C1,ν and C1,ν(1+0) respectively. Let a generalized Cauchy kernel Q belong to C
ν(2)
0 (Γ, F ).
Then assertion (a) also holds for the integral (3.10.1).
Proof. (a) First, we assume that the function ϕ is identically equal to zero in a neighborhood of
F . Then, it is obvious that there exists a neighborhood of F such that the function φ is infinitely
differentiable in this neighborhood. On the other hand, if a domain D0 from D is bounded by a
piecewise-smooth contour and lies outside a neighborhood of the set F , then, due to Theorem 3.8.1, the
function φ belongs to Cμ(D0) and satisfies the corresponding estimate of its norm. If ∞ ∈ D \Γ, then
this function also satisfies the estimate (3.10.6), which means that it belongs to the class C0,1−1 (G,∞),
where G = Bρ(∞). Since λ∞ > −1 (by condition), it follows that the said class is contained in




It follows from above considerations that it suffices to prove the theorem in the case where the
support of ϕ is contained in one of radial arcs Γτ,j from (3.10.3) and the function ϕ is identically equal
to zero in a neighborhood of the second endpoint of this arc (i.e., the endpoint different from τ). It
is obvious that it suffices to consider only the cases where τ = 0 and τ = ∞. It is convenient to join
both these cases, selecting a radial smooth arc with endpoints τ = 0 and τ = ∞ as Γ and assuming
that the weight order λ of the function ϕ from Cμλ (Γ; 0,∞) does not depend on τ , i.e., is real. Let
Γ′ be another arc of the same type decomposing the domain D = C \ Γ into subdomains D1 and D2
bounded (on the Riemann sphere) by a piecewise-smooth contour Γ ∪ Γ′. Due to the definition of the
class Cμλ (
̂D,F ), it suffices to prove (by means of decompositions into subdomains) the claim of the
theorem for the domain D1. We redenote it by D again.
According to Sec. 2.5, any radial parametrization of the arc Γ is given by a function
γ(r) = reif(r), 0 ≤ r < ∞, (3.10.7)
where f(r) is a real function continuously differentiable on the interval (0,∞), admitting finite limits
at its endpoints, and such that
lim
r→0
rf ′(r) = lim
r→∞ rf
′(r) = 0. (3.10.8)
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Due to the definition form Sec. 2.8, the weight multiplication operator ϕ0(t) → |t|λϕ0(t) isomorphically
maps Cμ0 to C
μ




|t|λQ(t; t− z, dt)ϕ(t), z ∈ D, (3.10.9)
in the space Cμ0 (D; 0,∞).
The homothetic transformation t → 2−jt, j = 0,±1, . . ., maps Γ onto the arc 2−jΓ of the same
type. This is a radial arc and, similarly to (3.10.7), it is described by the equation
γj(r) = re
ifj(r), 0 ≤ r < ∞, (3.10.10)
where the function fj(r) = f(2
jr) satisfies the relation (3.10.8) as well as f . Under this homothetic




|t|λQ(2jt; t− z, dt)ϕ(2j t), z ∈ 2−jD, (3.10.11)
Assign
ϕj(t) = ϕ(2
jt), t ∈ Γj = (2−jΓ) ∩ {1/4 ≤ |t| ≤ 4},
ϕ̃j(t) = ϕ(2
jt), t ∈ (2−jΓ) \ Γj.
(3.10.12)
Then
φ(2jz) = φj(z) + ˜φj(z), z ∈ Dj = (2−jD) ∩ {1/2 < |z| < 2}, (3.10.13)
where φj is determined by means of the integration over Γk.
From Definition (3.10.12), we see that the arc Γj is defined by the parametrization t = re
ifjr,
1/4 ≤ r ≤ 4. By the definition of radial arcs, the function f(r) tends to θ0 as r → 0 and tends to θ1 as
r → ∞. Combining f ′j(r) = 2jrf(2jr) and (3.10.8), we conclude that the sequence of functions fj(r)
converges (in the norm of the space C1[1/4, 4]) to the constant function θ0, 1/4 ≤ r ≤ 4, as r → −∞
and to the constant function θ1, 1/4 ≤ r ≤ 4, as r → +∞. In other words, the sequence of arcs Γj
converges (in the class C1) as j → ±∞ to the corresponding constant segments.




|t|λQ(2jt; t− z, dt)ϕ(2j t), z ∈ Dj ,
satisfy the estimate
|˜φj |Cμ(Dj) ≤ C|Q|C0(1)0 |ϕ|0, (3.10.14)
where |ϕ|0 denotes the sup-norm of the function ϕ, and this estimate is uniform with respect to
j = 0,±1, . . .
Using parametrization (3.10.10) of the arc 2−jΓ, we obtain the inequality














rλ|γj(r)− z|−1|γ′j(r)|dr, z ∈ Dj .
Since |γ′j | = 1 + r|f ′j(r) ≤ M , where M is the sup-norm of the function 1 + r|f ′(r),
|γj(r)− z| ≥
{
1/4, 0 < r ≤ 1/4,
r − 2, r ≥ 4,
and −1 < λ < 0, it follows that
|˜φj |0 ≤ C0|Q|C0(0)0 |ϕ|0.
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In the same way, differentiating the function ˜φj(z) under the integral sign, we obtain the inequality
|˜φ′j |0 ≤ C1|Q|C0(1)0 |ϕ|0.
Combining it with the previous estimate, we see that
|˜φj |C1(Dj) ≤ C|Q|C0(1)0 |ϕ|0, k = 0,±1, . . . ; (3.10.15)
it is obvious that the sequence of the domains Dj in (3.10.13) converges as j → ±∞ and the limit
domain is bounded by arcs of the circles |z| = 1/2 and |z| = 2 and the segments of the corresponding
rays with vertex at the origin, confined between these arcs. It is clear that there exists a positive
constant M from (1,+∞) such that all these domains are M -uniformly connected. Hence, due to
Theorem 2.2.2, the estimate
|φ|Cμ(Dj) ≤ C|φ|C1(Dj), j = 0,±1, . . . ,
holds and is uniform with respect to j. Combining this with (3.10.15), we obtain that (3.10.14).




|t|λQj(t; t− z, dt)ϕj(t), z ∈ Dj ,
with the Cauchy kernel Qj(t; ξ, η) = Q(2
jt; ξ, η). Obviously, the conditions of Lemma 3.6.2 are satisfied
in this case. Therefore, the function φj belongs to C
μ(Dj) and satisfies the estimate
|φj |Cμ(Dj) ≤ C|Qj|Cν(1) |ϕj |Cμ(Γj)
uniform with respect to j.
By virtue of Theorem 2.7.1 applied to the spaces Cμ0 (Γ; 0,∞) and C
ν(1)
0 (Γ; 0,∞), this yields the
inequality




Taking into account (3.10.14), we see that the sequence φ(2jz) = φj(z) + ˜φj(z), z ∈ Dk, defined
by (3.10.13) also satisfies the above estimate. Hence, it remains to use Theorem 2.7.1 for the space
Cμ0 (D; 0,∞).
(b) This assertion is proved in the same way as assertion (a). As above, it suffices to consider the
case of a radial arc Γ with parametrization (3.10.7). Then, by the condition, there exists a positive ε









rεh0(r), 0 < r ≤ 2,
r−εh1(r), r ≥ 2,
(3.10.17)
where g0 ∈ Cν0 ([0, 2], 0), h0 ∈ Cν0 ([0, 2], 0), g1 ∈ Cν0 ([2,∞],∞), and h1 ∈ Cν0 ([2,∞],∞). Assigning
f+n (r) = f(2
nr), f+(r) = θ1, 2 ≤ r ≤ 4,
f−n (r) = f(2
−nr), f−(r) = θ0, 1/2 ≤ r ≤ 2,
where n = 1, 2, . . ., and taking into account Theorem 2.7.1, we conclude that the sequence of functions
f+n (f
−
n ) converges to a constant function f
+ (f−) in the norm of the space C1,ν[2, 4] (C1,ν [1/2, 2])
as n → ∞. Therefore, the conditions of Lemma 3.6.2 are satisfied for the generalized Cauchy-type
integral, and the remaining argument is not changed.
Theorem 3.10.1 can be complemented by a similar result for the space C1,μλ (
̂D,F ).
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Theorem 3.10.2. Let the smooth contour Γ0 and the open smooth arcs Γ̇j from the expansion (3.10.3)
belong to the classes C1,ν and C1,ν(1+0) respectively. Let a generalized Cauchy kernel Q(t; ξ, η) belong to
C
1,ν(3)
0 (Γ, F ). Let ϕ ∈ C
1,μ
λ (Γ, F ), −1 < λ < 0.
Then the function φ defined by the integral (3.10.2) belongs to the class C1,μλ (











Proof. Taking into account Theorem 3.8.2, one can consider only the case where Γ is a radial arc with
parametrization (3.10.7) (cf. the proof of Theorem 3.10.1(a)). Then, by the condition of the theorem,
the function f(r) is described by (3.10.17), where g0, h0 ∈ Cν0 ([0, 2], 0) and g1, h1 ∈ Cν0 ([2,∞],∞).
Assume that a domain D is bounded by two radial arcs Γ and Γ′ with common endpoints τ = 0 and
τ = ∞ and a function ϕ belongs to C1,μλ (Γ, F ), λ ∈ R, −1 < λ < 0.
Further, we must deduce a weight differentiation relation since Lemma 3.8.2 is not applicable in the














(t; t− z, dt)tϕ(t), z ∈ D. (3.10.19)
Take the last integral from the right-hand side of the last relation, change the integration domain for















Qj(t; t− z)[tϕ(t)]′d1t, j = 1, 2.
If z is fixed, then the function Qj(t, t − z)tϕ(t) on Γ is O(1)|t|1+λ as t → 0 and O(1)|t|λ as t → ∞.
Therefore, the integrated terms of this relation tend to zero as ε → 0. Passing to the limit as ε → 0




























Qj(t; t− z)tϕ′(t)d1t, (3.10.20)
where












(t, ξ) +Qj(t, ξ)e(t).
It is obvious that the function Q(j)(t, ξ) is even with respect to the variable ξ and is homogeneous of
power −1, i.e., is a generalized Cauchy kernel. Since e(t) ∈ Cν(+0)(Γ; 0,∞), it follows that Q(j) belongs
to the class C
ν(2)
0 (Γ; 0,∞) with respect to the variable t and satisfies the corresponding estimate
|Q(j)|Cν(2) ≤ C|Q|Cν(3) .
Therefore, combining Theorem 3.10.1(b) applied to the integral on the right-hand side of (3.10.20)
with Theorem 3.10.1(b), we obtain the validity of the estimate (3.10.18).
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3.11. Weight Cμ-Estimates of Singular Integrals




Q(t; t− z)ϕ(t)d2t, z ∈ D, (3.11.1)
such that Q(t, ξ) is homogeneous of power −2 with respect to the variable ξ and satisfies the condi-
tion (3.4.2) inside the domain D. Let F be a finite set of points of D containing all boundary points
of the curve. As above, the infinite point ∞ is assumed to belong to F if the domain D is unbounded
(if the curve Γ is bounded, then the domain D is a neighborhood of this point). Since Γ is a contour,
it follows that the number nτ = 2 in (3.10.4) is equal to 2 for any τ from F ∩ Γ. Hence, radial arcs
Γτ,1 and Γτ,2 decompose Bρ(τ) into two domains Sτ,1 and Sτ,2 called curvilinear sectors with vertex
τ (including the case where τ = ∞). The openings of these sectors are called the internal angles of
the domain D. Note that the internal angle of this domain at the curve cusp is equal to 0 or to 2π.
If the disk Bρ(τ) is considered for a finite point τ of D, then ρ is selected to be sufficiently small
to ensure that the disk does not intersect Γ. The same refers to the infinity point τ = ∞ for the
case where D is its neighborhood. For any such domain there exist two rectilinear cuts Γτ,1 and Γτ,2
decomposing Bρ(τ) into two sectors.
It is assumed that the kernel Q(t; ξ) belongs to the class C
ν(2)
0 (D,F ) introduced in Sec. 3.1, while
the density ϕ belongs to Cμλ (D,F ), where the weight order satisfies the condition −2 < λ < 0, i.e.,
−2 < λτ < 0, τ ∈ F . This condition guarantees the summability of the function Q(t; t− z)ϕ(t) in the
domain D outside any neighborhood of F regardless of the boundedness or unboundedness of D.
Theorem 3.11.1. Let a domain D be bounded by a piecewise-smooth contour Γ and have no cusps.
Let the smooth contour Γ0 and the open smooth arcs Γ̇j of the expansion (3.10.3) belong to the classes
C1,ν and C1,ν(1+0) respectively. Let a kernel Q(t; ξ) belong to C
ν(2)
0 (D,F ), be homogeneous of power
−2 with respect to the variable ξ, satisfy the condition (3.4.2) inside the domain, and satisfy the
condition (3.5.1) at its boundary. Let ϕ ∈ Cμλ (D,F ), −2 < λ < 0.
Then the function φ defined by the integral (3.11.1) belongs to the class Cμλ (D,F ) and its norm
satisfies the estimate




Proof. We use the same scheme of the proof as for Theorem 3.10.1. The only difference is that we
apply Theorem 3.5.1 and Lemma 3.5.1 for two-dimensional singular integrals.
First, we assume that the function ϕ is identically equal to zero in a neighborhood of F . Then it
is obvious that there exists a neighborhood of F such that the function ψ is infinitely differentiable
in this neighborhood. If D is a neighborhood of ∞, then it admits the following estimates (similar to
(3.10.6)) in D:
|ψ(z)| ≤ C|z|−2, |ψ′(z)| ≤ C|z|−3.
They hold since the kernel Q(t, ξ) belongs to H−2 with respect to the variable ξ. These estimates
show that ψ belongs to the class C0,1−2 (G,∞) in the domain G = Bρ(∞); by virtue of the inequality
λ∞ > −2, this class is contained in Cμλ∞(G,∞).
On the other hand, if the domain D0 ⊆ D is bounded by a piecewise-smooth contour and lies outside
a neighborhood of the set F , then, by virtue of Theorem 3.4.1, the function ψ belongs to Cμ(D0) and
its norm satisfies the corresponding estimate. Hence, ψ belongs to the class Cμ( ̂D,F ) and its norm
satisfies the corresponding estimate.
Thus, it suffices to prove the theorem under the assumption that the support of the function ϕ
is contained in one of curvilinear sectors Sτ,j and the function ϕ is identically equal to zero in a
neighborhood of the boundary arc of this sector. As in Sec. 3.10, it suffices to consider the two cases
of the sectors with vertexes τ = 0 and τ = ∞. It is convenient to join both these cases, assigning D
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to be the domain bounded by two radial smooth arcs Γ0 and Γ1 with endpoints τ = 0 and τ = ∞
and assuming that the weight order λ of the function ϕ from Cμλ (Γ; 0,∞) does not depend on τ , i.e.,
real. For the arcs Γk, we have parametrizations (3.10.7) with functions f = fk, k = 0, 1, satisfying the
conditions (3.10.8). As in the proof of Theorem 3.10.1(b), an expansion similar to (3.10.17) is valid
for these functions, where g0 = g
k
0 and h0 = h
k
0 belong to C
ν
0 ([0, 2], 0), while g1 = g
k
1 and h1 = h
k
1
belong to Cν0 ([1/2,∞],∞).




|t|λQ(t, t− z)ϕ(t)d2t, z ∈ D,




|t|λQ(2jt, t− z)ϕ(2jt)d2t, z ∈ 2−jD, (3.11.3)
where j = 0,±1, . . . Assuming that
ϕj(t) = ϕ(2
jt), t ∈ Dj = (2−jD) ∩ {1/4 ≤ |t| ≤ 4},
ϕ̃j(t) = ϕ(2
jt), t ∈ (2−jD) \Dj ,
consider the sequence of functions
ψ(2jz) = ψj(z) + ˜ψj(z), z ∈ D0j = (2−jD) ∩ {1/2 < |z| < 2}, (3.11.4)
where ψj depending on Dj is defined by the integral (3.11.3).
Note that the domain Dj is surrounded by the two arcs (2
−jΓk) ∩ {1/4 ≤ |t| ≤ 4}, k = 0, 1,
and the corresponding two arcs of the circles {|t| = 1/4} and {|t| = 4}. Similarly to the proof of
Theorem 3.10.1(b), we verify that the arc sequence Γkj converges to the corresponding line segments
Ik± in the class C1,ν as j → ±∞. Since the internal angles of the domain D are different from 0 and
2π (by condition), it follows that the segments I0± and I1± are different; joining them with arcs of the














|t|λQ(2jt, t− z)ϕ(2jt)d2t, z ∈ D0j ,
satisfy the obvious inequality













|t|λ|t− z|−2d2t, z ∈ D0j .
A similar inequality also holds for partial derivatives of the function ˜ψj . Arguing as in the proof of
Theorem 3.10.1, we arrive at the following estimate similar to (3.10.14) and uniform with respect to j:
| ˜ψj |Cμ(Dj) ≤ C|Q|C0(1)0 |ϕ|0, j = 0,±1, . . . . (3.11.5)




|t|λQj(t; t− z)ϕ(2jt)dt, z ∈ D0j ,
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with kernel Qj(t; ξ) = Q(2
jt; ξ), which leads to the following estimate uniform with respect to j:
|φj |Cμ(D0j ) ≤ C|Qj|Cν(2) |ϕj |Cμ(Dj). (3.11.6)
Combining this estimate with (3.11.5), we obtain a similar estimate for the function ψ(2jz) =
ψj(z) + ˜ψj(z), z ∈ D0j , from (3.11.4). As in Sec. 3.10, by virtue of Theorem 2.7.1, this implies
the estimate (3.11.2) of the theorem.




Q0(t; t− z)ϕ(t)d2t, z ∈ D. (3.11.7)
It is assumed that its kernel Q0(t, ξ) is a homogeneous function of power −1 and the density ϕ belongs
to Cμλ (D,F ), where the weight order satisfies the previous condition −2 < λ < 0 and the additional
condition λτ < −1 provided that τ = ∞. This additional condition guarantees the summability of the
function Q0(t, t− z)ϕ(t) in the domain D.
Relation (3.5.27) also remains valid in the case considered. Indeed, for any fixed point a from
D \F , the function ϕ can be represented by the sum of two terms such that one of them is identically
equal to zero in a sufficiently small neighborhood of this point. The integral defined by this term is
differentiable under the integral sign, while the relation (3.5.27) is applicable to the second term.






of this relation belongs to the class Cν0 (D,F ) under the assumption that Q
0 ∈ Cν(1)0 (D,F ); this is
proved in the same way as Lemma 3.10.1. Therefore, as in Lemma 3.5, the relation (3.5.27) combined
with Theorem 3.11.1 and Theorem 2.10.2 leads to the following result.
Theorem 3.11.2. Let a domain D and its boundary contour Γ = ∂D satisfy the conditions of The-
orem 3.11.1 and a kernel Q0(t; ξ) belong to C
ν(3)
0 (D,F ), be homogeneous of power −1 with respect to
the variable ξ, and satisfy the condition (3.5.1) at the boundary points t from Γ\F . Let ϕ ∈ Cμλ (D,F ),
where the weight order satisfies the conditions −2 < λτ < 0 and λτ = −1 if τ = ∞ and satisfies the
inequality −2 < λτ < −1 if τ = ∞.
Then the function ψ0 defined by the integral (3.11.7) belongs to the class C
1,μ








Remark to Theorem 3.5.3 also remains valid in the case considered, i.e., if the kernel Q0(y, ξ) is odd
with respect to the variable ξ, then the condition (3.5.1) is satisfied for its partial derivatives ∂Q/∂ξi.




Q(t, t− t0, dt)ϕ(t), t0 ∈ Γ, (3.11.8)
on a piecewise-smooth curve Γ can be considered in the same way. However, it is easier to use
Theorems 3.10.1–3.10.2 and the boundary-value relation





Q(t0; ξ, dξ), (3.11.9)
for the corresponding Cauchy-type integral given by (3.10.2). Recall that T denotes the unit circle
oriented counterclockwise. Obviously, if the Cauchy kernel belongs to C
ν(1)
0 (Γ, F ), then the coefficient
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σ from this relation belongs to the class Cν0 (Γ, F ). In the same way, the function σ belongs to
C1,ν0 (Γ, F ) under the assumptions of Theorem 3.10.2.
Therefore, Theorems 3.10.1–3.10.2 lead to the following result.
Theorem 3.11.3. Let a Cauchy kernel Q(t; ξ, η) be defined on a piecewise-smooth curve Γ and be-
long to C
ν(1)
0 (Γ, F ). Let ϕ belong to C
μ
λ (Γ, F ), −1 < λ < 0. Then the function ψ defined by the
integral (3.11.8) belongs to the class Cμλ (Γ, F ) and its norm satisfies the estimate




If the above holds, the smooth contour Γ0 and the open smooth arcs Γ̇j of the expansion (3.10.3)
belong to the classes C1,ν and C1,ν(1+0) respectively, and the generalized Cauchy kernel Q(t; ξ, η) belongs
to C
1,ν(3)
0 (Γ, F ), then the same assertion holds for the space C
1,μ
λ (Γ, F ).
For the classical Cauchy kernel Q(ξ, η) = η/ξ, this classical result is presented in [45] (the Hölder
exponent is not refined there). In [8, 9], a refined case is provided.
Chapter 4
LEBESGUE SPACES
4.1. Spaces Lp and Lpλ
Let G be a measurable (with respect to the classical Lebesgue measure) subset of Rk. Let Lp(G),
1 ≤ p < ∞, be the class of all functions ϕ(y), y ∈ G, such that their pth power is summable. For
p = 1, it coincides with the class L = L1 of all functions summable on G. To any function ϕ from Lp,











It is obvious that |ϕ| = 0 if and only if ϕ(x) = 0 a.e. in G. In the sequel, we identify functions that
differ on a zero-measure set.
Let L∞(G) be the set of measurable functions bounded outside a zero-measure set. In the sequel,
we use only its subspace C0(G) of continuous and bounded functions, endowed with the sup-norm
(see Sec. 2.2).
To any exponent p exceeding 1, assign any exponent q exceeding 1 as follows: 1/q = 1 − 1/p; we
say that q is conjugate to p. The product ϕψ of a function ϕ from Lp and a function ψ from Lq is
summable on G, and the following Hölder inequality holds:
|ϕψ|L1 ≤ |ϕ|Lp |ψ|Lq . (4.1.2)
Using this inequality, one can easily verify that the relation (4.1.1) defines a norm in the space Lp
(recall that we identify functions that differ on a zero-measure set). Actually, the proof of the fact that
|ϕ| is a norm requires only the triangle inequality |ϕ1 + ϕ2| ≤ |ϕ1|+ |ψ1|; in this case, this inequality
is called the Minkowski inequality.
Theorem (Riesz–Fisher). The space Lp is complete with respect to norm (4.1.1).
The space Lp(G) possesses the following well-known properties presented at standard courses of
analysis. If the Lebesgue norm mesG of a set G is finite, then the function ϕ(x) = 1 belongs to
Lp(G) for any p. Taking into account (4.1.2), this implies that the Banach space Lp2(G) is embedded
in Lp1(G) provided that 1 ≤ p1 ≤ p2. In other words, if mesG < ∞, then the family of Banach
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spaces Lp(G) monotonously decreases (in the embedding sense) with respect to the parameter p from
(1,+∞).





is bounded on the direct product Lp × Lq for any p exceeding 1 and the relation
|ϕ|Lp = sup(ϕ,ψ), (4.1.4)
where sup is taken over all functions ψ from Lq such that |ψ|Lq ≤ 1, holds. The inverse assertion is
also valid: for any linear functional f∗ from (Lp)∗ there exists ψ from Lq such that f∗(ϕ) = (ϕ,ψ) for
any ϕ. In other words, the Banach space Lp, p > 1, is reflexive (see Sec. 1.2) and its adjoint space can
be identified with Lq.
We say that a sequence {ϕn} from Lp weakly converges if there exists a function ϕ from Lp such
that 〈ϕn, ψ〉 → 〈ϕ,ψ〉 as n → ∞ for any ψ from Lq.
Theorem (on weak convergence, Banach). Sequences weakly converging in Lp, p > 1, are bounded.
Conversely, any sequence bounded in Lp contains a weakly converging subsequence.
This theorem combines the following two known theorems of functional analysis. By virtue of the
reflexivity of Lp, it can be treated as the adjoint space X∗ for X = Lq. Then any weakly converging
sequence ϕn is a sequence of functionals ϕn from X
∗ such that ϕn(x) converges for any x from X. In
particular, any number sequence ϕn(x) is bounded for any x and, due to the known Banach–Steinhaus
theorem, the sequence ϕn is bounded in X
∗. The second assertion of the theorem follows from the
general Banach–Alaoglu theorem on the weak ∗-compactness of the unit ball in X∗.
The space Lp(D) is homogeneous with respect to the group of translations x → x+a. On the other
hand, the measure dt/|t|k is invariant with respect to extensions x → rx, r > 0, in Rk. Therefore,
similarly to Sec. 2.7, it is convenient to introduce the homogeneous space Lp0(G) as the L
p-space with











Similarly to Sec. 2.7, this definition has meaning only in the case where τ = 0 or ∞ is a limit point
for G. If the set G is bounded and lies outside a neighborhood of the origin, then the space Lp0(G)
coincides with Lp(G).
Note that the Hölder inequality holds for Lp-spaces with respect to any measure; in particular, the
inequality
|ϕψ|L1 ≤ |ϕ|Lp0 |ψ|Lq0 (4.1.6)
holds.
The following assertion is an analog of Theorems 2.7.1–2.7.2 for the space Lp0(G).
Theorem 4.1.1.
(a) Let 0 < δ < 1 and Gj = {δ < |y| < δ−1, δjy ∈ G}, j = 0,±1, . . . Then the space Lp0(G,F ) can be












, ϕj(y) = ϕ(δ
jy). (4.1.7)
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(b) Let a set ˜G ⊆ R × Ω be the image of G under the map x → (ln |x|, x/|x|) inverse to the map
ω(s, u) = esu, u ∈ Rk. Then the operator ψ → ψ ◦ω isomorphically maps the Banach space Lp( ˜G)
to L00(G). In particular, the operator ϕ(x) → ϕ(x∗) defined by the inversion x∗ = x/|x|2 is an





























which implies the equivalence of norms (4.1.5) and (4.1.7).
As in the case of Theorem 2.7.2, the latter assertion is proved by means of the former one. However,
it can also be proved directly since under the substitution ω, the measure dx/|x|k passes to the direct
product dsdu of measures.
Similarly to Sec. 2.8, based on the spaces Lp and Lp0, introduce weight spaces L
p
λ(G,F ) corresponding
to the weight order λ = (λτ , τ ∈ F ). Thus, assigning Bρ(τ) = {|y − τ | ≤ ρ}, τ = ∞, and Bρ(τ) =
{|y| ≥ ρ}, τ = ∞, where a positive ρ is sufficiently small, one can define this space by the finiteness
condition for the integrals
∫
G∩Bρ(τ)




where ˜G = G \
⋃
τ
Bρ/2(τ) and |x− τ | is replaced by |x| for the case where τ = ∞.
To define these spaces directly, one can use the weight function ρλ(x). Recall that it is given by the
relation
ρλ(x, F ) =
∏
τ∈F
ρλτ (x, τ), ρδ(x, τ) =
{
|x− τ |δ(1 + |x|)−δ , τ = ∞,
(1 + |x|)δ , τ = ∞.
(4.1.9)
In this notation, the space Lp0(G,F ) can be defined as the L
p-space with respect to the measure
ρ−k(x)dx. Respectively, the space L
p










= |ρ−λ−1/kϕ|Lp . (4.1.10)
In particular, we have the relation
Lp−k/p(D,F ) = L
p(D) (4.1.11)
and the corresponding norms are equivalent. This is the analog of Lemma 2.7.1 for Lp-spaces.
In general, the most frequent notation for weight spaces is as follows:
Lp(Γ, ρδ) = {ϕ, ρδϕ ∈ Lp(Γ)}. (4.1.12)
By virtue of (4.1.11), this space coincides with Lp−1/p−δ(Γ, F ). Due to various reasons, we prefer
notation Lpλ (see the remark at the end of Sec. 4.6).
As in Sec. 2.8, the choice of the weight function (4.1.9) is convenient since it is also acceptable for
the case where F contains points τ lying outside G. In this case, Lpλ(G,F ) coincides with L
p
λ(G,F0),
where F0 = F ∩G. If the set G is bounded, then, e.g., ρλ(x) =
∏
τ
|x− τ |λτ can be taken as the weight
function.
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Consider relations between weight spaces and the parameters p and λτ .
Lemma 4.1.1. The family Lpλ(G,F ) monotonously decreases (in the sense of embeddings of Banach
spaces) with respect to each parameter λτ for τ = ∞ and decreases with respect to λ∞. Assume that
p > q. Then Lpλ ⊆ L
q
λ′ provided that λτ > λ
′
τ if τ is finite and λτ < λ
′
τ if τ = ∞. If −k < λ < 0, then
the space Lpλ(G,F ) is embedded in L
1(G).
Proof. According to the definition of weighted spaces Lpλ(G,F ), it suffices to consider the two following
cases of Lpλ(Bj , τj), j = 1, 2: the case where B1 = {|x| ≤ 1} and τ1 = 0 and the case where B2 =
{|x| ≥ 1} and τ2 = ∞. For definiteness, consider the former one. In this case, the first assertion of the
theorem is reduced to the obvious embedding Lpλ(B, 0) ⊆ L
p
0(B, 0), λ ≥ 0, while the remaining two
assertions are reduced to the embeddings
Lpλ(B, 0) ⊆ L
q
0(B, 0), λ > 0, L
p
λ(B, 0) ⊆ L
1(B), −k < λ < 0,
easily proved by means of the inequality (4.1.6).
Finally, we consider the one-dimensional case (k = 1) of functions defined on the real line R.








treated (as above) as the limit of integrals over the domain |t − t0| ≥ ε as ε → 0. For functions ϕ
from Lp(R) and for p > 1, the last integrals have meaning by virtue of the Hölder inequality and the
following result takes place.
The operator defined by the specified singular Cauchy integral is called the Hilbert transformation.




The classical Riesz result can be complemented by Lp-estimates of the so-called Hardy–Littlewood
maximal functions (see, e.g., [74]).
Theorem (Hardy–Littlewood). Let a function ϕ belong to Lp(R), p > 1, and have a compact support.




























are finite for a.e. t0 and they define L
p-functions such their norms satisfy the estimate
|M0ϕ|Lp + |M1ϕ|Lp ≤ C|ϕ|Lp ,
where C is a positive constant independent of ϕ.
The following auxiliary assertion is also valid.
Lemma 4.1.2. Let f from L1(R) be a nonnegative function admitting the estimate
∫
|s|≤r
f(s)ds ≤ Cr (4.1.14)
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By condition, g0(s) ≤ C and g0(s) → 0 as s → 0. Therefore, due to the the Lebesgue majorized
convergence theorem, the right-hand side of (4.1.16) also tends to zero as r → 0.
4.2. Convolution of Functions
For functions f and g defined on Rk, one can introduce the notion of the convolution:




If both functions f and g belong to L = L1(Rk), then the integrand treated as a function of two
variables is summable on Rk × Rk. It is easily verified by means of the following linear change of
variables: x′ = x− y, y′ = y. From the same considerations, taking into account the Fubini theorem












In (4.2.1), pass to the inequality




In (4.2.2), we replace the functions f and g by their absolute values. We obtain the following norm
estimate:
|f ∗ g|L ≤ |f |L|g|L. (4.2.3)
It is easy to see that the bilinear convolution operation is commutative and associative. Therefore,
by virtue of (4.2.3), the space L is a commutative Banach algebra such that the convolution is its
multiplication operation.
Also, the convolution operation is defined if one of the functions (e.g., f) is summable while the
other belongs to various classes.
Theorem 4.2.1.
(a) If ϕ ∈ Lp, p ≥ 1, then integral (4.2.1) exists for a.e. x and defines a function from Lp satisfying
the estimate
|f ∗ ϕ|Lp < |f |L|ϕ|Lp (4.2.4)
for its norm.
(b) If ϕ ∈ Cμ, 0 ≤ μ ≤ 1, then integral (4.2.1) exists for all x and defines a function from Cμ
satisfying the estimate
|f ∗ ϕ|Cμ < |f |L|ϕ|Cμ (4.2.5)
for its norm.
Proof. (a) By virtue of (4.2.3), it suffices to consider the case where p > 1. In the integrand of (4.2.1),
assign g = ϕ and represent this integrand as the product
|f(x− y)| |ϕ(y)| = (|f(x− y)|1/p|ϕ(y)|)|f(x − y)|1/q.
By virtue of inequality (4.1.2), this implies the estimate










Taking both parts to the power p, we obtain the estimate







⎠ |f |p/qL .
Integrating and applying the estimate (4.2.3) with g = |ϕ|p from L to the integral on the right-hand
side, we obtain the inequality
|f ∗ ϕ|pp ≤ |f |L|ϕ|pp|f |
p/q
L .
Taking it to the power 1/p, we obtain (4.2.4).
(b) Represent the integral (4.2.1) in the form




If the function ϕ belongs to C0, i.e., is continuous and bounded, then |f(y)ϕ(x − y)| ≤ |ϕ|0|f(y)|.
Therefore, due to Theorem 1.8.1 on integrals depending on parameters, the function f ∗ϕ is continuous
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and the estimate (4.2.5) holds with μ = 0. From the same considerations, if ϕ ∈ Cμ, 0 < μ ≤ 1, then,
in notation of (4.2.3), we have the inequality
|(f ∗ ϕ)(x′)− (f ∗ ϕ)(x′′)| ≤ |f |L[ϕ]μ|x′ − x′′|μ.
This inequality combined with the definition of the norm in Cμ from Sec. 2.1 leads to (4.2.5).
Estimates of Theorem 4.2.1 mean that the convolution operator R(f)ϕ = f ∗ ϕ is bounded in any
Banach space X = Lp and X = Cμ and its norm does not exceed |f |L.








, 0 < ε ≤ 1, (4.2.6)
introduced in Sec. 1.8. Recall that χ(y) is a nonnegative function from C∞0 (Rk) such that
χ(y) = 0 for |y| ≥ 1,
∫
|y|≤1
χ(y)dy = 1. (4.2.7)
Lemmas 1.8.1 and 2.2.1 can be complemented by a similar result for the space Lp(Rk).
Lemma 4.2.1. If ϕ ∈ Lp(Rk), 1 ≤ p < ∞, then χε ∗ ϕ → ϕ in Lp as ε → 0. In particular, for any
open subset D of Rk, the class C∞0 (D) is dense in L
p(D).
Proof. Let ϕ ∈ Lp. Since the L-norms of all functions χε are equal to 1, it follows from (4.2.4) that the
convolution operators R(χε)ϕ = χε ∗ ϕ are bounded in L(Lp) uniformly with respect to ε. Therefore,
due to Lemma 1.2.1, it suffices to prove the claimed assertion for a subspace dense in Lp. Let us take
the class of compactly supported continuous functions as such subspace. If a function ϕ belongs to
this class, then the supports of all χε ∗ ϕ are contained in a ball independent of ε. Therefore, taking
into account Lemma 2.2.1, we conclude that the sequence χε ∗ ϕ also tends to ϕ with respect to the
Lp-norm as ε → 0.
To prove the second assertion of the lemma, select a sequence of compacts K1 ⊆ K2 . . . in D such
that their union is equal to D. It is obvious that the sequence of functions ϕn coinciding with ϕ on Kn
and equal to zero outside Kn converges to ϕ in the L
p-norm. For any n there exists a positive εn such
that the εn-neighborhood of the compact set Kn is contained in D and, therefore, the convolution
χε ∗ϕn belongs to C∞0 (D) provided that ε ≤ εn. Taking into account the fact that all norms |χε|L are
equal to 1, we apply (4.2.4) to the difference χε ∗ ϕn − ϕ = χε ∗ (ϕn − ϕ) + χε ∗ ϕ − ϕ to obtain the
estimate
|χε ∗ ϕn − ϕ|Lp ≤ |ϕn − ϕ|Lp + |χε ∗ ϕ− ϕ|Lp .
It remains to note that one can make the right-hand side of this estimate arbitrarily small, selecting
appropriate n and ε.
In the space (C∞0 )′ = (C∞0 )′(Rk) of generalized functions considered on Rk, the notion of the
convolution can also be introduced. Recall that its subspace of compactly supported generalized
functions is denoted by (C∞)′. Similarly to (4.2.1), the convolution of a function u from (C∞0 )
′ with
a function ϕ from C∞0 is defined by the relation
(ϕ ∗ u)(x) = (u ∗ ϕ)(x) = u[ϕ(x− t)]. (4.2.8)
By virtue of Lemma 1.8.3, the function u ∗ ϕ is infinitely differentiable and
∂α
∂xα






It is easy to see that
(u ∗ ϕ)∨ = u∨ ∗ ϕ∨, u(ϕ∨) = (u ∗ ϕ)(0), (4.2.10)
where ϕ∨(t) = ϕ(−t) and the operation ϕ → ϕ∨ is extended from C∞0 to (C∞0 )′ according to the
relation u∨(ϕ) = u(ϕ∨).
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Lemma 4.2.2. If ϕ coincides with the averaging kernel defined by (4.2.6), then u ∗ χε → u as ε → 0
in the sense of the convergence in the space (C∞0 )′.
Proof. By Definition (4.2.8), we have the relation




Let K be the support of a function ϕ from C∞0 . Select a cut-off function f from C
∞
0 such that
f(t)u[χε(x − t)] = u[χε(x − t)] for any t and any x from K. Then, due to the second assertion of
Lemma 1.8.3, the previous relation can be represented in the form








It is obvious that the expression in the square brackets is the convolution (χε)
∨ ∗ ϕ = (χε ∗ ϕ∨)∨. It
remains to note that if ϕ ∈ C∞0 , then the sequence ϕ ∗ χε tends to ϕ as ε → 0 in the sense of the
convergence in the class C∞0 .
The convolution u ∗ ϕ = ϕ ∗ u of a compactly supported generalized function u from (C∞)′ and
an arbitrary function ϕ from C∞ is defined similarly to (4.2.9). This allows one to introduce the
operation u1 ∗(u2 ∗ϕ), where at least two of three factors have compact supports. Using Lemma 4.2.2,
one can easily show that u1 and u2 can be swapped; this allows one to introduce the convolution
u1 ∗u2 = u2 ∗u1 of two generalized functions such that one of them has a compact support as follows:
(u1 ∗ u2) ∗ ϕ = u1 ∗ (u2 ∗ ϕ). Here, it is taken into account the fact that, by virtue of (4.2.10), the
convolution u ∗ ϕ defines the generalized function u uniquely.
An example of a compactly supported generalized function is the δ-function δa concentrated at a
point a from Rk and acting as follows: δa(ϕ) = ϕ(a). According to (4.2.8), the convolution with it is
expressed as follows:
(δa ∗ ϕ)(x) = ϕ(x− a). (4.2.11)
Thus, ϕ → δa ∗ ϕ is a translation operator. Since the convolution is a commutative operator and, in
particular, u∗δa = δa∗u, it follows that the convolution operator ϕ → u∗ϕ commutes with translation
operators.
Consider the convolution Q ∗ ϕ with a function Q(ξ) from H−k, satisfying the necessary condition
∫
Ω
Q(xi)dk−1ξ = 0 (4.2.12)
on the unit sphere Ω. According to Sec. 3.3, it can be treated as a generalized function, while its
convolution Q∗ϕ can be treated in the sense of generalized functions (as above) or defined by a singular
integral (as in Sec. 3.3). If ϕ ∈ Cμ = Cμ(Rk), then no existence of the singular integral (Q ∗ ϕ)(x)
is guaranteed since no integrability of the function Q(x − y)ϕ(y) in the domain {y, |y − x| ≥ ε} is
guaranteed. However, the product of χQ and χ ∈ C∞0 is free from this disadvantage and, according
to Theorem 3.4.2 (the Korn–Giraud theorem), the convolution operator ϕ → (χQ) ∗ ϕ is bounded in
Cμ.
The Lp-case is opposite since, if p > 1, then the function Q(x− y) belongs to the class Lq with the
conjugate exponent q = p/(p− 1) with respect to the variable y from the domain |y − x| ≥ ε. Hence,
due to the Hölder inequality, the function Q(x − y)ϕ(y) is integrable in this domain. According to
the known Calderón–Zygmund theorem, the singular convolution operator ϕ → Q ∗ ϕ is bounded in
Lp, p > 1. This profound result requires much more refined tools comparing with the Korn–Giraud
theorem. From the proof of this theorem, provided at [44], one can see that even a stronger assertion
is valid.
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Theorem (Calderón–Zygmund). Let a function Q(x, ξ) belong to C0(0)(Rk,H−k) (in notation of
Sec. 3.1) and satisfy the condition (4.3.7) with respect to ξ. Then the following assertions hold for any
function ϕ ∈ Lp, 1 < p < ∞.





exists a.e. and defines an Lp-function ψ satisfying the estimate







Q(x, x− y)ϕ(y)dy, (4.2.14)
belongs to Lp and admits an estimate similar to (4.2.13) and lim
ε→0
|ψ − ψε|Lp = 0.
Actually, the Calderón–Zygmund theorem is valid for much more general assumptions about the
kernel Q(x, ξ). For example, it suffices to require the function Q to belong to Lq(Ω), q = p/(p − 1),
with respect to the variable ξ on the unit sphere Ω. Note that the relation (4.2.14) is an analog of
(4.1.13) and the function ˜ψ defined by it is called the Hardy–Littlewood maximal functions.
As we note in Sec. 4.1, in the one-dimensional case (i.e., the case where k = 1), the function
Q coincides with the Cauchy kernel K(t) = −1/(πit) up to a constant factor; the operator of the
convolution with this kernel is called the Hilbert transformation. The corresponding result similar
to the Calderón–Zygmund theorem is obtained by Riesz (by means of methods of complex analysis)
much earlier (see [75] for details). The Riesz theorem can be also extended to the convolution with
the truncated Cauchy problem
s(t) = −χ(t)
πit
, χ ∈ C∞0 (R), χ(0) = 1. (4.2.15)
Similarly to Theorem 4.2.1, we also provide it for the Cμ-case.
Theorem 4.2.2. The singular convolution operator ϕ → s ∗ ϕ with the function (4.2.15) is bounded
in each space Cμ(R), 0 < ν < 1, and Lp(R), 1 < p < ∞.
Proof. As we note above, the Cμ-case is covered by Theorem 3.4.2. Since any difference of functions of
kind (4.2.15) belongs to C∞0 , it follows that one can assume (without loss of generality) that χ(t) = 0
for |t| ≥ 1. In this case, if |t0| ≤ 1, then χ(t0 − t) = 0 for |t| ≥ 2. Hence, assigning ψ = s ∗ ϕ, we see
that the following relation holds for any integer i:








ϕ(t+ i)dt, |t0| ≤ 1.
It is obvious that the function [χ(t0 − t) − 1](t − t0)−1 is continuous in the square {−2 ≤ t0, t ≤ 2}.
Thus, due to the Riesz theorem, we have the estimate
|ψ(t+ i)|Lp(−1,1) ≤ C|ϕ(t+ i)|Lp(−2,2),
where C is a positive constant independent of i. Taking this inequality to the power p and summing
with respect to i, we arrive at the validity of the estimate (4.2.13).
For p = 1, Theorem 4.2.2 does not hold. More exactly, if f ∈ L1, then the singular integral (s∗f)(t0)
exists for a.e. t0, but no local summability of the obtained function is guaranteed (see [74]). It is
852
obvious that the convolution operation ϕ → s ∗ ϕ is invariant in the class C∞0 , which is dense in L1.
Let L(1) denote the completion of this class with respect to the norm
|ϕ| = |ϕ|L + |s ∗ ϕ|L. (4.2.16)
We obtain a Banach space embedded in L1; the convolution operator f → s ∗ f is bounded in this
Banach space by definition. It is obvious that if f ∈ L(1), then the convolution f ∗ s belongs to L1
and is treated in the sense of generalized functions. The question whether it a.e. coincides with the
singular integral mentioned above is left open. However, the relation (f ∗ s) ∗ ϕ = f ∗ (s ∗ ϕ), ϕ ∈ X,
holds for X = Lp, p > 1, and for X = Cμ. For f ∈ C∞0 , this fact is obvious. In the general case,
taking into account Theorem 4.2.2, we prove it by passage to the limit with respect to norm (4.2.16).
From the definition, we see that the space L(1) is a Banach algebra with respect to the convolution
treated as the multiplication and is an ideal in the similar algebra L, i.e., f ∗ g ∈ L(1) provided that
f ∈ L(1) and g ∈ L1.
Indeed, if f ∈ L(1) and g ∈ L1, then, in addition to (4.2.3), we have the similar inequality |(s ∗ f) ∗
g|L ≤ |s ∗ f |L|g|L, which provides that f ∗ g ∈ L(1). Due to (4.2.16), this implies the inequality
|f ∗ g|L(1) ≤ |f |L(1) |g|L1 .
It is easy to describe (see [65]) simple sufficient conditions of the belonging to the class L(1). Let






is finite (we identify functions that differ on a zero-measure set). It is obvious that L1,p is a Banach
space embedded in L1 with respect to this norm. It is clear that the class C∞0 is dense in this space.




(1 + |t|)α|g(t)|pdt < ∞, α > p. (4.2.18)
Proof. Similarly to Theorem 4.2.2, we prove that the operator of the convolution with the function s
is bounded in L1,p. Thus, for any ϕ from C∞0 , an estimate similar to (4.2.13) holds with respect to
the norm in L1,p. Hence,
|ϕ|L1 ≤ |ϕ|L1,p , |s ∗ ϕ|L1 ≤ |s ∗ ϕ|L1,p ≤ C|ϕ|L1,p ,
which leads to the estimate
|ϕ|L(1) ≤ (1 + C)|ϕ|L1,p .
Taking into account the density of C∞0 in L
1,p, we see that it means the embedding L1,p ⊆ L(1).








(1 + |t|)α|g(t)|pdt, δi =
{
(1 + i)−α, i ≥ 0,
(−i)−α, i < 0,























where xy = x1y1 + · · · + xkyk. The operation f → f̂ itself is called the Fourier transformation. By
virtue of Theorem 1.8.1, the function f̂ is continuous. Also, it is clear that this function is bounded
and its sup-norm admits the estimate
|f̂ |0 ≤ |f |L. (4.3.2)
From Theorem 1.8.1, one can easily deduce the relations
∂f̂
∂xj







under the assumption that f and the functions in the square brackets belong to the class L. In the
second relation, it is additionally assumed that f ∈ C1(Rk) and f(x) → 0 as |x| → ∞. For a summable
function, the notation f ∈ C or f ∈ C1 means that it can be changed on a zero-measure set such that
the changed function belongs to the specified class.
In particular, if f ∈ C∞0 (Rk), then the function ϕ = f̂ is infinitely differentiable and decays at ∞














, m, n = 0, 1, . . . , (4.3.4)
where | · |0 denotes the sup-norm, are finite for this function.
By virtue of (4.3.2) and the density of the class C∞0 in L, we conclude that if f ∈ L(Rk), then
f̂(x) → 0 as |x| → ∞ (the Riemann–Lebesgue measure).
There are conditions allowing one to invert the Fourier transformation explicitly.
Theorem (the inversion formula). If the function f̂ is summable, then the original function f from







(this relation is a.e. valid).
In particular, this theorem implies that the Fourier transformation is one-to-one on L. Also, it
possesses the following property (see, e.g., [20, 79]).
Theorem (Wiener). If f ∈ L and 1 + f̂(x) = 0 for any x from Rk, then there exists a function g
from L such that (1 + f̂)−1 = 1 + ĝ.
The Fourier transformation is linked with convolution (4.2.1) by the relation
(f ∗ g)∧ = f̂ ĝ, f, g ∈ L. (4.3.6)
Indeed, by the definition of the convolution, we have





Assigning f1(t) = e
−ixtf(t) and g1(t) = e−ixtg(t), one can represent the right-hand side as the convo-
lution (f1 ∗ g1)(x); then the claimed result follows from (4.2.2).
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Recall that the space L is a Banach algebra, where the multiplication operation is the convolution.
By virtue of (4.3.2) and (4.3.5), the Fourier transformation embeds this algebra into the Banach
algebra of continuous functions vanishing at ∞, defined by the pointwise operation and the sup-norm.
In addition to C∞0 (Rk), a wider Schwartz class S is frequently considered; it consists of all functions
ϕ(x) from C∞ such that they and all their derivatives decay on ∞ faster than any power of |x| or,
which is equivalent, norms (4.3.4) are finite for them. It is obvious that the relations (4.3.3) also hold
for functions f from S. Then the Fourier transformation is invariant in S. The same is also valid for
the inverse transformation (4.3.5). Taking into account the inversion formula, we conclude that the
Fourier transformation isomorphically maps the class S onto itself.
Sometimes, it is convenient to supply the Fourier transformation (4.3.1) by the norming factor
(2π)−k/2. In this case, we denote it by the symbol F . Then the inverse transformation F−1 in the












In particular, F−1ϕ = (JFJ)ϕ, ϕ ∈ S, where Jϕ = ϕ denotes the operators of the complex conjugat-
ing of functions. Thus, in operator involution terms (see Sec. 1.3), we have the relation F−1 = F .
Let us verify that the operator F preserves the norm of the space L2, i.e., |Fϕ|L2 = |ϕ|L2 , ϕ ∈ S.
Indeed, in notation of form (4.1.3) (with respect to G = Rk), the second power of the norm of the
function ϕ in L2 is equal to (ϕ, Jϕ). On the other hand, from Definition (4.3.1), we see that
〈ϕ, ψ̂〉 = 〈ϕ̂, ψ〉, ϕ, ψ ∈ S. (4.3.7)
Therefore, |Fϕ|2L2 = 〈Fϕ, JFϕ〉 = 〈ϕ,FJFϕ〉 = 〈ϕ, Jϕ〉, which implies that the L2-norms of the
functions ϕ and Fϕ are equal.
The class C∞0 is dense in the space L
2(Rk). Hence, the class S is dense in this space a fortiori.
Therefore, the operator F is extended as an isometric isomorphism of the space L2 onto itself; this
isomorphism is denoted by F again. Taking into account the first relation of (4.3.3), we conclude that











In a natural way, the Fourier transformation is extended to the so-called tempered distributions. To
do this, define the convergence in the Schwartz class S as follows: a sequence ϕj converges to ϕ in
S as j → ∞ if |ϕj − ϕ|m,n → 0 for any m and n, where the norm is defined by (4.3.4). The class
of linear functionals over S continuous with respect to the introduced convergence is denoted by S ′.
It is obvious that the convergence ϕj → ϕ in C∞0 implies the corresponding convergence in S. It
is easy to show that for any ϕ from S there exists a sequence ϕj from C∞0 converging to ϕ in S.
Hence, the restriction of u to C∞0 , where u is an arbitrary functional from S′, belongs to (C∞0 )′ and
the specified restriction is uniquely defined by u. Therefore, elements u of S ′ can be identified with
generalized functions from (C∞0 )′. They are called tempered distributions. This term is related to
measured tempered functions f(x) defined as functions admitting the estimate
|f(x)| ≤ C(1 + |x|)m, (4.3.8)
wherem is a positive integer; they belong to S ′ since they are regular generalized functions. Obviously,
all compactly supported generalized functions also belong to the class S ′. Thus, (C∞)′ ⊆ S ′ ⊆ (C∞0 )′.
Also, it is clear from (4.3.3)–(4.3.4) that the convergence ϕn → ϕ in S implies the convergence
ϕ̂n → ϕ̂ in S. Therefore, taking into account (4.3.7), one can “extend” the Fourier transformation
from S to S ′ as follows:
û(ϕ) = u(ϕ̂), ϕ ∈ S.
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Thus, we obtain an invertible transformation of S ′ onto itself, also called the Fourier transformation.
It is obvious that the relations (4.3.3) remain valid for f from S ′. If f ∈ L ⊆ S ′, then the provided
definition of the Fourier transformation coincides with (4.3.1).
Similarly to (C∞0 )′, the class S ′ is endowed with the pointwise convergence of its elements. The
space S ′ is complete with respect to this convergence and the Fourier transformation continuously
maps S ′ to S ′. The isometric isomorphism F of the space L2, defined above, coincides (up to the
factor (2π)−k/2) with the restriction of the Fourier transformation acting in the space S ′ to its subspace
L2.
Theorem 4.3.1. The Fourier transform of any compactly supported generalized function u from




(u ∗ v)∧ = ûv̂, u, v ∈ (C∞)′, (4.3.10)
extending (4.3.6) to generalized functions with compact support holds.
Note that if x = (x1, . . . , xk) ∈ Ck, then the right-hand side of the relation (4.3.9) determines an
entire function called the Fourier–Laplace transformation.
Proof. By virtue of Lemma 1.8.3, the function on the right-hand side of (4.3.3) belongs to the class C∞.
Denote this function by f(x). There exist a positive integer m and a compact subset K of Rk such
that
|f(x)| ≤ C|e−ixt|Cm(K), (4.3.11)
where x is a fixed point and the norm on the right-hand side is taken with respect to the variable t.
Indeed, let a function χ from C∞0 be identically equal to zero in a neighborhood of suppu. It suffices
to show that |u(ϕ)| ≤ C|ϕ|Cm(K), ϕ ∈ C∞.
If this estimate does not hold, then for any positive integer m there exists a function ϕm from
C∞(D) such that
|u(ϕm)| ≥ 1, |ϕm|Cm(K) ≤ 1/m.
Then χϕm → 0 as m → ∞ in C∞0 (D), which contradicts the continuity of the functional u with
respect to this convergence.
From (4.3.11), it follows that the estimate (4.3.8) holds for the function f(x) = ut(e
−ixt), which
means that it slowly grows at∞. The function f belongs to S ′ since it is a regular generalized function.













implying that û = f . From the same considerations, we obtain the relation
(u ∗ ϕ)∧(y) =
∫
Rk








Since the expression in the square brackets on the right-hand side coincides with e−iytϕ̂(y), we have
the relation
(u ∗ ϕ)∧ = ûϕ̂, u ∈ (C∞)′, ϕ ∈ C∞0 , (4.3.12)
extending (4.3.6) to the case where one of the functions is a generalized function. In the general case,
i.e., if u and v belong to (C∞)′, the specified relation yields the relations
(u ∗ v ∗ ϕ)∧ = (u ∗ v)∧ϕ̂, (u ∗ v ∗ ϕ)∧ = û(v ∗ ϕ)∧ = ûv̂ϕ̂,
856
implying the validity of (4.3.10) in the case of two compactly supported generalized functions.
Note that the Fourier transformation of a function Q from H−k, possessing the property (4.2.12)
is defined by a singular integral similarly to (4.3.1). It can be also treated in the sense of generalized
functions. It is known that ̂Q is a homogeneous function of power 0. In the one-dimensional case, the
Fourier transform of this kernel is represented as follows:




Indeed, by definition, we have the relation









































Therefore, passing to the limit as n → ∞ in the relation (4.3.14), we obtain (4.3.13).
In particular, the relation (4.3.13) shows that K̂2 = 1 and, therefore, the convolution K ∗ (K ∗ ϕ)
is equal to ϕ if ϕ ∈ C∞0 . In terms of generalized functions, this fact is expressed by the relation
K ∗ K = δ0. The same is valid for the “truncated” Cauchy kernel defined by (4.2.15), which is a
compactly supported generalized function.
Lemma 4.3.1. The function ŝ(t) tends to ±1 as t → ±∞, its derivative belongs to the class C∞0 , and
χ0 = s ∗ s− δ0 ∈ C∞0 ; then
(s ∗ s) ∗ ϕ = ϕ+ χ0 ∗ ϕ, χ0 ∈ C∞0 ,
for any locally integrable function ϕ from S ′.
Proof. Let K0(t) = K(t) for |t| ≤ 1 and K0(t) = 0 for |t| ≥ 1. Then, similarly to (4.3.13), we verify
that ̂K0(t0) is determined by the expression on the right-hand side of (4.3.14) with n assigned to be
equal to 1. Thus, ̂K0(t0) → ±1 as t0 → ±∞. Comparing the functions K0(t) and s(t) in (4.2.15), we
see that the difference K0 − s belongs to L and, therefore, (4.3.15) implies that
lim
x→±∞ ŝ(x) = ±1. (4.3.16)
According to Lemma 1.8.3, the derivative ŝ′ is computed under the sign of the singular integral and,
therefore, coincides (up to a constant factor) with the Fourier transformation of the function χ from
(4.2.15). In particular, ŝ′ ∈ S. Then, taking into account (4.3.16), we conclude that the function
ŝ2(t) − 1 also belongs to S. Then, applying the relation (4.3.10) to u = v = s, we conclude that
χ0 = u ∗ u − δ0 ∈ S. Since the function χ0 is compactly supported, it follows that it belongs to the
class C∞0 .
As we note in Sec. 4.2, the space L(1) is a Banach algebra with respect to the convolution treated
as the multiplication operation, it is embedded into L1, and f ∗ g ∈ L(1) provided that f ∈ L(1) and
g ∈ L1. The Wiener theorem is also valid for this algebra.
Indeed, let f ∈ L(1) and 1 + f̂(t) = 0 for any real t. Then, due to the Wiener theorem, there exists
a function g from L1 such that 1+ ĝ = (1+ f̂ )−1, i.e., f̂ + ĝ+ f̂ ĝ = 0. Taking into account (4.3.6) and
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the injectivity of the Fourier transformation, this implies that f + g+ f ∗ g = 0. Since the convolution
f ∗ g belongs to L(1), it follows that g = −f − f ∗ g also belongs to L(1).
Recall that, according to Sec. 1.7, the symbol C denotes the space of all continuous and bounded
functions x(t), t ∈ R. This space is a Banach algebra with respect to the pointwise operators and the
sup-norm |x|0. The symbol C0 denotes the subalgebra of functions x from C vanishing at infinity. Let
M0 denote the image of L(1) under the Fourier transformation. By virtue of (4.3.6), the space M0 is
a Banach algebra with respect to multiplication, its norm is defined by the relation
|y| = |g|L(1) , y = ĝ, (4.3.17)
and it is embedded into C0.
The next lemma shows that M0 is densely embedded in C0.
Lemma 4.3.2. The class R of rational functions such that their restrictions to the real line belong to
C0 is dense in the Banach algebra M0.









ei(ζ−s)tdt = −(s− ζ)−1, Im ζ < 0.
According to (4.3.1), they can be represented in the form




ieiζt, t > 0,
0, t < 0,
Im ζ > 0, f−(t) =
{
0, t > 0,
ieiζt, t < 0,
Im ζ < 0.
Differentiating the relation (4.3.18), we arrive at the following description of the class of functions
f from L(1) such that their Fourier transforms belong to R: on each semiaxis ±t > 0, the function
f(t) is a finite sum of terms of kind p(t)eiζt, where ±ζ > 0. It remains to note that, by virtue of
Lemma 4.2.3, the class of functions of this kind is dense in L(1).
Let M denote the space of all functions x from C such that the multiplication operator y → xy is
bounded in M0; it is endowed with the norm
|x| = |x|L(M0). (4.3.19)
It is easy to see that the space M is embedded into C with respect to this norm, i.e., the estimate
|x|0 ≤ C0|x|M (4.3.20)
holds, where C0 is a positive constant independent of x.
Indeed, in notation (4.3.17), we have the relation xĝ = f̂ . Then, by definition, the following
inequality is valid:
|f |L(1) ≤ |x|M |g|L(1) .
Therefore, for any real a, the following inequality is valid:
|x(a)ĝ(a)| ≤ |f |L1 ≤ |f |L(1) ≤ |x|M |g|L(1) .
Let g(t) = ga(t) be the function coinciding with e






Now, it suffices to verify that
C0 = sup
a
|ga|L(1) < ∞. (4.3.21)
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It is obvious that one can assume (without loss of generality) that s(t) = 0 provided that |t| ≥ 1.
Hence, the function s ∗ ga vanishes outside the segment [−1, 2]. It is obvious that |ga|L1 = |ga|L2 = 1.
Hence, due to Theorem 4.2.2, the function s ∗ ga belongs to L2 and satisfies the estimate
|s ∗ ga|L2 ≤ C1,
where C1 is the L
2-norm of the operator of the convolution with s. By virtue of the Hölder inequality,
this implies the inequality |s ∗ ga|L1 ≤
√
3A1. Thus, according to Definition (4.2.16) of the L
(1)-norm,
we arrive at the estimate (4.3.21) with the constant C0 = 1 +
√
3C1.
From the definition ofM and (4.3.20), it follows that the spaceM is a Banach algebra with respect to
multiplication. Its elements are called L(1)-multipliers. They can be treated as the Fourier transforms
of generalized functions u from S ′ such that the operator of the convolution with them is bounded in
L(1). It is obvious that the functions ŝ and f̂ , where f ∈ L1, are L(1)-multipliers. Another example of
L(1)-multipliers are the Fourier transforms of δ-functions ̂δa(t) = e
−at: due to (4.2.11), the operator
of the convolution with each such function serves as a translation operator. Since these operators
f(t) → f(t− a) are bounded in L(1) uniformly with respect to a ∈ R, it follows that the function eiat
belongs to M and their norms |eiat|M are uniformly bounded. The general theory of multipliers and
related operators invariant with respect to translations is presented, e.g., in [27, 76].
Let M1 denote the closure of the set of finite sums
∑
cke
iakt in M . By virtue of (4.3.20), almost
periodic functions belong to the space M1. In other words, in notation of Sec. 1.7, the space M1
is a Banach algebra embedded into C1. According to Lemma 4.3.1 and the terminology of Sec. 1.7,
functions of the kind
x(t) = x1(t) + ŝ(t)x2(t) + y(t), xj ∈ M1, y ∈ M0,
are semi-almost periodic.
4.4. Convolution-Type Operators on the Real Line




k(t0, t)f(t0 − t)ϕ(t)dt, t0 ∈ R. (4.4.1)
We assume that k(t0, t) is a continuous and bound function, i.e., a function from the space C
0(R×R).
It is not included in the operator notation, but the operator does depend on it. If k(t0, t) = 1, then
the operator passes to the convolution operator R(f)ϕ = f ∗ ϕ, i.e., the symbol K is replaced by R
in this case. It is easy to describe conditions for k, providing the boundedness or compactness of the
operator K(f) in the spaces Lp(R), 1 ≤ p < ∞, Cμ(R), 0 < μ < 1, and C1,μ(R).
Theorem 4.4.1.
(a) Let k(t0, t) ∈ Cμ+0(R × R). Then the operator K(f) is bounded in the spaces Lp(R) and Cμ(R)
and its norm admits the estimates
|K(f)|L(Lp) ≤ |k|C0 |f |L, |K(f)|L(Cμ) ≤ |k|Cμ |f |L, (4.4.2)
where the norm in C0 is the sup-norm.




k(t0, t) = 0, n = 1, 2, . . . , (4.4.3)
then the operator K(f) is compact in these spaces.
(b) Let k ∈ C1,μ+0(R × R). Then the operator K(f) is bounded in the space C1,μ(R). If this holds









then the operator K(f) is compact in this space.
Proof. The boundedness of the operator K(f) in Lp and the estimate (4.4.2) are proved in the same
way as Theorem 4.3.1(a).
Let the condition (4.4.3) be satisfied. Due to Theorem 1.2.3, the set of compact operators is closed
with respect to the operator norm. Therefore, by virtue of the density of the class C∞0 (R) and L(R)
and the estimates (4.4.2), without loss of generality one can assume that f ∈ C∞0 . Take a cut-off
function χ from C∞0 on supp f and take into account the fact that the expression k(t0, t)f(t0 − t) is
not changed if we multiply it by χ(t0 − t). Therefore, changing k(t0, t) for k(t0, t)χ(t0 − t) and taking
into account (4.4.3), one can assume (without loss of generality) that k(t0, t) → 0 as |t| + |t0| → ∞.
Then the function k can be approximated with respect to the sup-norm by continuous compactly
supported functions. Taking into account Lemma 2.2.1, one can assume (without loss of generality)
that k ∈ C∞0 (R× R). Then the compactness of the operator K(f) in the space Lp is obvious.




k(t0, t0 − t)f(t)ϕ(t0 − t)dt. (4.4.5)
This immediately yields the second estimate of (4.4.2).
Let k ∈ Cν(R × R), ν > μ, and the condition (4.4.3) be satisfied. By virtue of Theorem 2.1.2 and
Lemma 2.2.1, the sequence {kn(t0, t)} belongs to C∞0 (R × R) and converges to k(t0, t) with respect
to the norm of the space Cμ. Therefore, as above, taking into account the estimate (4.4.2), one can
assume that f ∈ C∞0 (R) and k(t0, t) ∈ C∞0 (R×R), which guarantees the compactness of the operator
K in the space Cμ.
If k ∈ C1,μ(R × R), then the relation (4.4.5) can be differentiated under the integral sign, which
leads to the relation
[K(f)ϕ]′ = K1(f)ϕ+K(f)ϕ′, (4.4.6)
where the operator K1 is defined similarly to (4.4.1) with respect to the function (4.4.4). This
immediately yields the boundedness of the operator K in C1,μ.
Further, let the condition (4.4.3) be satisfied for both functions k and k1. Then, by virtue of (a),
both operators K(f) and K1(f) are compact in the space Cμ. Then, taking into account (4.4.6), we
conclude that the operator K(f) is compact in C1,μ.
Actually, the belonging of k to Cμ+0 is too strong for estimates (4.4.2). In the Lp-case, it suffices to
require the function k(t0, t) to be just bounded. In the C
μ-case, the said condition can be changed for
the belonging of k to Cμ. We impose the said condition so that the assumptions of different assertions
can be unified.




and the function b(t) possesses the same property. Then the relations
aR(f) ∼ R(f)a, aR(f)bR(g) ∼ abR(f ∗ g) (4.4.8)
are valid for all functions f and g from L(R), where ∼ means that the left- and right-hand sides are
equal modulo T (Lp) of compact operators and a and b are treated as multiplication operators.
If we additionally assume that a and b belong to Cμ+0(R), then these relations also hold with
respect to T (Cμ). In the same way, if a and b belong to C1,μ+0(R) and the derivatives a′ and b′ also
possess the property (4.4.7), then the relations (4.4.8) also hold with respect to T (Cμ).
Indeed, the first relation of (4.4.8) follows from Theorem 4.4.1 since the function k(t0, t) = a(t0)−
a(t) satisfies the condition (4.4.6). The second relation follows from the first one: aR(f)bR(g) ∼
aR(f ∗ g)b ∼ abR(f ∗ g).
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An analog of Theorem 4.4.1 holds in the case where the function s from (4.2.15) plays the role of
f and (4.4.1) is treated as a singular integral.
Theorem 4.4.2.
(a) Let k(t0, t) ∈ Cμ+0(R × R). Then the singular operator K(s) is bounded in the spaces Lp(R),
p > 1, and Cμ(R), 0 < μ < 1. If the above holds, k(t, t) ≡ 0, and the condition (4.4.3) is satisfied,
then the operator K(s) is compact on these spaces.
(b) Let k ∈ C1,μ+0(R × R). Then the operator K(s) is bounded in the space C1,μ(R). If the above
holds, k(t, t) ≡ 0, and the condition (4.4.3) holds for both functions k and k1 in (4.4.5), then K(s)
is a compact operator.





also belongs to the class Cμ+0. Therefore, by Theorem 4.4.1, the operator K0(f0) defined
by k0(t0, t) and f0(t) = |t|εs(t) similarly to (4.4.1) is bounded in the spaces Lp and Cμ. If k(t0, t)
satisfies the condition (4.4.3), then the function k0 also satisfies it. Then the operator K0(f0) is
compact in these spaces. Since K(s)ϕ = a(s ∗ ϕ) + K0(f0)ϕ, where a(t) = k(t, t), it remains to use
Theorem 4.2.2.
Representing the operator K(s) in the form (4.4.5) and using Lemma 3.4.2, we obtain the differen-
tiation relation [K(s)ϕ]′ = K1(s)ϕ + K(s)ϕ′ similar to (4.4.6). By virtue of this relation, we arrive at
the validity of (b).
From Theorem 4.4.2, similarly to (4.4.8), one can easily deduce the relations
aR(s) ∼ R(s)a, aR(s)bR(g) ∼ bR(g)aR(s) ∼ abR(s ∗ g), (4.4.9)
where ∼ means the same as above, g ∈ L(1), and the functions a and b belong to C+0(R) and have
limits (4.4.7) at infinity. If this holds and a and b belong to Cμ+0(R), then these relations also hold
modulo T (Cμ).
For the operator aR(f), the compactness condition given by (4.4.3) is reduced to the condition
a(t) → 0 as t → ∞. The next lemma shows that this is also a necessary compactness condition.
Lemma 4.4.1. Let a function χ(t) from Cμ+0(R) admit limits (4.4.7) and at least one of them be
different from zero. Then the compactness of the operator aR(f), f ∈ L1, in the space X = Lp or Cμ
implies the relation f = 0.
Proof. For definiteness, assume that a(+∞) = 0. Let a function χ from C∞(R) be identically equal
to 1 in a neighborhood of +∞ and be identically equal to zero in a neighborhood of −∞. Then
aR(f) ∼ a(+∞)χR(f) and one can assume (without loss of generality) that a = χ.
First, we show that
f ∗ ϕ = 0, ϕ ∈ C∞0 . (4.4.10)
Fix ϕ from C∞0 and assign ϕn(t) = ϕ(t−an), where an → +∞. The sequence ϕn is uniformly bounded
in X. Then, by the definition of compact operators, there exists a sequence χR(f)ϕnk converging in
X; denote its limit by ψ. Redenoting ϕnk by ϕn, we have the relation
|χR(f)ϕn) − ψ|X ≤ αn, lim
n→∞αn = 0. (4.4.11)
Let a sequence fk from C∞0 converge to f from L1. Then the following inequality holds for this
sequence:
|χR(f − fk)ϕn|X ≤ βk, lim
k→∞
βk = 0. (4.4.12)
The operator R(f) commutes with the translation operators (Tnϕ)(t) = ϕ(t−an). Hence χR(fk)ϕn =
χR(fk)Tnϕ = χTn(fk ∗ ϕ). Since fk ∗ ϕ ∈ C∞0 , it follows that the support of the function Tn(fk ∗ ϕ)
lies in a fixed neighborhood of +∞ provided that n ≥ nk and n is sufficiently large. One can assume
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that χ = 1 in this neighborhood. Then χR(fk)ϕn = Tn(fk ∗ϕ), n ≥ nk. Combining this with (4.4.11)
and (4.4.12), we deduce the inequality
|Tn(fk ∗ ϕ)− ψ|X ≤ αn + βk, n ≥ nk. (4.4.13)
For any segment I there exists a number n′k such that n
′
k ≥ nk and the support of the function
Tn(fk ∗ ϕ) does not intersect I. Then, taking into account (4.4.13) and the norm definitions in the
spaces X = Lp and Cμ, we deduce the inequality
|ψ|X(I) ≤ C(αn + βk), n ≥ n′k,
where C is a positive constant depending only on I. Pass to the limit as n → ∞. Then pass to the
limit as k → ∞. We arrive at the relation ψ = 0.
Assuming that ψ = 0 in (4.4.13) and taking into account the fact that T−1n are uniformly bounded
in L(X), we obtain the estimate |fk ∗ ϕ|X ≤ C(αn + βk), n ≥ k. Pass to the limit as n → ∞. Then
pass to the limit as k → ∞. We arrive at the validity of (4.4.10).
From (4.4.10), it follows that f ∗χε = 0, where χε is introduced by (4.2.6). By virtue of Lemma 4.2.1,
passing to the limit as ε → 0, we obtain that f = 0.
To conclude, we provide the criterion of the Fredholm property for the following operators of the
Wiener–Hopf type:
N = 1 + χ(Rf)χ, (4.4.14)
where f ∈ L1(R) and χ(t) is a smooth function identically equal to 1 (0) in a neighborhood of t = −∞
(t = +∞). By virtue of (4.4.8), one of the factors χ on the right-hand side of (4.4.14) can be omitted
since it does not affect the Fredholm property and the index N .
The Fredholm property is provided in terms of the Fourier transform of the function f . The vector
case is also covered: the operator N acts in the space of l-vector-functions on the line and f(t) is an
l × l-matrix-function.
Theorem 4.4.3. The operator N has the Fredholm property in the spaces Lp(R) and Cμ(R) if and
only if
det[1 + f̂(s)] = 0, s ∈ R. (4.4.15)
If this holds, then
indN = − 1
2π





Proof. Let X denote any of the Banach spaces Lp(R) and Cμ(R). Let A denote the class of all
continuous l × l-matrix-functions of the kind
x(s) = c+ f̂(s), s ∈ R, (4.4.17)
where f ∈ L1(R) and c ∈ Cl×l. According to Sec. 1.5, this is a Banach algebra with respect to the
pointwise operations and the “transported” norm |x| = |c|+ |f |L1 . Obviously, it is densely embedded
into the Banach algebra C of all matrix-functions x(s) possessing the limit x(∞) = limx(s) as s → ∞,
endowed with the sup-norm.
In terms of the algebra A, the Wiener theorem from Sec. 4.3 can be reworded as follows: if x(s) ∈ A
and det x(s) = 0, s ∈ R ∪ {∞}, then the inverse matrix-function x−1(s) belongs to A. Taking into
account Lemma 4.3.2, we conclude that the embedding A → C satisfies the condition of Theorem 1.4.2.
According to this theorem, the conditions x ∈ G0(A) and x ∈ G0(C) are equivalent provided that
x ∈ G(A). On the other hand, we know from Sec. 1.4 that the unit component G0(C) can be described









is the Cauchy index. Hence, this is also valid for A.
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Using notation (4.4.17), to any function x from A, assign the operator Ψx = λ + χ(Rf)χ. In
particular, in this notation, the operator (4.4.14) is equal to Ψ(1 + f̂). By virtue of (4.4.8), the
relations χR(f) ∼ R(f)χ ∼ χR(f)χ hold modulo T (X) of compact operators. This easily implies
that ΨxΨy ∼ Ψ(xy) for all x and y from A. In other words, the linear bounded map Ψ : A → L(X)
satisfies the condition of Theorem 1.4.3. From this theorem, it follows that the condition (4.4.15) is
sufficient for the Fredholm property of the operator N = Ψx, x = 1 + f̂ , and the relation Indx = 0
implies the relation indN = 0.





, 1, . . . , 1
)
(4.4.19)
such that Ind a = 1. From (4.3.18), it follows that
(s − i)(s + i)−1 = 1− 2f̂+(s), (s + i)(s− i)−1 = 1− 2f̂−(s),
f+(t) =
{
0, t > 0,
et, t ≥ 0,
f−(t) =
{
e−t, t ≤ 0,
0, t < 0.
(4.4.20)
The integer-values function Ind from (4.4.18) possesses the group property Indxy = Indx + Ind y.
Therefore, if x ∈ G(A) and m = Indx, then ind(xa−m) = 0 and, therefore, xa−m ∈ G0(A). Thus,
taking into account Theorem 1.4.3, we have the relation 0 = indΨ(xa−m) = indΨx − m indΨa.
Substituting the value m = Indx to the last relation, we obtain the relation indΨx = (indΨa) Indx.
Hence, the proof of (4.4.16) is reduced to the proof of the relation
indΨa = −1. (4.4.21)
For any diagonal operator matrix, its index is equal to the sum of indices of its diagonal elements.
Hence, according to (4.4.19), without loss of generality, we can restrict the investigation to the scalar
case, i.e., the case where l = 1. Then a(s) = (s − i)/(s + i) and, in notation (4.4.20), the operators
N± = Ψ(a±1) are defined by the relation
N± = 1− 2χ(Rf±)χ. (4.4.22)
In the same way, define Ñ± for a step function χ̃(t) equal to 1 (0) for t ≤ 0 (t > 0). Since f±(t) ≡ 0
for ±t ≥ 0, it follows that
χ̃(t0)f−(t0 − t)[(1− χ̃(t)] ≡ [(1 − χ̃(t0)]f+(t0 − t)χ̃(t) ≡ 0
on the whole plane. Hence, we have the relation
χ̃(R−f)(1− χ̃) = (1− χ̃)(R+f)χ̃ = 0. (4.4.23)
According to (4.4.20), the product (1− 2f̂+)(1− 2f̂−) is equal to 1, whence f+ + f− = 2f+ ∗ f− and,
therefore,
Ñ−Ñ+ = 1− 4χ̃(Rf−)(Rf+)χ̃+ 4χ̃(Rf−)χ̃(Rf+)χ̃.
By virtue of (4.4.23), this implies the relation
Ñ−Ñ+ = 1. (4.4.24)
In the space X = Lp, the difference between the operators N± and Ñ± is compact. It follows
from (4.4.24) that Im Ñ− = X. On the other hand, the kernel ker Ñ− is described explicitly. If











for t0 ≤ 0 due to (4.4.20). Hence, the function y(t) = etϕ(t) satisfies the differential equation y′ = 2y
on the semiaxis (−∞, 0), whence there exists a constant c such that ϕ(t) = cet for t ≤ 0. Thus, the
kernel ker Ñ− is one-dimensional and ind Ñ− = 1. Thus, the relation (4.4.21) is proved for X = Lp.
In the case where X = Cμ(R), the above argument is to be changed since the operation of the
multiplying by the function χ̃ yields the product outside X in this case. Let X̃ denote the extension of
X obtained as follows: we add functions constant on the semiaxes ±t ≥ 0; note that dim X̃ = dimX+1.
From (4.4.20), it is clear that the convolution (Rf±)χ̃ = f± ∗ χ̃ belongs to C0,1(R). Therefore, the
operators Rf± boundedly map X̃ to X and, therefore, the operator N± treated as an operator in X̃
has the same index as the operator N± treated as an operator in X. On the other hand, the operator
Ñ± belongs to L(X̃) and the difference between it and N± from L(X̃) is compact. Since ind Ñ± = ∓1
(as above), the validity of the relation (4.4.21) also for the space X = Cμ follows.
To complete the proof of the theorem, it remains to verify that the condition (4.4.15) is necessary
for the Fredholm property of the operator (4.4.14). Assume the converse: there exists x from A such
that N = Ψx is a Fredholm operator, but there exists a real s0 such that detx(s0) = 0.
Let R be the subalgebra of rational functions in C; according to 4.3.2, it is dense in A. Thus,
there exists a sequence of real numbers xn converging to x in A. Since the operator Ψ : A → L(X)
is continuous, it follows that Ψxn → Ψx in L(X) and, by virtue of Theorem 1.3.1, the operators Ψxn
possess the Fredholm property provided that n is sufficiently large. Since xn(s0) → 0 as n → ∞, it
follows that there exists a sequence of eigenvalues λn of the matrix xn(s0) from C
l×l converging to
zero. Therefore, changing xn(s) for xn(s)− λn, one can assume (without loss of generality) that the
original function x(s) belongs to R.
For simplicity, assume that s0 is the only k-multiple zero of the function detx(s). By the condition,
there exists a nonzero vector ξ from Cl such that x(s0)ξ = 0. Let the matrix p from C
l×l be the
projector of Cl on the one-dimensional subspace spanned by the vector ξ. Then x(s0)p = 0 and,
therefore, the function x1(s) = x(s)[r
−1(s)p + 1 − p], where r(s) = (s − s0)/(s + i), is analytic in a
neighborhood of the point s0. However, det x1(s) = r
−1(s) detx(s) and, therefore, the multiplicity of
the zero of the function x1 is equal to k−1. Repeating this procedure, we represent the matrix-function
x(s) by the product




where the factor x0 is invertible in A, while pj from C
l×l are one-dimensional projectors.
Replace s0 by s0±i/n, n = 1, 2 . . ., in this expansion and denote the obtained value by x±n . Then x±n
are invertible in A and x±n → x in A as n → ∞. From Definition (4.4.18) and the argument principle
for analytic functions, it follows that
Indx+n = Indx−n . (4.4.25)
By virtue of the continuity of Ψ, the sequence of the operators Ψx±n tends to Ψx in L(X). Hence, due
to Theorem 1.3.1, for sufficiently large n, they are Fredholm operators and their indices coincide
with indΨx. On the other hand, due to the index relation proved above, we have the relation
indΨx±n = − Indx±n . Thus, we arrive at a contradiction with (4.4.25), which completes the proof
of the theorem.
A detailed presentation of the theory of Wiener–Hopf operators can be found, e.g., in [23].
4.5. Multiplicative Convolutions on the Semiaxis
Consider the homogeneous spaces Cμ0 (R+), C
1,μ
0 (R+), and L
p
0(R+) on the semiaxis R+ = (0,∞) of
the real line and the corresponding weight spaces Xλ(R+; 0,∞), where X denotes any of the symbols
Cμ, C1,μ, and Lp, with the weight order λ = (λτ , τ = 0,∞). Thus,
Xλ(R+; 0,∞) = ρλX0(R+), ρλ(t) = tλ0(1 + t)λ∞−λ0 . (4.5.1)
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For λ0 = λ∞, i.e., for λ ∈ R, this space is denoted by Xλ = Xλ(R+) and (4.5.1) passes to Xλ = tλX0.
Due to Lemma 2.8.1, the space Cμμ(R+) can be defined by the equivalent norm
|ϕ|Cμμ = sup
t>0
t−μ|ϕ(t)| + [ϕ]μ. (4.5.2)












Using the next lemma, one can describe the general space given by (4.5.1) in terms of the spaces Xλ,
λ ∈ R.
Lemma 4.5.1. Let X denote Cμ, Lp, or C1,μ. Then




max(λ1, λ2), τ = 0,
min(λ1, λ2), τ = ∞,
λ−τ =
{
min(λ1, λ2), τ = 0,
max(λ1, λ2), τ = ∞,
and the following embeddings of Banach spaces hold:
Xλ1 ∩Xλ2 ⊆ Xλ ⊆ Xλ1 +Xλ2 , λ1 ≤ λ ≤ λ2. (4.5.5)
Proof. For definiteness, we prove the claim of the lemma for the case where X = Lp. For the given
weight order λ = (λ0, λ∞), the space L
p
λ(R+; 0,∞) can be described by means of the restrictions of
its elements ϕ to the intervals J0 = (0, 1) and J1 = (1,∞) as follows:
ϕ|J0 ∈ Lpλ0(J
0, 0), ϕ|J1 ∈ Lpλ∞(J
1,∞).
The norm equal to the sum of the norms of the functions ϕ|Jk in the specified spaces is equivalent
to the norm of ϕ in Lpλ(R+; 0,∞). The family {L
p
ν0(J
0, 0)} is a monotonously decreasing function
of the variable λ0 with respect to the embedding of Banach spaces. The family {Lpλ∞(J
1,∞)} is a
monotonously increasing function of the variable λ∞ with respect to the embedding of Banach spaces.
Taking into account Lemma 1.1.2 on the definition of the norm in the space Xλ1+Xλ2 , we immediately
deduce both assertions of the lemma.
By virtue of Theorem 2.7.2, Theorem 2.9.2, and Theorem 4.1.1, the weight exponential transforma-
tion Eλ acting according to the relation
(Eλϕ)(− ln t) = tλϕ(t), t > 0, (4.5.6)
isomorphically maps the Banach space Xλ(R+) to the Banach space X(R).
For functions defined on the semiaxis, the multiplicative convolution is defined by the integral












, t0 > 0. (4.5.7)
This convolution passes to the additive one under substitution (4.5.6), i.e.,
Eλ(f  g) = (Eλf) ∗ (Eλg). (4.5.8)
In particular, for the multiplicative convolution, the estimate (4.2.4) takes the form
|f  ϕ|Xλ ≤ |f |L1λ|ϕ|Xλ , X = L
p, Cμ. (4.5.9)





1− t , χ ∈ C
∞
0 (R+), χ(1) = 1. (4.5.10)
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Indeed, if we endow (temporarily) the functions s and χ in (4.2.15) with the symbol R and apply the





hence, χ satisfies the conditions (4.5.10).
Thus, taking to account (4.5.8), we see that Theorem 4.2.2 applied to the multiplicative convolution
with the function (4.5.10) remains valid also for the spaces Cμλ and L
p
λ (p > 1).
The substitution (4.5.6) maps L(1)(R) onto the corresponding space L
(1)
λ (R+) and the space L
1,p
λ (R+)
has a similar meaning. It is obvious that L1,pλ = t
λL1,p0 and the space L
1,p
0 can be described (similarly





2iλ|ϕ(2−it|Lp(I), I = [1/2, 1].
Respectively, Lemma 4.2.3 can also be reworded for the case considered, i.e., the space L1,pλ , p > 1, is
embedded into L
(1)






(1 + | ln t|)αt−pλ−1|f(t)|pdt < ∞, α > p. (4.5.11)













, t0 > 0, (4.5.12)
defined by an L1λ-function f , and the corresponding singular operator K(s). As above, for these
operators, Theorems 4.4.1 and 4.4.2 and Lemma 4.4.1 can be reworded as follows.
Theorem 4.5.1.
(a) Let a function ˜k(s0, s) = k(e
s0 , es) belong to Cν(R × R), where 0 < ν < 1 and λ ∈ R. Then the
operators K(f), f ∈ L1λ, and K(s) are bounded in the spaces L
p
λ, 1 < p < ∞, and C
μ
λ , 0 < μ < ν,
and their norms admit the estimates
|K(f)|L(Xλ) ≤ |k|Cμ |f |Lλ , |K(s)|L(Xλ) ≤ |k|Cν for X = L





k(t0, t) = lim
t→∞,
1/n≤t0/t≤n
k(t0, t) = 0, n = 1, 2, . . . , (4.5.14)
is satisfied, then the operator K(f) is compact in these spaces. If the said condition is satisfied
and k(t, t) ≡ 0, then K(s) possesses the same property.
(b) If ˜k(s0, s) = k(e
s0 , es) ∈ C1,ν(R×R), then the operators K(f) and K(s) are bounded in the space
C1,μ. If the corresponding conditions of (a) are satisfied for the functions k(t0, t) and







then these operators are compact.
(c) Let k(t0, t) = a(t0)a(t), where a ∈ Cν0 (R+), ν > μ, the limits
a(0) = lim
t→0
a(t), a(∞) = lim
t→∞ a(t)
exist, and at least one of these limits is different from zero. Then the compactness of the operator




λ implies that f = 0.
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Similarly to (4.5.11), the condition ˜k(s0, s) = k(e




|k(2−it0, 2−jt)|Cν(I×I) < ∞, I = [1/2, 2]
(no exponential substitution is used). According to Lemma 2.7.1, this condition is satisfied for any
function k(t0, t) from C
ν
0 (R+ × R+). In particular, as in the case of Lemma 2.7.1, we verify that the
last class contains any bounded function k(t0, t) from C
























≤ C, t0 > 0, t > 0.





t−ζ−1f(t)dt, Re ζ = λ. (4.5.15)
Comparing this relation with (4.3.1) and (4.5.6), we see that
(Pλf)
∧(it0) = (Mf)(λ+ it0). (4.5.16)







tζ(Mf)(ζ)dζ, t > 0, (4.5.17)
where the function Mf is assumed to be summable and the relation itself is assumed to be a.e. valid.
Relation (4.5.16) shows that the transformation M embeds the convolution algebra L(1)λ (R+) into
the algebra of continuous on the line Re ζ = λ functions vanishing at infinity. In Sec. 1.7, this algebra
is denoted by C0[λ]. The algebra C[λ] of continuous bounded functions has a similar meaning. Using
the transformation x(ζ) → x̃(t) = x(λ+ it), one can “transport” the Banach algebras M0 and M from
the real line to the line Re ζ = λ such that their norms are preserved under this transport. These
algebras are denoted by M0[λ] and M [λ] respectively. Also, the relation (4.5.16) shows that M0[λ] is
the image of L
(1)
λ (R+) under the transformation M with the transported norm and the norm in M [λ]
is defined by the relation
|x| = sup |xy|M0[λ], (4.5.18)
where sup is taken over all y from the unit ball of M0[λ]. It is obvious that an estimate similar to
(4.3.20) is preserved for this norm. As in the case of the real line, elements of the Banach algebra
M [λ] are called L
(1)
λ -multipliers.
For the Mellin transformation, the analog of the relation e−asf̂(s) = [f(t− a)]∧(s) is the relation
δζ(Mf)(ζ) = M[f(δt)](ζ) (4.5.19)
meaning that the function δζ is a multiplier. The closure of the set of finite linear combinations of such
functions with respect to norm (4.5.18) is the subalgebra M1[λ] ⊆ M [λ] of almost periodic functions.
For any f from C∞0 (R+), the relation (4.5.15) defines an entire function on the complex plane ζ.











into the Banach algebra C0[λ1, λ2] of functions continuous in the band [λ1, λ2] = {λ1 ≤ Re ζ ≤ λ2},
analytic inside this band, and vanishing at infinity. This algebra and the similar algebra C[λ1, λ2] are




Mellin transformation and M [λ1, λ2] ⊆ C[λ1, λ2] denotes the Banach algebra of multipliers with the
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norm similar to (4.5.18). The subalgebra M1[λ1, λ2] ⊆ M [λ1, λ2] of almost periodic functions has a
similar meaning.
For example, the integral (4.5.15) is singular for the function (4.5.10), and the Mellin transform
(Ms)(ζ) of the function (4.5.10) belongs to M [λ1, λ2]. Similarly to Lemma 1.8.3, it is justified that
the function (Ms)(ζ) is analytic on the whole plane and its derivative coincides with the Mellin
transform of the function f(t) = (− ln t)s(t) belonging to C∞0 (R+). According to Lemma 4.3.1, it
belongs to C[λ1, λ2] and tends to ±1 as Im ζ → ±∞ uniformly in the band [λ1, λ2]. Theorem 4.2.2 for
the multiplicative convolution, combined with Lemma 4.5.1, means that the function Ms belongs to
M [λ1, λ2].










for t > 0,
where the complex number w does not belong to R \ R+. Taking into account (4.5.10), we conclude




(1 + | ln t|)αt−λ−1|fk(t)|qdt < ∞, k = 0, 1,
provided that α > 0, q > 0, and −1 < λ < 0. Hence, due to criterion (4.5.11), these functions belong
to Lq,1λ and, therefore, Mf1 ∈ M0[λ1, λ2] and Mf2 ∈ M [λ1, λ2] for −1 < λ1 < λ2. The explicit
























, − 1 < Re ζ < 0,
(4.5.20)
where the branch of the power function wζ is fixed by the condition | argw| < π.






(ln t)ntζ0−ζ−1dt = − 1
(ζ − ζ0)n+1









, Re ζ < Re ζ0,
(4.5.21)
where n = 0, 1, . . ., to verify that the function x(ζ) = (ζ − ζ0)−n−1 belongs to M0[λ1, λ2] provided
that the band [λ1, λ2] does not contain the point ζ0. Thus, any rational function vanishing at infinity
and such that its poles are located outside the said band belongs to M0[λ1, λ2]. Relations (4.5.21)
show that, for any two points ζ1 and ζ2 satisfying the condition Re ζ1 < λ1 < λ2 < Re ζ2, the class
of functions x(ζ) of the kind x(ζ) = p(ζ)(ζ − ζ1)−n1(ζ − ζ2)−n2 , where nj are arbitrary nonnegative
integers and the power of the polynomial p(ζ) is less than n1 + n2, is dense in the Banach algebra
M0[λ1, λ2].
To conclude, we provide the following property of the Banach algebra M0[λ1, λ2].
Lemma 4.5.2. Let the restriction of a function x(ζ) from C[λ1, λ2] to the boundary lines of the band
belong to M0[λj ], j = 0, 1. Then x ∈ M0[λ1, λ2].
Proof. By the condition, there exist fj from L
q,1
λj
, j = 1, 2, such that
x(ζ) = (Mfj)(ζ), Re ζ = λj. (4.5.22)
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According to Lemma 4.5.1, it suffices to prove that f1 = f2. Let us prove this for the case where
fj ∈ Lλj , i.e., for more general case.
First, we assume that x ∈ C0[λ1, λ2] and the functions x(ζ) are integrable on the lines Re ζ = λj .







tζx(ζ)dζ, t > 0. (4.5.23)




Since the integrals with respect to the horizontal segments tend to zero as n → ∞, it follows that
both integrals at the right-hand side of (4.5.23) are equal (after the passing to the limit).
In the general case, we use the construction of the convolution with the averaging kernel in the








It is obvious that the function χε(t) = ε
−1χ(t1/ε) possesses a similar property and its Mellin transform
(Mχε)(ζ) is equal to (Mχ)(εζ). Taking into account (4.5.22), we arrive at the relation
(Mχ)(εζ)x(ζ) = [M(χε ∗ fj)](ζ), Re ζ = λj.
Since the function at the left-hand side of this inequality belongs to C0[λ1, λ2] and is integrable on
the lines Re ζ = λj , it follows from the assertions proved above that
χε ∗ f1 = χε ∗ f2. (4.5.24)
On the other hand, if f ∈ Lλ(R+), then the convolution χε ∗ f tends to f as ε → 0 with respect to
the norm of the space Lλ. Indeed, if f ∈ C∞0 (R+), then the following relation holds:































Since there exists a segment [δ, 1/δ] such that the function χ vanishes outside it, it follows that the
left-hand side of the last relation uniformly tends to zero. Therefore, it remains to verify that the
convolution operators R(χε) are uniformly bounded in Lλ. By virtue of (4.5.9), we have the estimate









which verifies that the claimed fact takes place indeed.
Thus, for both values j = 1, 2, the sequence of functions χε ∗ fj from (4.5.24) converges to fj as
ε → 0 with respect to the norm of the space Lλj . According to Sec. 4.1, they contain subsequences
a.e. converging to fj, which yields the relation f1 = f2 completing the proof of the lemma.
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4.6. Lp-Estimates of Integrals with Weak Singularities
Assuming thatG is a measurable set of Rk, 0 < α < k, and a(x, y) is a bounded piecewise-continuous






For ϕ from C(G) or from Cμ(G), this integral is considered in Sec. 1.9 and Sec. 3.2 respectively.
Theorem 4.6.1. Let G be a bounded set and ϕ ∈ Lp(G). Then the integral (4.6.1) defines a function
ψ from Lp(G) such that
|ψ|Lp ≤ |a|0|ϕ|Lp , |a|0 = sup
x,y
|a(x, y)|, (4.6.2)
where C is a positive constant depending only on α and the diameter R of the set G.
If this holds and the function a is continuous, then Kϕ = ψ is a compact operator in Lp.
Proof. Consider the function
f(x) =
{
|x|−α, |x| ≤ R,
0, |x| > R.
Obviously, it belongs to L1(Rk) and
|ψ(x)| ≤ |a|0|(f ∗ ϕ)(x)|,
i.e., the estimate (4.6.2) follows from (4.2.4).
To prove that the operator K defined by (4.6.1) is compact under the assumption that a ∈ C0(G×
G), consider the sequence {fn} from C∞0 (Rk) converging to f with respect to the norm of L1. It is





is compact in Lp(G) and the difference (K −Kn)ϕ satisfies the following estimate similar to (4.6.2):
|(K −Kn)ϕ|Lp ≤ C|a|0|f − fn|L1 |ϕ|Lp .
Therefore, the sequence {Kn} tends to K with respect to the operator norm, which means that the
operator K is also compact.
In [57] (see also [31]), the boundedness of the operators (4.6.1) in the space Lp is investigated (for
various values of p) in detail.
Consider the integral (4.6.1) with a weak singularity in the weight space Lpλ(G,F ); the boundedness
requirement for the measurable set G is taken off now, but the function a(x, y) is still assumed to be
continuous and bounded on G×G. Recall that if the set G is unbounded, then the point ∞ is to be
an element of F . According to Lemma 4.1.1, a sufficient condition of the summability of the function
|y− x|−αϕ(y) with respect to y in a small neighborhood of points τ from F is as follows: λτ > −k for
τ = ∞ and λ∞ − α < −k for τ = ∞.
Theorem 4.6.2. Let
ϕ ∈ Lpλ(G,F ), −k < λτ <
{
0, τ = ∞,
α− k, τ = ∞,
(4.6.3)
and the weight order ν satisfy the conditions
ντ = λτ , τ = ∞, ν∞ > k − α+ λ∞. (4.6.4)
Then the function ψ defined by (4.6.1) belongs to the class Lpν(G,F ) and the estimate
|ψ|Lpν ≤ C|a|0|ϕ|Lpλ (4.6.5)
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holds.
Proof. We use Theorem 4.6.1, which is also valid for bounded piecewise-continuous functions a(x, y).
Since the functions ϕ(y) and a(x, y) can be extended by zero to Rk, it follows (without loss of generality)





|x− y|α . (4.6.6)
In this case, ∞ belongs to F .
Let χτ be a continuous function identically equal to 1 in a neighborhood of τ and let its support be
contained in Bρ(τ) in notation (4.1.8). Then the function ϕ̃ = ϕ−
∑
τ
χτϕ is identically equal to in a
neighborhood of F . Therefore, if ˜ψ is defined via ϕ̃ similarly to (4.6.6), then, due to Theorem 4.6.1, the
function ˜ψ belongs to Lp outside any neighborhood of the set F and the corresponding norm estimate
holds. This function is continuous in a neighborhood of the finite points τ . Hence, taking into account
(4.6.3), we conclude that it belongs to Lpλτ (Bτ , τ). In a neighborhood of ∞, we have ˜ψ(x) = O(1)|x|
−α.




is finite. Thus, ˜ψ ∈ Lpντ (Bτ , τ) for τ = ∞.
Thus, according to (4.1.8), the function ˜ψ belongs to the space Lpλ(R
k, F ) and its norm satisfies the
estimate (4.6.5). Therefore, our task is reduced to the consideration of the function χτϕ. Redenoting
it by ϕ, one can assume that ϕ = 0 outside Bτ and the function ψ can be considered in Bτ .
It is obvious that it suffices to consider the following two cases separately: the case where τ = 0
and the case where τ = ∞. In the first case, λ = λ0 according to (4.6.3) and, therefore, the condition
−k < λ < 0 is satisfied. Redenoting |x|−λϕ(x) by ϕ(x) and doing the same with ψ, we reduce our task
to the proof of the following assertion.




|x|−λ|y|λ ϕ(y)dy|y − x|α , x ∈ B, (4.6.7)
belongs to Lp0(B, 0) in the domain B = {|y| ≤ 1} and the estimate
|ψ|Lp0 ≤ C|ϕ|Lp0 (4.6.8)
holds.






|y − x|α , i = 0,−1, . . . ,
in the spherical layer S = {1/2 ≤ |x| ≤ 2}. Represent each such function as follows:
ψ(2ix) = 2(k−α)i|x|−λ[ψ0i (x) + ψi(x) + ψ1i (x)], (4.6.9)
where ψ0i , ψi, and ψ
1
i are defined by the integrating over the domains |y| ≤ 1/4, 1/4 ≤ |y| ≤ 4, and
|y| ≥ 4 respectively.








where C is a positive constant independent of i. According to Theorem 4.1.1, this implies the inequality
|ψi|Lp(S) ≤ C|ϕ|Lp0 . (4.6.10)
Since |y − x| ≥ 1/4 for |y| ≤ 1/4 and |x| ≥ 1/2, we have the following obvious inequality for the
function ψ0i (x):




Combining it with the H’́older inequality (4.1.6), we obtain the estimate
max
S
|ψ0i (x)| ≤ C|ϕ|Lp0 . (4.6.11)
Since |y−x| ≥ |y|−2 ≥ |y|/2 for x ∈ S and |y| ≥ 4, we have (in the same way) the following inequality
for the function ψ1i (x):




This yields the inequality












where q = p/(p − 1) is the conjugate exponent. Since
∫
4≤|y|≤2−i





and the integral at the right-hand side of this relation does not exceed (2−i(λ+k−α)q + 4(λ+k−α)q), we
have the following estimate for ψ1i :
max
S
|ψ1i (x)| ≤ C2−i(λ+k−α)|ϕ|Lp0 . (4.6.12)
Combining inequalities (4.6.10)–(4.6.12), we obtain the following estimate for sum (4.6.9):
|ψ(2ix)|Lp(S) ≤ C(2i(k−α) + 2−iλ)|ϕ|Lp0 , i ≤ 0.
Since no term in the brackets exceeds 1, it follows from Theorem 4.1.1 that the estimate (4.6.8) holds.
Consider the second case, i.e., assume that τ = ∞. Again, denote |x|−λϕ(x) and |x|−νψ(x) by ϕ(x)





|x|−ν |y|λ ϕ(y)dy|y − x|α , x ∈ B.
According to (4.6.4), δ = ν − (k − α + λ) > 0 in the considered case. Hence, we have the following





|y − x|α , i = 0, 1, . . .
As above, we decompose this expression into three terms as follows:
ψ(2ix) = 2−δi|x|−ν [ψ0i (x) + ψi(x) + ψ1i (x)], (4.6.13)
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where ψ0i , ψi, and ψ
1
i are defined by the integrating with respect to the domains |y| ≤ 1/4, 1/4 ≤
|y| ≤ 4, and |y| ≥ 4 respectively.
The terms ψi and ψ
0
i still satisfy the estimates (4.6.10)–(4.6.11). The third one satisfies the estimate












where q = p/(p − 1) is the conjugate exponent. By the condition (4.6.3), the exponent λ + k − α is
negative for τ = ∞. Hence, the integral is well defined in the considered case. This yields the estimate
|ψ(2ix)|Lp(S) ≤ C(2−iδ)|ϕ|Lp0 , i ≥ 0.
Combining it with Theorem 4.1.1, we prove (4.6.8) for the second case.
It follows from Theorem 4.6.2 that if G is a bounded set, then the integral operator defined by
(4.6.1) is bounded in the space Lpλ(G,F ) provided that
−k < λ < 0. (4.6.14)
This is proved in [22]. Another proof if this result is provided in [44], where the result itself is presented













Taking into account (4.1.11) and passing to our notation, we reduce this condition to form (4.6.14),
which is simpler (it does not include the summability order p). This explains the convenience of the
use of weight spaces of the form Lpλ.
4.7. Lp-Estimates of Singular Integrals
Using Theorem 4.6.1 and the Calderón–Zygmund theorem from Sec. 4.2, one can easily extend
results of Secs. 3.4, 3.5, and 3.11 to the Lp-case.
Theorem 4.7.1. Let a kernel Q(y, ξ) from Cν(0)(G,H−k), where G is a measurable bounded set of
R
k, satisfy the condition (4.2.12) with respect to the variable ξ. Let ϕ ∈ Lp(G), p > 1.




Q(y, y − x)ϕ(y)dy, x ∈ G, (4.7.1)
exists for a.e. x and defines a function ψ from Lp(G) such that









|y − x|k−ν ,
where a(x, y) = |x− y|k−ν[Q(y, y−x)−Q(x, y−x)], is valid. By the definition of the class Cν(0) from
Sec. 3.1, we have the estimate
|Q(y, ξ)−Q(x, ξ)| ≤ |Q|Cν(0) |ξ|−k|x− y|ν .
Therefore, the claim of the theorem immediately follows from Theorem 4.6.1 and the Calderón–Zyg-
mund theorem from Sec. 4.2.
Now, let G be an arbitrary measurable set and F be a finite subset of its limit points containing
the point ∞ if G is unbounded.
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Theorem 4.7.2. Let a kernel Q(y, ξ) belong to C
ν(0)
0 (G,F ;H−k) and satisfy the condition (4.2.12)
with respect to the variable ξ. Let ϕ ∈ Lpλ(G,F ), where p > 1 and −k < λ < 0.
Then the singular integral given by (4.5.1) exists for a.e. x and defines a function ψ from Lpλ(G,F )
such that




Proof. Extending the function ϕ to Rk by zero, one can assume (without loss of generality) that G = Rk
(and, therefore, ∞ ∈ F ). Further considerations follow the scheme of the proof of Theorems 3.11.1
and 4.6.2.
First, we assume that the function ϕ is identically equal to zero in a neighborhood of F . Then there
exists a neighborhood of F such that ψ is continuously differentiable in this neighborhood. Then
ψ ∈ Lpλτ (Bρ(τ), τ) (4.7.3)
for finite points τ of F , where Bρ(τ) = {|x − τ | ≤ ρ} and ρ is sufficiently small. The estimate
|ψ(z)| ≤ C|z|−k is valid in a neighborhood of ∞. This means that if τ = ∞, then (4.7.3) holds in the




is finite. On the other hand, if the set G0 is bounded and there exists a neighborhood of the set F
such that G0 lies outside this neighborhood, then, due to Theorem 4.6.1, the function ψ belongs to
Lp(G0) and the corresponding estimate of its norm holds.
Thus, if a function ϕ is identically equal to zero in a neighborhood of F , then ψ belongs to the class
Lpλ(R
k, F ) and the corresponding estimate of its norm holds. Hence, it suffices to prove the theorem
under the assumption that there exists a domain Bρ(τ) containing the support of the function ϕ. As
in Sec. 3.10, it suffices to consider the two cases τ = 0 and τ = ∞. It is convenient to combine these
cases, considering ϕ in Lpλ(R
k, F ) with respect to F = {0,∞} and λ from R.




|y|λQ(y, y − x)ϕ(y)dy (4.7.4)




|y|λQ(2iy, y − x)ϕ(2iy)dy (4.7.5)
and assign
ϕi(y) = ϕ(2
iy), y ∈ S = {1/4 ≤ |y| ≤ 4},
ψi(y) = ψ(2



















holds for any summable function, it follows that the relation (4.7.4) in the spherical layer S0 can be









|y|λQ(2i−jy, 2−jy − x)ϕi−j(y)dy.
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|ψij |Lp(S), i = 0,±1, . . . (4.7.6)
By virtue of Theorem 4.7.1, we have the estimate
|ψi0|Lp(S0) ≤ C|ϕi|Lp(S), (4.7.7)
where C is a positive constant independent of i = 0,±1, . . .





|2−jy − x|k .
Since the inequalities |2−jy − x| ≥ 1/4 (provided that j ≥ 1) and |2−jy − x| ≥ |2−jy|/2 ≥ 2−j/8 hold






2−(k+λ)j , j ≥ 1,
2−λj , j ≤ 1.
(4.7.8)
Assigning σj = 1 for j = 0 and taking into account (4.7.7), we arrive at the inequality
|ψij |Lp(S0) ≤ Cσj|ϕi−j |Lp(S)





with a new constant C.
Consider the Banach space lp of two-sided sequences ξ = (ξi, i = 0,±1, . . .) summable with the pth
















This convolution satisfies the inequality |η|lp ≤ |σ|l1 |ξ|lp similar to (4.2.3). Since the sequence σ defined
by (4.7.8) is summable, it follows from (4.7.9) and Theorem 4.1.1 that the estimate (4.7.2) holds in
Lp0 for the integral (4.7.4).





Q0(y, y − x)ϕ(y)dy, x ∈ G, (4.7.10)
with kernels Q0(y, ξ) from Cν(0)(G,H1−k). To do this, we must introduce generalized derivatives and
Sobolev spaces.
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Let f be locally summable in D. Then, according to Sec. 1.8, it can be treated as a regular
generalized function ˜f acting in the class C∞0 (D) as follows: ˜f(ϕ) = (f, ϕ). For any multi-index α, its
derivative ˜f (α) can be defined as the generalized function acting as follows:






, ϕ ∈ C∞0 (D).
If a generalized function ˜f (α) is regular, i.e., coincides with a function g summable in the domain D,
then g is called the generalized derivative ∂αf/∂xα of the function f .
Define the Sobolev space W n,p(D) as the set of functions ϕ from Lp(D) such that all their partial
derivatives up to the order n (inclusively) exist and belong to Lp(D). In this case, similarly to Sec. 2.9,





, |α| = m
)





it is a Banach space with respect to this norm. To unify the notation, we assign Lp = W 0,p. It is easy
to see that, similarly to Sec. 2.3, this space can be inductively introduced by the condition that ϕ and
ϕ′ belong to W n−1,p, where the gradient vector ϕ′ consists of the generalized derivatives. In this case,
the relation
|ϕ|Wn,μ = |ϕ|Wn−1,μ + |ϕ′|Wn−1,μ
defines an equivalent norm. Also, it is clear that if a function g from C∞(D) is bounded together with
all its derivatives such that their orders do not exceed n (i.e., belong to Cn,0(D) in the notation of
Sec. 2.9), then the multiplication operator ϕ → gϕ is bounded in the space W n,p(D).
Let us describe the relations between spaces W n,p(D), where D is a Lipschitz domain, for various
n and p.
Theorem (the embedding Sobolev theorem). Let D be a finite Lipschitz domain. Then the class
C∞(D) is dense in W n,p(D), 1 ≤ p < ∞, and the estimates
|ϕ|Cμ(D) ≤ C|ϕ|Wn,p , n ≥ μ+ k/p, (4.7.11)
and
|ϕ|Lp(∂D) ≤ C|ϕ|W 1,p , n ≥ 1, (4.7.12)
where 0 < μ < 1 and C is a positive constant independent of ϕ, hold for any ϕ from C∞(D).
Let us discuss the above estimates. Let ϕ ∈ W n,p(D) and n ≥ μ + k/p. Select a sequence of
functions ϕi from C
1(D) converging to ϕ in W n,p(D). Then, due to the estimate (4.7.11) applied to
the difference ϕi−ϕj , the sequence ϕi is fundamental in Cμ(D) and, therefore, there exists a function
ϕ̃ from Cμ(D) such that it converges to ϕ̃ with respect to the Cμ-norm. Since ϕi → ϕ with respect to
the Lp-norm, it follows that ϕ̃ = ϕ a.e. in D. Thus, it is possible to change the values of the function
ϕ on a zero-measure set such that the changed function satisfies the Hölder condition with exponent
μ and the estimate (4.7.11) holds. The embedding W n,p ⊆ Cμ is understood in the above sense.
Applying the same argument as for (4.7.12), we obtain that the sequence of restrictions of ϕi to
Γ = ∂D converges in Lp(Γ) to a function ψ from Lp(Γ), depending only ϕ and called the trace (or
boundary value) of the function ϕ on Γ. The embedding W n,p(D) ⊆ Lp(Γ) is understood in the above
sense.
Let W n,ploc (D) denote the class of functions belonging to W
n,p(D0) for any finite domain D0 such
that it and its closure are contained in D. To unify the notation, we assign Lp = W 0,p and, similarly
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to 2.9, introduce the homogeneous Sobolev space W n,μ0 (D), using induction with respect to n with
the following conditions:
ϕ(x), |x|ϕ′(x) ∈ W n−1,μ0 (D). (4.7.13)
This is a Banach space with respect to the corresponding norm. In the explicit form, the space
W n,p0 (D) consists of all functions ϕ from W
n,p




∈ Lp0, |α| ≤ n.
If at least one of the points 0 and ∞ is a limit point of the set D, then the above definition introduces
a new space. Otherwise, this space coincides with W n,p(D).
For the space W n,p0 , the corresponding analog of Theorem 4.1.1, where the symbol L
p is to be
replaced by W n,p, holds. The proof is similar to the proof of Theorem 2.9.2.
As in Sec. 2.9, for functions ϕ from W n,ploc (D \ F ), the space W
n,p
λ (D,F ) can be defined in two
equivalent way. The first one is similar to Sec. 2.8 and is based on the spaces W n,p(D) and W n,p0 (D).
Another way is the inductive definition by the conditions
ϕ ∈ W n−1,pλ , ϕ
′ ∈ W n−1,pλ−1 . (4.7.14)
Based on this definition, one can inductively introduce the norm in this space. Another way to







It is clear that the introduced space is a Banach space with respect to the introduced norm. Both
approaches are equivalent and lead to the same result.
Using the analog of Theorem 4.1.1 for the space W n,p0 , one can easily extend the embedding Sobolev
theorem to the space W n,pλ . For simplicity, we restrict our consideration by the two-dimensional case.
Let a finite domain D on the Riemann sphere be bounded by a piecewise-smooth contour and let
a finite set F contain all its corner points. It is assumed that this is a Lipschitz domain, which is
equivalent to the absence of cusps on the curve Γ.
Theorem 4.7.3. Let D be a Lipschitz domain with a piecewise-smooth boundary in C. Then the
following embeddings of Banach spaces take place:
Cμλ (D,F ) ⊆ W
n,p
λ (D,F ), n ≥ μ+ k/p, L
p
λ(∂D,F ) ⊆ W
1,p
λ (D,F ). (4.7.15)
They are understood in the same sense as in the Sobolev theorem above.
Proof. The scheme of the proof is the same as for Theorems 3.10.1 and 3.11.1. If ϕ ∈ W n,p and its
support is compact in D, then the claim follows from the embedding Sobolev theorem. Therefore, it
suffices to proof the claim of the theorem under the assumption that the support of the function ϕ
is contained in the domain Bρ(τ) and is identically equal to zero in a neighborhood of a boundary
circular arc of this domain. As in Secs. 3.10 and 3.11, it suffices to consider only the cases where the
sector vertex is the point τ = 0 and the point τ = ∞. It is convenient to combine both cases, taking
the domain D bounded by two radial smooth arcs Γ0 and Γ1 with endpoints τ = 0 and τ = ∞ and
assuming that the weight order λ of the function ϕ from W n,pλ (Γ; 0,∞) does not depend on τ , i.e., is
a real number.
In notation of Theorem 4.1.1(a), consider the sequence of domains Dj in the spherical layer S =
{δ < |x| < δ−1}. For sufficiently large |j|, they are bounded by circular arcs L± from {|x| = δ±1} and
the arcs Γ0j and Γ
0
j . It is obvious that the arc Γ
k
j tends to segments L
k± of a line as j → ±∞ in the
metric of C1. Hence, due to the Sobolev theorem, the following embeddings of Banach spaces uniform
with respect to j take place:
Cμ(Dj) ⊆ W n,p(Dj), n ≥ μ+ k/p, Lp(∂Dj) ⊆ W 1,p(Dj).
877
Due to Theorem 4.1.1 formulated for W n,p0 , this implies embeddings (4.7.15).
A detailed presentation of the theory of Sobolev spaces (including weigh ones) can be found in [35,
41, 47].
Pass to the integral (4.7.10). First, we assume that G is a bounded domain. Let a bounded domain
D with a C1,ν-boundary contain G and a kernel Q0 belong to Cν(1)(D,H1−k). Extending the density
ϕ from Lp(G), p > 1, by zero, one can assume (without loss of generality) that ϕ ∈ Lp(D). Then ψ0













Indeed, let 0 < μ < ν and a sequence {ϕn} from Cμ(D) converge to ϕ in the norm of the space Lp.
If ψ0n is defined by ϕn similarly to (4.7.10), then, due to Theorem 3.5.3, the function ψ
0
n belongs to
C1,μ(D) and its partial derivatives are computed according to a relation similar to (4.7.16). Then, due
to Theorem 4.7.1, we conclude that the sequence {∂ψ0n/∂xi} converges in the Lp-norm to the function
ψ0i defined by the right-hand side of (4.7.16) and the claimed assertion immediately follows from the
definition of generalized derivatives.
Thus, under the admitted assumptions, the integral operator defined by (4.7.10) boundedly maps
Lp(G) to W 1,p(D).
Now, let G be an arbitrary measurable set and
ϕ ∈ Lpλ(G,F ), −k < λτ <
{
0, τ = ∞,
−1, τ = ∞.
(4.7.17)
Extending ϕ by zero, one can assume (without loss of generality) that G = Rk. Let Q0 ∈ Cν(0)0 (Rk, F ).
Then ψ0 is represented by (4.1.4) with α = k− 1. Then, by virtue of (4.7.17), the condition (4.6.3) of
Theorem 4.6.2 is satisfied. Therefore, due to this Theorem, the function ψ0 belongs to the space
Lpν(R
k, F ), ντ =
{
λτ , τ = ∞,
λτ + 1, τ = ∞.
(4.7.18)
Decomposing the density ϕ into the sum of two functions such that one of them is identically equal
to zero in a neighborhood of a fixed point a not belonging to F , we verify (similarly to Lemma 3.5.2)
that the function ψ0 belongs to the class W 1,ploc (R
k \ F ) (i.e., to the space W 1,p(D0) for any bounded
subdomain D0 such that it and its closure lies in R
k \ F ) and the relation (4.7.16) holds.
Thus, the function ψ0 belongs to space (4.7.18) and its generalized derivatives ∂ψ0/∂xi belong to
the space Lpλ(R
k, F ). As in the Cμ-case considered in Sec. 2.10, a problem of a refined description of
the class of functions ψ0 possessing this property arises, but we do not consider this problem in the
present work.
4.8. Singular Cauchy Integrals with Lp-Density




Q(t; t− t0, dt)ϕ(t), t0 ∈ Γ. (4.8.1)
In Sec. 3.11, these integrals are studied under the assumption that the density ϕ belongs to the class
Cμ on a smooth curve or the class Cμ with weight on a piecewise-smooth curve.
In the current section, we consider the case where Γ is a smooth-Lyapunov curve and the density ϕ
belongs to the space Lpλ(Γ, F ) defined with respect to the linear measure d1t similarly to Sec. 4.1. It
is clear that Theorem 4.1.1 is still valid for the space Lp0(Γ, τ), where Γ is the radial arc with endpoint
τ = 0 or τ = ∞.
878
First, we assume that Γ is a bounded Lyapunov arc and ϕ ∈ Lp(Γ). The Riesz theorem and Hardy–
Littlewood theorem from Sec. 4.1 are easily extended to this case by means of the arc parametrization.
Let a smooth arc Γ belong to C1,ν , 0 < ν < 1, and l be its length. Consider the natural parametrization








γ′[rs+ (1− r)s0]dr from Cν([0, l]× [0, l]) (4.8.2)
such that its value for s = s0 is equal to γ
′(s). This function is different from zero everywhere. Hence,
there exists m from (0, 1] such that the two-sided estimate
m|s− s0| ≤ |γ(s)− γ(s0)| ≤ |s− s0| (4.8.3)
holds.
Theorem 4.8.1. Let Γ ∈ C1,ν, 0 < ν < 1, and Q(t; ξ, η) ∈ Cν(1)(Γ). Then, for any ϕ from Lp(Γ),
p > 1, the singular integral defined by (4.8.1) exists a.e. on Γ and defines a function ψ from Lp(Γ)
such that
|ψ|Lp ≤ C|Q|Cν(1) |ϕ|Lp , (4.8.4)
where C is a positive constant depending only on the Cν-norm of the function q and the constants l
and m from (4.8.2) and (4.8.3).


































, t0 ∈ Γ.
(4.8.5)
Proof. Consider the substitution t = γ(s) mapping any ϕ from Lp(Γ) to the function ϕ̃(s) = ϕ[γ(s)],
0 ≤ s ≤ l, such that
|ϕ|Lp(Γ) = |ϕ̃|Lp[0,l]. (4.8.6)
It is convenient to extend the function ϕ̃ to the whole line, preserving its notation.
Obviously, in the one-dimensional case, the condition of Theorem 3.3.1 for the singular integral






Q[γ(s); γ(s)− γ(s0), γ′(s)]ϕ[γ(s)]ds, 0 < s0 < l.
Since Q(t; ξ, η) is a homogeneous function of power −1 and it is odd with respect to ξ, it follows that
Q[γ(s); γ(s)− γ(s0), γ′(s)] =
k(s0, s)
s− s0
, k(s0, s) = Q[γ(s); q(s0, s), γ
′(s)]. (4.8.7)
By virtue of Lemma 3.1.2, the function k(s0, s) belongs to C
ν([0, l]× [0, l]) and there exists an absolute
constant C0 such that
|k|Cν ≤ C0|Q|Cν(1) |q|Cν . (4.8.8)
Thus,














It is obvious that ˜ψ(s) is the integral with a weak singularity, considered in Sec. 4.6. Therefore, taking
into account (4.8.6) and (4.8.8), we conclude that the first assertion is a corollary of the Riesz theorem
from Sec. 4.1 and of Theorem 4.6.1.


















































By virtue of (4.8.3), the inequality |γ0(s)− γ0(s0) ≥ r implies the inequality |s − s0| ≥ r. Therefore,
arguing as above, we deduce the estimate (4.8.4) for the function ψ = M1ϕ from the Riesz theorem.
Pass to the estimate of the function M0ϕ. By virtue of (4.8.3), the inequality |γ(s) − γ(s0)| ≤ r











(we recall that the function ϕ̃ is extended to the whole line by zero). Therefore, the estimate (4.8.4)
for ψ = M0ϕ follows from the corresponding assertion of the Hardy–Littlewood theorem.








































Therefore, the estimate (4.8.3) for ψ = M ′0ϕ also follows from the Hardy–Littlewood theorem.
Complement Theorem 4.8.1 by the following assertion implied by the Lebesgue points theorem from
Sec. 1.8 and by Lemma 4.1.2.














d1t = 0 (4.8.11)
for almost all points t0 of Γ.
Proof. The first limit is equal to zero due to the Lebesgue points theorem from Sec. 1.8. Consider the




















where the inequality m|s − s0| ≥ r in the last integral is considered on the segment [0, l]. Extending
the function f(s) = |ϕ̃(s)− ϕ̃(s0)| by zero and using the second part of Lemma 4.1.2, we obtain that
the second limit of (4.8.11) is also equal to zero.
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Now, consider a piecewise-smooth curve Γ on the extended plane C. As in Sec. 3.10, we assume
that a finite set F contains all its boundary points (including ∞ if the curve is unbounded). Then Γ
can be represented in the form
Γ \ F = Γ0 ∪ Γ̇1 ∪ . . . ∪ Γ̇m, (4.8.12)
where Γ0 is a smooth contour (in general, it might be a composite contour), Γ̇j are open smooth
arcs, and all these curves are pairwise disjoint. As above, for any τ from F , Bτ (ρ) denotes the disk
{|z − τ | ≤ ρ} if τ = ∞ and the exterior of the disk {|z| ≥ 1/ρ} if τ = ∞. If ρ is sufficiently small,
then the intersection Γτ = Γ∩Bτ(ρ) is decomposed into nτ smooth arcs Γτ,j with a common endpoint
τ . We select ρ sufficiently small to ensure that all arcs Γτ,j, 1 ≤ j ≤ nτ , are radial with respect to the
endpoint τ .








|ϕ(t)||t|−1d1t ≤ C|ϕ|Lpλ , −1 < λ < 0. (4.8.13)




















where 1/q = 1−1/p. It remains to note that the inequality λτ > −1 implies the inequality qλτ +q/p >
−1 and, therefore, the integrals on the right-hand side of this inequality are finite. If τ = ∞, then




















in this case, the inequality λτ < 0 implies the inequality qλτ − 1 < −1.
The estimate (4.8.13) shows that the integrand of (4.8.1) is summable on Γ outside any neighborhood
of the point t0 and, therefore, the singular integral is well defined.
Theorem 4.8.2. Let a piecewise-Lyapunov curve Γ not contain cusps and a generalized Cauchy kernel
Q(t; ξ, η) belong to C
ν(1)
0 (Γ, F ). Let ϕ ∈ L
p
λ(Γ, F ), where p > 1 and −1 < λ < 0. Then the function ψ
defined by the integral (4.8.1) belongs to the class Lpλ(Γ, F ) and the estimate




of its norm holds.
Proof. We use the same scheme as for the proof of Theorem 4.7.2. It is possible to select ν sufficiently
small to ensure that the smooth contour Γ0 and the open smooth arcs Γ̇j of the expansion (4.8.12)
belong to the classes C1,ν and C1,ν(1+0) respectively.
If ϕ vanishes in a neighborhood of F , then, by Theorem 4.8.1, the function ψ belongs to Lp(Γ0) on
any arc Γ0 from Γ \ F . It is obvious that the function ψ(t0) is bounded in a neighborhood of finite
points τ and behaves as O(1)|t0|−1 as t0 → ∞. Taking into account the fact that −1 < λ < 0, we
verify, similarly to the deduction of (4.8.13), that this function belongs to Lpλτ (Γτ , τ) for any τ from
F .
The above considerations show that it suffices to consider only the case where there exists τ from F
such that the function ϕ is equal to zero outside Γτ , the singular integral ψ is considered on Γτ , and
τ = 0 or τ = ∞. Both these cases can be combined for a curve Γ composed by radial arcs Γ1, . . . ,Γn
with common endpoints τ = 0 and τ = ∞ such that they are not cusps for this curve.
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|t|λQ(t; t− t0, dt)ϕ(t), t0 ∈ Γ, (4.8.15)




|t|λQ(2it; t− t0, dt)ϕ(2it), t0 ∈ 2−iΓ, i = 0,±1, . . . , (4.8.16)
and assign (for brevity)
ϕi(t) = ϕ(2
it), t ∈ Γi = (2−iΓ) ∩ {1/4 ≤ |t| ≤ 4},
ψi(t) = ψ(2
it), t ∈ Γ0i = (2−iΓ) ∩ {1/2 ≤ |t| ≤ 2}.
(4.8.17)
Recall that Γ consists of radial arcs Γk, 1 ≤ k ≤ n, with the common endpoints τ = 0 and τ = ∞.
Respectively, any curve Γi consists of n radial arcs Γ
k
i . Proving Theorem 3.10.1(b), we found that
the arc Γki tends to the corresponding segment I
k± as i → ±∞ in the metric C1,ν. This segment is
the intersection of the ring {1/4 ≤ |t| ≤ 4} and the ray such that its vertex is the origin and it is
parallel to the tangent to Γk at the point τ = 0 (if i → +∞) or at the point τ = ∞ (if i → −∞). In
particular, the three parameters such that the constant C in the estimate of Theorem 4.8.1 for the
curves Γki depends on them are uniformly bounded with respect to i = 0,±1, . . . Since, by condition,
τ is not a cusp, it follows that the segments Ik−, 1 ≤ k ≤ n, are pairwise different and the segments
Ik+, 1 ≤ k ≤ n, are pairwise different.



































As we note above, it follows from Theorem 4.8.1 that
|ψi0|Lp(Γ0i ) ≤ C|Q|C0(1) |ϕi|Lp(Γi), (4.8.19)
where C is a positive constant independent of i. For the functions ψij , j = 0, we have the following








2−(1+λ)j , j ≥ 1,
2−λj , j ≤ −1.
(4.8.20)
To obtain it, estimating the integrals over radial arcs contained in 2−jΓ, we take into account the
fact that the absolute values of the derivatives of the radial parametrization of these arcs are bounded
uniformly with respect to j.
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Indeed, let a radial arc Γk contained in Γ be given by the radial parametrization γ(s) = seif(s),
0 ≤ s < ∞, where f is continuously differentiable for 0 < s < ∞ and has the following limits:
lim
s→0
f(s) = c0, lim
s→∞ f(s) = c1, lims→0
sf ′(s) = lim
s→∞ sf
′(s) = 0. (4.8.21)
Then the curve 2−jΓk has a radial parametrization γj(s) = seifj(s), where the function fj(s) = f(2js)




which proves the claimed assertion.
Assigning σj = 1 for j = 0, we deduce the following estimate from (4.8.19)–(4.8.20):
|ψij |Lp(Γ0i ) ≤ C|Q|C0(1) |ϕi−j |Lp(Γi−j ), |j| ≥ 1.
Similarly to the proof of Theorem 4.7.2, we combine the last estimate with (4.8.18) and obtain that
the estimate (4.8.14) with λ = 0 is valid for the integral (4.8.15).
For the classical case of Cauchy-type integrals (where Q(ξ, η) = η/ξ), Theorem 4.8.2 is proved
in [30] for the first time.
4.9. Cauchy-Type Generalized Integrals with Lp-Density





Q(t; t− z, dt)ϕ(t), t /∈ Γ, (4.9.1)
where the density ϕ belongs to Lpλ(Γ, F ), and the corresponding singular integral defined by (4.8.1).
In Chap. 3, this integral is studied in the case where ϕ belongs to the class Cμ with weight. Recall
that, under the corresponding assumptions about the kernel Q, the function φ(z) has one-sided limits
φ±(t0) at internal points t0 of the curve Γ, linked with the value φ∗(t0) of the integral (4.8.1) at these
points by the relation





Q(t0; ξ, dξ), (4.9.2)
where the unit circle T is oriented counterclockwise. Investigate the behavior of the function φ near
the curve Γ under the assumption that the density ϕ is only summable. For classical Cauchy-type
integrals with kernel Q(ξ, η) = η/ξ, this is investigated in [53] in detail. The case of general Cauchy
kernels is studied in [70, 71].
First, we consider the case where Γ is a bounded Lyapunov arc. It is convenient to assign to any
point t0 of Γ and any θ from [0, π] the centrally symmetric cone Kθ(t0) such that its vertex is t0, its
angle of opening is equal to θ, and it is defined by the inequality
| arg[(z − z0)n(t0)]| ≤ θ, (4.9.3)
where n(t0) = ie(t0) denotes the unit normal to Γ at point t0. It is obvious that the line containing
t0 and parallel to the vector n(t0) is the bisectrix of this cone. It is decomposed into the two cones
K+θ (t0) and K
−
θ (t0) located from the left and from the right (respectively) of the orientable arc Γ.
Lemma 4.9.1. For any θ from [0, π] there exist positive ρ and m such that
|z − t| ≥ m(|z − t0|+ |t− t0|) (4.9.4)
for any t and t0 from Γ and any z from Kθ[t0;n(t0)] such that |z − t0| ≤ ρ.
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Proof. Fix ε from (0, π − θ) and consider the cone Kε[t0, e(t0)] of opening ε, defined in the same way
with respect to the unit tangential vector e(t0). Obviously, the tangent at the point t0 of Γ is its
bisectrix. As in the case of Lemma 2.5.1, it is easy to verify that there exists a positive ρ such that
Γ ∩ {|z − t0| ≤ 2ρ} ⊆ Kε[t0, e(t0)] (4.9.5)
for any point t0 of Γ. According to Lemma 2.1.2, there exists a positive r0 depending only on θ and
ε such that inequality (4.9.4) with r = r0 is satisfied for any z from Kθ[t0;n(t0)] and any t from
Kε[t0, e(t0)]. Then, taking into account (4.9.5), we conclude that the said inequality holds for for any
t and t0 from Γ such that |t − t0| ≤ 2ρ and any z from Kθ[t0;n(t0)] such that |z − t0| ≤ ρ. On the
other hand, if t and t0 belong to Γ, |t− t0| ≥ 2ρ, and |z− t0| ≤ ρ, then we have the obvious inequality
|z − t| ≥ ρ ≥ ρ
r0 +R
(|z − t0|+ |t− t0|),
where R denotes the diameter of the arc Γ. Thus, we arrive at the estimate (4.9.4), where m is the
least of the numbers r0 and ρ/(r0 +R).
Note that if a sequence of smooth arcs Γn converges to Γ in the class C
1, then it is possible to select
the numbers ρ and δ in this lemma such that they do not depend on n, but the lemma holds for any
arc Γn.
Indeed, let Γn → Γ in the class C1. Then there exists a number ρ satisfying the condition (4.9.5)
with respect to Γn such that it does not depend on n; this is proved similarly to Lemma 4.9.1.
Consider the behavior of the Cauchy-type integral φ(z) near a smooth orientable arc Γ. For any θ
from (0, π), define ρ = ρ(θ,Γ) according to Lemma 4.9.1. Then it is possible to introduce the sectors
S±θ (t0,Γ) = K
±
θ (t0) ∩ {z − t0| ≤ ρ(θ,Γ)}, t0 ∈ Γ, (4.9.6)
such that the sector S+ lies from the left of Γ.
Theorem 4.9.1. Let a Cauchy-type integral be expressed by (4.9.1) such that Γ is a C1,ν-arc, the
Cauchy kernel Q belongs to Cν(1)(Γ), and ϕ belongs to Lp(Γ), p > 1. Let 0 < θ < π. Then the
functions
(M±θ ϕ)(t0) = sup
z∈Sθ(t0,Γ)
|φ(z)|
belong to Lp(Γ), |M±θ ϕ|Lp ≤ C|ϕ|Lp , and for almost all t0 from Γ there exist one-sided limits φ±(t0) =
lim φ(z) as z → t0 and z ∈ S±θ (t0,Γ), satisfying the relation (4.9.2).
The said one-sided limits are called the corner limit values.
Proof. Let z ∈ S±θ (t0,Γ) and r = |z − t0| be fixed. Represent the integral (4.9.1) by the sum φ(z) =








Q(t; t− t0, dt)ϕ(t) +
∫
|t−t0|≥r
[Q(t; t− z, dt)−Q(t; t− t0, dt)]ϕ(t).
(4.9.7)























Taking into account (4.9.4), this leads to the estimate



















Hence, in notations (4.8.5), we have the inequality
(M±θ ϕ)(t0) ≤ C[(M0ϕ)(t0) + (M
′
0ϕ)(t0) + (M1ϕ)(t0)]
and the first claim of the theorem is a corollary of Theorem 4.8.1.
It is obvious that the second claim holds in the case where the density is constant. Therefore, it





Q(t; t− z, dt)[ϕ(t) − ϕ(t0)] =
∫
Γ
Q(t; t− t0, dt)[ϕ(t) − ϕ(t0)] (4.9.9)
provided that z is located inside the sector Sθ(t0,Γ).
To do this, we represent the function under the limit sign as the sum of the terms ˜ψr(t0) and
˜φr(z, t0) defined similarly to (4.9.7) with respect to the density ϕ(t) − ϕ(t0). Then, according to the
definition of singular integrals, to prove the relation (4.9.9), it suffices to verify that
lim
r→0
˜φr(z, t0) = 0 (4.9.10)
provided that z is located inside the sector Kθ(t0). In the considered case, similarly to (4.9.8), we
have the estimate



















combining it with Lemma 4.8.1, we prove (4.9.10).
Pass to the general case, i.e., assume that Γ is a piecewise-Lyapunov curve and the function ϕ
belongs to Lpλ(Γ, F ), −1 < λ < 0. Then the behavior of the Cauchy-type integral φ(z) is described by
Theorem 4.8.1 near any arc Γ0 of Γ \ F . Consider the behavior of this integral in a neighborhood of
the points τ of F . More exactly, consider it in the domain Bρ(τ).
Recall that Bρ(τ) = {|z − τ | ≤ ρ} provided that τ = ∞ and Bρ(τ) = {|z| ≥ 1/ρ} provided that
τ = ∞. By virtue of the choice of ρ, the circles |z− τ | = s, 0 < s ≤ ρ (the circles |z| = 1/s for τ = ∞)
nontangentially intersect the radial arcs Γτ,k, 1 ≤ k ≤ nτ , composing the curve Γτ = Γ∩Bρ(τ). Assign





where |z − τ | is replaced by |z| if τ = ∞.
Theorem 4.9.2. Let a piecewise-Lyapunov curve Γ not contain cusps, a generalized Cauchy problem
Q(t; ξ, η) belong to C
ν(1)
0 (Γ, F ), and the density ϕ from the integral (4.9.1) belong to L
p
λ(Γ, F ), where
p > 1 and −1 < λ < 0.
Then the function Mτφ from (4.9.11) belongs to L
p
λτ
(Jτ , τ) and its norm satisfies the estimate
|Mτφ|Lpλτ ≤ C|ϕ|Lpλ . (4.9.12)
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Proof. It suffices to prove the theorem in the cases where τ = 0 or τ = ∞. As in the proof of
Theorem 4.8.2, both cases can be combined in the framework of a curve Γ composed from radial arcs
Γ1, . . . ,Γn with common endpoints τ = 0 and τ = ∞ such that they are not cusps of this curve (by
assumption).




|t|λQ(t; t− z, dt)ϕ(t), z /∈ Γ, (4.9.13)
in the space Lp0. More exactly, similarly to (4.9.11), this function is mapped to the maximal function
(Mφ)(s) = sup
|z|=s
|φ(z)|, 0 < s < ∞, (4.9.14)
and the estimate (4.9.12) with λ = 0 is to be proved for it.




|t|λQ(2it; t− z, dt)ϕ(2it), |z| = s, 1/2 ≤ s ≤ 2,
and, for brevity, assign Γi = (2
−iΓ) ∩ {1/4 ≤ |t| ≤ 4} and ϕi(t) = ϕ(2it), t ∈ Γi. Then, as in Sec. 4.8,















(Mφij)(s), 1/2 ≤ s ≤ 2, (4.9.15)
with respect to the maximal functions
(Mφij)(s) = sup
|z|=s
|φij(z)|, 1/2 ≤ s ≤ 2.
As we note above, if 1/2 ≤ s ≤ 2, then the circle |z| = s intersects the radial arcs Γki , 1 ≤ k ≤ n,
nontangentially. If i → ±∞, then the arc Γki tends to the segment Ik± in the metric C1,ν. Therefore,
as in the proof of Lemma 4.9.1, we verify the validity of inequality (4.9.4), where z varies on the circle
|z| = s, 1/2 ≤ s ≤ 2, t belongs to Γi, and t0 belongs to Γi, |t0| = s. Taking into account the remark
to the said lemma, one can find a positive constant m in this inequality such that it does not depend
on i = 0,±1, . . . Therefore, one can use an analog of Theorem 4.9.1 to conclude that the maximal
function Mφi0 belongs to L
p[1/2, 2] and satisfies the estimate
|Mφi0|Lp ≤ C|ϕi|Γi









2−(1+λ)j , j ≥ 1,
2−λj , j ≤ −1.
As in Sec. 4.8, these estimates combined with (4.9.15) imply the estimate (4.9.12) for the maximal
function(4.9.14) in the space Lp0.
Based on the properties of Cauchy-type integrals proved in Theorems 4.9.1–4.9.2, define Hardy–
Littlewood classes Hp. Let a domain D be bounded by a piecewise-smooth curve Γ and a finite subset
F of Γ contain all its boundary points. Then Γ \ F is an open smooth curve. Let Hploc(D,F ) denote
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the class of functions φ from C(D) such that, in a neighborhood of each arc Γ0 of Γ\F , they behave as
the Cauchy-type integral from the first assertion of Theorem 4.9.1. Consider this definition in detail.
As we note in Sec. 2.5, there exists ρ0 (called the standard radius of the arc Γ0) such that the curve
Γ decomposes the disk B(t0, ρ0) = {|z− t0| ≤ ρ0} into two connected components B±(t0, ρ0) provided
that t0 ∈ Γ0. If the arc Γ0 is orientable, then the signs are selected such that B+(t0, ρ0) lies from the
left of Γ0 and ρ0 can be selected sufficiently small to ensure that any of the components B
±(t0, ρ0)
intersecting D is contained in D. Then the domain D lies from the left or from the right of Γ0 if
B+(t0, ρ0) (B
−(t0, ρ0) respectively) is contained in D, but lies from both sides of D otherwise (i.e., if
Γ0 is a cut for D).
Let the number ρ = ρ(θ,Γ0) (see Definition (4.9.6) for sectors) for the arc Γ0 not exceed the specified
standard radius ρ0. Assign S(t0,Γ0) = S
±(t0,Γ0) if the domain D lies from one side of Γ0 (with the
corresponding choice of the sign) and assign S(t0,Γ0) = S
+(t0,Γ0) ∪ S−(t0,Γ0) if Γ0 is a cut for D.




|φ(z)|, t0 ∈ Γ0. (4.9.16)
Then the definition of the class Hploc(Γ, F ), p ≥ 1, consists of the following requirement: for any arc
Γ0 from Γ \ F and any θ from (0, π), the introduced function Mθφ belongs to Lp(Γ0).
It is obvious that, multiplying elements of the class Hp by bounded continuous functions, we do
not leave the class. In the same way, it follows from the Hölder inequality that the product φψ of
functions φ from Hp and ψ from Hq belongs to the class H1 provided that p and q are conjugate
exponents. The next theorem combines several substantial properties of this class.
Let φ belong to Hp(D,F ), an arc Γ0 be a subset of Γ \ F , and τ be an internal point of this arc.
Theorem 4.9.3.
(a) Let τ be an endpoint of a smooth arc Γ1. Let Γ1 without τ be contained in D. Then the restriction
of the function φ to this arc belongs to Lp(Γ1).
(b) Let Lr be the intersection of the circle {|z − τ | = r} with D and
(Mτφ)(r) = sup
z∈Lr
|φ(z)|, 0 < r ≤ ε.
Then the function Mτφ belongs to L
p[0, ε] provided that ε is positive and sufficiently small.
(c) Let a sequence of smooth arcs Γn from D, n = 1, 2, . . ., converge to Γ0 in the metric of C
1, i.e.,
there exist their smooth parametrizations γn : [0, 1] → Ln such that the sequence {γn} converges




|φ|Lp(Γn) < ∞. (4.9.17)
Proof. (a) The point τ decomposes Γ into two arcs Γ±0 . Without loss of generality, one can assume
that Γ1 and Γ
±
0 are radial arcs with respect to this point and the distance between it and the second
endpoint of any of these arcs is equal to ε. Then it suffices to prove that the function φ[γ1(r)] belongs
to Lp[0, ε] with respect to the radial parametrization γ1 of the arc Γ1. Since the absolute value of
this function does not exceed Mτφ (in notation (4.9.16)), it follows that the considered assertion is a
corollary of (b).
(b) Let Γ1 satisfy conditions (a) and be orthogonal to Γ0 at the point τ . For definiteness, we assume
that it lies from the left of Γ0. In particular, one can assume that Sθ from (4.9.15) is the sector S
+
θ .
As in (a), without loss of generality, one can assume that Γ1 and Γ
±
0 are radial arcs with respect to
the point τ and the distance between it and the second endpoint of any of these arcs is equal to ε. As
above, the radial parametrizations of these arcs are denoted by γ1 and γ
±
0 . If Γ0 is a cut for D, then
Lr is assigned to be the circular arc intersecting Γ1. Then the point γ1(r) decomposes Lr into two
arcs L±r with endpoints γ1(r) and γ
±
0 (r) provided that 0 < r ≤ ε. It is easy to see that there exists θ
887
from (0, π) such that the arc L±r is contained in the sector S
+
θ (t0,Γ0) with vertex t0 = γ
±
0 (r) provided
that 0 < r ≤ ε. Therefore, the inequality
sup
z∈L±r
|φ(z)| ≤ (Mθφ)[γ±0 (r)]
holds. Hence, by the definition of the class Hp, the functions from the left-hand side of this inequality
belong to Lp[0, ε]. Then this is also valid for the function (4.9.17).
(c) As in (b), without loss of generality, one can assume that the arcs Γn lie from the left of Γ0. It
suffices to prove that there exist θ from (0, π), a sufficiently large n0, and parametrizations γn such
that
γn(s) ∈ S+θ [γ(s),Γ0], 0 ≤ s ≤ 1. (4.9.18)
Then, according to (4.9.15), the absolute values of the functions φ ◦ γn are majorized by the function
Mθ ◦ γ belonging to Lp[0, 1].
It suffices to verify the condition locally. Therefore, one can assume that Γ0 is given by the graph
of a function y = f(x), a ≤ x ≤ b, in the Cartesian coordinate system z = x + iy, where f is a
real function from C1[a, b] and, respectively, Γn are given by equations y = fn(x), where fn > f and
fn → f in C1[a, b]. In such a case, the validity of the condition (4.9.18) is obvious.
In the definition of the class Hploc(D,F ), the case where F = ∅ is not excluded. In this case,
the curve Γ contains no boundary points, i.e., it is a smooth contour, and it is natural to denote
the Hardy–Littlewood class by Hp(D). Then assertion (c) of Theorem 4.9.3 can be formulated with
respect to a sequence of smooth contours Γn from D converging to the boundary contour Γ in the
metric C1. In the same way, it follows from Theorem 4.9.3(a) that if D0 is a subdomain of D bounded
by a smooth contour, then the restriction of any function φ from Hp(D) to this subdomain belongs to
Hp(D0). In particular, it follows from these properties that all H
p(D)-functions analytic in D belong
to the Hardy–Smirnov class Ep(D) (see, e.g., [25]) generalizing the classical Hardy classes Hp in the
unit disk (see [26]). In the case of harmonic functions, the similar class is frequently denoted by ep(D)
(see [25]).
Now, introduce the weight Hardy–Littlewood class Hpλ(D,F ) with an arbitrary weight order λ as
follows: it consists of all functions φ from Hploc(D,F ) such that, in a neighborhood of singular points
τ from F , they behave as the Cauchy-type integrals in Theorem 4.9.2. In other words, in notation
(4.9.11), for any τ from F , the function Mτφ belongs to L
p
λτ
(Iτ , τ). According to Theorem 4.9.2, for
−1 < λ < 0 and p > 1, the Cauchy-type integral with density ϕ from Lpλ(Γ, F ) belongs to the class
Hp(D,F ) provided that Γ is a piecewise-Lyapunov curve without cusps. It is clear from the proof of
this theorem that it suffices to require the positivity of internal angles of the domain D at all points
τ of F . In particular, the case where this angle is equal to 2π at a point τ of F (and this τ is a cusp
of Γ), is not excluded.
From Theorem 4.9.3(b) combined with the property (4.1.11) of Lp-spaces, the next assertion im-
mediately follows; it is an analog of the specified property for Hp-spaces.
Lemma 4.9.2. Let Γ1 be a piecewise-smooth curve contained (except for several its endpoints) in the
domain D. Let D1 be a connected component of D \ Γ1. Let F1 be a finite subset of ∂D1, containing
F ∪ (Γ ∩ Γ1), and let the weight order λ1 on F1 be defined by the relation
λ1τ =
{
λτ , τ ∈ F,
−1/p, τ ∈ F1 \ F.
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