Abstract-In this paper, the outage concept is discussed. 
I. INTRODUCTION
One of the key features of the wireless channel is its correlation. In fact, effects such as mobility, fading, shadowing and interference usually exhibit a significant degree of memory, which directly affects the performance achievable in this environment.
Outage probability, defined as the probability that the Signal to Interference Ratio (SIR) drops below a specified threshold, has been used for many years as a performance metric in cellular systems. However, this classic definition completely neglects any time evolution of the channel, since it is only based on the marginal statistics. Only recently has this aspect been considered by Mandayam et al. [1] , who recognized the need for a more elaborate definition of outage. The definition they propose explicitly models the fact that very short excursions of the SIR below threshold may often not be considered as outage periods.
In this paper we elaborate on this idea, in the perspective of packet-oriented applications, which are likely to constitute the bulk of traffic in future services. First of all, we observe that, depending on the considered application, some error patterns on the channel (or more generally at some layer in the protocol stack) will result in unrecoverable or very serious errors (e.g., leading to timeout expiration or even connection shutdown). In particular, what is to be considered as "outage" for one application may be tolerable for another, and therefore a more flexible definition of the outage event (e.g., with a set of parameters to be specified) is desirable. Also, in the context of packet communications, a more meaningful definition of outage would have to be based on error occurrences rather than on level crossings. Study of the statistics of these error patterns and of their dependence on the system parameters is of great interest and may lead to important insight about the effect of design choices.
In this work, we model the channel as a discrete-time discrete-amplitude Markov process, to explicitly account for its memory. Markov models have been widely used in modeling communications channels with bursty behavior [2] , since they allow analytical developments while being reasonably accurate in many situations. They have been so successful that, even though essentially proposed by Gilbert in the 1960s [3] , their applicability to real-world communications system has been considered for a number of applications throughout the years, the most recent being the modeling of fading channels [4, 5, 6, 7, 8] .
The rest of the paper is structured as follows. In Section II, we discuss the outage concept in packet communications and its connection with correlated errors, and give a new outage definition. The analysis is given in Section III and a numerical example is discussed in Section IV. Finally, Section V discusses the extension of the outage concept to more general environments.
II. APPROACH
The main motivation of this study is the evidence that the performance of a communications scheme does depend on the channel correlation [9, 10, 11] . Therefore, the classic concept of outage, which only considers marginal statistics, does not capture this effect, and needs to be improved by incorporating the temporal dimension as well. In [1] , a new definition is given of an outage event as the SIR going below threshold and staying longer that the "minimum duration" m . With this definition, the occurrence of outage events strictly depends on the second-order statistics of the processes involved (e.g., fading or interference), as the memory present in these processes will directly affect how long the impairment will last.
Most of the literature on outage probability seems to implicitly refer to voice connections, which experience an outage whenever the SIR goes below a certain threshold. In the same spirit, the study of minimum duration outage in [1] refers to the case of cellular communications in the presence of lognormal shadowing, and is based on a threshold crossing anal-ysis.
For packet communications, this class of definitions does not appear suitable, since packet error occurrences have much more significance than the SIR. Therefore, a definition of outage based on packet errors is much more useful. Also, it is important to recognize that communication errors may have very different effects on different applications, and according to the protocol used. Very often there are mechanisms which are embedded in the communications protocols, whereby some decisions are triggered based on the past history of the connection (e.g., time-outs). These decisions may have a dramatic impact, which goes well beyond the data loss experienced on the channel. For example, multiple errors have been observed to have a detrimental effect on the performance of some versions of TCP [12, 13] . More generally, very often there exist sequences of events which lead to some higher-layer undesirable effects, e.g., timeout expiration, connection resetting, congestion window shrinking, etc. This viewpoint motivates us to consider other events besides the minimum duration outage as defined in [1] .
A. A new outage definition
The definition of [1] focuses on the fact that an outage does not occur instantaneously, but it takes a certain time before the communications quality is compromised. A similar argument can be made for threshold crossings in the other directions, i.e., the end of an outage period does not occur instantaneously, and for example two outage periods separated by a very brief time of good channel conditions are more likely to be considered as a single outage. Based on this observation, we can define an outage as being started by b consecutive errors, and terminated by g consecutive successes, thereby introducing a similar "hysteresis" in the transition outage-non outage as well.
In the following, we will consider packet transmission, with the slot being the unit time. Therefore, we will refer to packet errors rather than the SIR being below or above threshold. However, the same analytical framework can be used to study threshold crossing problems, as detailed in [14] .
As a concrete example, consider the HEC mechanism used in ATM for synchronization [15] , where the CRC check for the ATM cell header is used to confirm the bit alignment of the stream. Loss of sync is declared every time consecutive HEC checks fail, leading to a hunt mode in which the receiver tries to lock onto the received sequence of bits. Sync is regained after the HEC check has been successful for consecutive packets.
In this environment, the effect of a burst of` consecutive errors has an effect which is clearly much worse than the simple loss of`packets, as the loss of sync may lead to many other losses until sync is regained, or even to the resetting of the connection. Studying the probability that this event occurs and its dependence on the system parameters (and on and in particular) is of paramount importance for a correct understanding of this phenomenon and for a correct design of the scheme based on the knowledge of the error correlation characteristics. In this context, the outage as just defined (with b = and g = ) identifies the time during which ATM cells are lost due to loss of sync.
III. MARKOV MODEL AND OUTAGE ANALYSIS
Consider a discrete-time discrete-amplitude Markov chain, X(n), with state space = f1; 2; : : :; Ng. For concreteness, we can think of X(n) as a process which tracks jointly some channel state and the success/failure of packet transmissions. We will call error states the states belonging to the subset B = f1; 2; : : :; g, and success states those in G = f + 1; : : : ; Ng. Every visit to a state in B corresponds to a packet being received in error, and every visit to a state in G corresponds to a packet being correctly decoded.
Although the focus here is on the effect of packet errors, we remark that threshold crossing problems can be addressed with this same model, e.g., by defining X(n) as an appropriately sampled and quantized version of the SIR, where the sets B and G are determined by the threshold [14] .
The error process evolution is therefore tracked by this Markov chain, which is completely described by the transition matrix P, whose elements are given by P ij = P X(n + 1) = jjX(n) = i]; i; j 2 : (1) An outage event begins every time X(n) stays in B for at least b consecutive slots, and ends when g consecutive packets are correctly received. We are interested here in the following quantities, which can be computed based on the Markovian structure of X(n):
outage frequency (i.e., the number of outage events per unit time); outage duration (in particular, we are interested in its mean); non-outage duration (i.e., the time between two consecutive outage events); outage probability (i.e., the probability that a slot belongs to an outage period).
Let us introduce the function ij (k); k > 0, defined as the joint probability that X(n) is in B at times n+1; n+2; : : : ; n+ k ? 1 and that it is in state j at time n + k, given that it was in state i at time n. We will assume for convenience of notation that X(n) is a homogeneous Markov process, so that we can choose n arbitrarily without loss in generality. Then, a recursive relationship can be established, which allows computation of ij (k). 
ij (1) = P X(1) = jjX(0) = i] = P ij :
If (k) is a matrix with entries ij (k), we can rewrite (3) as
so that (k) = P k?1 B P; k 1;
where P B is obtained from P by setting to zero all P ij with j 2 G. Similarly, we define ij (k) by using G instead of B, i.e., ij (k) = P X(k) = j; X(`) 2 G;`= 1; : : : ; k?1jX(0) = i] (6) (k) = P k?1 G P; k 1: This sampling rule basically skips all states of X(n) on which there is uncertainty as to whether they belong to an outage or non-outage period. It can be shown that the transitions of Y (m) are still Markovian [16] . On the other hand, the time spent in each state is no longer one slot, but is a random variable. The defined sampling rule therefore induces a semi-Markov structure, as defined in [17, Ch. 10] .
Note that in this semi-Markov process, Y (m), a transition from a state in G to a state in B always corresponds to an outage occurrence, whereas a transition from a state in B to a state in G corresponds to the end of an outage period.
The transition structure of the sampled chain can be given as follows [17] . Let ij (t) be the probability that a transition occurs from i to j and that it takes t slots, i.e., ij (t) = P X(n m+1 ) = j; n m+1 = n m + tjX(n m ) = i];
for t > 0, and let ij (z) be the z-transform of ij (t), i.e., ij (z) = 
According to the above sampling rule, from a state i 2 G a transition can occur either to a state j 2 G with a t-slot delay with probability ij (t) for 0 < t b , or to a state`2 B with a b -slot delay with probability i`( b ). Similarly, from a state i 2 B a transition can occur either to a state j 2 B with a t-slot delay with probability ij (t) for 0 < t g , or to a state`2 G with a g -slot delay with probability i`( g ). (10) According to the principle detailed in [17, Ch. 6] , each transition may be tagged with a transform variable in order to count events. By appropriately using this tool, we can compute all quantities of interest, as detailed below.
In general, let S be the transition matrix for the chain Y (m), whose ij-th entry is given by s ij = ij (1) , and let x be its steady-state distribution. Let D ij be the average delay associated with transition ij, which can be computed as
Finally, define a reward function on each transition, R ij , and let E(t) be the total reward earned during the interval 0; t]. 
The reward function R ij can be defined according to the quantity we are interested in computing. The outage frequency is given by the number of times (per slot) the set of states B is entered from a state in G. Therefore, in this case we define R ij = 1 for i 2 G; j 2 B and zero otherwise. (Note that tagging in the same way the transitions from B to G would yield the same result.)
In order to compute the outage probability, we need to precisely define when an outage starts and when it ends. In general, we can divide transitions into two sets, those corresponding to outage time and those corresponding to non-outage time. Let this partition define two delay matrices, D (B) and D (G) , obtained from D by setting to zero the entries corresponding to non-outage and outage transitions, respectively. Then, the outage probability can be obtained from (12) E T nout ] = 1 ? P out f out : (13) Finally, since short error events are not considered as outage time but cause packets to be lost, one might be interested in the average probability of error during non-outage time (for example, this corresponds to the average error rate of an active connection). This can be readily computed by defining 
IV. NUMERICAL EXAMPLE
As an example, consider the HEC delineation scheme. We assume a Gilbert-Elliott channel, which can be described by a Markov chain [3, 9, 19] . The channel can be in either of two states, bad (state 1) or good (state 2). To each state we associate a failure probability: P e (2) is assumed to be 0, i.e., no errors occur in good state, whereas P e (1) is taken to be 1 ? 2 ?8 , which is the probability that the HEC check fails, assuming 0.5 bit error rate in bad state. We neglect here for simplicity the possibility of false lock. Following the ITU-T recommendations, we set b = = 7 and g = = 6. Finally, since ATM cells are not accepted while searching for sync, only transitions from the good state to itself are considered as non-outage time.
In Figure 1 , we plotted f out , P out and the cell loss rate in non-outage periods, CLR, vs. the average length of a burst of bad channel slots. Three sets of curves are given, correspond- ing to different values of the steady-state probability of the channel being bad, namely " = 0:1; 0:01 and 0.001. The frequency of outage increases first, and reaches a maximum for an average burst length equal to b , after which it slowly decreases, as outage periods become longer and therefore their frequency decreases. The outage probability increases as the burst length increases, and for very long bursts it converges to ". In fact, for long bursts, most of them result in an outage, whereas the channel almost never becomes bad during a non-outage period. This is also confirmed by the behavior of CLR, which steadily decreases as the average burst length increases. Figure 2 reports results for the average length of an outage period, E T out ], and of a non-outage period, E T nout ].
The average outage time shows very weak dependence on the steady-state probability of a bad state, ", and for sufficiently long bursts E T out ] is approximately equal to the average burst length plus g . It can be seen that the average duration of a non-outage period is not monotonic. In fact, when the channel is slowly varying, increased burstiness results in longer error-free periods (for constant average error rate). On the other hand, in the presence of short error bursts, some of them do not cause an outage, and therefore the outage-free time increases as the burstiness is reduced. The results in Figure 2 show that the minimum of E T nout ] occurs when the average burst length is approximately equal to b , as one might have intuitively guessed. Finally, the relationship between frequency of outage and cell loss rate when not in outage is studied in Figure 3 . The three curves correspond to different values of ", and each curve is obtained by varying the value of the average burst length. For large values of the burst length, the curves have positive slope, i.e., decreasing the burst length (which corresponds to traveling counterclockwise along the curves) will degrade both f out and CLR. On the other hand, when a knee value is reached, increasing the burst length has the effect of moderately degrading CLR and of rapidly improving f out .
Note that different points on the curves, corresponding to different values of the burst length, can be interpreted as different interleaving schemes, since the value of the interleaving depth directly affects the channel burstiness. Therefore, the curves of Figure 3 can be used to study the performance tradeoffs involved in the design of an interleaver. (Note, however, that a more comprehensive comparison should take delay into account as well.) For example, if the interleaving depth is not sufficient, the system will operate in the region in which interleaving is actually harmful.
V. MORE GENERAL ERROR PATTERNS
The above analytical framework is a simple example of how we can define some error patterns (e.g., b consecutive errors) as triggering outage events, and some other "error" patterns (e.g., g consecutive successes) as causing the system to recover. Different definitions of the outage event (or in general of the error pattern one is interested in studying) will just correspond to different sampling rules for the Markov chain X(n). in error. This setting can be used to capture the impairment caused by an intermittent channel behavior. Also, this kind of definition can be used to study situations in which some error correction coding is used, capable of correcting k errors in a block of n data units. This definition can be studied following an approach similar to the above, where the transition probabilities and the statistics of the number of errors in a block can be found as in [11, 20] .
It is worth noting that care should be used in generalizing the approach of Section 4, since the sampled version of a Markov chain is not a Markov chain in general. Therefore, the semi-Markov model for the chain Y (m) studied in the previous section applies only under certain conditions on the sampling rule used.
For example, if fn m ; m 0g is a sequence of stopping times for the process X(n), then Y (m) = X(n m ) is a Markov chain [16] . Therefore, it appears that any definition in which outage events and error patterns are declared based on the past and present channel evolution falls into this category, and satisfies this requirement. In this case, the above approach is to be seen as a very powerful technique by which error pattern occurrences can be effectively studied.
VI. CONCLUSIONS
In this paper, the outage concept has been discussed. Classic definitions, only based on the marginal statistics, have been found not to be adequate for a proper characterization of the effect of channel impairments at the application level. A more flexible definition, which incorporates time parameters, has been proposed and some relevant performance metrics have been evaluated. The proposed analytical framework is shown to apply to a more general class of outage definitions and is a powerful tool for the analysis of error patterns occurrences. Numerical examples are given, with focus on the performance of the HEC delineation scheme on a bursty channel. The application of the results obtained in the design of an interleaver is also briefly discussed.
