The reversal between the LA and RA electrodes is the most common electrode placement error, and many ECG recorders have builtin logic to recognize this problem [6] . Early algorithms use rule-based criteria to detect the reversal between LA and RA [7] . For example, the Marquette program suspects LA-RA interchange "if the QRS axis is between 90 and 270 degrees and the P axis is between 90 and 210 degrees" [8] . While the Marquette program yields accurate results (93.91% sensitivity and 100% specificity) for ECGs with clear P waves, the results are disappointing (39.34% sensitivity and 100% specificity) for ECGs without P waves [9] . A few other algorithms have been developed for different types of electrode misplacement [10] [11] [12] [13] [14] [15] [16] . The recent review by Batchvarov et al. [17] provides a systematic review and comparison of various algorithms. Among the existing algorithms, the work of Heden et al [12] and that of Kors and Herpen [15] present the highest classification accuracies. Heden et al. were the first to use artificial neural networks for detection of electrode misplacement. They used various ECG waves and intervals as features. When classifying the reversal of left arm electrode and right arm electrode, they obtained a specificity of 99.95% and sensitivity of 99.11% when the P wave was present and a specificity of 99.92% and sensitivity of 94.5% when the P wave was absent. They also obtained a specificity of 57.6% and sensitivity of 99.97% for the reversal of left arm and left leg electrodes and a specificity of 71.76% and sensitivity of 99.92% on average for the precordial lead reversals. Kors and Herpen were the first to use intrinsic relationships between different leads of the ECG as features in detection of cable reversals. They investigated 14 types of misplacement including the 5 types of limb cable reversals and 9 types of precordial cable reversals. On a set of 3,305 ECGs, they demonstrated excellent specificities (>=99.5%) for all 14 types of misplacement and very good sensitivities (>=93%) for all interchanges except the LA/LL reversal (sensitivity = 17.9%, specificity = 99.5%). In a recent study, Xia et al. [18] reviewed and compared the algorithm of Heden et al. and that of Kors and Herpenusing 3 different databases from Physionet [19] . The work of Xia et al. shows that existing algorithms work well on records of high signal quality and without severe distortions, but the performance is less satisfactory on records with noise and arrhythmias.
problems, where each type of misplacement is examined against the correct ECG. As such, for a given ECG, whose type of placement is not known, it is not clear how accurately this ECG can be labeled. In contrast, this article considers a more general multi-class classification problem. We first determine whether the ECG has been collected with misplaced electrodes. Then, for a misplaced ECG, we determine what the type of misplacement is. Moreover, performances of previous algorithms were tested using test data sets that contain the same number of correct and misplaced ECGs. Recall that misplacements occur in 4% of all ECGs in reality. Thus, performance evaluation based on balanced data sets may be misleading. This article aims to overcome these difficulties. The paper is organized as follows. Section 2 describes various layouts of ECG electrodes and the methods to derive the different electrode misplacements. Section 3 describes the databases used in this work. Section 4provides detailed explanations on the methods. The results are presented in Section 5. Finally, the conclusion and discussion are presented in Section 6.
In theory, the 10 electrode cables in the 12-lead ECG have more than 3.6 million permutations, leading to millions of possible reversals. However, reversals of precordial leads are extremely unlikely to occur and researchers usually consider just a few types of misplacements of precordial leads [17] . In this article, we focused our attention on misplacements involving only limb electrodes.
Layout of ECG Electrodes and Derivation of Misplaced ECGs
The 4 limb cables have 24 different permutations of placement on the 4 limbs. In the standard ECG, RL and LL electrodes are placed at the ankles. Therefore, reversing the RL and LL electrodes will not change the ECG since the potential difference between the two ankles is essentially zero. As a result, the 24 different types of electrode placement yield 12 different ECGs. Table 1shows the 11 ECGs from limb lead reversals compared to the correct ECG. Note that all cable reversals are derived from operations on the correct electrode placement. Moreover, certain types of misplacement are obtained using two sequential operations. For example, the type 7 placement involves the interchange between LA and RL followed by the interchange between LA and LL. In theory, the last 6 rows of Table 1are trivial to detect since one of the leads in these ECGs is a flat line since one of the arm electrodes is placed on the right leg. See Xia et al. [18] for more detailed description on limb lead reversals. The review article of Batchvarov et al. [17] discusses rules to identify common cable interchanges.
The existing algorithms consider binary classification 
Data
We generated 19,403 ECG records from processing 3 open-source databases in Physionet [19] . Records in these databases were collected under various conditions and had a wide range of qualities. We assumed all the processed records were correctly collected. Using rules described in Table 1 , we then derived 5 types of misplacement (types 2-6 inTable 1) for each correct ECG, yielding 97,015 misplaced ECGs. The correct and the misplaced ECGs are randomly divided into a training set and a test set so that each set will have the same number of correct and misplaced records. Details of the Physionet databases are described below.
Database 1:
The records in the Physikalisch-Technische Bundesanstalt (PTB) Diagnostic ECG Database were collected from healthy volunteers and patients with different heart diseases [20] . The ECGs were obtained using a non-commercial PTB prototype recorder. The sampling rate was 1 kHz. The resolution of the recorder was 16 bit with 0.5 µV/LSB, and the bandwidth was 0-500 Hz. The PTB Diagnostic ECG Database consists of 549 records from 290 subjects (148 myocardial infarction, 18 cardiomyopathy or heart failure, 15 bundle branch block, 14 dysrhythmia, 7 myocardial hypertrophy, 6 valvular heart disease, 4 myocarditis, 4 miscellaneous, 52 healthy controls, and 22 subjects unclassified). The record lengths varied from 32 to 120 seconds. We divided each record into 10-second long segments, which generated5520 records for our study. [21] . The resolution of the recorder was 16 bit. Each record is 30 minutes long and was sampled at 257 Hz. The ECGs were collected from 46 patients, among which 2 were with acute MI, 5 with transient ischemic attack, 4 with prior MI, 7 with coronary artery disease with hypertension, 1 with sinus node dysfunction, 18 with supraventricular ectopy, 3 with atrial fibrillation or SVTA, 2 with WPW, 1 with AV Block, and 3 with bundle branch block. We divided each record into 10-second segments, which produced 13,500 records for our study.
Database 3: D Database 3 was provided by Computing in Cardiology / Physionet Challenge 2011, which called for computer algorithms to evaluate the quality of ECGs collected using mobile phones [22] . Each record is 10 seconds long and is sampled at 500 Hz with 16-bit resolution. The records have large variation in their signal qualities. Physionet annotators labeled 775 of the records as acceptable, 223 records as unacceptable, and 2 records as indeterminate. We reexamined the acceptable records and excluded those records with significant artifacts. The following criteria were adopted for selection of records that are to be included: 1.) a record cannot have significant flat-line segments or segments that are off the chart; 2.) a record cannot have large measurement noises; and 3.) amplitudes of the leads cannot be too small. Using these criteria, each author independently reviewed the 775 acceptable records, and only the 383 records that had been accepted by all authors were included in a database for our study. This selection process is to avoid potential errors in the training data.
Electrode Placement
Lead Reading # Layout Cable Reversal "I" "II" "III" "AVR" "AVL" "AVF" "V1-V6" Figure 2 shows the flowchart of the overall algorithm. During the preprocessing stage, artifacts will be removed from the ECG and then the ECG is delineated to detect the heartbeats. The preprocessed ECG will be evaluated using two sequential steps. The first step determines whether the ECG has been correctly collected. Once electrode misplacement is determined, the second step will examine the ECG to determine what the type of misplacement is. We generated two groups of features. Group one consists of features based on physiological properties of the ECG. Group two consists of features based on correlation between reconstructed leads and the original leads.
ECG signals are often contaminated by powerline interference and baseline wandering [23, 24] . Before testing an ECG against a detection algorithm, we first enhanced the signal quality of the ECG. Specifically, a low-pass filter was adopted to suppress high-frequency power line noises and a high-pass filter was applied to remove lowfrequency baseline wander. A variety of algorithms has been developed for delineation of P wave, QRS-complex, and T wave; see introduction in Clifford et al. [25] . For details of the filter parameters used in this work, we refer the readers to a previous publication [26] .
Method

Preprocessing Physiological Features
A typical ECG tracing consists of various waves and intervals, including peak-to-peak amplitude, P axis, QRS axis, QRS area, QRS amplitudes with various delays after QRS onset, T sum, as well as the amplitudes of Q, R, S and T [4] . These waves and intervals represent important physiological measurements and have been used by various authors to detect electrode misplacements [17] . Certain waves may be missing ina given ECG due to diseases or disturbances. Many methods have been developed to detect various ECG waves [25] . The features we have used include the QRS axis, the average amplitudes of P waves in 6 limb leads, the average amplitudes of Q waves in 6 limb leads, the average amplitudes of R waves in 6 limb leads, the average amplitudes of S waves in 6 limb leads and the average amplitudes of T waves in 6 limb leads. For each lead, the QRS axis as well the P, Q, R, and S wave amplitudes were computed for each beat and then averaged over all beats.
Correlation-based Features
Inter-lead correlations areimportant parameters for ECG analysis [25] . The standard 12-lead ECG has 6 limb leads and 6 precordial leads. Among the 6 limb leads, only 2 are independent. One can arbitrarily choose 2 out of the 6 limb leads and then the other 4 leads can be exactly computed from linear combinations of the chosen 2. The 6 precordial leads are generally independent of each other and independent to the limb leads. Therefore, the 12-lead ECG can be reduced to a set of 8 independent leads (6 precordial and 2 limb leads). Apparently, there are multiple ways to reduce the 12-lead ECG to an 8-lead counterpart. Nevertheless, all the reductions are equivalent to one another. Now, any lead in the 8-lead reduction can be predicted from the other 7 leads using a regression model. Moreover, it is hypothesized that this regression model is a universal model for all records that are correctly collected. Based on this hypothesis, parameters of this universal model can be estimated by fitting it to all correct ECGs in the database. For more detailed descriptions on correlation features, we refer the readers to the work or Kors and Herpen [15] . Various types of regression models can be adopted for this purpose [28, 29] . Here, we used a simple linear regression model. The correlation between a lead and its reconstruction would tend to be high if the ECG is correctly collected or otherwise the correlation would tend to be low. For example, Figure 3 The two groups of features are utilized both individually and in combination. Feature combination is straightforward in neural network models. In a neural network model, each feature corresponds to a neuron in the input layer. Thus, to increase the number of features is to simply increase the number of input neurons. Since neurons in hidden layers use nonlinear transfer functions, the output of a neural network model depends on a complicated nonlinear combination of all features.
These physiological features are extracted using an open-access software ecgpuwave [27] . For more detailed descriptions of the physiological features, we refer the readers to the work of Heden et al. [12] . 
Step 1 is a two-class classification problem and
Step 2 is a multi-class classification problem.
As shown in Figure 2, Step 1 is a two-class classification problem to determine whether the ECG was collected with misplaced electrodes and, if misplacement is detected, Step 2 is a five-class classification problem to determine the type of misplacement. We adopted neural network models for classification in both steps and implemented these models using the artificial neural network toolbox in MATLAB [30] . Both network models have two hidden layers, where the first hidden layer has five neurons and the second layer has six neurons. The hyperbolic tangent sigmoid transfer function was used in each layer. Both steps adopt the Levenberg-Marquard algorithm [31] as the training function and mean square error as the cost function. The model in step 1 has one output node, whose output varies between 0 and 1. We took 0.5 as the discrimination threshold. Therefore, the output of a correct ECG is expected to be less than 0.5 and the output of a misplaced ECG is expected to be otherwise. The model in Step 2 has five output nodes, each of which, varying between 0 and 1, represents the probability for the occurrence of one type of misplacement. Note that the sum of all five outputs in Step 2 equals to 1. Nonlinear neural networks may have multiple local minima. When training a network, the MATLAB toolbox starts from a set of random parameters and the result may converge to one of the local minima [32] . This randomness leads to variations in the classification outcomes. To overcome that problem, we adopted a "voting" strategy [33] . For each classification problem, we trained 20 different neural net classifiers, each of which started from random initial guesses and used the same set of training data. Then, the outputs from the 20 neural net classifiers were averaged to generate the final output. Empirical studies showed that voting can reduce variations and improve the overall performance. Where PPV stands for positive predictive value and NPV stands for negative predictive value. Positive predictive value [37] , also known as precision, is the portion of positive predictions that are true positives. A poor (low) precision indicates a high false alarm rate. Negative predictive value [37] is the portion of negative predictions that are true negatives. A poor (low) NPV indicates a high false negative rate. For a test set that includes equal number of positive and negative records, it is sufficient to report sensitivity and specificity since high sensitivity and specificity infer to high PPV and NPV. However, for a highly unbalanced test set, PPV and/or NPV should also be reported. Table 2 shows a confusion matrix [34] for the two-class classification in Step 1. The following metrics are often used for twoclass classification:
Design of Classifiers
Sensitivity [35] , also known as recall, describes how accurately the step can recognize misplaced records. Specificity [36] describes how accurately the step can recognize correct ECGs. Accuracy describes the overall accuracy of the step. Two additional metrics are also useful: Resampling on the training set was to improve the overall discrimination performance. We randomly selected 1/5 positive records in the original training set and repeated each negative record 8 times so that the ratio between positive and negative records is 1:9. Table 4 shows the results of Step 1 using the original training set. First, the classifiers were evaluated on the original test set. Physiological features yielded excellent scores for all metrics whereas the performance of correlation features was less satisfactory.
PPV = TP/(TP+FP), NPV = TN/(TN+FN),
Performanceevaluation
Combining physiological and correlation features yielded better performance than each individual feature set. Then, the same classifiers were evaluated on the resampled test set. Comparing the results of the two test sets yields interesting observations. The two test sets have the same specificity value for each feature set since they include the same negative records; see Table 3 . The positive records in the resampled set were randomly selected from the original test set; therefore, the two test sets have almost identical sensitivity values for each feature set. However, PPV on the resampled test set is much worse than that on the original test set for each feature set. This can be understood by comparing the definitions of specificity and PPV. The numbers of FP records are the same for the two test sets. However, the number of TP records in the resampled test set is about 1/24th of that in the original test set, indicating PPV in the resampled test set is much worse than the specificity set. Following a similar argument, one can see that NPV in the resampled set should be better than the sensitivity value. The poor PPV values in the resampled test set implies that classifiers trained in this way will have high false positive rates in clinical settings, where the percentage of positive records is no more than 4%.
Step 1: determining whether an ECG record has been correctly collected Resampling on the test set was to emulate the frequency of misplaced records in clinical settings. We included all negative records from the original test set and randomly selected a number of positive records so that the ratio between positive and negative records is 1:24.To gain statistical significance, the resampling was repeated 100 times and results were averaged average performances were reported.
Results
Step 2 has multiple outputs. We evaluated the performance using the accuracy for each output.
Resampling for step 1
When studying Step 1, resampling was conducted on the test and training sets to better evaluate the classification performances and to improve the performances; see Table 3 . For the original test and training sets, the ratio between positive (misplaced) and negative (correct) records is 5:1 because five types of electrode misplacements were considered. Table 4 , we resampled the training set to reduce the P:N ratio. Due to limitations in computer memory and efficiency, we chose P:N to be 1:9; see Table 3 for detailed descriptions. Results using the resampled training set are shown in Table 5 . Although the NPVs of the original test set are not satisfactory, the performances of all metrics on the resampled set are outstanding, especially using combined features. We re-emphasize that the resampled test set was designed to mimic the ratio of positive records in clinical settings. Table 4 . Performance of step 1 using the original training set (P:N=5:1).Results on the resampled set were based on averaging of 1resamplingtrials. See Table 3 for descriptions of the data sets.00
Motivated by results in
Step 2: Determining the type of misplacement Once a record was recognized as misplacement, we then applied step 2 to determine the type of misplacement. In step 2, both the training and test sets include equal number of records for each type of misplacement. Results using different features are shown in Table 6 . Ten-fold cross validation was performed. Average performance with standard deviation is shown here. The best overall performance was obtained using combination of physiological and correlation features. To further illustrate the performance, Table 7 shows the confusion matrix using combined features. Table 3 . The ratio between positive and negative records (P:N) in original data sets and resampled data sets. A resampled test set includes all the negative records in the original test set whereas 1/120th positive records in the original test set are randomly selected to include in a resampled test set. The negative records in the original training set is repeated 8 times to form a resampled training set, which also include randomly selected 1/5th of the positive records from the original training set.
Test Set
Features Accuracy Table 5 . Performance of Step 1 using the resampled training set (P:N=1:9).See Table 3 for descriptions of the data sets. Table 6 : Performance of Step 2 based on 10 fold cross validation.
We have developed an algorithm that includes two discrimination steps for automatic detection of limb cable reversals in ECG. We used resampling to achieve more reliable evaluations and to improve the overall performance of the algorithm. Resampling the test set is necessary to reveal potential false positive predictions in practical applications.
Resampling the training set yields optimal outcomes in all performance metrics.
Discussion and Conclusion
Step 1 of the algorithm determines whether an ECG was correctly collected and Step 2 determines the type of misplacement. Combing the two steps can warn the ECG operator about potential misplacement and can give suggestions about how to correct the error. The performance of
Step 1 is 99.6% accuracy, 91.7% sensitivity, 99.9% specificity, 98.9% positive predictive value and 99.7% negative predictive value. The overall accuracy of Step 2 is 90.4%.One may naturally ask what if steps 1 and 2 were combined into a single step that consists of 6 output nodes, corresponding to the correct ECG and one of each misplacement type. This idea has been investigated. However, the results were less satisfactory than the use of the two separate steps.
The current paper considers only limb electrode misplacements. Future work should investigate misplacements involving both limb and precordial electrodes. Since the 10 electrodes produce millions of possible layouts of misplacement, a crucial step will be to determine a feasible set of electrodes that are most likely to be misplaced and the outcomes of their misplacements can seriously affect subsequent diagnoses by physicians or by computers. It is a challenging task to identify ECG waves in the presence of ectopic beats. We have not done any optimization to the wave detection algorithms. Thus, errors in wave detection will contribute to errors in lead-switch detection. On the other hand, correlation features are not sensitive to ectopic behaviors in individual beats since correlation is based on the overall relation between leads. This is probably why the combined features perform better than individual feature groups. Noise and artifacts can significantly degrade diagnostic information in ECG. Various algorithms for ECG quality evaluation have been developed in the literature [22, 26, 38, 39] . More practical and robust algorithms can be developed by combining signal quality evaluation methods and misplacement detection methods. Note that misplacement of the RL electrode is not explicitly discussed in this manuscript since it results in a flat line channel in one of the limb leads (see items 7-12 in Table 1 ). In practice, a non-zero but small lead may be caused by a misplaced RL electrode. Some studies may need to be conducted to more accurately address this issue.
We echo a call from American Heart Association that states "Leadswitch detection algorithms should be incorporated into digital ECGs … and suspected misplacements should be identified … in time to correct the problem. If not corrected before recording, a diagnostic statement … should be incorporated into preliminary interpretive reports" [40] . However, modern ECG machines have not fully taken advantage of computer algorithms for detection of electrode misplacements.
Most commercial ECG machines have the capability to detect the switch between LA and RA electrodes. However, the ECG machines overlook other types of misplacements. To ensure better ECG quality, more strict guidelines should be developed to enforce improved capabilities of lead-switch detection in commercial ECGs. On the other hand, more robust, accurate algorithms should be developed and rigorously evaluated before they are implemented in medical devices.
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