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We report on a fundamental role of a non-normalized invariant density, i.e., infinite invariant
density, in a semi-Markov process with continuous state variables, where the state is determined
by the inter-event time of successive changes of states. The state could be the velocity in the
generalized Levy walk model or the energy of a particle in the trap model. We analytically show
that the density for the state value accumulates in the vicinity of the zero and is composed of two
parts: the density near the zero increases with its support becoming zero in the long-time limit
and the other is a trace of a non-normalized formal steady state, which gradually disappears in the
long-time limit. The first is normalized and serves as a description of the typical fluctuations, and
the second is non-normalized and serves effectively as a steady state. Moreover, we demonstrate
two distributional behaviors for time-averaged observables in the non-stationary processes, where
the shape of the distribution is determined by whether the observable is integrable with respect
to the infinite density. The infinite invariant density plays an important role in characterizing the
non-stationary accumulation process.
I. INTRODUCTION
There are a growing number of studies on applications
of infinite invariant density, which is a non-normalized
formal steady state of a system, in the physical literature,
ranging from deterministic dynamics describing intermit-
tency [1–12], models of laser cooling [13–16], anoma-
lous diffusion [17–21], renewal processes [22], and non-
normalized Boltzmann states [23]. Infinite ergodic the-
ory states that an invariant measure absolutely continu-
ous with respect to the Lebesgue measure cannot be nor-
malized for some ergodic dynamical systems [24–28]. In
infinite ergodic theory, distributional limit theorems for
time-averaged observables have been extensively studied
[26, 29–34]. Recently, finding unexpected links between
infinite ergodic theory and nonequilibrium phenomena
attracts a significant interest in statistical physics [5–
10, 16–19, 23, 35].
Statistical properties of equilibrium systems are de-
scribed by a normalized density describing the steady
state. On the other hand, a formal steady state some-
times cannot be normalized in nonequilibrium processes
[13–19, 23]. Let us consider a 1D Brownian motion in infi-
nite space. The formal steady state is a uniform distribu-
tion, which cannot be normalized in infinite space. This
non-normalized steady state is considered to be unimpor-
tant because one knows the exact solution of the propa-
gator. However, one can see a role of the infinite density
when considering the occupation time statistics. Clas-
sical arcsine law states that the ratio between an occu-
pation time that a 1D Brownian particle spends on the
positive space and the total measurement time follows the
arcsine distribution [36]. Moreover, the normalized ratio
∗ takuma@rs.tus.ac.jp
between an occupation time that a 1D Brownian parti-
cle spends on a region with a finite area and the total
measurement time follows the Mittag-Leffler distribution
[37].
These two laws are distributional limit theorems for
time-averaged observables because the occupation time
can be represented by the sum of an indicator function.
To see this, take an indicator function of a 1D Brown-
ian motion, i.e., θ(x(t)) = 1 if x(t) > 0, otherwise zero.
The integral over this function multiplied by a constant,
where limits of the integral stretch to infinity, is clearly
diverging. In contrast, if we have an indicator function
θ(x(t) − xa)θ(xb − x(t)), i.e.; it is one if xa < x(t) < xb,
otherwise zero, this observable is integrable, with respect
to a uniform “steady state.” Because the uniform steady
state is the infinite density, the observable for the arcsine
law is not integrable with respect to the infinite den-
sity while that for the Mittag-Leffer law is integrable.
Therefore, the integrability of the observable discrimi-
nates the two distributional limit theorems in occupation
time statistics.
In stochastic processes such as dichotomous processes
and renewal processes, the probability density func-
tions (PDFs) for some time-averaged observables have
a nonzero-variance distribution, such as the generalized
arcsine law [38, 39] or the Mittag-Leffler distribution [37].
Such a distributional behavior is a fingerprint of nonequi-
librium nonstationary processes. Recently, relevant phys-
ical phenomena of distributional behaviors have been ex-
perimentally unveiled, e.g., intensity of fluorescence in
quantum dots [40, 41], diffusion coefficient of a diffus-
ing biomolecule in living cells [42–45], and interface fluc-
tuations in Kardar-Parisi-Zhang universality class [46],
where time averages of an observable, obtained from dif-
ferent realizations under the same experimental setup,
do not converge to a constant but remain random. These
distributional behaviors of time averages for some observ-
2ables have been investigated by several stochastic models
describing anomalous diffusion processes [19, 39, 47–54].
While several works have considered applications of
infinite ergodic theory for anomalous dynamics, our goal
is to expose a role of a non-normalized steady state in
a minimal model of nonequilibrium nonstationary pro-
cesses. In particular, we unravel how the infinite in-
variant density plays a vital role in characterizing the
nonequilibrium nonstationary processes. We analytically
show that the propagator approaches zero, i.e.; the state
accumulates into the origin. In the accumulation pro-
cess, the density at the origin increases according to the
increase of time with the support narrowing. While the
density outside the support is decreasing as time goes
on, it can be described by the non-normalized invariant
density, which is a formal steady state. In the process
we derive explicit expressions for non-normalized densi-
ties, whereas at least in mathematical literature of deter-
ministic dynamics such as Pomeau-Manniville map this
density is not known explicitly. Moreover, we provide
two distributional limit theorems of time-averaged ob-
servables, where the infinite density plays an important
role in determining one of the two distributional limit
theorems.
II. SEMI-MARKOV PROCESS
Here, we introduce a semi-Markov process (SMP),
which is based on a renewal process. Renewal process
is a point process where an inter-event time of two suc-
cessive renewal points is an independent and identically
distributed (IID) random variable. In SMPs, a state
changes at renewal points. In other words, a state re-
mains constant in between successive renewals. In what
follows, we consider continuous state variables. In par-
ticular, the state is characterized by a continuous scalar
variable and the scalar value is determined by the inter-
event time. In this sense, the continuous-time random
walk and a dichotomous process is an SMP. Moreover,
time series of magnitudes/distances of earthquakes can
be described by an SMP because there is a relation be-
tween the magnitude and the inter-event time [55]. In
trap model [56] a random walker is trapped in random
energy landscapes. Because escape times from a trap
are IID random variables depending on the trap and the
mean escape time is given by the energy, the value of the
energy can be described by an SMP. Therefore, a state
variable, in a different context, can have any meanings
(see also Ref. [57] for Moses effect in dynamical systems).
As a typical physical example of this process, we intro-
duce a generalized Le´vy walk (GLW) [58]. This system
can be applied to many physical systems such as turbu-
lence dynamics and subrecoil laser cooling [13–15, 54, 59–
61], where the state is considered to be velocity or mo-
mentum. In the GLW a walker moves with constant
velocities Vn over time segments of lengths τn between
turning points occurring at times tn, i.e, τn = tn − tn−1,
where flight duration τn is an IID random variable. Thus,
displacement Xn in time segment [tn−1, tn] can be given
by Xn = Vnτn. A coupling between Vn and τn is given
by joint PDF ψ(v, τ). As a specific coupling, the abso-
lute values |Vn| of the velocities and flight durations τn
in such an elementary flight event are coupled via
|Vn| = τ
ν−1
n , (1)
or equivalently via
τn = |Vn|
1
ν−1 , (2)
in the GLW. The quantity ν > 0 is an important param-
eter characterizing a given GLW. These nonlinear cou-
pling was also consider in Ref. [35, 61, 62]. Standard
Le´vy walk corresponds to case ν = 1, implying the ve-
locity does not depend on the flight duration. In what
follows we focus on case 0 < ν < 1. Some investigations
such as Refs. [54, 58] concentrated on the behavior in
coordinate space, where a trajectory x(t) is a piecewise
linear function of time t.
In the following, we call velocity as a state variable
of the process for simplicity and concentrate on the be-
havior in the velocity space, where a trajectory of v(t) is
a piecewise constant function of t (see Fig. 1) An SMP
consists of a sequence {E1, E2, . . .} of elementary flight
events En = (Vn, τn). We note that this sequence En
(n = 1, · · · ) is independent and identically distributed
random variable. Thus the velocity process of a GLW is
fully characterized by the joint PDF of a velocity v and
a flight duration τ in an elementary flight event:
ψ(v, τ) = 〈δ (v − Vi) δ (τ − τi)〉 (3)
The symbol δ (.) denotes the Dirac delta function. PDF
ψ(τ) of the flight durations is defined through the
marginal density of the joint PDF ψ(v, τ):
ψ(τ) =
∫ +∞
−∞
ψ(v, τ) dv = 〈δ (τ − Ti)〉 . (4)
Similarly one can get PDF φ(v) for the velocities of an
elementary event as
φ(v) =
∫ +∞
0
ψ(v, τ) dτ = 〈δ (v − Vi)〉 . (5)
In Le´vy walk treatments usually ψ(τ) is prescribed and
chosen as a slowly decaying function with a power-law
tail:
ψ(τ) ∼
c
|Γ(−γ)|
τ−1−γ (τ →∞) (6)
with the parameter γ > 0 characterizing the algebraic
decay and c being a scale parameter. The parameter pair
(ν, γ) determines the essential properties of the GLW and
the asymptotic behavior in the velocity space (see Fig. 1).
Of special interest is the regime 0 < γ < 1. There the
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FIG. 1. Trajectories of velocity v(t) and the integration of a
function f(v) = |v|, i.e., X(t) =
∫
t
0
|v(t′)|dt′. Because velocity
v(t) is a piece-wise constant function, the integration X(t) is
a piece-wise linear function of t. Parameter sets (γ, ν) are
(0.8, 0.2) and (0.5, 0.8) for (a) and (b), respectively.
sequence of renewal points {tn, n = 0, 1, 2, . . .}, at which
velocity v(t) changes, i.e.,
tn =
n∑
i=1
τi (7)
with t0 = 0, is a non-stationary process in a sense that the
rate of changes is not constant but varies with time [13,
39]. This is because the mean flight duration diverges,
i.e., 〈τi〉 =
∫∞
0 τ ψ(τ) dτ = ∞. To determine the last
velocity v(t) at time t, one needs to know time interval
straddling t, which is defined as time τ ≡ tn+1 − tn with
tn < t < tn+1 and was discussed in [52, 63]. In other
words, one has to know a time when the first renewal
occurs after time t in order to determine the last velocity.
III. INFINITE DENSITY IN A SEMI-MARKOV
PROCESS
A. General expression for the propagator
1. standard derivation
We are interested in the propagator p(v, t), which is
the PDF of finding a velocity v at time t, given that
the process started at t = 0 with v = 0. To derive an
expression for p(v, t), we note that at every renewal time
tn−1 the process starts anew with velocity Vn until t < tn.
So one needs the PDFR(t) for finding some renewal event
at time t. This quantity is called sprinkling density in the
literature [13] and closely related to the renewal density
in renewal theory [64].
It is obtained from a recursion relation for the PDF
Rn(t) = 〈δ (t− tn)〉 that the n-th renewal tn occurs ex-
actly at time t. Using the PDF ψ(τ), we get the iteration
rule
Rn+1(t) =
∫ t
0
dt′ ψ(t− t′)Rn(t
′) (8)
with the initial condition R0(t) = δ(t), which means that
we assume a renewal occurs at t = 0, i.e., ordinary re-
newal process [64]. Summing both sides from n = 0 to
infinity, one gets the equation of R(t) ≡
∑∞
n=0Rn(t) for
t > 0, i.e.,
R(t) =
∫ t
0
dt′ ψ(t− t′)R(t′) +R0(t). (9)
Eq. (9) is known as the renewal equation. The solution
of this equation is easily obtained in Laplace space as
R˜(s) =
1
1− ψ˜(s)
, (10)
where R˜(s) =
∫∞
0 R(t) exp(−st) dt. The integral of
R(t) is related to the expected number of renewal events
〈N(t)〉 occurring up to time t (renewal function), i.e.,
〈N(t)〉 =
∫ t
0
R(t′) dt′. (11)
Note that here the event at t = 0 is also counted while the
event at t = 0 is often not counted in renewal theory and
thus the renewal function is correspondingly 〈N(t)〉 − 1.
With knowledge of R(t), which in principle can be ob-
tained by Laplace inversion of Eq. (10), one can formulate
the solution of the propagator as
p(v, t) =
∫ t
0
dt′W (v, t− t′)R(t′), (12)
whereW (v, t−t′) takes into account the last incompleted
flight event, starting at the last renewal time t′, provided
4that the flight duration is longer than t− t′ with velocity
v. Thus W (v, t) is given by
W (v, t) ≡
∫ ∞
t
dτ ψ(v, τ). (13)
Integrating this over all velocities leads to the survival
probability Ψ(t) of the sojourn time, i.e., the probability
that an event lasts longer than a given time t
Ψ(t) =
∫ +∞
−∞
W (v, t) dv =
∫ ∞
t
dτ ψ(τ). (14)
Using Eqs. (2), (10), and (13) one can write down the
propagator in the Laplace space
p˜(v, s) = W˜ (v, s)R˜(s) =
1
s
φ(v)− ψ˜(v, s)
1− ψ˜(s)
. (15)
This is a general expression of the propagator
and an analogue of the Montroll-Weiss equation of
the continuous-time random walk [65]. Recalling∫
dv
[
φ(v) − ψ˜(v, s)
]
= 1 − ψ˜(s) gives
∫
dv p˜(v, s) = 1s ,
implying that propagator p(v, t) in the form of Eq. (15)
is correctly normalized
∫
dv p(v, t) = 1.
In what follows, as a specific example, we consider a
deterministic coupling between τi and |Vi|, which is the
same as in the GLW. The joint PDF ψ(v, τ) is specified
as follows: flight duration τi is chosen randomly from the
PDF ψ(τ), and the corresponding absolute value of the
velocity |Vi| is deterministically given by |Vi| = τ
ν−1
i . Fi-
nally, the sign of Vi is determined with equal probability,
implying that
ψ(v, τ) =
1
2
[
δ
(
v − τν−1
)
+ δ
(
v + τν−1
)]
ψ(τ) (16)
with ψ(v, τ) = ψ(−v, τ). Alternatively, one can specify
the velocity first using the PDF φ(v) = φ(−v). Then,
one can express the joint PDF ψ(v, τ) also as
ψ(v, τ) = δ
(
τ − |v|
1
ν−1
)
φ(v). (17)
Although Eqs. (16) and (17) are equivalent, the latter
suggests a different interpretation as selecting in an ele-
mentary event first the velocity Vi randomly from φ(v)
and then staying on this level for a duration τi = |Vi|
1
ν−1 .
Obviously prescribing ψ(τ) determines φ(v) [via Eqs.(5)
and (16)] and vice versa [via Eqs.(4) and (17)]. From
Eq. (13), one gets
W (v, t) = φ(v)θ(|v|
1
ν−1 − t), (18)
where θ(x) is the Heaviside step function.
Before deriving our main results, we give an equilib-
rium distribution of the propagator for γ > 1. Although
we assumed γ < 1 in Eq. (6), a general expression of the
propagator, Eq. (15), is exact for γ > 1. For γ > 1, the
mean flight duration 〈τ〉 is finite and we have
peq(v) = lim
s→0
sp˜(v, s) =
∫∞
0 ψ(v, τ)τdτ
〈τ〉
. (19)
Therefore, for γ > 1, as expected, an equilibrium distri-
bution exists; i.e., the propagator becomes a stationary
distribution:
p(v, t)→ peq(v) =
φ(v)|v|
1
ν−1
〈τ〉
(20)
for t →∞. Here, we note that the equilibrium distribu-
tion becomes a different form when ψ(v, τ) is decoupled,
i.e., ψ(v, τ) = φ(v)ψ(τ). By Eq. (6), it is easily obtained
as peq(v) = φ(v).
Because the integration of R(t) gives 〈N(t)〉, we get
the exact expression for the propagator
p(v, t) = φ(v) [〈N(t)〉 − 〈N(t− tc(v))〉] , (21)
where tc(v) ≡ |v|
1
ν−1 . We note that 〈N(t)〉 = 0 when
t < 0. In particular, one can express p(v, t) as
p(v, t) = φ(v) ·
 〈N(t)〉〈N(t)〉 − 〈N(t− tc(v))〉
for
for
t < tc(v)
t > tc(v)
.
(22)
Since we have no approximation, the solution is exact,
while one should calculate 〈N(t)〉. This is a central result
of this section.
The mean number 〈N(t)〉 of renewals up to time
t increases monotonically from 〈N(t→ 0)〉 = 1 be-
cause the first jump is at t0 = 0+, which implies that
limt→0 p(v, t) = φ(v), which is the velocity distribution
of the elementary event as given by Eq. (5). Note that
we assume the ordinary renewal process. For a given
velocity v satisfying t < tc(v), the function p(v, t) in-
creases until t reaches tc(v) because 〈N(t)〉 is a monoton-
ically increasing function. Thereafter p(v, t) stays con-
stant or decreases because 〈N(t)〉 − 〈N(t− tc(v))〉 stays
constant or decreases depending on whether the renewal
sequences {tn, n = 0, 1, 2, . . .} are equilibrium sequences
or not [64, 66–68]. This in turn depends on the shape of
ψ(τ), more precisely on the decay of ψ(τ) for large τ , as
detailed below.
For a discussion of the velocity profile p(v, t) for a fixed
time t, it is more convenient to rewrite Eq. (21) for v > 0
as
p(v, t) = φ(v) [〈N(t)〉 − 〈N(t− tc(v))〉 θ(v − vc(t))]
(23)
where we introduced the critical velocity vc(t) = t
ν−1
and vc(t) is monotonically deceasing as function of t
because 0 < ν < 1. For a negative v, p(v, t) follows
from the symmetry p(v, t) = p(−v, t). Thus for a fixed
t and |v| < vc(t) the profile of p(v, t) is the same as
φ(v), enlarged by the velocity-independent factor 〈N(t)〉,
whereas for |v| > vc(t) it has a non-trivial v-dependence
due to the v-dependence of 〈N(t− tc(v))〉. Note that at
velocity v = vc(t) the profile of v jumps by the value
δp = limε→0[p(vc(t) − ε, t) − p(vc(t) + ε, t)] = φ(vc(t))
at the critical velocity v = vc(t) because we assumes
〈N(0)〉 = 1.
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FIG. 2. Time evolution of the propagator for different times
(γ = 0.5 and ν = 0.2). Symbols with lines are the results
of numerical simulations. Dashed and dotted lines are the
theories, i.e., Eqs. (36) and (33), respectively. Infinite density
can be observed for v > vc(t) while the propagator follows a
different scaling, i.e., Eq. (33), for v < vc(t). We used PDF
ψ(τ ) = γτ−1−γ for τ ≥ 1 as the flight-time PDF.
2. another derivation of Eq. (21)
Here, we give another derivation of the propagator, i.e.,
Eq. (21). When t satisfies tn < t <n+1, the PDF of v(t)
denoted by pn(v, t) can be written as
pn(v, t) = 〈δ(τn+1 − |v|
1
ν−1 )I(tn < t < tn+1)〉, (24)
where I(·) = 1 if the condition in the bracket is satisfied,
and 0 otherwise. It follows that the propagator can be
obtained as
p(v, t) =
∞∑
n=0
pn(v, t) (25)
Using φ(v) and tn+1 = tn + τn+1, we have
p(v, t) = φ(v)
∞∑
n=0
〈I(tn < t < tn + |v|
1
ν−1 )〉, (26)
where we note that 〈I(tn < t)〉 gives a probability:
〈I(tn < t)〉 = Pr(N(t) > n+ 1). (27)
The mean of N(t) can be written as
〈N(t)〉 =
∞∑
n=1
nPr(N(t) = n) =
∞∑
n=1
Pr(N(t) > n), (28)
where we used identity Pr(N(t) = n) = Pr(N(t) > n −
1)− Pr(N(t) > n). Therefore, we have Eq. (21).
B. Infinite density
To proceed with the discussion of Eq. (23), we use
Eq. (6) for the flight-time PDF and consider γ < 1. The
PDF of velocities φ(v) in an elementary event can be
obtained by Eqs. (5) and (16):
φ(v) =
1
2
ψ(|v|
1
ν−1 )
|v|
−1− 1
1−ν
1− ν
. (29)
For the specific choice for ψ(τ) given in Eq. (6) the
asymptotic form with 0 < ν < 1 yields
φ(v) ∼
c
2(1− ν)|Γ(−γ)|
|v|
−1+ γ
1−ν for v → 0. (30)
First, we show the asymptotic behavior of 〈N(t)〉 for
t → ∞. Because the Laplace transform of ψ(τ) is given
by ψ˜(s) = 1 − csγ + o(sγ) for s → 0, Eqs. (10) and (11)
yields
〈N(t)〉 ∼
1
cΓ(1 + γ)
tγ for t→∞. (31)
The renewal function gives the exact form of the propa-
gator [see Eq. (21)]. There are two regimes in the prop-
agator as seen in Eq. (22). For t < tc(v), or equivalently
v < vc(t), the propagator is given by
p(v, t) = 〈N(t)〉φ(v). (32)
In this regime the propagator is an increasing function of
t because 〈N(t)〉 is a monotonically increasing function of
t whose asymptotic behavior is given by Eq. (31), whereas
the support (−vc(t), vc(t)) will shrink because vc(t) =
t−(1−ν) → 0 as t→∞. For t≫ 1, implying v < vc(t)≪
1, the propagator becomes
p(v, t) ∼
tγ |v|−1+
γ
1−ν
2(1− ν)|Γ(−γ)|Γ(1 + γ)
. (33)
This is a universal law in the sense that the asymptotic
form does not depend on the detailed form of the flight-
time PDF, e.g., scale parameter c.
For t > tc(v), or equivalently v > vc(t), the propagator
is given through 〈N(t)〉 − 〈N(t− tc(v))〉. For t≫ tc(v),
〈N(t)〉 − 〈N(t− tc(v))〉 ∼=
tγ − (t− tc(v))
γ
cΓ(γ + 1)
(34)
∼
tγ−1tc(v)
cΓ(γ)
. (35)
Therefore, the asymptotic behavior of the propagator be-
comes
p(v, t) ∼ φ(v) |v|
1
ν−1
tγ−1
cΓ(γ)
for t→∞, (36)
which is obtained simply by changing 〈τ〉 in Eq. (20) with∫ t
0 τψ(τ)dτ except for the proportional constant. One
can define a formal steady state I(v) using Eq. (36) as
follows:
I(v) ≡ lim
t→∞
t1−γp(v, t) =
φ(v) |v|
1
ν−1
cΓ(γ)
. (37)
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FIG. 3. Master curves of the propagator for (a) ν = 0.2, (b) ν = 0.5 and (c) ν = 0.8 (γ = 0.5). Symbols with lines are the
results of numerical simulations for different times t. Dashed lines represent the master curves, i.e., Eq. (39).
This does not depend on t in the long-time limit and a
natural extension of the steady state in case γ > 1, i.e.,
Eq. (20). However, I(v) is not normalizable and thus
called the infinite invariant density. Using Eq. (30), the
asymptotic form of the infinite density for v ≪ 1 becomes
I(v) ∼
1
2(1− ν)|Γ(−γ)|Γ(γ)
|v|−1−
1−γ
1−ν . (38)
We note that the infinite density describes the propagator
only for v > vc(t). While vc(t) → 0 in the long-time
limit, the propagator for v ≪ 1 is composed of two parts,
i.e., Eqs. (33) and (38). For v ≫ 1, the propagator is
described by the small-τ behavior of the flight-time PDF
through Eq. (22). As shown in Fig. 2, the support of the
propagator is almost restricted on |v| < 1 in the long-time
limit and composed of two parts, i.e., the accumulation
to the zero velocity, v < vc(t), and the infinite density,
v > vc(t).
C. master curve
Rescaling v by v′ = t1−νv in the propagator, we have a master curve in the propagator; i.e., the rescaled propagator
does not depend on time t and approach to the master curve in the long-time limit:
p(v′) ∼

|v′|−1+
γ
1−ν
2(1− ν)|Γ(−γ)|Γ(1 + γ)
(v′ < 1)
1− (1− v′
1
1−ν )γ
2(1− ν)|Γ(−γ)|Γ(1 + γ)
|v′|−1+
γ
1−ν (v′ ≥ 1),
(39)
where we used Eq. (34) and note that v′c ≡ t
1−νvc(t) = 1. The master curve is continuous at v
′ = 1 whereas p(v, t)
is not continuous at v = vc(t). As shown in Fig. 3, the rescaled propagators at different times t coincide with the
master curve.
IV. DISTRIBUTIONAL LIMIT THEOREMS
Here, we consider time averages of the absolute value
of the velocity and the squared velocity. When the sys-
tem is stationary, a time average goes to a constant in
the long-time limit, which implies ergodicity of the sys-
tem. However, these observables may not converge to a
constant but converge in distribution when the system is
non-stationary. While we focus on regime 0 < ν < 1, the
following theorems can be extended to regime ν > 1.
To obtain the distribution of these time averages, we
consider the propagator of the integrations of these ob-
servables along a trajectory from 0 to t, denoted by X(t),
which are piece-wise-linear functions of t and can be de-
scribed by a continuous accumulation process (see Fig. 1)
[34]. The time average of the observation function f(v)
is defined by
f(t) ≡
1
t
∫ t
0
f(vt′)dt
′ =
X(t)
t
, (40)
where vt′ = v(t
′) and X(t) =
∫ t
0
f(vt′)dt
′. X(t) can be
represented by
X(t) =
Nt∑
n=1
f(vn)τn + f(vNt+1)(t− tNt), (41)
7where Nt is the number of renewals in (0, t] (we usedN(t)
so far and N(t) = Nt + 1) and we assume the ordinary
renewal process (renewal occurs at t = 0) [64]. This
stochastic process can be characterized by a recursion
relation, which is the same as in the derivation of the
propagator. Let Rf (x, t) be the PDF of x = X(t) when
a renewal occurs exactly at time t, then we have
Rf (x, t) =
∫ x
0
dx′
∫ t
0
dt′ψf (x
′, t′)Rf (x−x
′, t−t′)+R0f (x, t),
(42)
where ψf (x, τ) = δ
(
x− f(τν−1)τ
)
ψ(τ) and R0f (x, t) =
δ(x)δ(t). Here, we assume that function f(v) is an even
function. We note that we use a deterministic coupling
between τ and v, i.e., Eq. (1). The PDF of X(t) at time
t is given by
Pf (x, t) =
∫ x
0
dx′
∫ t
0
dt′Ψf(x
′, t′)Rf (x− x
′, t− t′),(43)
where
Ψf (x, t) =
∫ ∞
t
dτψ(τ)δ(x − f(τν−1)t). (44)
The double-Laplace transform with respect to x and t
yields
P˜f (k, s) =
Ψ˜f (k, s)
1− ψ˜f (k, s)
, (45)
where ψ˜f (k, s) and Ψ˜f (k, s) are the double-Laplace trans-
forms of ψf (x, τ) and Ψf (x, t) and given by
ψ˜f (k, s) =
∫ ∞
0
dτe−sτ−kf(τ
ν−1)τψ(τ) (46)
and
Ψ˜f(k, s) =
∫ ∞
0
dte−st
∫ ∞
t
dτe−kf(τ
ν−1)tψ(τ), (47)
respectively. Eq. (45) is the exact form of the PDF of
X(t) in the Laplace space.
Before considering a specific form of function f(v), we show that there are two different classes in distributional
limit theorems of time averages. Expanding e−kf(τ
ν−1)τ in Eq. (46), we have
ψ˜f (k, s) ∼= ψ˜(s)− k
∫ ∞
0
dτf(τν−1)τψ(τ)e−sτ +O(k2). (48)
Using Eq. (29), one can write the second term with s = 0 as∫ ∞
0
dτf(τν−1)τψ(τ) =
1
1− ν
∫ ∞
0
dvf(v)v
3−ν
ν−1ψ(v
1
ν−1 ) = 2
∫ ∞
0
f(v)v
1
ν−1φ(v)dv = 2cΓ(γ)
∫ ∞
0
f(v)I(v)dv. (49)
When function f(v) is integrable with respect to the infinite density, i.e.,
∫∞
0 f(v)I(v)dv <∞, the second term is still
finite for s→ 0. As shown below, we will see that the integrability gives a condition that determines the shape of the
distribution function for the normalized time average, i.e., f(t)/〈f(t)〉.
A. time average of the absolute value of v
In this section, we show that there are two phases for
distributional behaviors of time averages. The phase line
is determined by a relation between γ and ν. As a specific
choice of function f(v), we consider the absolute value of
the velocity, i.e., f(v) = |v|. Thus, X(t) is given by
X(t) =
Nt∑
n=1
τνn + τ
ν−1
Nt+1
(t− tNt), (50)
For ν < γ, the moment 〈τν 〉 is finite, i.e., 〈τν〉 < ∞.
This condition is equivalent to the following condition
represented by the infinite density:
〈f(v)〉inv =
∫ ∞
0
f(v)I(v)dv <∞. (51)
The double Laplace transform P˜|v|(k, s) is calculated in
Appendix B (see Eq. (C4)). For s→ 0, the leading term
of −
∂P˜|v|(k,s)
∂k
∣∣∣∣
k=0
becomes
−
∂P˜|v|(k, s)
∂k
∣∣∣∣∣
k=0
∼
〈τν 〉
cs1+γ
. (52)
It follows that the mean of X(t) for t→∞ becomes
〈X(t)〉 ∼
〈τν〉
cΓ(1 + γ)
tγ . (53)
Since the mean of X(t) increases with tγ , we consider a
situation k ∼ sγ for small k, s≪ 1 in the double-Laplace
space. Thus, all the term k/sν (≪ 1) and O(k2/sγ) in
Eq. (C4) can be ignored. It follows that the asymptotic
8form of P˜ (k, s) is given by
P˜|v|(k, s) =
csγ−1/〈τν〉
k + csγ/〈τν〉
. (54)
This is the double Laplace transform of PDF G′t(〈τ
ν 〉x/c)
[69], where
Gt(x) = 1− Lγ(t/x
1/γ) (55)
and Lγ(x) is a one sided Le´vy distribution; i.e., the
Laplace transform of PDF lγ(x) ≡ L
′
γ(x) is given by
e−k
γ
. By a straightforward calculation one obtain the
asymptotic behavior of the second moment as follows:
〈X(t)2〉 ∼
2〈τν〉2t2γ
c2Γ(1 + 2γ)
. (56)
Furthermore, the nth moment can be represented by
〈X(t)n〉 ∼
n!Γ(1 + γ)n
Γ(1 + nγ)
〈X(t)〉n (57)
for t→∞. It follows that random variable X(t)/〈X(t)〉
converges in distribution to random variable Mγ whose
PDF follows the Mittag-Leffler distribution with order γ,
where
〈e−zMγ 〉 ∼
∞∑
n=0
Γ(1 + γ)n
Γ(1 + nγ)
(−z)n. (58)
In other words, the normalized time averages defined by
〈τν〉X(t)/(ctγ) do not converge to a constant but the
PDF converge to a non-trivial broad distribution (the
Mittag-Leffler distribution). In particular, the PDF can
be represented by the Le´vy distribution:
G′1(x) =
1
γ
x−
1
γ
−1lγ(x
−1/γ) (59)
To quantify trajectory-to-trajectory fluctuations of the
time averages, we consider the ergodicity breaking (EB)
parameter [47] defined by
EB(t) ≡
〈f(t)2〉 − 〈f(t)〉2
〈f(t)〉2
, (60)
where 〈·〉 implies the average with respect to the initial
condition. When the system is ergodic, it goes to zero as
t → ∞. On the other hand, it converges to a non-zero
constant when the trajectory-to-trajectory fluctuations
are intrinsic. For ν < γ < 1, the EB parameter becomes
EB(t)→ ML(γ) ≡
2Γ(1 + γ)2
Γ(1 + 2γ)
− 1 (t→∞), (61)
which means that the time averages do not converge to
a constant but it becomes a random variable with a non-
zero variance. For γ > 1, the EB parameter actually
goes to zero in the long-time limit. Moreover, it also
goes to zero as γ → 1. We note that the condition (51) is
general in a sense that the distribution of time averages
of function f(v) satisfying the condition (51) follows the
Mittag-Leffler distribution.
For ν > γ, 〈τν 〉 diverges and equivalently 〈f(v)〉inv =
∞, which results in a distinct behavior of the time aver-
ages. Using Eq. (C6), we have
−
∂P˜|v|(k, s)
∂k
∣∣∣∣∣
k=0
∼
γΓ(ν − γ)
(1 + γ − ν)Γ(1 − γ)
1
s1+ν
(62)
for s→ 0. The inverse Laplace transform gives
〈X(t)〉 ∼
γ|Γ(ν − γ − 1)|
Γ(1 − γ)Γ(1 + ν)
tν (63)
for t → ∞. Therefore, X(t) scales as tν , which means
that all the terms of k/sν in Eq. (C5) cannot be ignored.
These terms give the higher order moments. Performing
the inverse Laplace transform of terms proportional to
1/s1+ν gives
〈X(t)n〉 ∝ tnν (64)
for t→∞. By Eq. (C8), the EB parameter becomes
EB(t)→ A(γ, ν) ≡
2(1 + γ − ν)Γ(1 + ν)2
Γ(1 + 2ν)
[
(1 + γ − ν)Γ(2ν − γ)Γ(1− γ)
γ(2− 2ν + γ)Γ(ν − γ)2
+ 1
]
− 1 (t→∞). (65)
This EB parameter depends on γ as well as ν (> γ).
Moreover, EB parameter A(γ, ν) is a decreasing function
of ν and converges to ML(γ) and 0 for ν → γ+0 and ν →
1 − 0, respectively. Therefore, trajectory-to-trajectory
fluctuations of the time averages becomes insignificant
for large ν. In fact, the system becomes ergodic in the
sense that the time averages converge to a constant in
the limit of γ → 1 (and ν → 1).
B. time average of the squared velocity
For f(v) = v2, X(t) can be represented by
X(t) =
Nt∑
n=1
τ2ν−1n + τ
2ν−2
Nt+1
(t− TNt). (66)
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FIG. 4. Ergodicity breaking parameter as a function of the
measurement time for ν = 0.4, 0.5, and ν = 0.8 (γ = 0.3).
We note that ν = 0.4 and 0.5 satisfy 2ν−1 < γ while ν = 0.8
satisfies 2ν−1 > γ. Symbols represent the results of numerical
simulations. The dashed lines represent Eq. (65) and two
dotted lines represent Eqs. (61) and (68) for ν = 0.4 and
ν = 0.8, respectively.
In the same calculation in the previous case, us-
ing ψv2(z, τ) = δ
(
z − τ2ν−1
)
ψ(τ) and Ψv2(z, t) =∫∞
t
dτψ(τ)δ(z−τ2ν−2t), one can have the double Laplace
transform of P (z, t):
P˜v2(k, s) =
Ψ˜v2(k, s)
1− ψ˜v2(k, s)
. (67)
Therefore, the limit distribution of X(t)/〈X(t)〉 can be
obtained by the same way of the previous observable. In
particular, the Mittag-Leffler distribution is a universal
distribution of the normalized time average of v2 if 2ν −
1 < γ, i.e., f(v) = v2 is integrable with respect to the
infinite density. On the other hand, the distribution of
normalized time averages X(t)/〈X(t)〉 becomes another
distribution for t →∞ if 2ν − 1 > γ (see Appendix. B).
It follows that 〈X(t)〉 ∝ t2ν−1 for t → ∞ and the EB
parameter becomes
EB(t)→ A(γ, 2ν − 1). (68)
The exponent 2ν − 1 in Eq. (68) is different from that
found in the EB parameter for f(v) = |v| with ν > γ.
On the other hand, the exponent γ in the EB parameter
for 2ν − 1 < γ is the same as that for f(v) = |v| with
ν < γ. Figure 4 shows that our theory works very well
for both observables. For f(v) = v2 with ν = 0.4 and
ν = 0.5 (γ = 0.3), both of which satisfy condition 2ν−1 <
γ, the EB parameters do not depend on ν. Moreover,
Fig. 4 shows that EB parameter A(γ, ν) and A(γ, 2ν−1)
actually is a decreasing function ν for γ > ν and 2ν−1 >
γ, respectively.
V. CONCLUSION
We investigated the propagator of the velocity in the
velocity renewal processes. We provided a general ex-
pression for the propagator using the Montroll-Weiss-like
equation. The propagator accumulates in the vicinity of
the zero velocity as t → ∞ when the mean flight-time
diverges (γ < 1) and the coupling parameter ν < 1. Tak-
ing a closer look at the vicinity of v = 0, we found a
universal behavior in the asymptotic forms of the prop-
agator. The asymptotic behavior of the propagator is
composed of two different forms, i.e., the propagators
inside and outside vc = t
ν−1 are of different forms for
v ≪ 1. Interestingly, the asymptotic form outside vc be-
comes a universal form that is unbounded at the origin
(non-normalizable invariant density) while the propaga-
tor is normalizable with the aid of the cutoff vc. We also
showed that the infinite density plays an important role
in characterizing a non-stationary process, i.e., an accu-
mulation in the vicinity of v = 0 by demonstrating two
distributional limit theorems for time averages for observ-
ables such as |v| and v2. In particular, a limit distribution
of the normalized time average becomes a broad distri-
bution whose exact form depends on γ, ν and the observ-
able. The two distributional limit theorems are universal
in the sense that the distribution does not depend on the
detail forms of the flight-time PDF and the observable.
Finally, we summarize our results by the phase diagram
shown in Fig. 5. The infinite invariant measure is always
observed for γ < 1. On the other hand, the boundary
of two distributional limit theorems depends on function
f(v).
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Appendix A: Exact form of the propagator outside
[−vc(t), vc(t)]
Here, we consider the Mittag-Leffler function as the
flight-time PDF to obtain the exact form of the propa-
gator outside [−vc(t), vc(t)]. The Mittag-Leffler function
with parameter γ is defined as [70]
Eγ(z) ≡
∞∑
n=0
zn
Γ(γn+ 1)
. (A1)
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FIG. 5. Phase diagram of the parameter space (γ, ν) for (a) f(v) = |v| and (b) f(v) = v2. The solid line γ = 1 describes the
boundary of the infinite measure. The dotted line represents the boundary that the average of the observable f(v) with respect
to the infinite/probability measure diverges. For
∫
f(v)peq(v)dv < ∞ and γ > 1 (region III), the time average converges to a
constant, implying the EB parameter goes to zero. For
∫
f(v)I(v)dv <∞ and γ < 1 (region II), the EB parameter becomes a
non-zero constant given by Eq. (61), implying the time averages remain random variables. For
∫
f(v)I(v)dv = ∞ and γ < 1
(region I), the EB parameter becomes a non-zero constant given by Eq. (65) or (68), implying the time averages remain random
variables and it depends on γ as well as ν, which is different from case
∫
f(v)I(v) <∞ and γ < 1.
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Dashed and solid lines are the theories, i.e., Eqs. (36) and
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We assume that the flight-time PDF can be written
through the Mittag-Leffler function:
ψ(τ) = −
d
dt
Eγ(−t
γ) =
1
τ1−γ
∞∑
n=0
(−1)n
τnγ
Γ(γn+ γ)
.
(A2)
In fact, the asymptotic behavior is given by a power law
[70], i.e.,
ψ(τ) ∼
Γ(γ + 1) sin(γpi)
pi
τ−1−γ (τ →∞). (A3)
Moreover, it is known that the Laplace transform of ψ(τ)
is given by
ψ˜(s) =
1
1 + sγ
. (A4)
Therefore, the Laplace transform of 〈N(t)〉 becomes
1
s(1 − ψ˜(s))
=
1
s1+γ
+
1
s
, (A5)
and its inverse Laplace transform yields
〈N(t)〉 =
1
Γ(1 + γ)
tγ + 1 (A6)
for any t > 0. For v ≪ 1, φ(v) is given by
φ(v) ∼
1
2(1− ν)|Γ(−γ)|
|v|
−1+ γ
1−ν . (A7)
It follows that the propagator outside [−vc(t), vc(t)] be-
comes
p(v, t) ∼
tγ − (t− v
1
ν−1 )γ
2(1− ν) sin(γpi)
pi|v|−1+
γ
1−ν . (A8)
for t ≫ 1 and v > tν−1. As shown in Fig. 6, the prop-
agator outside [−vc(t), vc(t)] is described by Eq. (A8,
whereas we did not use Eq. (A2). We expect that this
exact form is universal like the infinite density.
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Appendix B: another proof of the asymptotic behavior of the propagator of v
To obtain the propagator, i.e., the PDF of velocity v at time t, it is almost equivalent to have the PDF ψt(τ) of time
interval straddling t, i.e., τNt , where Nt is the number of renewals until t. In ordinary renewal process, the double
Laplace transform of the PDF with respect to τ and t is given by [63]
ψˆ(k, s) =
ψˆ(k)− ψˆ(k + s)
s[1− ψˆ(s)]
. (B1)
For γ < 1, the asymptotic behavior of this inverse Laplace transform can be calculated using a technique in Ref. [39].
For t and τ ≫ 1,
ψt(τ) ∼

sinpiγ
pi
tγ
x1+γ
[
1−
(
1−
x
t
)γ]
(x < t)
sinpiγ
pi
tγ
x1+γ
(x > t).
(B2)
This result does not depend on the detail of the waiting-time PDF, i.e., different PDFs give the same result if the
power-law exponent γ is the same. Detail forms of ψt(τ) depend on the detail of the waiting-time PDF [22].
Here, we consider a situation that the relation between the velocity and the waiting time is given by |v| = τν−1.
The PDF of velocity v at time t can be represented through the PDF ψt(τ):
p(v, t) =
1
2|ν − 1|
|v|
1
ν−1−1ψt(|v|
1
ν−1 ). (B3)
Note that p(v, t) is symmetric with respect to v = 0. Using Eq. (B2) yields
p(v, t) ∼

sinpiγ
2pi|1− ν|
tγ |v|−1+
γ
1−ν
[
1−
(
1−
|v|
1
ν−1
t
)γ]
(|v| > tν−1)
sinpiγ
2pi|1− ν|
tγ |v|−1+
γ
1−ν (|v| < tν−1).
(B4)
The asymptotic form for ν < 1 becomes
p(v, t) ∼

sinpiγ
2pi|1− ν|
tγ−1|v|−1+
γ
1−ν (|v| ≪ tν−1)
γ sinpiγ
2pi(ν − 1)
tγ |v|−1+
1−γ
ν−1 (tν−1 ≪ |v|)
(B5)
for t→∞. Therefore, this is consistent with the propagator we obtained in this paper, Eqs. (33) and (36).
For γ > 1, the PDF ψt(τ) has an equilibrium distribution, i.e., for t→∞ the PDF ψt(τ) is given by
ψt(τ) ∼
τψ(τ)
〈τ〉
, (B6)
where 〈τ〉 is the mean flight duration [52].
Appendix C: the double Laplace transform P˜ (k, s) and the exact form of the second moment of X(t) for ν > γ
Here, we represent the double Laplace transform P˜ (k, s) as an infinite series expansion. Expanding e−kτ
ν
in
Eqs. (46) and (47), we have
ψ˜|v|(k, s) ∼= ψ˜(s)− 〈τ
ν〉k +O(k2) (C1)
and
ψ˜|v|(k, s) ∼= ψ˜(s) +
csγ
|Γ(−γ)|
∞∑
n=1
(−1)n
n!
Γ(nν − γ)
(
k
sν
)n
(C2)
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for ν < γ and γ < ν, respectively, where 〈τν〉 ≡
∫∞
0 τ
νψ(τ)dτ . Moreover, we have
Ψ˜|v|(k, s) ∼=
1− ψ˜(s)
s
+
c
|Γ(−γ)|s1−γ
∞∑
n=1
(−1)n
n!
Γ(nν − γ + 1)
γ + (1− ν)n
(
k
sν
)n
(C3)
for γ < 1. Using Eq. (45), we have
P˜|v|(k, s) =
csγ
s
[
1 +
1
|Γ(−γ)|
∞∑
n=1
1
n!
Γ(nν − γ + 1)
γ + (1− ν)n
(
−
k
sν
)n]
1
csγ + 〈τν 〉k +O(k2)
=
1
s
[
1 +
∞∑
n=1
1
n!
γΓ(nν − γ + 1)
Γ(1− γ){γ + (1− ν)n}
(
−
k
sν
)n][
1 +
〈τν〉
c
k
sγ
+O(k2/sγ)
]−1
(C4)
for ν < γ and
P˜|v|(k, s) =
csγ
s
[
1 +
1
|Γ(−γ)|
∞∑
n=1
1
n!
Γ(nν − γ + 1)
γ + (1− ν)n
(
−
k
sν
)n] [
csγ −
csγ
|Γ(−γ)|
∞∑
n=1
Γ(nν − γ)
n!
(
−
k
sν
)n]−1
=
1
s
[
1 +
∞∑
n=1
1
n!
γΓ(nν − γ + 1)
Γ(1− γ){γ + (1− ν)n}
(
−
k
sν
)n][
1−
∞∑
n=1
γΓ(nν − γ)
n!Γ(1− γ)
(
−
k
sν
)n]−1
=
1
s
[
1 +
∞∑
n=1
1
n!
γΓ(nν − γ + 1)
Γ(1− γ){γ + (1− ν)n}
(
−
k
sν
)n][
1 +
∞∑
m=1
{
∞∑
n=1
γΓ(nν − γ)
n!Γ(1− γ)
(
−
k
sν
)n}m]
(C5)
for ν > γ.
The coefficient of the term proportional to k in Eq. (C5) is
−1
s1+ν
[
γΓ(ν − γ + 1)
(γ + 1− ν)Γ(1− γ)
+
γΓ(ν − γ)
Γ(1− γ)
]
. (C6)
Moreover, by considering the coefficient of the term proportional to k2 in Eq. (C5), the leading term of the second
moment of X(t) in the Laplace space (s→ 0) can be represented as
∂2P˜|v|(k, s)
∂k2
∣∣∣∣∣
k=0
∼
M2(ν, γ)
s1+2ν
, (C7)
where
M2(ν, γ) =
2γΓ(2ν − γ)
(2− 2ν + γ)Γ(1− γ)
+
2γ2Γ(ν − γ)2
(1 + γ − ν)Γ(1 − γ)2
. (C8)
It follows that the asymptotic behavior of 〈X(t)2〉 is given by Eq. (64) with n = 2.
Since 〈X(t)n〉 can be represented by
〈X(t)n〉 ∼
Γ(1 + ν)nMn(ν, γ)
Γ(1 + nν)M1(ν, γ)n
〈X(t)〉n, (C9)
the random variable X(t)/〈X(t)〉 converges in distribution to a random variable Mν,γ which depends on both ν and
γ, where
〈e−zMν,γ 〉 ∼
∞∑
n=0
Γ(1 + ν)nMn(ν, γ)
n!Γ(1 + nν)M1(ν, γ)n
(−z)n. (C10)
The PDF is different from the Mittag-Leffler distribution. Therefore, the PDF of the normalized time average defined
by X(t)/tν converges to a broad distribution that is different from the Mittag-Leffler distribution (see Fig. 7).
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