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1. Introduction
Codes of words correspond to the bases of free submonoids of a free monoid. Their properties have been extensively
investigated since the 1950s. The theory of codes is closely related to problems in automata theory, formal languages, and
combinatorics on words [4]. This paper mainly concerns the class of sofic systems generated by finite codes of words and
maximal monoids. For an irreducible sofic shift X , a set W of words is said to be X -complete if the factors of the monoid
W ∗ form the language of X , denoted B(X). Complete sets are specially important in automata theory. There is always an
X-complete set and there is an X-complete prefix code for any irreducible sofic shift X [5]. In particular, if there is a finite
X-complete set, then there is an X-complete prefix code [5]. However, these results do not give any information on whether
there is a finite X-complete prefix code. The class of finite complete codes is amore tractable one. The problem to produce X-
complete sets leads to the problem of constructing X-indecomposable sets. A setW of words is said to be X -indecomposable
if it is the minimal generating sets ofW ∗ andW ∗ is a maximal monoid in B(X), i.e., it is maximal under inclusion among
the monoids contained inB(X). Every X-indecomposable set is X-complete and behaves like an ‘‘alphabet forB(X)’’. There
exist only finitely many X-indecomposable sets [17]. Various results related to complete sets or indecomposable sets can be
also found in [1,2,6,11,13,15,18].
Given any monoid N in B(X), there is always a maximal monoid M in B(X) with M ⊇ N [17]. In particular, there is
a maximal monoid M in B(X) containing W ∗, so there is an X-indecomposable set V with V ∗ ⊇ W ∗. If X is a shift of
finite type, then V is finite [16]. In general, it is natural to ask how many finite X-indecomposable sets exist or whenW is
X-indecomposable.
We will give some answers to these questions. First, in Section 3 we show that, ifW is a finite X-indecomposable code,
then there is an almost everywhere one-to-one correspondence between infinite paths in the underlying graph induced
by W and their labels; that is, the degree of the factor map associated with W is one. The converse holds when W is a
∗ Tel.: +82 42 350 2713.
E-mail address: IamMarkov@kaist.ac.kr.
0304-3975/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2010.01.035
1810 S. Shin / Theoretical Computer Science 411 (2010) 1809–1817
bifix. In Section 4, we consider the case where W is a finite X-complete prefix code and prove that there is a unique X-
indecomposable setR withR∗ ⊇ W ∗. Moreover,R is a finite prefix code. IfR = W , i.e.,W is X-indecomposable, then it
must have a synchronizing word. Finally, in Section 5, for a finite cyclic codeW which is X-complete, we provide an upper
bound of the number of (finite) X-indecomposable sets V with V ∗ ⊇ W ∗. We also present an example of a finite X-complete
cyclic code for which such an upper bound cannot be one.
2. Preliminaries
Throughout the work let A denote a (finite) alphabet. Every word is a word over A and every shift space is a subshift
of the full A-shift AZ, unless stated otherwise. LetW be a (finite or infinite) set of words. Denote byW ∗ the free monoid
generated by W , i.e., the collection of all finite concatenations of words in W , including the empty word denoted ε. Put
W+ = W ∗ \ {ε}. For each n ≥ 1, define
W n = {w1 · · ·wn|wi ∈ W for i = 1, . . . , n}.
In particular,An is the set of all words fromA∗with length n. For each k ∈ N, letAk+ = AkA∗; i.e.,Ak+ = {v ∈ A∗||v| ≥ k}.
A word v is a factor of a wordw ∈ A∗ if there exist p, s ∈ A∗ with pvs = w. If p = ε, i.e., vs = w, then v is a prefix ofw;
if s = ε, i.e., pv = w, then v is a suffix of w. Denote by F (W ) the set of all factors of words inW . The set of all prefixes of
words inW is denoted P (W ). Similarly, S(W ) is the set of all suffixes of words inW .
Definition. A setW of words is said to be a code or uniquely decipherable if, whenever u1 · · · uk = v1 · · · vl with ui, vj ∈ W ,
then k = l and ui = vi for i = 1, . . . , k.
That is,W is a code if every word ofW ∗ admits a unique factorization in words ofW , or equivalently,W is the minimal
generating set of a free submonoid ofA∗.
Definition. A setW of words is said to be a prefix if no word inW is a proper prefix of another word inW . It is said to be a
suffix if no word inW is a proper suffix of another word inW . It is said to be a bifix if it is a prefix and a suffix.
Every prefix (or suffix) set is a code. The notion of a prefix code is closely related to that of an automaton. The prefix
codes are the easiest to construct and most of the interesting problems on codes can be raised for prefix codes. For works
involving prefix codes, see [12,14].
Definition. A setW of words is said to be cyclic if, whenever p, s ∈ A∗ with ps ∈ W and v, svp ∈ W ∗, we have either p = ε
or s = ε.
Every cyclic set is a code. Cyclic codes define a unique factorization of words written on a circle and they appear in many
problems of combinatorics on words. They also have some nice synchronization properties [7,8].
We are interested in finite sets ofwords, particularly those in these three classes,which are important for various reasons.
Each finite set of words corresponds to a labeled graph described as follows. LetW be a finite set of words. LetG = (G,L) be
a labeled graph with a vertex I and a simple loop labeled w for each w ∈ W which passes through I and does not intersect
any other loop except at I . Here G is the underlying graph ofG andL the labeling.We callG the graph presentation forW and
I the central vertex of G. Define XW = L∞(XG), where XG denotes the edge shift and L∞ is the sliding block code induced
byL. That is, XW is the subshift ofAZ which consists of all possible bi-infinite trips on G. We write ϕW = L∞. Note thatW
is XW -complete; i.e., F (W ∗) = B(XW ).
If a shift space X can be described by a (finite) set F of forbidden words all of which have length (k + 1) with k ≥ 0,
i.e., X is the set of sequences inAZ which do not contain any words in F , then it is called a k-step shift of finite type. A shift
of finite type is a k-step shift of finite type for some k ≥ 0. A sofic shift is a factor of a shift of finite type, or equivalently,
a subshift that can be represented by a labeled graph. A sofic shift is irreducible if it can be represented by a labeled graph
G = (G,L)where G is irreducible; i.e., for every pair of vertices I and J there is a path in G starting at I and terminating at J .
Thus every finite set of words generates an irreducible sofic shift, or equivalently, it produces an irreducible labeled graph.
(For general background on symbolic dynamics, see [3,10].)
A finite setW of words is said to be simple if any concatenation of more than one words fromW does not belong toW .
Every code is simple. In general, for a finite set W of words, one can always take a simple subset V of W with V ∗ = W ∗,
by removing all the words inW that are nontrivial concatenations of words fromW . We identify the resulting simple set V
withW . For an irreducible sofic shift X , a setW of words is X-indecomposable if and only if it is simple andW ∗ is a maximal
monoid inB(X). Throughout the work letWA denote the collection of all finite (nonempty) simple sets of words overA.
The following definitions and preliminary results are fundamental to this work.
Definition. LetW ∈ WA. Define
W d = {w ∈ A∗|F ((W ∪ {w})∗) = F (W ∗)};
that is, a wordw is inW d if XW∪{w} = XW . Define
W e = {w ∈ A∗|W ∗ · w ·W ∗ ⊆ F (W ∗)};
that is, a wordw is inW e if uwv ∈ F (W ∗) for any u, v ∈ W ∗.
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Note thatW ∗ ⊆ W d ⊆ W e ⊆ F (W ∗). Also,W ∗W dW ∗ = W d andW ∗W eW ∗ = W e. The setW d is the (finite) union of
all maximal monoids in F (W ∗) containingW ∗ [9].
Proposition 2.1 ([9]). Let W ∈ WA. Then the following are equivalent.
(i) W d = W e.
(ii) W d is a (maximal) monoid in F (W ∗).
(iii) W e is a (maximal) monoid in F (W ∗).
(iv) There is a unique maximal monoid in F (W ∗) that contains W ∗.
ThusW is XW -indecomposable if and only ifW d = W ∗, or equivalently,W e = W ∗.
We introduce two monoids in F (W ∗)which can be regarded as basis elements ofW e.
Definition. LetW ∈ WA. Define
Mp = {α ∈ A∗|α ·W ∗ ⊆ P (W ∗)};
that is, a word α is inMp if αw ∈ P (W ∗) for allw ∈ W ∗. Define
Ms = {β ∈ A∗|W ∗ · β ⊆ S(W ∗)};
that is, a word β is inMs ifwβ ∈ S(W ∗) for allw ∈ W ∗.
Note thatMp andMs are monoids in F (W ∗) containingW ∗. Also,Mp ⊆ P (W ∗),Ms ⊆ S(W ∗), andMs ·Mp ⊆ W e. These
monoids play an important role in characterizingW d,W e, or XW -indecomposable sets, particularly in Sections 4 and 5. The
next definition concerns the canonical generators ofMp andMs.
Definition. LetW ∈ WA. Define
P◦ = {α ∈ Mp \ {ε}|α /∈ W+ · (Mp \ {ε})};
that is, a word α is in P◦ if α ∈ Mp \ {ε} and there is no p ∈ Mp \ {ε}with α ∈ W+ · p. Define
S◦ = {β ∈ Ms \ {ε}|β /∈ (Ms \ {ε}) ·W+};
that is, a word β is in S◦ if β ∈ Ms \ {ε} and there is no s ∈ Ms \ {ε}with β ∈ s ·W+.
Note that (P◦)∗ = Mp and (S◦)∗ = Ms. One can easily obtain the following result from Proposition 2.1.
Lemma 2.2. Let W ∈ WA. Then the following are equivalent.
(i) W d = W e = Mp (W d = W e = Ms, respectively).
(ii) W d ⊆ P (W ∗) (W d ⊆ S(W ∗), respectively).
(iii) W e ⊆ P (W ∗) (W e ⊆ S(W ∗), respectively).
3. Maximal monoids and degree of codes
Let W ∈ WA and G = (G,L) be the graph presentation for W with ϕ = L∞. Then ϕ determines how and what the
system XW inherits from the edge shift XG. Letw ∈ F (W ∗)∩Ak and 1 ≤ i ≤ k. We denote by dϕ(w, i) the number of edges
e in G such that there is a path τ = τ1 · · · τk in GwithL(τ ) = w and τi = e. The number
dϕ = min{dϕ(w, i)|w ∈ F (W ∗), 1 ≤ i ≤ |w|}
is called the degree of ϕ. Let ϕ be finite-to-one, or equivalently, letW be a code. Then there is r ≥ 1 such that |L−1(v)| ≤ r
for all v ∈ F (W ∗). The number of pre-images under ϕ can vary through a finite set of positive integers. The degree of ϕ is
exactly the minimum number of pre-images under ϕ (see [10]). We show that, if W is XW -indecomposable, then dϕ = 1
(see Proposition 3.2).
Lemma 3.1. Let W ∈ WA be a code and G = (G,L) be the graph presentation for W with ϕ = L∞. Let w ∈ W+ and s =
|L−1(w)|. Then the following are equivalent.
(i) Let r ≥ s+ 1. Then dϕ(w2r , |wr |) = 1.
(ii) There is n ∈ N such that dϕ(wn, i) = 1 for some i, 1 ≤ i ≤ |wn|.
(iii) There is a unique cycle in G labeledwn for each n ∈ N.
(iv) There is a unique cycle in G labeledwn for each n = 1, . . . , s.
1812 S. Shin / Theoretical Computer Science 411 (2010) 1809–1817
Proof. Let I be the central vertex of G. Let k = |w| and η = η1 · · · ηk denote the cycle in G starting at I labeled w. It is clear
that (i) implies (ii), and (iii) implies (iv). To show that (ii) implies (iii), let ζ be a cycle that does not start at I and is labeled
wm for some m ≥ 1. SinceW is a code, it follows that dϕ(wn, i) ≥ 2 for all n ∈ N and all i = 1, . . . , |wn|. Thus (ii) implies
(iii). It remains to show that (iv) implies (i).
Let dϕ(w2r , |wr |) ≥ 2. Then there is a path
ζ¯ = ζ (1)1 · · · ζ (1)k · · · ζ (r)1 · · · ζ (r)k ζ (r+1)1 · · · ζ (r+1)k · · · ζ (2r)1 · · · ζ (2r)k
labeled w2r such that ζ (i) = ζ (i)1 · · · ζ (i)k ∈ L−1(w) for all i = 1, . . . , 2r and ζ (r)k 6= ηk. Also, there exist i1, i2, i3, i4 with
1 ≤ i1 < i2 ≤ r < i3 < i4 ≤ 2r such that ζ (i1) = ζ (i2) and ζ (i3) = ζ (i4). If ζ (i1)1 and ζ (i3) both start at I , then ζ (i4−1) ends at I .
Put
θ = ζ (i1) · · · ζ (i4−1) = θ1 · · · θ(i4−i1)k.
Then θ is a cycle starting at I such that L(θ) = wi4−i1 and θ(r−i1+1)k = ζ (r)k 6= ηk. This is impossible, sinceW is a code. So
either ζ (i1)1 or ζ
(i3) does not start at I . Let
ρ = ζ (i1) · · · ζ (i2−1) and ρ¯ = ζ (i3) · · · ζ (i4−1).
Then ρ and ρ¯ are cycles labeled bywi2−i1 andwi4−i3 , respectively. Also, either ρ or ρ¯ does not start at I . Thus there is a cycle
ζ that does not start at I and is labeled bywm for somem, 1 ≤ m < r . Thus (iv) implies (i). This completes the proof. 
We introduce the notion of an intrinsically synchronizing word which is widely used throughout the work. Every
irreducible sofic shift X has an intrinsically synchronizing word w in B(X); i.e., for any u, v ∈ B(X) with uw,wv ∈ B(X),
we have uwv ∈ B(X) (see [10]). In particular, ifW ∈ WA, then there is an intrinsically synchronizing word for XW . Denote
by Is the set of intrinsically synchronizing words for XW . Any extension of a word in Is is in Is. If XW is a k-step shift of finite
type for some k ≥ 1, then every word in F (W ∗) ∩Ak+ is an intrinsically synchronizing word for XW .
Proposition 3.2. LetW ∈ WA be a code andXW -indecomposable. Put ϕ = ϕW . Then there is r ∈ N such that dϕ(w2r , |wr |) = 1
for allw ∈ Is ∩W+. In particular, the degree of ϕ is one.
Proof. Let G = (G,L) be the graph presentation for W with the central vertex I . Choose r ∈ N so that |L−1(v)| < r
for all v ∈ F (W ∗). Let w ∈ Is ∩ W+ and k = |w|. Let η = η1 · · · ηk denote the cycle starting at I labeled w. Suppose
that dϕ(w2r , |wr |) ≥ 2. By Lemma 3.1, there is a cycle ζ that does not start at I and is labeled wn for some n ≥ 1. Let
d = dϕ(w, k). Then there exist d edges e1, . . . , ed in G such that, whenever τ = τ1 · · · τk is a path in GwithL(τ ) = w, then
τk ∈ {e1, . . . , ed}. Let pi = pi1 · · ·pik be the prefix subpath of ζ labeled w; that is, there exist a cycle ξ starting at I and two
paths α, γ such that ζ = piγ ξα andL(γ ξα) = wn−1. Put p = L(α), s = L(γ ) and u = L(ξ). Wemay assume that ηk = e1
and pik = e2.
Let v = w1 · · ·wk−1, so w = vwk. Since pw ∈ P (W ∗) and w ∈ Is ∩W ∗, we have pw ∈ W e; hence pvwk = pw ∈ W ∗.
Similarly, vwks = ws ∈ W ∗. For each j = 1, . . . , d, let Kj be the initial vertex of ej and Jj the terminal vertex of ej. Then there
exist l,m ∈ {1, . . . , d} such that Jl = I and
(i) there is a path ρl from I to Kl labeled pv;
(ii) there is a path κm from I to Km labeled v;
(iii) there is a path ζm from Jm to I labeled s.
Put
τ = κmemζmξρlel.
Then τ is a cycle starting at I and
L(τ ) = vwksupvwk = wn+1 = L(ηn+1).
Since W is a code, we have l = m = 1. So ρ1e1ζ1 is a cycle starting at I labeled pws. Meanwhile, αpi1 · · ·pikγ is a cycle
starting at I labeled pws and pik = e2. This is impossible, sinceW is a code. Thus dϕ(w2r , |wr |) = 1. Therefore dϕ = 1. 
Example 3.1. LetW = {1, 00, 1000} and ϕ = ϕW . ThenW is a code but not XW -indecomposable, since 03 ∈ W e \W ∗. Let
w = 00. Thenw ∈ Is ∩W . But dϕ(wn, i) ≥ 2 for all n ≥ 1 and all i = 1, . . . , |wn|.
Example 3.2. Let W = {1, 00, 000} and ϕ = ϕW . Then W is XW -indecomposable but not a code. Let w = 00. Then
w ∈ Is ∩W . But dϕ(wn, i) ≥ 2 for all n ≥ 1 and all i = 1, . . . , |wn|.
Lemma 3.3. Let W ∈ WA and ϕ = ϕW . Then the following are equivalent.
(i) W is cyclic.
(ii) There is r ∈ N such that dϕ(w2r , |wr |) = 1 for allw ∈ W+.
(iii) There is r ∈ N such that dϕ(w2r , |wr |) = 1 for allw ∈ Is ∩W+. Also, XW is a shift of finite type.
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Proof. First, by Lemma 3.1, (i) implies (ii) and hence (iii). Next, if XW is a shift of finite type, then, given w ∈ W+, we have
wn ∈ Is ∩W+ for all n large enough. So (iii) implies (ii). Thus it suffices to show that (ii) implies (i). To this end, assume that
(ii) holds and thatW is not cyclic; that is, ϕ is not one-to-one. Then ϕ is not one-to-one on the periodic points of XW (see
[10]). Hence there is a periodic point x ∈ XW that has at least 2 pre-images. Choosew ∈ W+ so that x = w∞. Let G = (G,L)
be the graph presentation forW with the central vertex I . Then there exist two distinct cycles η, τ in G labeledwl for some
l ≥ 1 such that η starts at I and τ starts at J . We may assume that l = 1.
Let η = η1 · · · ηk and τ = τ1 · · · τk, where |w| = k ≥ 1. Let
J = {i|1 ≤ i ≤ k and ηi = τi}.
If J = ∅, then dϕ(wn, i) ≥ 2 for all n ≥ 1 and all i = 1, . . . , |wn|, which is a contradiction. Hence J 6= ∅. Put
J = {i1 < i2 < · · · < is},
where s ≥ 1. Then ηi1(= τi1) starts at I and ηis(= τis) terminates at I . If either i1 > 1 or is < k, then let
η¯ = η1 · · · ηi1−1ηis+1 · · · ηk, τ¯ = τ1 · · · τi1−1τis+1 · · · τk,
and
w¯ = w1 · · ·wi1−1wis+1 · · ·wk.
Note that w¯ ∈ W+ and that η¯ and τ¯ are two cycles labeled w¯. Also, ηi 6= τi for all i = 1, . . . , i1−1 and for all i = is+1, . . . , k.
It follows that dϕ(w¯n, i) ≥ 2 for all n ≥ 1 and all i = 1, . . . , |w¯n|, which is a contradiction. Thus i1 = 1 and is = k, so I = J .
Let
t = max{i|1 ≤ i ≤ k, i /∈ J}.
Such t exists, sinceη 6= τ . Since t < k andηt+1 = τt+1, it follows thatηt and τt end at I . Define η˜ = η1 · · · ηt and τ˜ = τ1 · · · τt .
Let w˜ = w1 · · ·wt . Then η˜ and τ˜ are two cycles labeled w˜ and w˜ ∈ W+. Also, ηt 6= τt . So dϕ(w˜2r , |w˜r |) = 2 for any r ≥ 1,
which is a contradiction. Thus (ii) implies (i). 
Proposition 3.2 and Lemma 3.3 imply the following result, which appears in [9].
Corollary 3.4. Let W ∈ WA be a code and XW -indecomposable. Then it is cyclic if and only if XW is a shift of finite type.
There is an example of a cyclic codeW ∈ WA that is not XW -indecomposable (see Example 5.1). Thus the converse of
Proposition 3.2 does not hold. That is, given a codeW ∈ WA, the property that there is r ∈ N such that dϕ(w2r , |wr |) = 1
for allw ∈ Is ∩W+ with ϕ = ϕW does not guarantee thatW is XW -indecomposable.
4. Prefix codes and maximal monoids
In this section we investigate XW -indecomposable sets for a finite prefix code W . Let W ∈ WA be a prefix code. We
show that there is a unique XW -indecomposable setR withR∗ ⊇ W ∗. Also,R is a finite prefix code (see Proposition 4.2).
IfR = W , i.e.,W is XW -indecomposable, then it has a synchronizing word (see Proposition 4.6). The converse holds ifW is
a bifix.
Lemma 4.1. Let W ∈ WA be a prefix. Then W e = Mp.
Proof. Let G = (G,L) be the graph presentation forW with the central vertex I . Let d = dϕ , where ϕ = L∞. Then there
existw = w1 · · ·wk ∈ F (W ∗) and i, 1 ≤ i ≤ k, such that dϕ(w, i) = d. That is, there exist d edges e1, . . . , ed in G such that,
whenever τ = τ1 · · · τk is a path in G with L(τ ) = w, then τi ∈ {e1, . . . , ed}. We may assume that w ∈ W ∗ and that there
is a cycle η = η1 · · · ηk in G starting at I withL(η) = w and ηi = e1. Let J be the vertex at which e1 terminates.
Let α ∈ W e. Thenwα ∈ W e and dϕ(wα, i) = d. If τ = τ1 · · · τkτ˜ is a path in G such thatL(τj) = wj for j = 1, . . . , k and
L(τ˜ ) = α, then τi ∈ {e1, . . . , ed}. Hence there must be a path γ = γ1 · · · γkγ˜ in G with γi = e1 such that L(γj) = wj for
j = 1, . . . , k andL(γ˜ ) = α. Note that the path γi+1 · · · γk starts at J and
L(γi+1 · · · γk) = wi+1 · · ·wk ∈ S(W ∗).
It follows that the path γ1 · · · γk terminates at I , sinceW is a prefix. So γ˜ starts at I . Hence α ∈ P (W ∗). ThusW e ⊆ P (W ∗).
ThereforeW e = Mp by Lemma 2.2. 
Remark 4.1. Let W ∈ WA be a suffix. Then W e = Ms.
LetW ∈ WA. Define
R = {α ∈ P◦|{α}+ ∩W 6= ∅}.
That is, α ∈ P◦ is inR if and only if αk ∈ W for some k ≥ 1. Note thatR is finite andW ⊆ R ⊆ P◦.
Proposition 4.2. Let W ∈ WA be a prefix. Then W e = R∗. Also,R (after simplification) is a prefix.
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Proof. First, observe that if α ∈ Mp and α = up for some u ∈ W ∗ and p ∈ P (W ∗), then p ∈ Mp. This is true becauseW is a
prefix. We claim that P◦ = Mp ∩P (W ). To see this, let α ∈ P◦ \P (W ). Then there exist u ∈ W+ and p ∈ P (W ) such that
α = up. If w ∈ W ∗, then αw = upw ∈ P (W ∗). It follows that pw ∈ P (W ∗), sinceW is a prefix. Hence p ∈ Mp, which is a
contradiction. Thus P◦ ⊆ Mp ∩ P (W ). If α ∈ Mp ∩ P (W ), then α ∈ P◦, sinceW is a prefix. Therefore P◦ = Mp ∩ P (W ).
Next, wewill show thatP◦ = R∗∩P (W ). To see this, let α ∈ P◦ be a smallest element inP◦ \R∗. Since αk ∈ Mp \W for
all k ≥ 1, there exist b, a ∈ P (W ∗) \ {ε}, v ∈ W ∗ and k ≥ 1 such that α = ba and αkb ∈ W . Set u = αkb. Since αk+1 = ua
and αu = uab, it follows from the above claim that a, ab ∈ Mp. Choose v ∈ W ∗ and p ∈ P◦ so that a = vp. Since αu = uvpb,
we have pb ∈ Mp. Since |p| < |α|, by the assumption, p ∈ R∗; that is, there exist q1, . . . , qs ∈ R and k1, . . . , ks ∈ N, s ≥ 1,
such that p = q1 · · · qs and (qi)ki ∈ W for each i = 1, . . . , s. Consider
(q1)k1−1pb = (q1)k1−1q1q2 · · · qsb = (q1)k1q2 · · · qsb ∈ Mp.
Then q2 · · · qsb ∈ Mp. Next, consider
(q2)k2−1q2q3 · · · qsb = (q2)k2q3 · · · qsb ∈ Mp.
Then q3 · · · qsb ∈ Mp. Continuing this process, we obtain qsb ∈ Mp. Finally, consider
(qs)ks−1qsb = (qs)ksb ∈ Mp
to obtain b ∈ Mp. Since α ∈ P◦, it follows that b ∈ P◦. So b ∈ R∗. Since W ∗ ⊆ R∗, we have α = bvp ∈ R∗, which is a
contradiction. ThusP◦ ⊆ R∗. SinceR∗ ⊆ Mp, it follows thatP◦ = R∗∩P (W ). ThusW e = R∗, soW e is finitely generated.
To show thatR (after simplification) is a prefix, let α ∈ R and β ∈ A∗ with αβ ∈ R. Then there exist k, l ≥ 1 such that
αk, (αβ)l ∈ W . Since αkβ = αk−1(αβ) ∈ Mp, we have β ∈ Mp. So β ∈ R∗. It follows that β = ε. ThusR is a prefix. 
Let W ∈ WA. A word w ∈ F (W ∗) is primitive if there is no u ∈ A∗ with uk = w for some k ≥ 2. We say that W is
primitive if every wordw ∈ W is primitive. IfW is pure, i.e., for any v ∈ A∗ \W ∗, we have vk /∈ W ∗ for all k ∈ N, then it is
primitive.
Corollary 4.3. Let W ∈ WA be a prefix or a suffix. If W is primitive, then it is XW -indecomposable.
The following is immediate from Corollary 3.4.
Corollary 4.4. Let W ∈ WA be a prefix (or suffix) and XW be a shift of finite type. Then the following are equivalent.
(i) W is cyclic.
(ii) W is pure.
(iii) W is primitive.
(iv) W is XW -indecomposable.
As mentioned before, there is an example of a cyclic codeW ∈ WA that is not XW -indecomposable (see Example 5.1).
Every cyclic code is primitive. Thus ifW is merely a code (even ifW is a cyclic code), then the conclusion of Corollary 4.3
need not be true. Consequently, whenW is a code and it generates a shift of finite type, the conclusion of Corollary 4.4 need
not hold true.
LetW ∈ WA and G = (G,L) be the graph presentation forW . A synchronizing word forW is a word w ∈ F (W ∗) such
that all paths in G labeledw end up at the same vertex. Ifw is a synchronizing word forW , then so is vw for any v ∈ F (W ∗)
with vw ∈ F (W ∗). A synchronizing word is a classical and elementary notion in automata theory. A word w ∈ F (W ∗) is
called an r-synchronizing word forW if all paths in G presentingw start at the same vertex.
Proposition 4.5. Let W ∈ WA be a prefix. If there is an r-synchronizing word for W, then W is XW -indecomposable.
Proof. Let G = (G,L) be the graph presentation forW with the central vertex I . If there is an r-synchronizing word forW ,
then there is u ∈ S(W ∗) such that all paths in G presenting u start at the same vertex, say J . Take the shortest path γ from I
to J and let p = L(γ ). Replacingw with pu, if necessary, we may assume thatw ∈ W ∗. SinceW is a prefix, there is a unique
path τ labeled w and τ is a cycle starting at I . If α ∈ W e, then αw ∈ P (W ∗), sinceW is a prefix. It follows that α ∈ W ∗.
ThusW is XW -indecomposable. 
Proposition 4.6. Let W ∈ WA be a prefix and XW -indecomposable. Put ϕ = ϕW .
(1) There is r ∈ N such that dϕ(wr , |wr |) = 1 for allw ∈ Is ∩W+.
(2) Every word in Is ∩ S(W ∗) is a synchronizing word for W.
Proof. Let G = (G,L) be the graph presentation forW with the central vertex I .
(1) Choose r ∈ N so that |L−1(v)| < r for all v ∈ F (W ∗). Let w ∈ Is ∩W+ and k = |w|. Then dϕ(w2r , |wr |) = 1 by
Proposition 3.2. Let η = η1 · · · ηk denote the cycle starting at I labeledw. If dϕ(wr , |wr |) ≥ 2, then there is a path
ζ¯ = ζ (1)1 · · · ζ (1)k ζ (2)1 · · · ζ (r−1)k ζ (r)1 · · · ζ (r)k
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labeled wr such that ζ (i) = ζ (i)1 · · · ζ (i)k ∈ L−1(w) for all i = 1, . . . , r and ζ (r)k 6= ηk. There exist i, jwith 1 ≤ i < j ≤ r such
that ζ (i) = ζ (j). If ζ (j) starts at I , then, sinceW is a prefix, we get ζ (r)k = ηk, which is a contradiction. So ζ (i) does not start at I .
Then ζ (i) · · · ζ (j−1) is a cycle labeledwj−i that does not start at I . This is impossible due to Lemma 3.1. Thus dϕ(wr , |wr |) = 1.
(2) Let u ∈ Is∩S(W ∗) and T(u) denote the set of all vertices J in G such that there is a path τ labeledw terminating at J . If
u is not a synchronizingword forW , then T(u) = {J1, . . . , Jd} for some d ≥ 2, where J1 = I . There is a pathpi inG terminating
at J2 such thatL(pi) = u. Take the shortest path from I to the initial vertex of pi , say α, and let p = L(α) ∈ P (W ). Consider
pu = L(αpi) ∈ P (W ∗). If v,w ∈ W ∗, then vpu, uw ∈ F (W ∗). Since u ∈ Is, we have vpuw ∈ F (W ∗). So pu ∈ W e; i.e.,
pu ∈ W ∗. SinceW is a prefix, we have J2 = I , which is a contradiction. So u is a synchronizing word forW . Thus every word
in Is ∩ S(W ∗) is a synchronizing word forW . 
Corollary 4.7. Let W ∈ WA be a prefix and XW be a shift of finite type. Put ϕ = ϕW . Then the following are equivalent.
(i) W is XW -indecomposable.
(ii) There is r ∈ N such that dϕ(wr , |wr |) = 1 for allw ∈ Is ∩W+.
(iii) Every word in Is ∩W+ is a synchronizing word for W.
Proof. Let α ∈ R \W so that αk ∈ W for some k ≥ 2. Since XW is a shift of finite type, there is N ≥ 1 such that αl ∈ Is for
all l ≥ N . Then αkN ∈ Is ∩W+ but αkN is not a synchronizing word forW . Thus (iii) implies (i). Also, letting w = αkN , we
have dϕ(wr , |w|r) ≥ 2 for all r ∈ N. Therefore (ii) implies (i). This completes the proof. 
Corollary 4.8. Let W ∈ WA be a bifix. Then the following are equivalent.
(i) W is XW -indecomposable.
(ii) There is a synchronizing word for W.
(iii) There is an r-synchronizing word for W.
(iv) The degree of ϕW is one.
Proof. It follows from Proposition 4.6 that (i) implies (ii). SinceW is a suffix, a symmetric argument can show that (i) implies
(iii). Next, (ii) implies (iv), sinceW is a suffix. Similarly, (iii) implies (iv), sinceW is a prefix.
To see that (iv) implies (i), let G = (G,L) be the graph presentation forW with the central vertex I and dϕ = 1 where
ϕ = L∞. Then there exist w = w1 · · ·wk ∈ F (W ∗) and 1 ≤ i ≤ k such that dϕ(w, i) = 1. That is, there is an edge e
in G such that, whenever τ = τ1 · · · τk is a path in G labeled w, then τi = e. If v, u ∈ F (W ∗) and vwu ∈ F (W ∗), then
dϕ(vwu, |v| + i) = 1. So we may assume that w ∈ W ∗. Let α ∈ W e. SinceW is a suffix, we have wα ∈ Ms. Hence there
is a path pi = pi1 · · ·pikτ terminating at I with L(pi) = wα and L(τ ) = α. Then pii = e, since dϕ(wα, i) = 1. So there is
a path from the initial vertex of e to I labeled wi · · ·wkα; i.e., wα ∈ W ∗. SinceW is a prefix, we have α ∈ W ∗. ThusW is
XW -indecomposable. 
Example 4.1. LetW = {0, 10, 1110, 140, 16}. ThenW is a prefix and P◦ = W ∪ {111}. SoW is not XW -indecomposable.
Note that, wheneverm ∈ N andm ≡ 2 (mod 3), then 01m0 /∈ F (W ∗). Let w¯ = 1n for some n ≥ 1. Then n = 3p+ q, where
p ≥ 0 and 0 ≤ q < 3. Put u = 013−q and v = 110. Then uw¯, w¯v ∈ F (W ∗) but
uw¯v = 013−q13p+q110 = 013p+50 /∈ F (W ∗);
hence w¯ /∈ Is. So if w ∈ Is ∩ S(W ∗), then 0 ∈ F (w). Since 0 is a synchronizing word forW , so is w. Thus every word in
Is∩S(W ∗) is a synchronizingword forW . Also, ifw ∈ Is∩W+, then dϕ(w2, |w2|) = 1. Thus the converses of Proposition 4.6
do not hold. Next, one can see thatR = {0, 10, 111} (after simplification). Note that there is no r-synchronizing word for
R, whileR is XR-indecomposable. Thus the converse of Proposition 4.5 does not hold.
5. Cyclic codes and maximal monoids
LetW ∈ WA be cyclic and G = (G,L) the graph presentation forW . Put ϕ = L∞. Since ϕ is a conjugacy, there exist
l, r ≥ 0 with the following property. For any u ∈ Al+ and v ∈ A(r+1)+ with uv ∈ F (W ∗), there is an edge e in G such
that, whenever pi = τpi is a path in G labeled uv with L(τ ) = u and L(pi) = v, then τe is a path in G and e is the first
edge of pi . In other words, ϕ−1 has memory l and anticipation r . The number l is called a memory forW and r is called an
anticipation forW . Let u ∈ F (W ∗) and |u| ≥ l+ r + 1. If u /∈ Is, then there exist v,w ∈ A∗ such that vu, uw ∈ F (W ∗) and
vuw /∈ F (W ∗). Hence there exist two paths τ = τ1 · · · τ|u| and pi = pi1 · · ·pi|u| inL−1(u) such that the terminal vertex of τl
does not coincide with that of pil. This is impossible. Thus u ∈ Is. Therefore F (W ∗) ∩A(l+r+1)+ ⊆ Is.
Lemma 5.1. Let W ∈ WA be cyclic. Then Ms ∩Mp = W ∗ and S◦ ∩ P◦ = W. Also, |P◦| <∞ and |S◦| <∞. Hence Mp and Ms
are finitely generated.
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Proof. Let l ≥ 0 be amemory forW . Ifα ∈ Ms∩Mp, thenαl+1 ∈ Ms∩Mp, soαl+1 ∈ W ∗. Henceα ∈ W ∗. ThusMs∩Mp = W ∗.
Letw ∈ W andw = up for some u ∈ W+ and p ∈ P◦. Since l is a memory forW , we have pv ∈ W ∗ for any v ∈ W ∗ ∩Al+.
Then wv = u(pv) ∈ W ∗. Since W is a code, we have p ∈ W ∗, which is a contradiction. Thus w ∈ P◦. Similarly, w ∈ S◦.
ThereforeW ⊆ S◦ ∩ P◦. Note that S◦ ∩ P◦ ⊆ Ms ∩Mp = W ∗. It follows that S◦ ∩ P◦ ⊆ W . Thus S◦ ∩ P◦ = W .
Next, let α ∈ Mp \ {ε}. There is p ∈ P◦ such that α ∈ W ∗ · p. Let α = up = vq, where u, v ∈ W ∗ and p, q ∈ P◦ with
|p| < |q|. Then q = rp for some r ∈ S(u) \ {ε}, so u = vr . Since l is a memory for W , we have pw, qw ∈ W ∗ for any
w ∈ W ∗ ∩ Al+. It follows that vr(pw) = u(pw) = v(qw). Since W is a code, we get r ∈ W ∗, so q ∈ W+ · p. This is a
contradiction. Thus there is a unique p ∈ P◦ such that α ∈ W ∗ · p. Similarly, given β ∈ Ms \ {ε}, there is a unique s ∈ S◦
such that β ∈ s ·W ∗. Now, let t = max{|w||w ∈ W } and α ∈ Mp ∩A(r+t)+, where r is an anticipation forW . Then α = up,
where u ∈ W+ and p ∈ P (W ∗) ∩ Ar+. Since r is an anticipation for W , it follows that pw ∈ P (W ∗) for all w ∈ W ∗. So
p ∈ Mp. Hence α /∈ P◦. Thus |P◦| <∞. Similarly, |S◦| <∞. ThereforeMp andMs are finitely generated. 
Corollary 5.2. Let W ∈ WA be cyclic. Then the following statements hold.
(1) Ms = W ∗ if and only if Mp = W d.
(2) Mp = W ∗ if and only if Ms = W d.
(3) Ms = Mp if and only if W is XW -indecomposable.
Proof. (1) Let l ≥ 0 be amemory forW . LetMP = W d. SinceMs ⊆ W d, it follows from Lemma 5.1 thatMs = Ms∩Mp = W ∗.
Conversely, let Ms = W ∗ and α ∈ W e. Choose any w ∈ W ∗ ∩ Al+. Then αw ∈ Ms, so αw ∈ W ∗. Hence α ∈ P (W ∗). Thus
W e ⊆ P (W ∗). By Lemma 2.2, we haveMp = W e orMp = W d. 
LetW ∈ WA be cyclic. If either Ms = W ∗ or Mp = W ∗, then Ms · Mp = W e. It turns out thatW e \ (Ms · Mp) is always
finite. Denote byD(W ) the collection of all finite XW -indecomposable sets V with V ∗ ⊇ W ∗.
Theorem 5.3. Let W ∈ WA be cyclic. Let r ≥ 0 be an anticipation for W and l ≥ 0 a memory for W. Define q = min{|Pb|, |Sb|},
where
Pb = {α ∈ Mp \W ∗||α| < r + t},
Sb = {β ∈ Ms \W ∗||β| < l+ t}
(after simplification) and t = max{|w||w ∈ W }. Then |D(W )| ≤ 2q − q.
Proof. We first show that
W e ∩A(l+r+t)+ ⊆ Ms ·Mp. (5.1)
To see this, let pi ∈ W e and |pi | ≥ l+ r + t . Choose anyw ∈ W ∗ ∩Ar+. Since r is an anticipation forW , we havewpi ∈ Mp.
It follows from the proof of Lemma 5.1 that P◦ ⊆ F (Ar+t−1). So there exist u ∈ W ∗, α ∈ P◦, and β ∈ S(w) such that
wpi = uα and pi = βα. Note that |β| > l. Also, β ∈ S(W ∗) ∩ P (W e). This implies that β ∈ Ms. Thus pi = βα ∈ Ms · Mp.
This verifies (5.1). Consequently,W e \ (Ms ·Mp) is a finite set.
Next, if Pb = ∅, then P◦ = W , soW e = Ms. ThusD(W ) = {S◦}. Similarly, if Sb = ∅, thenD(W ) = {P◦}. So we may
assume that 1 ≤ q = |Pb| ≤ |Sb|. Now, let V ,U ∈ D(W ) and V ∗ ∩ Pb = U∗ ∩ Pb, or equivalently,
(V ∗ ∩Mp) \A(r+t)+ = (U∗ ∩Mp) \A(r+t)+. (5.2)
We claim that V = U , or equivalently, V ∗ = U∗. To see this, let pi ∈ V ∗ ∩ A(l+r+2t)+. By (5.1), there exist β ∈ S(W ∗),
u ∈ W ∗ ∩A(l+1)+, and α ∈ Mp ∩Ar+ such that pi = βuα. We claim that α ∈ V ∗. To see this, letw ∈ V ∗. Since uα ∈ S(V ∗),
we have uαw ∈ F (W ∗). Since r is an anticipation forW and l is a memory forW , we get αw ∈ P (W ∗). So, if v ∈ V ∗, then
vαw ∈ F (W ∗). Hence α ∈ V e, i.e., α ∈ V ∗, as claimed. We may assume that |α| < r + t . From (5.2), we get α ∈ U∗ ∩ Mp.
Thus, if w ∈ U∗, then αw ∈ U∗ and hence piw ∈ S(U∗). This implies that V ∗ · U∗ ⊆ S(U∗). A symmetric argument shows
that U∗ · V ∗ ⊆ S(V ∗). So
U∗ · V ∗ · U∗ ⊆ S(U∗).
Thus V ∗ ⊆ Ue or V ∗ ⊆ U∗. Therefore V ∗ = U∗; that is, V = U .
As a result, for Γ ⊆ Pb, there is at most one set V inD(W ) with V ∗ ∩ Pb = Γ . So |D(W )| ≤ 2q. Finally, we will show
that, if V ∈ D(W ), then |V ∗ ∩ Pb| 6= 1. To see this, let V ∈ D(W ) and V ∗ ∩ Pb = {α}. Since α2 ∈ (V ∗ ∩ Mp) \ W ∗,
we have |α2| ≥ r + t . By the same argument as above, there exist u ∈ W+ and p ∈ Mp ∩ V ∗ such that α2 = up and
r ≤ |p| < r + t . So p ∈ V ∗ ∩ Pb. But p 6= α. This is a contradiction. Thus there is no V ∈ D(W ) such that |V ∗ ∩ Pb| = 1.
Therefore |D(W )| ≤ 2q − q. 
Corollary 5.4. Let W ∈ WA be cyclic. Let r ≥ 0 be an anticipation for W and l ≥ 0 a memory for W. Define
s = |{pi ∈ F (W ∗)||pi | < k+ t}|,
where k = max{l, r} and t = max{|w||w ∈ W }. Then |D(W )| ≤ (√2)s.
The next result describes (possibly, the same) XW -indecomposable sets that form a basis ofD(W ) for a cyclic codeW .
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Proposition 5.5. Let W ∈ WA be cyclic. Then the following statements hold.
(1) There is a unique XW -indecomposable set Vs such that (Vs)∗ ⊇ Ms.
(2) There is a unique XW -indecomposable set Vp such that (Vp)∗ ⊇ Mp.
(3) There is a unique element inD(W ) if and only if Vs = Vp.
Proof. (2) Let r ≥ 0 be an anticipation for W . Let V = P◦ and pi ∈ W e. Choose any w ∈ W ∗ ∩ Ar+. Then wpi ∈ V ∗, so
pi ∈ S(V ∗). Hence V e ⊆ W e ⊆ S(V ∗). Lemma 2.2 implies that V e is a unique maximal monoid in F (W ∗) containing V ∗, i.e.,
Mp. Since XW is a shift of finite type, there is Vp ∈ WA such that (Vp)∗ = V e.
(3) Let Vs = Vp. Then
Mp ·Ms ⊆ (Vp)∗ · (Vp)∗ = (Vp)∗.
From the proof of (2), one can see thatW e ⊆ S(Mp) ∩ P (Ms). Hence
W e ·W e ⊆ S(Mp) · P (Ms) ⊆ F (Mp ·Ms) ⊆ F (W ∗).
SoW e is a monoid. Thus there is a unique element inD(W ). 
The following is an example of a cyclic codeW such thatW ∗ ( Mp,Ms ( W d.
Example 5.1. LetW = W1 ∪W2 ∪W3 ∪W4, where
W1 = {0, 10, 011, 1011},
W2 = {3, 32, 223, 2232},
W3 = {13, 132, 1223, 12232},
W4 = {02, 102, 0112, 10112}.
One can check thatW is cyclic. Let α = 01, β = 23, γ = 101, and δ = 232. Then
P◦ = W ∪ {α, γ } and S◦ = W ∪ {β, δ}.
Moreover,D(W ) = {P◦, S◦}. Also,W d = Ms ∪Mp andW e = Ms ·Mp.
The following is an example of a cyclic codeW such thatW ( Vs = Vp.
Example 5.2. LetW = W1∪· · ·∪W4∪{12}, whereW1, . . . ,W4 are given as in Example 5.1. One can check thatW is cyclic.
Let α = 01, β = 23, γ = 101, and δ = 232. Then
P◦ = W ∪ {α, γ } and S◦ = W ∪ {β, δ}.
Moreover, S◦ ∪ P◦ is XW -indecomposable. So
Vs = Vp = S◦ ∪ P◦.
ThusD(W ) = {S◦ ∪ P◦}. Also,W d = W e = (S◦ ∪ P◦)∗ = Ms ·Mp.
There is also an example of a cyclic codeW ∈ WA for which |D(W )| ≥ 3. We will omit the description.
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