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Abstract
Kernel principal component analysis (KPCA) has shown its excellent performance
in monitoring nonlinear industrial processes. However, model building, updating,
and online monitoring using KPCA are generally time-consuming when massive data
are obtained under the normal operation condition (NOC). The main reason is that
the eigen-decomposition of high-dimensional kernel matrix constructed from massive
NOC samples is computationally complex. Many studies have been devoted to solv-
ing this problem through reducing the NOC samples, but KPCA model constructed
from the reduced sample set cannot ensure good performance in monitoring non-
linear industrial processes. The performance of KPCA model depends on whether
the results of eigen-decomposition of the reduced kernel matrix can well approxi-
mate that of the original kernel matrix. To improve the efficiency of KPCA based
process monitoring, this paper proposes randomized KPCA for monitoring nonlin-
ear industrial processes with massive data. The proposed method uses random sam-
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pling to compress kernel matrix into a subspace which maintains most of the useful
information about process monitoring. Then, the reduced kernel matrix is operated
to obtain desired eigen-decomposition results. Based on these approximated eigen-
decomposition results, the proposed randomized KPCA can enhance the performance
in monitoring nonlinear industrial processes. This is because the commonly used
monitoring statistics are related to the eigenvalues and eigenvectors of kernel matrix.
Finally, numerical simulation and the benchmark TE chemical process are used to
demonstrate the effectiveness of the proposed method.
Introduction
Process monitoring plays an important role in reducing downtime of plants, ensuring
safe operation of industrial processes and improving the quality of products. In the past
several decades, many studies have been carried out to develop effective methods for
monitoring industrial processes.1–11
One of the most studied methodologies is the multivariate statistical process monitor-
ing, among which PCA is one of the representative method. The underlying assumption
of PCA is linear correlation between variables which also must follow the Gaussian dis-
tribution. However, the variables in many processes are often nonlinearly correlated. To
deal with nonlinear processes, many nonlinear extensions of PCA have been made,12–16
but these approaches involve complex nonlinear optimization problem. Lee et al. pro-
posed monitoring nonlinear processes using KPCA, which is an elegant nonlinear ex-
tension of PCA without involving complex nonlinear optimization. The KPCA projects
samples onto a feature space (high dimensional or maybe infinite dimensional) and then
performs standard PCA in the feature space. The kernel trick alleviates the explicit form
of this mapping and allows the algorithm performing in the original space where only
basic linear algebraic operations are required. The KPCA obtains better performance in
monitoring nonlinear processes compared to the PCA-based method.
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As the industrial processes become complex, a large number of process variables need
to be monitored. To this end, Zhao et al. proposed to separate the monitoring variables
into different subsets which makes the model building easier.17 In addition, due to the
upgrading of the traditional measurement technologies and the emerging new measure-
ment devices, massive data are continuously produced from industrial processes. This
challenge the efficiency of the existing process monitoring algorithms. The enormous
losses even disaster may happen if the process monitoring algorithms cannot provide the
detection results timely. The KPCA method forms the kernel matrix whose dimension
is the number of NOC samples. The kernel matrix constructed from massive data will
cause inefficiency in its eigen-decomposition. Moreover, when drifting occurs in the pro-
cess, the offline model has to be updated by considering the effect of the newly collected
data. To reduce the downtime of the monitoring system, the off-line model updating,
which needs to revise the kernel matrix and perform eigen-decomposition again, should
be completed as soon as possible. Furthermore, the nonlinear components extraction of
new online measurements has to compute inner products between online sample and all
the NOC samples. Therefore, KPCA cannot be efficiently implemented in these situations.
To solve the computational problems, many approaches have been proposed. Here,
we divide them into two main categories: data samples reduction and kernel matrix ap-
proximation.
Methods belonging to the category of data samples reduction employ a sample selec-
tion strategy to reduce the number of NOC samples used in KPCA model building. To
enhance the efficiency of online nonlinear component extraction of KPCA, Xu et al. use
a small part of training samples as nodes to approximately express the feature extractors
in the feature space.18 Their improved KPCA is more efficient and obtains better perfor-
mance in several classification tasks since the number of the chosen nodes is smaller than
the number of training samples. However, the procedure of nodes selection dramatically
increases the cost of training phase; moreover, the number of nodes is determined em-
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pirically. Cui et al. proposed an improved KPCA for fault detection19 and efficiently
implemented it on the TE benchmark process. The idea is to select a part of NOC samples
using a technique of feature vector selection according to geometry consideration given
by Baudat et al.,20 the selected samples whose mappings are enough to represent all the
samples in the feature space as their linear combination. The eigen-decomposition of the
reduced kernel matrix will be more efficient because the dimension of the reduced kernel
matrix is normally much smaller than that of NOC samples. However, the number of
the selected samples is a preset parameter and its influence on the final fault detection
is uncertain and hard to be quantitatively evaluated. Sumana et al. proposed a com-
bined index-based KPCA monitoring method with a systematic approach to determine
an appropriate number of selected samples.21 Fan et al. proposed to reduce NOC sam-
ples by retaining those with small feature correlation, which are assessed by the cosine
dissimilarity of kernel vectors (i.e., the columns of the kernel matrix).22 The effectiveness
of their method is demonstrated by many classification data sets of UCI. In summary, this
kind of method improves the computation efficiency by reducing the samples. However,
KPCA-based monitoring algorithm constructed by these retained samples cannot provide
satisfied monitoring performance, since the eigen-decomposition results of the reduced
kernel matrix cannot well approximate that of the original kernel matrix.
Another way to reduce the computation complexity of KPCA is exploiting low-rank
approximation of kernel matrix, K ∈ RN×N. Drineas et al. proposed an approximate SVD
where a sampling matrix G is constructed by a few randomly selected columns of K and is
scaled by a factor related to the sampling numbers and probability value, then the matrix
GTG provides approximated eigenvectors and eigenvalues of K. As a typical low-rank ap-
proximation approach, Nyström method has also been applied to approximate positive
semi-definite matrices in kernel-based learning.23–25 The standard Nyström method con-
structs two sub-matrices from K, i.e., KNn ∈ RN×n and Knn ∈ Rn×n, where KNn is formed
by choosing n columns of K and Knn is obtained by maintaining the n rows of KNn. Then,
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the column vectors in matrix Un ≈ KNnU(n)Λ−1(n) can approximate the n dominant eigen-
vectors of K, where U(n) and Λ
−1
(n) are obtained from the eigen-decomposition of Knn.
Related works have been proposed concerning the construction of KNn and Knn.23,26–28
Iosifidis et al. presented a survey of approximation tools for kernel-based learning ap-
proaches.29
Other methods include that Rosipal et al. proposed to enhance the efficiency of KPCA
in the stage model building by employing expect maximum (EM), but the whole kernel
matrix still needs to be stored.30 Moerland shows that an incremental EM algorithm used
in PCA can be applied to KPCA, which does not need to store the complete kernel ma-
trix.31 Zheng et al. divide NOC samples into several subsets of samples, then multiple
low-dimensional kernel matrices are produced from these subsets.32 Therefore, by solv-
ing these low-dimensional kernel matrices, the computation efficiency and the require-
ment of storage can be improved compared to standard KPCA whereas similar perfor-
mance in classification tasks is achieved. However, how to group NOC samples and how
many subsets should be determined is an open problem. Radhia Fezai et al. proposed an
online reduced KPCA algorithm to deal with dynamic system with large NOC data.33
In this paper, a new randomized KPCA (RKPCA) method is presented for monitoring
nonlinear processes with massive data. Randomized algorithms provide a powerful tool
for approximating kernel matrix in KPCA. Compared to the conventional deterministic
matrix decomposition methods, the randomized methods are usually more efficient and
robust.34 The proposed method uses random sampling to compress the kernel matrix
into a subspace which keeps most of the useful information related to process monitor-
ing. Then, the reduced kernel matrix is operated to obtain desired eigen-decomposition
results. Based on these approximated eigen-decomposition results, the proposed ran-
domized KPCA can guarantee the similar performance in monitoring nonlinear industrial
processes compared with KPCA. The experiments on numerical examples and Tennessee-
Eastman chemical process show that RKPCA is more efficient than KPCA while achieving
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nearly the same monitoring performance.
The main advantages of the proposed RKPCA-based process monitoring are as fol-
lows:
1. The theoretical properties of randomized algorithm on matrix approximation guar-
antee that the dominant eigenvectors and eigenvalues of the original kernel matrix can
be well approximated by that of the reduced kernel matrix. The monitoring performance
of RKPCA are given by T2 and SPE, which are defined by those eigenvectors and eigen-
values. Therefore, the proposed RKPCA will improve the computational efficiency while
keep the similar monitoring performance compared to KPCA.
2. RKPCA allows user to trade the accuracy of fault detection for the speed of the
algorithm if desired. The accuracy and the speed of RKPCA-based monitoring algorithm
are related to the dimension of the reduced kernel matrix. The smaller the dimension is,
the lower the accuracy of process monitoring is and the faster the running speed of the
algorithm is, and vice versa.
3. The number of random samples can be easily determined. This parameter is a key
factor which balances the accuracy and speed of the proposed algorithm. In our proposed
RKPCA, the number of random samples can be determined in an incremental way.
The remainder of this paper is organized as follows: Section 2 briefly reviews the
KPCA-based process monitoring and randomized algorithm for matrix approximation.
Section 3 presents our proposed randomized KPCA-based process monitoring method.
Section 4 reports the experimental results. Conclusions are provided in Section 5.
Preliminaries
KPCA based fault detection
Let the normalized NOC samples be X = [x1, x2, · · · , xN] ∈ Rm×N. The KPCA maps these
data into a high dimensional feature space F, i.e., xi → Φ(xi). Note that the feature space
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may be large or infinite dimensional.35
In the feature space, the standard PCA is performed. The kernel trick herein is that
the explicit form of the nonlinear mapping Φ(·) can be omitted. The PCA in the feature
space only needs dot product of the corresponding vectors in the original space, i.e., <
Φ(xi),Φ(xj) >= k(xi, xj), where k(·) is a kernel function. One of the representative kernel
functions is the radial basis kernel
k(xi, xj) = e
−‖xi−xj‖
σ2 (1)
where σ is a free parameter.
The covariance matrix CF in a feature space can be expressed as
CF =
1
N − 1
N
∑
j=1
Φ(xj)Φ(xj)
T (2)
To execute PCA in the feature space, the following eigen-decomposition problem should
be solved
CFvk = λkvk (3)
where λk and vk are the kth largest eigenvalue and the corresponding eigenvector of CF,
respectively. This eigen-decomposition problem is impossible to be directly solved with-
out the implicit form of a nonlinear mapping Φ(·). To this end, Schölkopf et al35 employs
the property that the solution, vk, lies in the range of [Φ(x1), · · · ,Φ(xN)] , this implies
that vk has a linear combination in terms of Φ(x1), · · · ,Φ(xN)
vk = [Φ(x1), · · · ,Φ(xN)]αk =
N
∑
j=1
αk,jΦ(xj) , k = 1, · · · , N (4)
where αk = [αk,1, · · · , αk,N]T is the coefficient vector.
Substituting eq.(4) into the equivalent system of eq.(3), i.e.,< Φ(xi),CFvk >=< Φ(xi),λkvk >
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for all i = 1, · · · , N, we have
K2αk = (N− 1)λkKαk (5)
where K is kernel matrix with elements defined by Kij :=< Φ(xi),Φ(xj) >. To solve
eq.(5), it can equivalently solve the following eigenvalue problem
Kαk = (N − 1)λkαk (6)
for nonzero eigenvalues.35 Therefore, the eigen-decomposition problem in eq.(3) is even-
tually changed into a solvable problem in eq.(6).
Once the solutions to eq.(6) are obtained, we should normalize the αk with nonzero
eigenvalues to guarantee the normality constraint on eigenvectors vk , i.e., < vk, vk >= 1
for all k = 1, · · · , N, which leads to
1 =
N
∑
i,j=1
αk,iαk,j < Φ(xi),Φ(xj) > =< αk,Kαk >= (N − 1)λk < αk,αk > (7)
For principal component extraction of an online sample x, the projections ofΦ(x) onto
eigenvectors vk , k = 1, · · · , N can be computed as
tk =< vk,Φ(x) >=
N
∑
j=1
αk,j < Φ(xj),Φ(x) > =
N
∑
j=1
αk,jk(xj, x) = αTk k(x) , k = 1, · · · , N
(8)
where k(x) ∈ RN denotes the kernel vector of x.
Before applying the constructed KPCA model to online monitoring, mean centering
the data in feature space Φ(x1), · · · ,Φ(xN) should be performed. The centered vector
Φ¯(x) is equal to Φ¯(x) = Φ(x) − 1N
N
∑
j=1
Φ(xj), and the kernel function of any two scaled
vectors is given by
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k¯(xi, xj) = Φ¯(xi)TΦ¯(xj)
= k(xi, xj)− k(xi)T1N − k(xj)T1N + 1TNK1N
(9)
where 1N = 1N [1, · · · , 1]T ∈ RN.
The centered kernel vector k¯(x) and kernel matrix K¯ can be calculated as
k¯(x) = [Φ¯(x1), · · · , Φ¯(xN)]TΦ¯(x)
= k(x)−K1N − 1N×Nk(x) + 1N×NK1N
(10)
K¯ = [Φ¯(x1), · · · , Φ¯(xN)]T[Φ¯(x1), · · · , Φ¯(xN)]
= K− 1N×NK−K1N×N + 1N×NK1N×N
(11)
where 1N×N ∈ RN×N is a matrix with all elements as 1N . For the remaining part of this
paper, the feature space is assumed being centered.
The KPCA based online monitoring can also use two conventional statistics, i.e., Hotelling
T2 and SPE36
T2 = [t1, · · · , tp]Λ−1[t1, · · · , tp]T (12)
SPE =
n
∑
k=1
t2k −
p
∑
k=1
t2k (13)
where tk is derived from eq.(8), p is the number of selected principal components in the
feature space, and n is the number of nonzero eigenvalues (λk > 0) determined by eq.(6).
The matrix Λ = diag(λ1, · · · λp) has its diagonal elements being the first p largest eigen-
values of kernel matrix. The monitoring thresholds for T2 and SPE with a significance
level of α can be estimated as37,38
T2α ∼
p(N2 − 1)
N(N − p) Fp,N−p,α (14)
SPEα ∼ gχ2h (15)
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where Fp,N−p,α is an F-distribution with p and N − p degrees of freedom. χ2h represents
chi-square distribution with degree of freedom h, and g is a weighting parameter. Let a
and b be the estimated mean and variance of the SPE of NOC samples, then g and h can
be computed as g = b2a and h =
2a2
b respectively.
Randomized algorithms for constructing approximate matrix decompo-
sition
The dimension of the kernel matrix in KPCA will be quite large when NOC samples are
massive. In addition, the nonlinear components extraction of the online samples has to
compute the inner products between the online sample and all the NOC samples and also
project the kernel vector to all the N eigenvectors (see eq.(8)). This will cause the off-line
modeling, updating, and online monitoring becoming difficult and inefficient. Despite
the apparently high-dimensionality, the kernel matrix may be intrinsically low-rank. To
find a low-rank approximation of the kernel matrix may help alleviate the computational
complexity problem of KPCA based monitoring algorithm. This section briefly describes
how randomized algorithms help constructing an approximate matrix decomposition.
This problem can be divided naturally into two computational stages.34 The first stage
is to find a subspace that retains most of the useful information of the matrix. The second
step is to compress the matrix to this subspace and then apply standard decomposition
methods (e.g., SVD, QR, etc.) to the reduced matrix.
The algorithm for the first stage constructs an orthonormal matrix, e.g., Q, such that
‖K¯−QQTK¯‖ ≤ e (16)
where e is a computational tolerance which controls the accuracy and speed of the ap-
proximation. The orthonormal matrix Q can be calculated by standard QR decomposition
from a sampling matrix Y = K¯Ω ∈ RN×l , where Ω ∈ RN×l is a random matrix.
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Once the approximate basis Q is obtained, the matrix K¯ will be restricted to the sub-
space, i.e., QTK¯Q, then computing the standard eigen-decomposition of the small matrix
B = QTK¯Q ∈ Rl×l. The cost of the eigen-decomposition of matrix B is significantly
reduced compared with the original kernel matrix. Moreover, the online nonlinear com-
ponents extraction can also be accelerated in this situation, because it only needs l times
projections (at most l eigenvectors derived from B) compared to N times projections of
KPCA. In the next section, we will incorporate this randomized technology into KPCA
and propose a more efficient algorithm to monitor nonlinear processes with massive data.
The ProposedRandomizedKPCAbasedMonitoringMethod
In this section, the randomized algorithms introduced in the last subsection is incorpo-
rated into KPCA based monitoring, and a new randomized KPCA based monitoring
method is proposed.
The outline of the proposed method is as follows:
Normal operation condition model development
(1) Collect NOC samples and normalize it, X = [x1, x2, · · · , xN] ∈ Rm×N.
(2) Calculate the kernel matrix K ∈ RN×N, where Kij :=< Φ(xi),Φ(xj) >, and then
conduct centering in the feature space such that
N
∑
j=1
Φ¯(xj) = 0, i.e., K¯ = K− 1N×NK−
K1N×N + 1N×NK1N×N, where 1N×N ∈ RN×N is a matrix with all the elements 1N .
(3) Generate a Gaussian random matrix Ω ∈ RN×l, where l is the dimensionality of a
random subspace and can be determined in an incremental way1. Compute an orthonor-
mal matrix Q ∈ RN×l from a sample matrix Y = K¯Ω using QR factorization, where the
columns of Q form an orthonormal basis for the range of Y.
(4) Form a small matrix B = QTK¯Q ∈ Rl×l, and compute an eigen-decomposition
of it, i.e., B = UΛ˜UT, where Λ˜ = diag(λ˜1, · · · , λ˜l) with λ˜1 > · · · > λ˜l. Then, form the
1We can start with l = N10 , then l =
N
5 , etc.
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orthonormal matrix U˜ = QU ∈ RN×l which gives an approximate eigen-decomposition
K¯ ≈ U˜Λ˜U˜T, where U˜ = [α˜1, · · · , α˜l] is the matrix containing the approximated eigen-
vectors with respect to the l dominant eigenvalues. Normalize the eigenvectors such that
‖α˜i‖ = 1/
√
λ˜i , i = 1, · · · , l.
(5) Determine the number of PCs, p, in the feature space based on the Cumulative
Percentage of Variances (CPV) explained
p = argminj
∑
j
i=1 λ˜i
∑li=1 λ˜i
> η (17)
where η is usually chosen between 85% and 95%.
(6) Compute T2 and SPE for NOC samples using eq.(12) and (13).
(7) Estimate the monitoring thresholds for T2 and SPE using eq.(14) and (15).
Online monitoring
(1) For each test data, normalize it as in stage of model development, x ∈ Rm.
(2) Compute the kernel vector k(x), and mean center it
k¯(x) = k(x)−K1N − 1N×Nk(x) + 1N×NK1N (18)
where 1N = 1N [1, · · · , 1]T ∈ RN.
(3) Extract the nonlinear component of x as follows
tk = α˜Tk k¯(x) , k = 1, · · · , l (19)
(4) Calculate the monitoring statistics of x using eq.(12) and (13).
(5) Compare these two statistics with their thresholds respectively and provide the
monitoring results if at least one of the statistics is beyond its control limit.
Remark 1 Note that if the singular values of K¯ decay slowly, step (3) of model development may
generate a poor basis Q, which decreases the approximation accuracy. This can be improved by
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simply changing the formula Y = ΩK¯ in step (3) by Y = (ΩΩT)qΩK¯, where q is a small integer
and usually it can obtain satisfied results by setting q = 1 or q = 2.34
Remark 2 The number of the columns of the random matrix can be determined in an incremental
way, i.e., starting from a small integer such as 32 or bN/10c, where bN/10c is the integer part
of N/10 , and incrementally increase the sampling number until achieving desire approximation
error.
Remark 3 The randomized algorithms used for kernel matrix approximation are relatively in-
sensitive to the quality of randomness and produce highly accurate approximation results.34 The
randomness of this Gaussian random matrix has very litter influence on the reduced kernel ma-
trix and the final monitoring results. The random sampling matrix can also be determined as a
structured random matrix, such as subsampled random Fourier transform, subsampled Hadamard
transforms, or sequences of random Givens rotations,39,40 etc. However, these structured random
matrices may increase oversampling. In general, Gaussian sampling matrices succeed with very
litter oversampling and are often the most cost-effective option.34
Numerical Simulation and Experiments on TE Process
In this part numerical simulation and experiments on TE process are used to illustrate the
efficiency and effectiveness of the presented RKPCA based monitoring algorithm.
Numerical Simulation
Consider the process suggested by Dong et al.41
x =

t
t2 − 3t
−t3 + 3t2
+

e1
e2
e3
 (20)
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where ei , i = 1, 2, 3 are independent noise variables, ei ∼ N(0, 0.01), i = 1, 2, 3 , and
latent variable t ∈ [0.01, 2]. To inspect the performance of RKPCA in various situations,
different size of samples (from 500 to 10,000) were generated from this process. Then,
these NOC samples are normalized. In addition, another two sets of test data with 300
samples each are also generated, where two kind of faults were added respectively:
Fault 1: A step change in x2 with magnitude of -0.5 was introduced starting from
sample No. 101.
Fault 2: Adding 0.01(i− 100) to variable x1 starting from sample no.101, here i is the
sample number.
The number of principal components for both KPCA and RKPCA methods are se-
lected based on 90% CPV (i.e., η=90%). In our experiments, the Radial Basis Function
(RBF) is adopted as kernel function and the kernel parameter σ2 of RBF is chosen as 2 for
both methods. The confidence level is 99%. The approximation error e = 0.01. The power
q = 0.
For performance evaluation, the Fault Detection Rate (FDR), which is defined as the
percentage of the faulty samples detected, and the Fault Alarm Rate (FAR), which is de-
fined as the percentage of wrong fault alarm for the normal samples, are used. The exper-
iments were conducted by MATLAB R2017b (9.3) on a laptop with Duo Core processor
(2.5 GHz) and 16 GB RAM.
The monitoring results of Fault 1 and Fault 2 are listed in Table 1 and Table 2, re-
spectively. Here, only SPE is used because the fault magnitude is small, the T2 statistic
cannot detect these two faults for both methods. From Table 1 and Table 2, the proposed
RKPCA provides nearly the same FDRs and FARs compared to that of KPCA while the
time consumption of model building by RKPCA is significantly shorted. The proposed
RKPCA not only can reduce the computation cost, but also guarantee the monitoring
performance.
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Table 1: The experimental results of Fault 1
NNS SPE of KPCA TM(s) AT(s) SPE of RKPCA TM(s) AT(s) NRSFAR FDR FAR FDR
500 0.05 0.825 0.5677 7.6632e-04 0.05 0.82 0.3793 1.5359e-05 50
1,000 0.02 0.76 2.4758 0.002 0.02 0.76 1.2825 4.7915e-05 100
2,000 0.01 0.88 13.0665 0.046 0.01 0.88 6.9766 3.4324e-04 200
5,000 0.02 0.80 139.6973 0.0124 0.02 0.8 57.1699 0.0012 500
10,000 0.03 0.83 772.1332 0.0292 0.03 0.83 317.1724 0.0053 1000
NNS: the number of NOC samples; TM(seconds): Running time of model building;
AT(seconds): Average time of processing an online sample; NRS: the number of random sampling
Table 2: The experimental results of Fault 2
NNS SPE of KPCA TM (s) AT (s) SPE of RKPCA TM (s) AT (s) NRSFAR FDR FAR FDR
500 0.04 0.845 0.5098 0.001 0.04 0.84 0.3839 1.9566e-05 100
1,000 0.02 0.84 2.1429 0.0014 0.02 0.84 1.0771 3.4851e-05 100
2,000 0.01 0.85 14.3071 0.0047 0.01 0.85 7.0444 1.1026e-04 200
5,000 0.01 0.845 125.6148 0.0103 0.01 0.845 48.4240 0.0012 500
10,000 0.03 0.87 760.4253 0.0292 0.03 0.87 310.7462 0.0053 1000
For the case of fault 1 with 500 NOC samples, in order to show the approximation
performance, we compare the dominant eigenvalues and eigenvectors obtained from the
reduced kernel matrix B and the original kernel matrix K¯, respectively. In Figure 1, the
cross and square represent the eigenvalues2 of kernel matrix and reduced kernel matrix,
respectively. It can be seen that the eigenvalues produced by both methods are almost
the same, the average approximation error between the dominant fifty eigenvalues is
1.8570e-04 in this case.
2Because of the dimension of the matrix B is 50, we can only compare the first largest 50 eigenvalues.
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Figure 1: The comparison of the dominant eigenvalues.
In Figure 2, the approximation of eigenvectors is measured by the angle between the
eigenvectors obtained from the reduced kernel matrix B and the kernel matrix K¯. It can
be seen that the angle is very small especially for the first 30 pairs of eigenvectors (i.e.,
PCs=5 for both methods in this case). Therefore, it is because the excellent approximation
performance on the dominant eigenvalues and eigenvectors, which are the key factors of
T2 and SPE, bring the similar monitoring performance for both methods.
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Figure 2: The comparison of the dominant eigenvectors.
The Experiments on TE Problem
The Tennessee Eastman (TE) benchmark chemical process proposed by Downs et al.42
has been extensively used to illustrate the performance of control or process monitoring
algorithms.
TE process contains 53 variables and 21 kinds of faults (see Table S1 from supporting
information) are investigated in this study. In this experiment, only 16 measurement
variables (see Table S2 from supporting information) are used for monitoring. The details
of TE can be found in References.42,43 Russell et al.43 generate the data which can be
downloaded from Braatzgroup. The number of NOC samples is 500. Each data set of the
21 faults contains 960 samples and the abnormal events occur at the 161th sample.
The number of principal components is 14 for both KPCA and RKPCA methods de-
termined by 95% CPV. The kernel parameter σ2 in RBF is 1000 for both methods. The
confidence level is set to be 99%. The approximation error e = 0.01. The power q = 0.
The monitoring results on these 21 faults by the proposed RKPCA and KPCA are
given in Figure 3 and Figure 4. In these two Figures, the FDRs of the RKPCA and KPCA
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are represented by the yellow and blue bars, respectively.
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Figure 3: The FDRs of T2 on 21 faults of TE process.
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Figure 4: The FDRs of SPE on 21 faults of TE process.
In Figure 3, it can be seen that the FDRs of T2 by the RKPCA on 21 faults are the
same as those of the KPCA. The average FDRs of T2 obtained by both methods are equal
to 0.4627. This can be explained from Figure 5 and Figure 6, in which the eigenvalues
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and eigenvectors from both the reduced kernel matrix and the original kernel matrix are
compared. The first p (p = 14 for both methods in this case) largest eigenvalues of the
reduced kernel matrix and its corresponding eigenvectors are almost the same as those
of original kernel matrix as shown in Figure 5 and Figure 6 3. The T2 statistic is mainly
defined by those eigenvalues and eigenvectors. Therefore, both the proposed RKPCA
and KPCA obtain the same FDRs on these 21 faults in terms of the T2 statistic.
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Figure 5: The eigenvalues of kernel matrices in RKPCA and KPCA.
In Figure 4, the FDRs of SPE by RKPCA and KPCA are compared, we can see that
the FDRs of RKPCA are slightly lower than those of KPCA. As shown in Table 3, the
average FDR of SPE obtained from RKPCA and KPCA are 0.5764 and 0.5876, respectively.
However, as listed in Table 4, the running time on model building of the proposed RKPCA
is 0.3726s, which is less than the time (i.e., 0.5529s) consumed by the KPCA. Moreover,
the average time of processing an online sample required by the proposed RKPCA is only
about a third of the time needed by KPCA. Therefore, the proposed RKPCA obtains faster
speed in model building and online monitoring compared to KPCA at the expense of an
3The number of random sampling l = 100, the first largest 100 eigenvalues and its corresponding eigen-
vectors are compared for both methods
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acceptable loss in FDRs.
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Figure 6: The eigenvectors of kernel matrices in RKPCA and KPCA.
Table 3 summaries the average FARs and FDRs on 21 process faults by both the pro-
posed RKPCA and KPCA methods.
Table 3: The average FDRs and FARs on 21 process faults of TE
KPCA RKPCA
FAR of T2 0.0277 0.0277
FAR of SPE 0.0327 0.0292
FDR of T2 0.4627 0.4627
FDR of SPE 0.5876 0.5767
Table 4: The comparison of computation time
KPCA RKPCA
Elapsed time of model building (seconds) 0.5529 0.3726
Average time of processing an online sample (seconds) 2.2477e-05 0.7855e-05
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Conclusions and Discussions
In this paper, we propose a randomized KPCA method for monitoring nonlinear indus-
trial processes with massive data. Compared with the conventional KPCA, the proposed
RKPCA not only can reduce the computation complexity, but also guarantee the perfor-
mance in monitoring nonlinear industrial processes. The numerical simulation and ex-
periments on TE benchmark process demonstrated that the proposed RKPCA is superior
to KPCA.
The proposed method shows its superiority in reducing the computation time of KPCA
in the preprocessing step. In big data era, however, the enormous amount of the col-
lected NOC data can produce extremely huge kernel matrix in KPCA. In this situation,
even though the random projection requires a very large computational cost in the ma-
trix complication. Therefore, the development of the randomized KPCA in a distributed
parallelled manner by using the block random projection is an issue in the future work.
Acknowledgement
Authors Z. Zhou, Z. Li, and P. Wang received funding from NSFC under Grant 61703158,
Grant 61573136, and Grant 61573137. Author J. Xu received funding from Zhejiang Provin-
cial Public Welfare Technology Research Project under Grant LGG19F030003. Authors Z.
Zhou and N. Du received funding from Scientific Research Projects of HUZHOU UNI-
VERSITY under Grant 2017XJXM36 and Grant 2018XJKJ50.
Supporting Information Available
The monitoring variables and description of the faults of TE process used in this study
are placed in supplemental material.
21
References
(1) Qin, S. J. Process data analytics in the era of big data. AIChE Journal 2014, 60, 3092–
3100.
(2) Alauddin, M.; Khan, F.; Imtiaz, S.; Ahmed, S. A Bibliometric Review and Analysis of
Data-Driven Fault Detection and Diagnosis Methods for Process Systems. Industrial
& Engineering Chemistry Research 2018, 57, 10719–10735.
(3) Zhu, J.; Ge, Z.; Song, Z. Distributed Parallel PCA for Modeling and Monitoring of
Large-Scale Plant-Wide Processes With Big Data. IEEE Transactions on Industrial In-
formatics 2017, 13, 1877–1885.
(4) Luo, L.; Bao, S.; Mao, J.; Tang, D. Just-in-Time Selection of Principal Components
for Fault Detection: The Criteria Based on Principal Component Contributions to
the Sample Mahalanobis Distance. Industrial & Engineering Chemistry Research 2018,
acs.iecr.7b03840.
(5) Zhou, Z.; Wen, C. L.; Yang, C. J. Fault Detection Using Random Projections and k-
Nearest Neighbor Rule for Semiconductor Manufacturing Processes. IEEE Transac-
tions on Semiconductor Manufacturing 2015, 28, 70–79.
(6) Zhao, C.; Sun, H. Dynamic Distributed Monitoring Strategy for Large-Scale Non-
stationary Processes Subject to Frequently Varying Conditions Under Closed-Loop
Control. IEEE Transactions on Industrial Electronics 2019, 66, 4749–4758.
(7) Zhou, Z.; Wen, C.; Yang, C. Fault Isolation Based on k-Nearest Neighbor Rule for
Industrial Processes. IEEE Transactions on Industrial Electronics 2016, 63, 2578–2586.
(8) Li, N.; Yang, Y. Ensemble Kernel Principal Component Analysis for Improved Non-
linear Process Monitoring. Industrial & Engineering Chemistry Research 2015, 54, 318–
329.
22
(9) Liu, L.; Liu, J. A Multivariate Monitoring Method Based on Dual Control Chart. IEEE
Transactions on Industrial Electronics 2017, PP, 1–1.
(10) Cheng, C. Y.; Hsu, C. C.; Chen, M. C. Adaptive Kernel Principal Component Anal-
ysis (KPCA) for Monitoring Small Disturbances of Nonlinear Processes. Industrial &
Engineering Chemistry Research 2011, 49, 2254–2262.
(11) Zhang, S.; Zhao, C. Slow feature analysis based batch process monitoring with com-
prehensive interpretation of operation condition deviation and dynamic anomaly.
IEEE Transactions on Industrial Electronics 2019, 66, 3773–3783.
(12) Diamantaras, K. I.; Kung, S. Y. Principal component neural networks: theory and applica-
tions; John Wiley & Sons, Inc., 1996; pp 74–75.
(13) Hastie, T.; Stuetzle, W. Principal Curves. JASA 1989, 84, 502–516.
(14) Kramer, M. A. Nonlinear principal component analysis using autoassociative neural
networks. AIChE Journal 1991, 37, 233–243.
(15) Dong, D.; McAvoy, T. J. Nonlinear principal component analysis-based on principal
curves and neural networks. Computers & Chemical Engineering 1996, 20, 65–78.
(16) Jia, F.; Martin, E. B.; Morris, A. Non-linear principal components analysis with ap-
plication to process fault detection. International Journal of Systems Science 2000, 31,
1473–1487.
(17) Li, W.; Zhao, C.; Gao, F. Linearity evaluation and variable subset partition based hier-
archical process modeling and monitoring. IEEE Transactions on Industrial Electronics
2018, 65, 2668–2692.
(18) Xu, Y.; Zhang, D.; Song, F.; Yang, J. Y.; Jing, Z.; Li, M. Letters: A method for speeding
up feature extraction based on KPCA. Neurocomputing 2007, 70, 1056–1061.
23
(19) Cui, P.; Li, J.; Wang, G. Improved kernel principal component analysis for fault de-
tection. Expert Systems with Applications 2008, 34, 1210–1219.
(20) Baudat, G.; Anouar, F. Kernel-based methods and function approximation. Interna-
tional Joint Conference on Neural Networks. Washington, DC, USA, 2002; pp 1244–
1249.
(21) Sumana, C.; Bhushan, M.; Venkateswarlu, C.; Gudi, R. D. Improved nonlinear pro-
cess monitoring using KPCA with sample vector selection and combined index. Asia-
pacific Journal of Chemical Engineering 2011, 6, 460–469.
(22) Fan, Z.; Wang, J.; Xu, B.; Tang, P. An efficient KPCA algorithm based on feature
correlation evaluation. Neural Computing & Applications 2014, 24, 1795–1806.
(23) Williams, C. K. I. Using the Nyström method to speed up kernel machines. Advances
in Neural Information Processing Systems 2001, 13, 682–688.
(24) Sun, S.; Zhao, J.; Zhu, J. A review of Nyström methods for large-scale machine learning;
Elsevier Science Publishers B. V., 2015; pp 36–48.
(25) Iosifidis, A.; Gabbouj, M. Nyström-based approximate kernel subspace learning. Pat-
tern Recognition 2016, 57, 190–197.
(26) Kumar, S.; Mohri, M.; Talwalkar, A. On sampling-based approximate spectral de-
composition. International Conference on Machine Learning. Montreal, Quebec,
Canada, 2009; pp 553–560.
(27) Drineas, P.; Mahoney, M. W. On the Nyström Method for Approximating a Gram
Matrix for Improved Kernel-Based Learning. Journal of Machine Learning Research
2005, 6, 2153–2175.
(28) Zhang, K.; Tsang, I. W.; Kwok, J. T. Improved Nyström low-rank approximation and
error analysis. International Conference on Machine learning. 2008; pp 1232–1239.
24
(29) Iosifidis, A.; Tefas, A.; Pitas, I.; Gabbouj, M. A review of approximate methods for
kernel-based big media data analysis. Signal Processing Conference. 2016; pp 1113–
1117.
(30) Rosipal, R.; Girolami, M. An Expectation-Maximization Approach to Nonlinear Compo-
nent Analysis; MIT Press, 2001; pp 505–510.
(31) Moerland, P. An On-Line EM Algorithm Applied to Kernel PCA; Technical report,
IDIAP, 2000.
(32) Zheng, W.; Zou, C.; Zhao, L. An Improved Algorithm for Kernel Principal Compo-
nent Analysis. Neural Processing Letters 2005, 22, 49–56.
(33) Fezai, R.; Mansouri, M.; Taouali, O.; Harkat, M. F.; Bouguila, N. Online reduced
kernel principal component analysis for process monitoring. Journal of Process Control
2018, 61, 1–11.
(34) Halko, N.; Martinsson, P.-G.; Tropp, J. A. Finding Structure with Randomness: Prob-
abilistic Algorithms for Constructing Approximate Matrix Decompositions. SIAM
Review 2011, 53, 217–288.
(35) Schölkopf, B.; Smola, A.; Müller, K.-R. Nonlinear component analysis as a kernel
eigenvalue problem. Neural Computation 1998, 10, 1299–1319.
(36) Lee, J.-M.; Yoo, C.; Choi, S. W.; Vanrolleghem, P. A.; Lee, I.-B. Nonlinear process
monitoring using kernel principal component analysis. Chemical Engineering Science
2004, 59, 223–234.
(37) Tracy, N. D.; Young, J. C.; Mason, R. L. Multivariate Control Charts for Individual
Observations. Journal of Quality Technology 1992, 24, 88–95.
(38) Box, G. E. P. Some theorems on quadratic forms applied in the study of analysis of
25
variance problems. I. effect of inequality of variance in the one-way classification.
Annals of Mathematics and Statistics 1954, 25, 290–302.
(39) Rokhlin, V.; Tygert, M. A fast randomized algorithm for overdetermined linear least-
squares regression. Proceedings of the National Academy of Sciences 2008, 105, 13212–
13217.
(40) Liberty, E. Accelerated Dense Random Projections. Ph.D. thesis, Yale University,
New Haven, CT, 2009.
(41) Dong, D.; Mcavoy, T. J. Nonlinear principal component analysis-based on principal
curves and neural networks. Computers & Chemical Engineering 1994, 20, 65–78.
(42) Downs, J. J.; Vogel, E. F. A plant-wide industrial process control problem. Computers
& Chemical Engineering 1993, 17, 245–255.
(43) Russell, E. L.; Chiang, L. H.; Braatz, R. D. Data-Driven Techniques for Fault Detection
and Diagnosis in Chemical Processes; Springer-Verlag: London, 2000.
26
Graphical TOC Entry
Massive NOC 
Samples
KPCA Large Kernel 
Matrix
Random 
Projection Reduced 
Kernel 
Matrix
Eigen-
decomposition
,i i 
Approximated
Eigenvalues/vectors
Similar monitoring performance 
Less computation cost
27
