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ABSTRACT The electrical spread of excitation in the network of rod photoreceptors was studied by intracellular
recording in the isolated, perfused retina of the toad, Bufo marinus. Experiments with dim, bar-shaped flashes of light
revealed that the rod network behaves as a high-pass filter to laterally propagating small signals. Such a behavior had
been found earlier in the turtle (Detwiler et al., 1980). Three electrical equivalent circuit models that can explain this
behavior were considered and analytical solutions to the network equations were obtained. By fitting these analytical
expressions to linear responses elicited by weak light flashes and to voltage excursions elicited by extrinsic current
injections, values for the circuit parameters were determined. Values obtained by independent methods were consistent.
The effects of changing each of these parameters in turn upon the high-pass filtering of small signals were then
predicted. These predictions provided a framework for an analysis of the ionic basis of the underlying mechanism, which
is described in the following paper.
INTRODUCTION
It is now well established that rod photoreceptors in the
retinae of many species of lower vertebrates are coupled
together via electrical junctions (Schwartz, 1975, 1976;
Fain, 1975, 1976; Copenhagen and Owen, 1976a,b; Det-
wiler et al., 1978, 1980; Werblin, 1978; Gold, 1979;
Attwell and Wilson, 1980). Electrical coupling of cones
was earlier demonstrated by Baylor et al. (1971) and
subsequently analyzed in terms of an electrical circuit
model in which each cone of a two-dimensional array was
represented by a resistor and capacitor in parallel (Lamb
and Simon, 1976; Detwiler and Hodgkin, 1979). Although
this model accounted satisfactorily for the electrical cou-
pling of cones, it was recently shown that the responses of
rods to spatially structured, weak stimuli cannot be
accounted for in the same way (Detwiler et al., 1978,
1980). This is because the rod network behaves as a
high-pass filter to laterally propagating currents, a behav-
ior that Detwiler et al. described in terms of an equivalent
two-dimensional circuit in which each rod was represented
by a transverse element containing an inductance.
In the present paper, we apply this model to an analysis
of the spread of excitation between rods of the toad, Bufo
marinus. Our purpose is to establish reliable values for the
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network parameters as they apply under normal physiolog-
ical conditions. In the following paper, the effects on the
network parameters of external ion substitutions will be
analyzed.
METHODS
Experiments were performed on the isolated, perfused retina of the toad,
Bufo marinus. After dark-adapting overnight, a toad was pithed and its
eyes removed under deep red light. All subsequent procedures were
carried out under infrared illumination with the aid of an infrared image
converter (FJW Industries, Inc., Mt. Prospect, IL). Using a razor blade
and dissecting scissors, we hemisected the eye sagitally just posterior to
the ora serrata. The eyecup, containing the retina, was then divided into
three segments with a razor blade. The optic disk was discarded and the
segments were transferred to a Petri dish containing oxygenated control
Ringer's solution (see below). The retina was gently peeled away from the
retinal pigmented epithelium (RPE) with fine forceps and laid, receptor
side up, on a I -cm-diam disk of filter paper. A second paper disk of the
same size, but with a 3-mm-diam hole cut at its center, was placed over
the first so that the center of the retinal segment was exposed, but its
periphery was sandwiched between the disks. By briefly touching the
underside of the lower disk to some filter paper, we drained the space
between retina and lower disk, and a satisfactory mechanical adhesion
was obtained.
Thus mounted, the retina was placed in a perfusion chamber and
clamped tightly in position. The chamber was in turn clamped to an X-Y
table in a light-tight Faraday cage. The perfusion medium flowed under
gravity over the retina with a flow rate of 2-3 ml/min.
Perfusion Medium
Retinae were perfused with a control Ringer's solution whose ionic
composition was as follows: 132 mM Na+, 2.6 mM K+, 120.6 mM Cl-, 22
mM HCO3-, 2 mM Ca +, 2 mM Mg", and 5 mM glucose. The solution
was buffered to pH 7.8 by bubbling with a mixture of 95% 02 and 5%
CO2.
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Optical Stimulation
Stimuli were presented using a two-beam optical stimulator, virtually
identical with that described by Baylor and Hodgkin (1973). An
additional beam-splitting prism in a specially built mount allowed light to
be delivered vertically to the preparation and simultaneously allowed light
from the preparation to pass back through the final microscope objective
to an infrared sensitive TV camera. Thus, by illuminating the preparation
with infrared light, stimuli could be focused and the alignment between
electrode and stimulus optimized during the course of the experiment.
Stimuli were either diffuse or consisted of the reduced image of a long,
narrow slit projected onto the retina. In the plane of the retina, the
slit-shaped stimulus measured 11 m wide by 1 mm long. Stimulus
intensity was calibrated regularly using a photodiode. The optical densi-
ties of neutral filters and of interference filters at their peak transmission
wavelengths were also periodically checked.
Electrical Recording and Data Storage
Intracellular potentials were recorded using fine glass micropipettes filled
with 4 M K-acetate, introduced into the retina by a stepping hydraulic
microadvancer (David Kopf Instruments, Tujunga, CA). Potentials were
amplified by a field effect transistor input preamplifier (model 701; W-P
Instruments, Inc., New Haven, CT) followed by a DC high-gain ampli-
fier. The amplified signal was displayed on a storage oscilloscope and a
chart recorder, and stored on magnetic tape (Philips FM instrumentation
recorder; Philips Electronic Instruments, Inc., Mahwah, NJ). The fre-
quency bandwidth of the recorder at the tape speed used was 0-300 Hz.
The reference against which intracellular potentials were measured was a
calomel electrode connected by a 3-M KCI bridge to a well in the
perfusion chamber also containing 3 M KCI. This was connected, in turn,
by a Ringer's solution-agar bridge to a second well into which the Ringer's
solution drained before flowing under gravity to a waste-collecting bottle.
This arrangement ensured that liquid-junction potentials were mini-
mized.
Current Injection
In some experiments, current was injected intracellularly while simulta-
neously monitoring intracellular potential. Double-barreled electrodes
were used for these experiments. They were prepared according to the
technique described by Brown and Flaming (1977). Current was injected
using the current-injection circuit of the amplifier.
Because of the difficulty in eliminating secondary paths for current
flow to ground through the perfusion system, it proved impossible to
monitor injected currents using a current-voltage converter in the ground
return as we would have preferred. Instead, we calibrated our current-
injection circuit by passing current through microelectrodes into a dish of
control Ringer's solution in the ground return of which was a current-
voltage converter. Simultaneously, we calibrated the current monitor
output of the preamplifier unit against the output of the current-voltage
converter. Neither calibration changed when (a) we increased the circuit
load by adding a 200-MQl resistance in the ground return, and (b) the
electrode was broken so that its impedance became negligible. Thus, the
current-passing circuit was unaffected by its load and we were able to rely
on our calibrated values of the injected current.
Correction for Capacitive Transients
In experiments involving high-impedance, double-barreled electrodes for
the injection of extrinsic current, the voltage record is generally contami-
nated by a transient that occurs at the onset and offset of the current
pulse. Because we were interested in the time course of the change in
membrane potential, this artifact had to be eliminated. We did this by
recording the artifact resulting from injection of each of the experimental
currents with the electrode in the external medium and then digitally
FIGURE I Equivalent circuit of a double-barreled electrode. RI and R2
are the resistances of voltage-recording and current-injecting barrels,
respectively. C is the interbarrel capacitance and RC? the coupling
resistance. V(t) is the voltage artifact recorded when a pulse of current (i)
is passed through the current-passing barrel.
subtracting the appropriate artifact from each of the intracellular voltage
records. Our justification for this procedure is as follows: (a) The
equivalent circuit of the double-barreled electrode is shown in Fig. 1. RI
and R2 represent the resistance of voltage-recording and current-injecting
barrels, respectively. C is the interbarrel capacitance. RC is the coupling
resistance of the electrode. (b) The artifact in the voltage record during
injection of a DC-current step is the result of the capacitive current, il,
flowing to ground across RI and RC and the remainder of the injected
current, i2, flowing across Rc. Thus, the voltage artifact, V(t), is given by:
V(t) = (1 + i2)RC + i1R1
= iR + iR1,
where i(=il + i2) is the total injected current, but (i - i1)R2 = i1R1 + 1/
c fildt or iR2/R, + R2 = i, + [I /c(R, + R2)] fi,dt. The solution for a
step change in current is easily shown to be
l=( iR2 _. e-/(R1+R2)C
(RI + R2)
Thus,
V(t) = iRc + iR2 . e t/(RI +R2)C
(RI R2)
Note that the time-dependent term is independent of RC and cannot be
affected by resistances added in series with R, Thus, the magnitude of the
voltage artifact should not change as the electrode enters a cell. Because
the value of the coupling resistance, Rc, depends upon the free volume of
external electrolyte shared by the two barrels and upon the conductivity of
the external electrolyte, it is possible that upon entering the internal
environment of the cell, RC may change. This, however, will only affect the
DC component of the artifact; the magnitude and time course of the
capacitive transient will be unchanged. Thus, subtraction of the voltage
artifact measured in the extracellular medium from the intracellularly
recorded voltage change should correct for the capacitive transient, but
may undercorrect for the DC component. While there must remain some
uncertainty in our measured values of input impedance, therefore, the
time-dependence of the input impedance should be accurately revealed.
Moreover, by selecting electrodes whose coupling resistances are small
compared with the input impedance of the network, the error in the
absolute value will be minimized. For this reason, we rejected all
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electrodes with a coupling resistance >10' of measured input imped-
ances.
We typically used electrodes having a coupling resistance of 2-5 MQ,
though we occasionally accepted values up to 10 MR. Electrodes with
coupling resistances > 10 MO and/or with transient artifacts whose total
duration was >100 ms were rejected. Furthermore, if either of these
parameters were found to have changed by more than 15% during the
course of an experiment, the data were discarded. Because the coupling
resistance measured in Ringer's solution was generally at least one, and
often nearly two, orders of magnitude smaller than the input resistance of
the network, we believe that any systematic error in our estimates of
membrane impedances that might result from this procedure is likely to
be small.
Data Reduction
The data, stored in analogue form on magnetic tape, were replayed and
digitized, usually at a sampling frequency of 50 Hz (one point every 20
ms). In some experiments a faster sampling rate was required to preserve
adequate resolution. In such cases the sampling rate used is specified in
the appropriate figure legend.
All signals were filtered before analog-to-digital (A-D) conversion by a
6-pole Butterworth low-pass filter (corner frequency 100 Hz). Slow
responses were additionally smoothed after A-D conversion by a digital
filter of the following type: Defining successive points as x(t - NAt),
xt- (N -I)At], . . . x(t), . . . x[t + (N - I)AtJ, x(f + NAt), where At
is the interval between each point, we smooth by calculating a running
mean, thus
x= (2N + 1) x(t - NAt) + x[t - (N - I)At]
+ . . .x(t) + . . . x(t + NAt) . (1)
This is a common procedure described, for example, in Bendat and Piersol
(197 1). Appropriate choice of the value ofNdefines the time window over
which the running mean is calculated. The transfer function of such a
filter is given by
1 2 N
H(f)= + Zk COS(2-irfkAt),(2N+1) +(2N+1)I (2)
wheref is the frequency.
Our procedure was successively to increase the value of N, starting
from zero, until the response appeared sufficiently smooth, yet undis-
torted when compared with the unprocessed response. Of course, this
procedure could only be used in the case of slow responses. When
analyzing responses with rapid initial transients, as in the case of those
elicited by bright stimuli or voltage changes elicited by steps of extrinsic
current, we kept the value of N at zero (i.e., the data remained
unsmoothed). In calculating values of the network length constant, A,
responses smoothed by the above procedure were used. A least-squares
routine was used to compute the value of X at various times during these
responses.
Effective Cell Spacing of the Rod Network
To apply our model of the rod network to experimental data, it was
important to obtain a reliable estimate of rod density in the retina of Bufo
marinus. For this, we relied upon an histological cross section through the
photoreceptor layer published by Fain (1976). The cross section covers an
area 155 x 72.5 Am and contains 130 rods, one rod for every 86 JAm2 of
retina. The apparent value of the mean cell spacing is thus 9.3 Am.
However, some shrinkage inevitably occurs during histological prepara-
tion. Allowing for -10% of linear shrinkage, we arrived at an effective cell
spacing of 10 um. This value was used in the analysis of all our data.
THEORETICAL ANALYSIS
We now consider three models, each of which can satisfactorily account
for the high-pass filtering behavior of the rod network. Experiments
justifying our consideration of linear models such as these are described at
the beginning of the following section.
The rods are assumed to be interconnected in a square array (Lamb
and Simon, 1976). Stimulating such an array with a unidimensional
stimulus such as a long, narrow bar of light will constrain light-evoked
currents to flow laterally, in a vector perpendicular to the stimulus. The
analysis of experiments in which such stimuli are used can therefore be
simplified by treating the network as unidimensional. In experiments
involving radially symmetrical light stimuli or the point injection of
extrinsic currents, however, a two-dimensional analysis must be carried
out. In this section, we will derive analytical solutions of the circuit
equations for both the unidimensional and the two-dimensional cases.
Model 1
It is well-known that under certain conditions a membrane that undergoes
voltage-dependent conductance changes may behave as though its equiva-
lent circuit contains an inductance (Cole and Baker, 1941; Hodgkin and
Huxley, 1952; Detwiler et al., 1980). A time-varying, voltage-dependent
K+ conductance activated by depolarization, deactivated by hyperpolar-
ization, can give rise to this type of behavior. So, too, can a time-varying,
voltage-dependent Na+ (or Ca++) conductance activated by hyperpolar-
ization, deactivated by depolarization (Detwiler et al., 1980). As Detwiler
et al. (1980) pointed out, the electrical equivalent circuit in either case
consists of an inductance, L, and series conductance, g2, both of which are
in parallel with a second conductance, gl. This is shown as the transverse
element in Fig. 2a. The circuit equation is thus
Lg2i. + I. = Lg1g21V,, + Vn(gl + g2), (3)
where IX is the current flowing across the membrane of rod n, and V. is its
..1
ft~~~~In % Th~~~il R
b ~~~~~~~~~c
FIGURE 2 Equivalent circuits that can account for the high-pass filter-
ing of small signals by the rod network. Light-evoked current spreads
laterally through the shunting pathway, represented by the horizontal
elements of the circuits, and leaks to ground across the plasma membrane
of each rod in the array, represented by the vertical elements. The
one-dimensional circuits shown here are appropriate when slit-shaped
stimuli are used. Details of the circuits are given in the text.
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transmembrane potential. Also
|+ l + Vn_ +- 2jVnIn = R~ + Ins (4)
where R. is the shunt resistance between neighboring rods, and I. is the
extrinsic current injected into rod n. This model is the one analyzed by
Detwiler, et al. (1980) in their study of the rod network of the snapping
turtle, Chelydra serpentina.
Spread of Excitation-Unidimensional
Solution
In this treatment, rods lie in a linear array and are numbered -n, .. -. 1,
0, +1 . .. +n. Vk is the voltage at rod k, Ik the current flowing into rod k,
and Jk the current flowing laterally from rod k to rod k + 1. Following the
work of Detwiler et al. (1980), we describe in the following equation the
lateral spread of excitation through such an array when the input is the
voltage VO(t) at rod 0
AV = -rBV- C.
Model 2
High-pass filtering could result if the pathway coupling neighboring rods
were not entirely resistive but behaved as though there were a capacitance
in parallel with the shunting resistance, R?, as illustrated in Fig. 2 b. This
could reflect an intrinsic electrical property of the junctional membrane
between neighboring rods or it might represent the action of a time-
varying, voltage-dependent conductance in the pathway between the rods.
The circuit equations, in this case, would be
In = g. V. (5)
In = J. J.+I (6)
(V. - V.-,)
Rxs
C(n- 1t I)--Jn+ R (Vn- Vn-l). (7)
gc RSgc
Model 3
In this third model, suggested to us by Professor Sir Alan Hodgkin, the
high-pass filtering involves a parallel combination of electrical and
chemically mediated interactions between neighboring rods. The chemi-
cally mediated component is thought to produce a transient lateral
excitation or, alternatively, a rapid lateral excitation that inactivates with
a delay. In either case, the system can be represented for the case of small
perturbations by the linear equivalent circuit shown in Fig. 2 c.
Because each of these models must account for the same high-pass
filtering behavior, it is not surprising that the circuit equations in each
case reduce to a common form and have similar solutions. To distinguish
between the models, we must change the system in some artificial way
and determine which of them correctly predicts the observed effects of the
change on the high-pass filtering. For example, in Model 2 the time
course of the voltage response to diffuse illumination must be identical to
that of the photocurrent. Any change in external ion concentration that
affects high-pass filtering but has no effect upon the time course of the
photocurrent must also leave unaltered the time course of the voltage
response to diffuse illumination. In the following paper, we will show that
under all conditions where the high-pass filtering behavior is reduced or
blocked, the time-to-peak of the voltage response to a weak, diffuse
stimulus becomes significantly longer than normal.
Model 3 implies that any substance that blocks chemically mediated
synaptic transmission between rods is likely to eliminate high-pass
filtering by the network. In the following paper, we will show that the
addition of up to I mM Co"+ reduces, but does not abolish, high-pass
Filtering, a result that must weigh against that model. Thus, while we
cannot eliminate conclusively any of these models, we believe that Model
1 most closely describes the underlying physiological mechanism. The
analysis that follows is presented in terms of Model 1. It must be
emphasized, however, that the analytical solutions obtained are equally
applicable to the other models when appropriate changes in the parame-
ters are made.
A is an (n x n) matrix of the form
alO
lal
A= Ola 0
al
0 la
where a - (gIR, + 2). B is an (n x n) matrix of the form
blO
Ibl
B= Olb 0
bl
0 lb
where b =
-[(g, + g2)R, + 21. T = I/Lg2, and V and C are n x 1
matrices: V = [Vk(t), k = 1, ... n]; C = [C(t) = rVo(t) + Vo(t); Ck = 0,
k = 2, ... n]. Similarly, when the input is an extrinsic current, I,(t),
injected into rod I of an array of n photoreceptors, the equations are
AV = -rB V-C; (9)
r and V are defined as for Eq. 8. The matrices A and B here have the
form
a20
lal
A= Ola 0
0 la
b20
lbl
(1B= Olb
0 lb
andC = [C,(t) = RJ,rI(t) + I,(t)]; Ck =0k = 2,.. .n]. The solution of
Eqs. 8 and 9 is the matrix V(t). Details of the solution of Eqs. 8 and 9 are
given in Appendix A.
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The solution of Eq. 8 is
V*(t) = f hk(t - Tr)Vo(T)dr,
where
hk(t) -1) ABn
|F(t) - m k[m] .eB^t
L II Am [B(' B")]
= (- I)k A-k6(t) - n)mkCme
where b(t) is a Dirac delta function and
im(a - 2cos 7 )
n+
An I (a2csM1r)
H a-2cosmg bgn)=_ \ ~n + I
mir
a - 2 cos
n+ 1
n-k
Pk(X) = -(X + T)k J7j [x - Bjn-k)
It is easy to show that
A = k_
li )A, g(1 RRs+ g Rs + 4gR\ a
2/
t-0) is determined only by the instantaneous membrane conductance,
g,, and the shunting resistance, according to Eq. 12. We shall call this the
(10) instantaneous space constant (AXi) of the network.
It is also useful to define the steady-state value of the length constant
(A). This is the space constant measured when relaxation of the
time-dependent components of the circuit is complete (ideally for t -o).
The value of X. is defined by Eq. 12 but with -y = R,(g1 + g2). A rough
idea of the relative magnitudes of g, and g2 can be obtained from the ratio
of Xi.:A.. IfX >> Q, yzz (Q/X)2 and then
g2 (Xi.,2
=
- 1.
g1 ~X
In 57 cells, the average value of the measured A,, was 24.3 Am and XA was
13.1 tsm and hence g2/g, - 2.44.
The solution of Eq. 9 is
t-Vk (t) = JOhk(t- T) I, (,r)d7.,
where
hk(t) = (1)kRs A-" [6() - Em k m
kCm= ~pk[B(")IJI pkJ[B,,,n)jna(n)dkZ m = IIm oj [ff() f () I
I
and
(11)
where a is equal to the term in parentheses. Note that if we write 'y = R'g1
and let Q be the effective cell spacing, Eq. 10 gives for - 0 and n large:
Vk(O) = ( 1,/ak) _ Vo(O) and hence
A= Q
In I + -y+ Vy + 4,y
2
or
.y2(cosh
_). (12)
Eq. 12 is identical with that obtained by Lamb and Simon (1976, Eq. 14a)
in their analysis of the spread of excitation through a purely resistive
network.
At all other t we have, for n sufficiently large,
Vk(t) = k- [Vo(t) - , m kCm e k rVO(T)dTJ (1 3)
We see, therefore, that initially (t-0) excitation spreads laterally
through the network as though the network contains only resistive
elements. The space constant measured early in the response (ideally for
12 cos (2m -1 ) _b]
r (2mm - 1)
a - 2 cos 2 r
n-k
Pk(X) = -(X - r)k J|j [X _ B(.-k)]
An=Im[a-2cos(2 2 )]
In this case it is easily shown that
A R=a a2liM(_1)k Rr n-k __
where a is defined by Eq. 11. Thus, provided n is sufficiently large, the
solution of Eq. 9 is
R a2
Vk(t) S
ak
[Ii(t) - ZEjke*'C(n) Bt-T) I (T)d] (17)
It is easily seen that the limit of Eq. 16 when k = 1 is the input resistance
of an infinite resistive cable. Thus, letting t - 0 in Eq. 17 reveals that the
system behaves initially as a purely resistive network. This is true when
the input is either voltage or current.
The solution of Eq. 9 in the case of an isolated rod (R, = ) or in the
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case of diffuse illumination is Thus, (DV + VD) (I/R,) is the matrix whose elements represent the
current flowing in the rod as a consequence of electrical coupling.
Rearranging Eq. 21 gives
IV(t) =-1g_ + g2) g( g+g2/7I)vt
'f e( +a2/f)TrI(tO)dt'J + I(t) (18)
For the case where t- 0, the ratio of the voltage response elicited by a
narrow bar of light at rod 0 to that elicited by diffuse illumination is given
by
A,V + VAj =A2V+ VA2 +-E+ -,
g, g,
where
4
Al =2 I+ I+ -*D
Vbar Rgl,a
VdiuffU I - a2
or with simple algebra
(20)6(= I
Note that Eq. 12 allows 'y to be expressed in terms of X and hence Eq. 20
provides a useful test of the theory because the ratio, 6, can be used to
calculate X as a function of time, and this calculated variation can be
compared with that measured experimentally using displaced bars of
light.
Spread of Excitation: Two-Dimensional
Solution
In this treatment we consider a two-dimensional square array of 2n + I x
2n + I rods. Each rod is connected to its four nearest neighbors by a
shunting resistance R, The electrical properties of the rod membrane are
again represented by the transverse circuit element shown in Fig. 2 a. The
rods are numbered (1, 1). . . (n + 1, n + 1) ... (2n + 1, 2n + 1) and the
same convention is used to define the currents 'h.k, jh.k and voltages VAk of
the network. We can thus write, for the generalized rod, (h, k),
h.k+(gl + g2)r r i h.k
For a square array
(Ih.k) = (DV + VD - 4V)
I
+ E,
(21)
(g, + 92)r 4T 71D XA2=-+ ~I + = _
gl gigRJ Rsg, g,Rs
Rs. 9| 9g2) + 2] I + DL,
where I is the (2n+ 1 ) x (2n+ 1) identity matrix.
Eq. 23 is solved in Appendix B for the case when extrinsic current, 10(t),
is injected at node n + 1, n + I at the center of the square. In that case,
E,,+,.,,+, = 10(t) and Ehk = 0. The general solution of Eq. 23 is
Vh,k = X fh.k(t r)Io(r)dT,
where
2n+1 2n+1
fh,k(t) = R, E Ei: j biJh.k [6(t) + (T - Yij] el
with
(24)
ah,j aktj an+,i an+lj
4 + R4g + xi + x
r[4 + (g, + g2)R. + Xe2n+l) + x(2n+ I)]
Yii= 4 + g,Rs + X(2n+1) + x(2n+1)
and
(22)
ai,h =
( -.1.)i 'sin ihir
2n + 2
r~~~~~~~~~~~~~~~~~~~~~~~~~
where D, E, V are 2n + I x 2n + 1 matrices. V is the voltage matrix at
each node
V
= |Vh,k k-= . 2n + I}
E is the matrix representing the injected extrinsic current
E = IEh,k l,
where E, ,is the extrinsic current injected into rod (h, k).
D is a matrix of the form
010 0
101
010
D=
010
101
0 01
.x (2n + I ) h7r
(2n+) 2)22sin
2n + 2
X52i( 2 cos (2n + 2)
Eq. 24 is particularly helpful in that it clarifies the relation between the
time constants that characterize the responses to various step inputs. If we
consider first the case ofan isolated rod, R, = o, to which a step of voltage
is applied (voltage clamp condition), the current will relax with a time
constant 7r = 1 /Lg2. On the other hand, a step of current applied to an
isolated rod (current clamp condition) will elicit a voltage that relaxes
with a time constant r, = (g, + g2)/Lg,g2 or T, = 'r [(g, + g2)/gll. If we
inject a step of current into a coupled network of (2n+ 1 ) x (2n+ 1 ) rods,
Eq. 24 reveals that the relaxation of the induced voltage will be
characterized by (2n + 1)2 time constants, Y,j. It is easy to see that
I8 + (g, + g2)R,]T,r, < < Yjj < R. (25)
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Thus, the time constant of relaxation of voltage elicited by point injection
of a DC current step into a coupled network is intermediate between the
voltage clamp time constant and the current clamp time constant of an
isolated rod.
Eq. 24 also reveals that in the two-dimensional case, as in the
one-dimensional case, the excitation in an inductive-network of this type
spreads initially as in a purely resistive network. For the rod at the center
of the array, where h, k is equal to (n + 1), (n + 1), provided n is
sufficiently large, the term
2n+1 2n+1
E i Ej bi,j,n+ l,n+ I
is equal to
1 2 +4) I( 4 (26)
where Ko is a complete elliptic integral of the first kind. Eq. 26 defines the
input resistance of an infinite two-dimensional pure resistive network and
is identical with that derived by Lamb and Simon (1976, Eq. 15).
0 0.5 1.0 1.5 2.0
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RESULTS
Linearity of the High-Pass Filtering
Behavior of the Rod Network
The rod network in the retina of Bufo marinus exhibits
high-pass filtering behavior closely similar in character to
that described in Chelydra serpentina by Detwiler et al.
(1978, 1980). This is illustrated in Fig. 3 a, which shows
responses elicited by bar-shaped flashes of monochromatic
light ( 1 Am x 1 mm, wavelength 498 nm), with each flash
producing on average 14.06 photoisomerizations (Rh*)/
rod. Stimuli were presented at successive 10-Arm displace-
ments from the impaled rod. In this case, displacing the
stimulus laterally from the centered position (maximal
response) to a position 50 um away caused a decrease in
amplitude of the recorded response and a reduction in its
time-to-peak from 610 to 450 ms.
The experiment was repeated on the same cell using
brighter stimuli that produced on average 28.7 Rh*/rod.
The results are shown in Fig. 3 b. Note that the centered
stimulus elicited a response whose amplitude was greater
by a factor of 1.81 than that of Fig. 3 a. Displacing the
stimulus laterally by 50 ,um again caused a reduction in
time-to-peak of the record response from 630 to 450 ms.
Each set of responses was used to calculate the electro-
tonic space constant (X) as a function of time. The open
triangles in Fig. 3 c plot the values calculated from the
responses of Fig. 3 a. The filled circles plot values calcu-
lated from the responses of Fig. 3 b. Note that in both cases
the value of X falls within 2 s from an initial value of -30
,um to a steady-state value of - 15 ,um. Moreover, the time
course of this change is virtually identical in the two cases.
In experiments on 57 rods, the average initial value of X
was 24.3 ,um ± 1.1 (SEM), whereas the average steady-
state value was 13.1 ,m ± 1.0 (SEM). We have been
unable to establish whether the spatial decline in the
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FIGURE 3 The effect of high-pass filtering on voltage responses elicited by
stimuli at two different intensities. Slit-shaped stimuli (I1 ,Im x 1 mm) of
50-ms duration and 498-mm wavelength were first centered on the impaled
rod and then displaced by successive intervals of 10 gm. Responses in a
were elicited by stimuli producing 14.06 Rh*/rod. Those in b were elicited
by stimuli producing 28.7 Rh*/rod. Each trace is the average of eight
responses digitally smoothed with N = 6 (see Methods). In both cases,
displacing the stimulus by 40 gm reduced the time-to-peak of the response
from -610 to -450 ms. The network length constant calculated from both
sets of responses fell from an initial maximum of -30 to - 15 Am within 2 s
as shown in c. The open triangles were calculated from the responses shown
in a, the filled circles from those in b.
photovoltage at any given instant is best described by a
single exponential or by the sum of several exponentials.
The type of plot shown in Fig. 3 c should be regarded as no
more than a convenient and practical way of illustrating
the phenomenon of high-pass filtering by the rod network.
In many experiments, we observed an initial rise in X
early in the response, i.e., within the first 200-400 ms. We
have been unable, as yet, to determine whether this effect
has a physiological basis or simply represents an uncer-
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tainty in the values of X computed from voltages that are
initially very small.
The observation that values of X, calculated from two
sets of responses whose amplitudes differed by a factor of
almost two, should be so closely similar and should have an
almost identical time-dependence provides strong evidence
that, at least for responses below 4 mV in amplitude, the
high-pass filtering mechanism can be considered as a
linear process. Further support for this contention is pro-
vided by the experiment illustrated in Fig. 4. The responses
shown in Figs. 4 a and b were recorded from the same cell
as those in Fig. 3. An even weaker stimulus intensity was
used producing, on average, 5.86 Rh* per rod and eliciting
a response of amplitude 0.93 mV when centered on the
impaled rod. The responses in Fig. 4 a were elicited by
stimuli first centered on the impaled rod and then
displaced by + 10 and + 20 um. In Fig. 4 b responses to
stimuli displaced by -10, -20, and -30 ,um from the
impaled rod are shown. The shortening of the time-to-peak
of the responses with progressive stimulus displacement is
clearly visible even at these low response amplitudes. This
leads us to conclude that high-pass filtering is present
throughout the linear response range and is not initiated
when some threshold voltage displacement is reached. If
the network behaves linearly, the response to a dim, diffuse
light flash should be equal to the sum of the responses
elicited by a bar-shaped flash of the same intensity and
duration, displaced progressively in steps of one bar-width
across the rod's receptive field.
Fig. 4 c shows such a comparison. The continuous trace
is the averaged and smoothed response to a diffuse light
flash producing, on average, 5.86 Rh* per rod. The filled
circles show the sum of the individual responses elicited by
TIME (s)
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FIGURE 4 A test of the linearity of the network based on the superposi-
tion principle. The slit-shaped stimulus centered upon the impaled rod
elicited responses of <I mV (lowest record in both a and b). Responses
were then recorded with the stimulus displaced by 10 and 20 ,um on either
side (a and b) of the centered position. A diffuse stimulus of the same
intensity elicited the response shown in c (continuous wave). The dots
represent the sum of the potentials elicited at the five locations tested in a
and b. Each of the continuous curves is the average of twelve recorded
responses, smoothed digitally with N = 6.
the bar-shaped stimulus at positions 10 Am apart within
the range - 20 to + 20 ,um. At locations more distant than
20 Aim, the recorded responses were too small to resolve.
The agreement is good during the initial part of the
response and after -600 ms. Between 250 and 600 ms, the
sum of the individual responses is somewhat smaller than
the full-field response. We believe this discrepancy to be
due primarily to our failure to record resolvable responses
from the more distant parts of the receptive field. Such
responses would contribute most strongly in the period over
which the discrepancy is greatest. In view of these results,
we conclude that the high-pass filtering behavior of the rod
network, as manifested in the responses to weak stimuli,
can be considered as a linear process and therefore can be
analyzed in terms of a linear model.
Input Impedance of the Rod Network
Given that the electrical equivalent circuit of the rod
membrane in the linear range contains an inductance, we
expect to see evidence of its presence in the time course of
the voltage change elicited by a step of constant current
injected into a rod. Specifically, we expect an initial rapid
change in membrane potential to be followed by a slower
decay to a steady level that is somewhat closer to the rod's
resting potential. To study this behavior, we injected steps
of extrinsic, constant current through one barrel of a
double-barreled electrode while recording voltage via the
second barrel.
Fig. 5 a shows the electrode artifact recorded in Ringer's
solution for steps of constant current ±0.0225 and ±0.045
nA in amplitude. The coupling resistance in this case was
9.7 MQ and the time constant of the artifact was <60 ms.
Fig. 5 b shows the change in membrane potential elicited
by steps of extrinsic constant current, +0.0225 and ± 0.045
nA, injected into the rod. These traces were obtained by
subtracting the appropriate electrode artifacts (Fig. 5 a)
from the raw voltage records, using the computer. As
shown in Methods, the time course and amplitude of the
capacitive transient is independent of both coupling resis-
tance and network input resistance; thus, the time-depen-
dent changes in the elicited voltage, after subtraction of the
artifact, must reflect the time-varying properties of the
network.
Fig. 5 c shows the current-voltage (I-V) relation mea-
sured 100 ms after initiation of the current steps and in the
steady state. The responses to hyperpolarizing and depolar-
izing current steps of equivalent magnitude were quite
symmetrical, which suggests that the membrane voltage
changes lay within the linear range. The tails at the
cessation of the pulses of ±0.0445 nA were slightly asym-
metrical, however. The input resistance 100 ms after
initiation of the current step was, in this case, 118 Mg,
relaxing to a steady-state value of 81 Mg. (Due to limita-
tions of our instrumentation, we were unable to obtain
reliable measurements of input impedance within 100 ms
of the current step.)
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Fig. 5 d shows the relaxation of voltage to the steady
state during the current step (circles) and to the resting
potential following the cessation of the current (triangles)
plotted on log-linear coordinates. The data points for the
tail voltages (triangles) have been displaced laterally by
+0.5 for clarity. The time constant of relaxation during an
outward (depolarizing) step of +0.045 nA (rilled circles)
was 404 ms, whereas for an equivalent inward (hyperpolar-
izing) current (open circles) it was 390 ms. Following an
outward current step (filled triangles), the tail relaxed with
a time constant of 398 ms, whereas after an equivalent
inward current step (open triangles) the time constant of
relaxation was 400 ms. In all cases, the data were well-
fitted by a single time constant. This does not exclude the
possibility that the relaxation process might involve addi-
tional time constants, however.
Data collected from twenty rods show that 100 ms after
onset of the current, the input resistance was 149 ± 20 Mg
(SEM) and this dropped to a steady-state value of 123 +
14.3 Mg (SEM) with a relaxation time constant of
between 300 and 550 ms.
First Estimate of Circuit Parameters
We can use these data to compute approximate values of
network parameters. To do this, we use the analytical
result that initially the input resistance and space constant
depend only on the values of g, and R, (Eqs. 17 and 26;
t -- 0). The effective cell spacing of the rod network in
Bufo marinus is taken to be 10 Aim (see Methods). Our
collected results give Xinitial = 24.3 ,um and (RiJ)1o = 149
Mg. These values in turn give R, = 364 MQ and g, = 0.47
x lo- 9s.
In the steady state, Eqs. 12 and 26 will apply when y =
(g, + g2)Rs. Again, from collected data, X,, = 13.1 Am and
(Rijn)S = 123 Mg, from which we estimate Rs _ 412 Mg
and (g1 + g2) = 1.48 x 10-9S. The two values of Rs differ
by <15%, a discrepancy that is within the limits of
accuracy of this technique. We take this as support for the
view that Rs does not vary with time during small displace-
ments of membrane potential. For the voltage elicited by a
step of constant current to relax with a time constant of
-400 ms, L must have a value of -0.4 x 109M (Eq. 25).
To summarize, therefore, on the basis of current injec-
tions and slit experiments, we estimate the values of the
circuit parameters of Fig. 2 a to be approximately: R. =
388* 106QZ (average of two values), g, = 0.47 * 10-9S, g2 =
1 * 10-9S, and L = 0.4 * 109M. We shall refer to these
values hereon as our first estimate. Of course, they were
obtained from data averaged over many cells.
In the following section, we apply the same procedure to
measurements of space constant and input resistance made
simultaneously on the same cell in order to test the
consistency of the method. Later we will apply Eq. 13 to
check that the estimated values of the parameters allow us
to reproduce accurately the experimentally observed
inductance-like behavior.
Simultaneous Measurement of
Unidimensional Space Constant and Input
Resistance of the Rod Network
We performed a series of experiments designed to provide,
simultaneously, data on the lateral spread of excitation
within the network and the network input impedance. An
example of such an experiment is shown in Fig. 6. Here,
the rod was impaled with a double-barreled electrode and
with each displacement of the bar-shaped light stimulus,
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FIGURE 6 Simultaneous measurement of network length constant and
input impedance. The traces in the upper panel show current-evoked
potential changes followed by voltage responses elicited by the slit-shaped
stimulus at 10-Mm intervals between the centered position and a lateral
displacement of 30 ,m (each trace the average of five responses, N = 0).
The length constant of the network, calculated as a function of time from
the light-evoked responses, is plotted in the lower panel. (Same cell as Fig.
5.)
the amplitude of the injected current step was also
changed. The traces in the upper panel of Fig. 6 clearly
show the pronounced relaxation of voltage during injection
of the current step and the shortening of the time-to-peak
of the light-evoked response as the stimulus was displaced.
In the lower panel of Fig. 6, the network length constant,
calculated from the light-evoked responses shown above, is
plotted as a function of time. The current-voltage relation
for this cell and the time constant of voltage relaxation are
those shown in Fig. 5.
The collected data from five successful experiments of
this type are presented in Table I. The values of Rs, gl, and
of (gl + g2) were calculated from these data using the
same procedure as before. The last four columns of Table I
give values of the parameters that provide a best fit to the
light-evoked responses in each case, using the fitting
procedure outlined in the following section. In only one of
these cells (203) were the values obtained by this method
significantly different from those estimated on the basis of
input resistance and space constant measurements.
Evaluation of Network Parameters by
Fitting of Photoresponses
In this section, we describe the method used to refine our
estimated values of the network parameters. The method is
based on the use of Eq. 10 that describes the voltage in rod
k when the voltage in rod 0 is known. We began by
centering the bar-shaped stimulus on the impaled rod.
Displacing the stimulus by 10 ,m from this position
generally produced an insignificant change in the recorded
response. We therefore displaced the stimulus to a point
beyond which further displacement caused a significant
decline in response amplitude and defined this as the
position of rod 0. A displacement of 10 Aim beyond this
position defined rod 1 and so on. Our reasons for taking the
effective cell spacing of the rod network to be 10 ,tm are
given in Methods.
The voltage response in position 0 was first fitted with
the analytical function (Baylor et al. 1974)
V(t) = A(e- - e- ) (27)
where A is a scaling factor, a and ,B are time constants, and
n is an integer. This yields a simple analytical expression
that can be used in solving Eq. 10. A good fit was obtained
with n = 4, although n = 3 also provided a satisfactory
approximation in most cases. The value of a lay in the
range 0.15 to 0.55 s-', whereas ,B ranged between 1.6 and
5.3 s-' in 26 different cells. By fitting the theoretically
generated voltages to the experimentally recorded
responses of rods 1, 2, 3, . . . etc., the parameters g,, g2, L,
and RJ could be evaluated. Fitting was achieved using a
minimizing routine kindly provided by Dr. Dennis Pelli of
the University of Cambridge. The initial values of the
parameters were those of our first estimate; R? = 388 -
TABLE I
SIMULTANEOUS MEASUREMENT OF X AND R,: COLLECTED DATA FROM FIVE EXPERIMENTS
A B C
Cell
Rin(100) Xi. R, 91 Ri.(ss) xf R, g1 + g2 91 92 Rs L
MQ2 AM MD 10-9S MQ Am MQ 10-9S 10-9S 10-9S MQ 109M
200-2 117 27 274 0.5 84 12 298 2.47 0.5 2 286 0.2
200-4 133 30 277 0.26 133 30 277 0.26 0.26 - 277
201 100 32 219 0.45 87 27 204 0.68 0.45 0.23 210 1.5
202 145 34 313 0.28 126 15 389 1.18 0.1 1.08 270 0.5
203 128 40 260 0.24 108 20 288 0.88 0.1 1.2 100 0.4
(A) Ri,(I00), input resistance at 100 ms; Xi, initial length constant; R, and g, obtained from Eqs. 12 and 26 with D = 10 Mm. (B) Rin(ss), steady-stateinput resistance; Xf, final length constant; R, and (g, + g2) obtained from Eqs. 12 and 26 with D = 10,m and measured values of R,n(ss) and Xf. (C) gl,
g2, R2, and L are values of these parameters obtained by fitting the response waveforms using routine FITSLI.
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± 24 MQ, and L = 0.74 ± 0.1 x 109M. This evaluation of
the network parameters is slightly different from our
earlier estimate, though not greatly so. The differences, we
believe, are due to our inability to obtain a true initial value
of the network length constant (t 0O) upon which the
earlier estimates were heavily dependent. It is also likely
that the input resistance 5-10 ms after onset of the current
step was in reality higher than that which we measured
after 100 ms. The values of parameters given above will be
referred to as our standard values and used throughout the
remainder of the analysis.
Time Course and Sensitivity of Responses
to Bar-shaped and Diffuse Stimuli
A consequence of high-pass filtering by the rod network is
that the time course of the response to diffuse illumination
is faster than that of the response to a centered bar-shaped
stimulus. This is clearly seen in the records of Fig. 4; the
response to the diffuse stimulus peaks some 150 ms earlier
than that elicited by the bar.
TIME (S)
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FIGURE 7 Responses recorded in two different rods, elicited by slit-
shaped stimuli at displacements of 0, 10, 20, and 30 Am (continuous
traces). Each trace is the smoothed (N = 6) average of six responses. The
dotted curves are theoretical responses predicted by the model using the
following values of the network parameters: (a) R, = 270 MQ, g, = 0.311
* 10-9S, g2= 1.19 . 10-9S, and L = 0.28 * 109H; (b) R2= 300 MQ, g, =
0.2 . 10-9S,g2= 0.8*10-9S,and L 1.109H. See text for full details of
the fitting procedure.
106S2, g = 0.47 * 10 -9S, g2 = 1 * 10-9S, and L = 0.4
I09H. The program terminated when a minimum was
found. Checks were made to ensure that other local
minima were not present.
Fig. 7 a shows our most successful application of this
procedure. A more typical example is shown in Fig. 7 b.
The dotted lines plot the theoretical curves generated by
Eq. 10. The solid lines are the experimental records. Note
that only in the case of rod 0, the centered position, was the
theoretical curve scaled to fit the experimental response.
The fitting was reasonably successful in all of the 26
cells analyzed. A systematic discrepancy was observed in
the fitting of the responses between 150 and 400 ms at the
more distant positions. This is clearly seen in Fig. 7 b. As
noted earlier (e.g., Fig. 6), the length constant during this
interval generally increases to its maximum value before
declining to its steady-state value. This cannot be
accounted for by any of the models shown in Fig. 2 and
suggests that the equivalent circuit of the rod membrane
contains a capacitance that has a significant effect early in
the response. The average values of the parameters
obtained from 26 cells using this procedure were: g, =
0.26 ± 0.03 x 10-9S, g2 = 0.88 ± 0.08 x 10-9S, Rs = 310
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FIGURE 8 (a) Responses elicited by the slit-shaped stimulus, centered on
the impaled rod, at three different intensities that produced on average
1.3, 3.1, and 5.8 Rh*/flash. (b) Responses elicited from the same rod by
diffuse stimuli of the same intensities. (c) The ratio a is plotted as a
function of time during the response (filled circles). The length constant
of the network, calculated from the values of 6, as a function of time
during the response is plotted by the open circles.
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In Fig. 8 a, voltage responses elicited by centered bar-
shaped stimuli of three different intensities are presented.
In Fig. 8 b, responses elicited by diffuse stimuli of the same
three intensities are presented. The intensities produced on
average 1.3 Rh*/flash, 3.1 Rh*/flash, and 5.8 Rh*/flash,
respectively.
It is clear from Figs. 8 a and b that when the bar-shaped
stimulus is used, the linear response range extends perhaps
to 2 mV, whereas under diffuse illumination it may extend
up to 3-4 mV. From these and other data we determined
that, in this rod, a stimulus of either configuration elicited
a linear range response provided stimulus intensity was not
much greater than 3.1 Rh*/flash.
In Fig. 8 c we have plotted as a function of time (filled
circles) the ratio of the photovoltage elicited by the bar-
shaped stimulus to that elicited by diffuse illumination of
the same intensity (3.1 Rh*/flash). This ratio, 6, slowly
increases from an initial value of -0. 15 to a final value
near 0.5. This implies that the sensitivity of the rod to the
bar-shaped stimulus is initially 6-7 times less than to
diffuse illumination, but near the end of the response, it is
only 2 times less than to diffuse illumination.
These data provide us with a useful test of the theory.
From Eq. 20, knowing 6 we can obtain y. Knowing y as a
function of time and using Eq. 12, we can calculate the
change in network length constant (X) as a function of
time. Following this procedure, and taking D to be 10 ,um
(Methods), we calculated the variation in X with time,
which is plotted as the open circles in Fig. 8 c. Note that
the calculated length constant falls from an initial value
of -30 to --12 ,um over an interval of 2 s. This is in good
agreement with the variation in X measured experimentally
(see Figs. 3 and 6, for example), an agreement that argues
for the internal consistency of the theory.
Photovoltage and Photocurrent
In the linear response range, when full-field illumination is
used (<-3 Rh*/flash), the relation between photocurrent
and photovoltage is
Lg2I + I = Lglg2V + (g1 + g2)V. (28)
Eq. 28 can be used to obtain the photovoltage when the
photocurrent is known, or to obtain the photocurrent when
the photovoltage is known. In the latter case, we obtain
1(t) = Lt e'e ')/Lg2 V(t')dt' + gjV(t). (29)
In Fig. 9 we show the result of this procedure. In Fig. 9 a
the continuous line plots the response to a diffuse light of
intensity equivalent to 1.3 Rh*/flash. This is the same cell
as used in Fig. 8. The dotted line was obtained by fitting
the analytical function (Eq. 27) to the measured response.
The best fit was obtained with n = 4, a = 0.2385, and fi =
1.895. Substituting the standard values given earlier in Eq.
29, we obtain the broken line which represents the time
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FIGURE 9 (a) Rod response elicited by a diffuse (full-field) stimulus of
intensity sufficient to produce 1.3 Rh*/flash (continuous trace). The
dotted line represents Eq. 27 fitted to this response. The dashed line plots
the magnitude and time course of the photocurrent that yields this voltage
response as calculated using the network model (details in text). (b) Rod
responses elicited by a diffuse stimulus and by a centered slit-shaped
stimulus of equal intensity (continuous traces). The dotted lines represent
the responses predicted by the network model (using the standard
parametric values R, = 310 Mg, g, - 0.26 . 10-9S, g2 = 0.88 . 10-9S, and
L = 0.74 * 109 H for the case of a diffuse stimulus, slit-shaped stimulus,
and illumination of the impaled rod only, for a photocurrent having the
time course shown in a.
course of the photocurrent. The peak value of the current is
1.16 pA in this case, which yields a quantal photocurrent
of -0.9 pA per photoisomerization.
As a further check of the internal consistency of our
theoretical treatment, we next used the calculated photo-
current to compute the voltage response of the rod to
diffuse illumination, to a centered bar-shaped stimulus and
to illumination restricted to the impaled rod. To do this, we
first approximated the calculated photocurrent by the
analytical function
I(t) = B(e-c' - e-et)n (30)
The similarity to Eq. 27 is obvious. A best fit was obtained
with n = 4, a = 0.1955,1 = 1.31833, andB adjusted to give
a peak photocurrent of 1.16 pA. This function was then
applied to Eqs. 18, 15, and 24, respectively. The results are
presented in Fig. 9 b.
The time courses of the voltage responses, predicted by
the model using the standard values of the network param-
eters for the three different stimulus configurations, are
given by the dotted curves. The continuous lines plot
responses to diffuse illumination and to the centered
bar-shaped stimulus recorded from the same rod as was
used for Fig. 8. The agreement is satisfactory. The
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different voltage time courses elicited by the three different
classes of stimulus are clearly seen. Note that initially the
sensitivity of the rod to diffuse illumination is -7 times
greater than to the centered, bar-shaped stimulus and -23
times greater than to single cell illumination. Three to four
seconds later, these sensitivities are in the ratio -2.5
and -5.4, respectively.
Consequences of High-Pass Filtering by the
Rod Network
So far, we have been primarily concerned with the short-
ening in the time-to-time peak of the voltage response as it
propagates laterally through the network. The model satis-
factorily predicts this behavior as can be seen in Fig. 10.
The traces shown in Fig. 10 a were generated by the
unidimensional model (Eq. 15), using the standard values
of the network parameters and the theoretical photocur-
rent shown in Fig. 9 a. They describe the voltage responses
that would be elicited in rods 1, 2,... 7, respectively, by a
dim bar-shaped flash of light centered on rod 0. Note that
the time-to-peak of the response shortens from 1.45 s in rod
I to 1.0 s in rod 7.
Fig. 10 b shows similar results, this time generated by
the two-dimensional model (Eq. 24), but using the same
FIGURE 10 Voltage responses to laterally displaced stimuli, predicted by
the one-dimensional and two-dimensional network models, when the
input is the theoretical photocurrent shown in Fig. 9a. (a) Prediction of
the one-dimensional model for stimulation by a narrow slit of light at
successive 10-,um displacements from the impaled rod. (b) Prediction of
the two-dimensional model for stimulation of single rods at successive
10-gm displacements from the impaled rod. R, - 310 MQ, g, = 0.26 -
10-9S, g2 = 0.88 . 10-9S, and L = 0.74 . 109H.
(mV)
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FIGURE 11 Voltage displacements that would be recorded in rod (0, 0)
during injection of rectangular current pulses of -0.0137 nA into rods
(0, 0) -(0, 6), respectively, calculated using the two-dimensional net-
work model. The voltage displacement, recorded experimentally during
injection of this current into the impaled rod (0, 0), is shown for
comparison.
network parameters and theoretical photocurrent. The
traces thus describe the voltage responses that would be
elicited in rods (0, 0), (0, 1), (0, 2), (0, 3), and (0, 4) by a
weak flash of light on rod (0, 0) only. In this case, the
time-to-peak of the response falls from 1.6 s in (0, 0) to 1.2
s in (0, 4).
Because the theoretical photocurrent used to generate
Fig. 10 was computed from responses elicited by a stimulus
equivalent to 1.3 Rh*/flash, Fig. 10 b represents, to a close
approximation, the spread of excitation through the rod
network following the absorption of a single photon by a
single rod. The model predicts that the response elicited by
a single photon is 174 AV in the stimulated rod and only 9
,uV in a rod 40 Am away.
In Fig. 11 we see the voltage changes in rods (0, 0),
(0, 1), .. . (0, 6) predicted by the two-dimensional model
for the case of a -0.0137 nA step of current injected into
rod (0, 0). For comparison we show the experimentally
measured voltage recorded in rod (0, 0) during injection of
a current step of this magnitude using a double-barreled
electrode. It is not meaningful to compare time courses
within 30-50 ms of current onset or offset because the
model takes no account of membrane capacitance and
because this is where any error in subtracting the capaci-
tive electrode artifact is likely to be maximal. Over the
remainder of the time course, however, agreement is
satisfactory.
The theoretically generated curves show clearly that it is
primarily the transient components of the signal that are
transmitted to the more distant rods, a result earlier
demonstrated in the rod network of the tiger salamander
by Attwell and Wilson (1980). Thus, the length constant of
the network is higher for the high frequency components of
the signal than for the low frequency components. This is
consistent with the fall in length constant as a function of
time that we observed earlier in the responses to luminous
stimuli.
The frequency dependence of the network length con-
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stant can be calculated, simply, from Eq. 12, where
Rs (31)
and Z(f) is the modulus of the complex impedance of the
membrane. From the circuit of Fig. 3 a it is easily shown
that
Z(f) = V[g, + g2 + (2irfLg2)2g1 ]2 + (27rfLg)22 (
(g1 + g2) + (2irfLg1g2)2
In Fig. 12 a are plotted I Z(f) and network length
constant (X) as functions of frequency. Note that the
frequency characteristics of the membrane are reflected
almost exactly in the frequency characteristics of the
network length constant. In Fig. 12 b, for comparison, we
have plotted the normalized frequency characteristics of
the theoretical photocurrent; i.e.,
IA(f ) I = I F[(e - e-0)iI (33)
where F(] indicates the Fourier transform of a function.
Eq. 33 was computed analytically.
From Fig. 12 a it is clear that signals with component
frequencies between 0 and 0.1 Hz or between 10 and 00 Hz
will be propagated with no significant distortion. It is also
0.1 1
FREQUENCY (Hz)
00
VI
E
0
I.
ru
clear from Fig. 12 b, however, that the photocurrent
contains component frequencies in the range 0.1 and 1 Hz
and thus we would expect photovoltages to be propagated
with some distortion as, indeed, we observe.
Dependence of Voltage Response Time
Course on Parametric Values
In any quantitative study of the ionic properties of the rod
membrane (see following paper) it is important that the
effects of changing individual values of network parame-
ters be properly understood. In this section, the effects of
such changes upon the high-pass filtering properties of the
network will be discussed.
Changes in R,. The high-pass filtering property
is not dependent upon R, This is clearly seen in Eq. 13 b,
where the ratio Xi,,/XA is independent of Rs. Of course the
absolute values of both Xi,,, and ks are similarly dependent
upon Rs (Eq. 12). Changes in Rs are equivalent to appro-
priate changes in the effective cell spacing, D.
Changes in g2. The obvious way in which the
high-pass filtering property can be suppressed is to reduce
or eliminate the current flowing through the arm of the
circuit containing the inductance; i.e., to decrease g2. In
Fig. 13 a are the responses, predicted by the model, to
narrow bars of light at successive 10-,um displacements
from the impaled rod. These responses were generated
using the standard values of network parameters and the
(s)
(mY)
0 1 2 3 4
(Iv)
0.25 -
Ms .
0.1 1
FREQUENCY (Hz)
10
FIGURE 12 (a) The network length constant and the absolute value of
the complex impedance of the rod membrane, calculated using the
standard network parameters, are plotted as functions of frequency of the
stimulus. (b) The normalized frequency spectrum of the theoretical
photocurrent, calculated as described in the text.
0 1 2 3 4
I
-'
F' I *1I I I
(mV)-_
d
0.5
FIGURE 13 The effect upon high-pass filtering by the rod network of a
change in the value of one of the network parameters. In each panel,
computer simulated responses to a slit-shaped stimulus at successive
I 0-;sm displacements between 0 and 50 Am are presented. (a) Responses
computed with the standard parameter values. R, = 310 MQ, g1 = 0.26 -
10-9S, g2 = 0.88 . 10-9S; L = 0.74 . 109H. (b) The effect of reducing g2
by a factor of 4. (g2 = 0.22 * 10-9S) (c) The effect of increasing g, by a
factor of 16. (g, = 4.16 * 10-9S) (d) The effect of reducing L by a factor
of -8. (L = 0.092 * 109H).
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theoretical photocurrent plotted in Fig. 8 a. In fig. 13 b, we
show the effect of reducing g2 to one quarter of its standard
value, i.e., from 0.88 * 10-9S to 0.22 * 10-9S. The peak
amplitude of the response at each stimulus position is
increased by -40% and the time-to-peak of the response to
a centered stimulus is also increased. More importantly,
the shortening in the time-to-peak with stimulus displace-
ment is greatly reduced, indicating almost complete elimi-
nation of the high-pass filtering by the network. In this
case, the length constant, X, remains virtually constant at
its initial (highest) value. A less than fourfold reduction in
g2 reduces but does not eliminate the high-pass filtering
behavior of the network.
Changes in gl. The high-pass filtering by the
network will also be reduced if the fraction of current
flowing through the purely resistive arm of the circuit is
increased. Increasing the value of g, will accomplish this
and also, as is evident in Eq. 13 b, will decrease the initial
value of the network length constant and decrease the
difference between initial and steady-state values of the
length constant. This is illustrated in Fig. 13 c. A 10-
16-fold increase in g, is necessary to reduce the high-pass
filtering behavior to a negligible level.
Changes in L. The dependence of the high-pass
filtering behavior on the value of L is critically dependent
upon the frequency content of the input signal. From Eq.
32 is it clear that a decrease in the value of L is equivalent
to a shift of Z(f) and X(f ) towards higher frequencies.
Thus, if L is increased sufficiently to allow almost all of the
frequencies contained in the input signal to be transmitted
laterally with the low-frequency value of X, the signal will
be propagated with minimal distortion. In other words, the
signal frequencies will lie below the band pass of the
high-pass filter. As shown in Fig. 13 d, a roughly eightfold
decrease in L is necessary for this to occur. In this case, the
length constant will assume the steady-state (low) value.
DISCUSSION
The spread of linear-range excitation through the rod
network in the retina of the toad, Bufo marinus, is
satisfactorily described by the circuit shown in Fig. 2 a.
This agrees with the conclusions of Detwiler et al. (1980),
who used the same circuit to fit responses of rods in the
turtle retina. It should be remembered, however, that the
circuits shown in Figs. 2 b and c yield equivalent equations
and thus should not be regarded as being any less valid as
possible models of the network.
Our treatment yields one consistent discrepancy as was
pointed out earlier. The theory does not provide an accu-
rate prediction of the response time course during the
interval between 150 and 400 ms following stimulation.
The discrepancy is greater with larger displacements of the
bar-shaped stimulus. This is consistent with the early
increase in X during this interval that we have observed in
most of the rods studied (see Fig. 6 of this paper and Fig. 2
of the following paper for typical examples). We believe
that this discrepancy may be due to the presence of a
capacitance in the equivalent circuit of the rod membrane,
which we have not considered in our present analysis.
Of course, the simple, regular, one- and two-dimensional
networks we have analyzed are only rough approximations
to the true rod network of the toad retina. Histological
cross sections reveal a rather more irregular distribution of
rods than the model would suggest. This factor should not
invalidate the qualitative conclusions drawn on the basis of
the model, though it must lend a small degree of uncer-
tainty to the absolute values of parameters deduced from
the fitting procedures we have used. Further, and perhaps
more significant, errors may have resulted from the effects
of light scatter and of residual electrode artifacts. None-
theless, the consistency of the various estimates of network
parameters and the intrinsic consistency of the model
suggests that the estimated values should not be greatly in
error.
The theoretical photocurrent shown in Fig. 9 a and
subsequently used in estimating the quantal photocurrent
of the rod was computed from voltage responses of one of
the more sensitive rods from which we recorded. It had a
flash sensitivity of 2.3 mV/Rh*, compared with an average
value of 1 mV/Rh*, and the time course of its response was
also marginally slower than usual. It is likely, therefore,
that a more typical value of the peak photocurrent elicited
by 1 Rh* is near 0.4 pA with a time-to-peak of 1-1.3 s.
Lamb et al. (1981) found that in Ringer's solution
buffered with bicarbonate and 5% C02, toad rods are
roughly one-fourth as sensitive as had been previously
measured in HEPES-buffered Ringer's solution (Baylor et
al., 1979): 1 Rh* yielding a photocurrent of -0.25 pA.
Thus our estimation of quantal photocurrent is in satisfac-
tory agreement with their value, measured under equiva-
lent experimental conditions. Having analyzed a circuit
model of the rod network in the toad retina and established
reliable values for the circuit parameters, we can now use it
to determine the identity of the ionic mechanism responsi-
ble for the high-pass filtering behavior. This is described in
the following paper.
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APPENDIX A
In this appendix we give in detail the solution of (a) Eq. 8 and (b) Eq. 9.
(a) The equation to be solved is
AV = -rBV- C,
where A, V, B, C, and X are as defined in the text. The system of equ
represented by Eq. AI can be solved using Laplace methods. Let
V(s) = L[V(t)]
C(s) = L[C(t)],
where L represents the Laplace transform of a function. Eq.
becomes
A[sV(s) - V(O)] = -rB V(s) - C(s).
Using the initial condition V(0) = 0, this simplifies to
(sA + rB) V(s) = -C(s)
= ( )k(S + T)k
n-k
J[j Is[a xj + T[b -x kIVo(s)
n
11.1s[a - X(nt) + T[b - X(n)]|1
(Al)
aations
or
(A2) Vk(S) = (-l)k(S + T)k
*(Al) rIn (nk) n- T[b Xn-k)' ](Al) Ij[a- x II S + - n)k
Pt( V0(rOs). (A9)
(M) 11ja x(') 7JmI [b x.~(A3) JIm[
-~~~ H + [a x (n J
Hence, the Laplace transform of the impulse response, hk(t) is
(A4) H(s) = (-1 )k(s + T)k
or
(s + r)GV(s) = -C(s), (A5)
where
cIO 0
Ild
Olc
G=
cIO
lcl
0 Olc
n-k n-k
lij [a - Xjh k)] uj [S
_7j n-k)]
I
n n
11. [a-_X(n)] Im [SB(
(A10)
This can be inverted using standard inverse transform formulas to give
n-k
II [a - x("- k)I
hk(t) = (1 )k n
Im [a xm
and c = (sa + rb)/(s + T). Thus,
V(S) = C(s).
s + T
The inversion of a matrix of the form G is described in Appendix D. This
yields
V(S) =(s + r) VOWs, (A7)S + T SJ() A7
where Sj(x), as specified in Appendix D, is a Chebyshev polynomial of the
second type of order n. The inverse transform of Eq. A7 will give the
solution in the time domain. The zeroes of S,(x) are given in theorem
22.16.5 (Abramowitz and Stegun, 1964), and they are both real and
simple; i.e.,
Sn(X) = Hn (x - Xn)) xn) = 2 cos l . (A8)
Eq. A7 can thus be rewritten as follows
Vk(S) = ( pk n-k( ) (S)
Sn(C)
n-k
IIj [C Xj(nk)]
= (_ )k n VO(s)
11 m [C - XIn)]
M~~n Pk[B(n)IeBn (')t
bt^() E PkBn (Al 1)
l } II [B~~(n) _Bj(n]J
where B(n) and P(x) are as defined in the text.
(b) In this case, the equation to be solved is
AV = -BV -C, (A12)
where A, B, C, V, and T are as defined in the text. The method of solution
of this equation is similar to that used in solving Eq. Al. Again, taking the
Laplace transform gives
(A13)
(A14)
(sA + rB) V(s) = -C(s)
or
(s + r) V(S) = -C(S),
where C has the form
c200 0
lclO
Olcl
C~=
001C
Ild
0 Olc
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and
as + rb (A5)
(s + r)
Inverting the matrix, G, by the method described in Appendix D yields
Vk(S)=- R( )k k(C) J,(s)(s + T), (A16)
S+r QC~)
where CQ(x) is also a Chebyshev polynomial as specified in Appendix D
and J,(s) is the Laplace transform of I,(t). The zeroes of Cj(x) are given
in theorem 22.16.4 (Abramowitz and Stegun, 1964), and are again real
and simple.
n
Cn(X)=rL -Y "] m) = 2 COS 2 * . (A 1 7)
Eq. A16 thus becomes
Vk(s) = Rs(-1)kCn C) J' (s)k-
By similar logic to that used earlier, this can be written
Vk(S) = (1)k(S + T)k
n-k n-k ' x,n]k]
IIjAa xj5-kkI jl[ + r[b I5
[ J1(s). (A18)
n (n)]I T
-(n)]JI. [a _ y(n)] Him ~S + rb y
I [a -y (n
This yields an expression for the impulse response
n-k
[l j [a - x)nk)I
hk(t) = (I)kR. n
JIm [a - ym)]
Now, writing go = gl + g2;
(A,s -A2) = I2( l +R ~g, ) 2gI(
(R:g
+ g~)D](R,g, gjRs)
s + r s(RSgi+ 4) + 7-Rsgo ]4+r1
Rig, 2(s + -r)J
_ (s + T)-
Rsg1
(B4)
where
dlO 0
Idl
Old
dlO
ldl
0 Old
and d = [s(R,g, + 4) + TR.go + 4T]/[2(s + T)].
Hence,
s+r- - 5+ T
S [DV(s) + V(s)D] = E(s)
Rsgm gm
or
[DIV(s) + V(s)D] =- RE(s). (B
The eigenvalues of the matrix D are the roots of S2,+ I(d - X) and are
XW'+ - 2 cos ' = d- i (B2n+1I= 2n± -d2 17)
(i = 1,... 2n + 1).
(A 19) Because A°+, are real, distinct, and negative by theorem 8.5.1 (Lancaster,
1969), the solution of Eq. B7 is
where B(.)is as defined in the text.
APPENDIX B
In this appendix we give details of the solution of text Eq. 23, the general
equation describing the voltage distribution through the two dimensional
network. The equation to solve is
TE E
AlV + VAj = A2V+ VA2 -+-+
g1 g1
(BI)
where Al, A2, V, E, r, g, are as defined in the text. Taking the Laplace
transform of Eq. B I
A,sV(s) + sV(s)AI = A2V(s) + V(s)A2 + ( ) E(s) (B2)
or
(As - A2) V(s) + V(s)(A ,s-A2) = E(s). (B3)
91
V(s) = Rs e't E(s)eDdt. (B8)
Now the matrix D can be diagonalized as shown in Appendix C. Thus D =
Tb T- ', where D is a diagonal matrix. Then e5' becomes eD' = T ebT-',
where
e Xi" O' 0O
eA.0(2) Ito
0D exO no f 2X+ . . . . . . 0
0 0 e(.. ..
O . .q. e8b2n+e
Thus Eq. B8 becomes
V(s) = Rs Teb' T-' E(s) TeDb T-'dt. (B9)
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In order to compute the integral, we let T = (a,j) and T-'(bij) = (aj,),
eD' = (X, when i = j, and 0 when i : j), and E(s) = [J(s), when i = j =
n + 1, and 0 elsewhere]. Because of the form of E(s), J(s) can be brought
outside the integral and Eq. B9 becomes
V(s)~ ~~+= s(s ( D T- } E- T eb' T- dt, (B9a)V(s) =R J(s)fTebf TDT't
where E = [1, when i = j = n + 1; and O elsewhere]. Now
T E' ('x,j) = (bi, whenj = n + 1,0 when]j 0)
T-' T = (2xij) = (bin+1 an+ lj)
eb' T- 'E T = ( = (Xibi n+ I an+lj)
ebt T- E TebD = (4xi,j) = (X,bi,+ an+,j Xj)
2n+1I
T eb T- E T eDb = (5xij) = ( pP a,, 4Xpj)
and
2n+1I
T eDt T- 'E T eD T- = (6Xi,) = 5Xt*qbXqbj.
This can be shown to be equal to
2n+1 2n+1I
EY q T- Ap Aqaj paj.qan+ ,.pan+ , q
and hence
2n+1I 2n+1I
Vhk(s) = R,J(s) , 2q ne ah.k.q.p e -X)+lIdt
o
(B10)
APPENDIX C
In this appendix, we describe the diagonalization of matrix A.
alO
lal 0
Ola
A=,
alO
0 lal
Ola
(C1)
where A is a n x n matrix. We will also find an orthonormal matrix T
such that A = TA T-', where A is diagonal and T-' = T*, where T is
the transpose of T.
The eigenvalues of A are the roots of the Chebyshev polynomials
S.(a-X). Because the roots of Chebyshev polynomials are real and
simple, the eigenvalues, X(n), ofA are also real and simple and are defined
by
X(n) ~ MT (C2)A = a - 2 cos
n+ 1
= a - xm
where m = 1, .. .n).
We now find the eigenvectors, xI,)|, of An associated with X(n). We first
define the eigenvector
(B I 1)
where ah.k.q,p = ah.P * ak,q * an++, p * a,+,,q. Now, if we examine the exponent
of Eq. BIl, we find
2d -x(p) I -x(q)
rs(R.g, + 4) + 4,r + TgoR, (p)
L- + X2nSl + XT2+
s +1 j
R,g, + 4 + x(2p)+, + x(q +(s + Yt2?+I),S + T (B 12)
where
y r[4 + goRs + x(P) + x(q)
- 4 + R g, + X2n+, + X2n+
It can easily be shown that 2d - x(p- x,(q), < 0 and so
2n+1 2n+1
Vh,k(S) = -RSJ(s) j_q Z,P
1
ah.k.q.,, r T - 12+ B3
4 + Rsg + ++ + s + y * (B13)
If J(s) is dropped from Eq. B13, the right-hand side of the equation
defines the Laplace transform of the network impulse response hh,k(t).
Taking the inverse transform, we obtain
2n+I 2n+I
hh.k(t) = -Rs q P
bh.k,q,pI(t) + [t - Y 2n+,]e "V '}, (B14)
where bhkqp (hkqp)/1[4 + R,g + x(P)+, + X( +11. Eq. B14 is the
required solution for the two-dimensional network.
l(n,)
x(n)Xn,m
We can then write
A |x(n) | X(n") x(n) |.(C4)
Eq. C4 defines a homogeneous system of n equations in n variables, thus
x(n) a+x(n) = (n) X(n)I'ma + x2,m, = m x ,m
x(n) + ax(n)m + X(") =_(n) X(")I'm 2,m 3,m m 2,m,)
(n) +a(n) - (n)
_X(n) XnX n-2.m
+ axn m + Xtnm - m n- I,m'
Them + axsolutionXof. Eq.m4
The solution of Eq. C4 is
am . (C5)
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where am .0 is an arbitrary constant. am can be chosen so that I I X()|I |
1; i.e., x( ') is normal. Then
(C6)1
am =
s2- (-x (n]i i Si Il [ Xm]
The matrix T formed with columns equal to x |I:
T = (ti,j) = ajSi- I [-X5]
APPENDIX D
In this appendix, the inversion of matrix A (see text, Eq. 8) and A (text,
Eq. 9) is described in detail. A. is an n x n matrix of the type
alO
lal 0
Ola
An =
alO
0 lal
Ola
(C7)
is an orthonormal matrix because eigenvectors associated with distinct
eigenvalues are orthogonal and because the eigenvectors have been
normalized. Thus, T-' = T.
From Eqs. C6 and C7, we write
(C8)
=S, [-X( )]tij = i [-j
VSp Sp_I- [-Xi,,,]
Now, SkI-2cos(hir/n+1)1 = Ukt-cos(hw/n+ 1)] (theorem 22.5.13 of
Abramowitz and Stegun, 1964). But Uk (cos 0) - sin{[(k+ 1)kJ/sin 41
(theorem 22.3.16 of Abramowitz and Stegun, 1964), and so
Vk (- Cosn+) Vk[COS 1 + I) r]
in [( +1 )(
.h
sinnk+ I~ +
sin( 1 + r
It is easy to see that
sinr(k Ih + lhk k + 1)7rsin (k+ 1) ( + )7 = I(-1)+ sin, +
and
.I h hir
sin +1) + I7r = -sin h1
(DI)
S,(a) is the determinant of the matrix A,. It is easy to prove that
(D2)S.+ I (a) = aS,(a) - S, for n > 1,
where SAa) = a, SO(a) = 1, and
S.(a) = Sj(a)S. j(a) -Sj ,(a)S j I for 1 < j < n. (D3)
It is important to note that Eq. D2 implies that S"(a) defines an
orthogonal set of Chebyshev polynomials of the second kind (theorem
22.7.6 of Abramowitz and Stegun, 1964). This makes it easy to prove
that
A"-' = (aJS)awhereaJk = ()( +k5_ ,(a)S- k(a) forj < k
and
ajk = I(- 1)+k Sk ,(a)S. -j(a) forj - k. (D4)
This follows from the definition of an inverted matrix and can be verified
by showing that A * A-' = 1. Eq. D2 also implies that
Sn(X) = 1m(x - 2 cos IMr) (D5)
i.e., the zeroes of S,,(x) are real and simple. Eq. D4 is the required
inversion of matrix A.
The matrix A is also an n x n matrix of the typeThus,
. h(k + 1)7r
sn+
h7r
sin
n+ 1
(C9)
And hence An =
tij~~~~~~~~~~~~~~i7
= Si-,[-x5")J (-1)i- sin + 1
+1 I 1
V Ep Sp_ I [X(n)] V p Sp_P- [Xj(n)]
or, using theorem 1.351 of Gradshteyn and Ryzhik (1965)
(-1)i-I sini
n+ 1
sin
2si njr1
~~~~2sin- r
* ~ ~~~n+1
(CIO)
/a200
lalO 0
Olal
OOla
1\ 0 alOlalOla (D6)
It is easily proved that if C"(a) is the determinant of A,, then
C.,+I(a) = aC,(a)- C, (a) for n 2 1
and C, (a) = a, CO (a) = 2, and
C"(a) = Sj(a)C,,j(a) - Sj ,(a)C,.j ,(a).
(D7)
(D8)
Eq. D7 implies that C"(a) is a Chebyshev polynomial of the first kind
(theorem 22.7.7 of Abramowitz and Stegun, 1964), and we note that the
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zeroes of C"(x) are therefore real and simple
C"(x) = tn[x 2 cos 2 )] (D9)
I ~~~~2n
Thus, it is easy to prove that
n = (aj.k) = Qa) ( -l)+Cj (a)Snk(a) for 1 < j k
I * (-1)J+ Ck_ (a)Sn j(a) for j-kCn(a)
l= (-l)k+lSo(a)Snk(a) forj = 1.Cn(a)
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