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Abstract
A new nonlinear model is proposed for tuneable lasers. Using the generalized non-
linear Schrödinger equation as a starting point, expressions for the transformations
undergone by the pulse are derived for each of the five components (gain, loss, disper-
sion, modulation, and nonlinearity) within the laser cavity. These transformations
are then composed to give the overall effect of one trip around the cavity. We first
examine the linearized version of the model which is solved analytically. Then the
full nonlinear model is solved numerically. A consequence of the nonlinear nature of
this model is that it is able to exhibit wave breaking which prior models could not.
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The word laser was originally an acronym for Light Amplification by Stimulated Emis-
sion of Radiation. The cavity of a standard laser—such as a HeNe laser—is composed
of four main components: a highly reflective mirror, a partially reflecting mirror,
something to supply the energy, and the amplifying, or gain, medium. The two
mirrors are at opposite ends of the cavity and serve to contain most of the light in
the cavity while allowing a small amount to exit—this is the output of the laser,
this is shown in Figure 1.1. The energy is generally supplied by either an external
light source, or an electric field. The amplifying medium for a single frequency laser
typically consists of gases, such as Helium and Neon, or a crystal, such as Neodymium-
doped Yttrium Aluminium garnet (Nd:YAG).
Partially Reflecting MirrorMirror Gain Medium
Laser OutputLaser Light
Figure 1.1: Depiction of a standard laser. A majority of the light is continually
reflected by the two mirrors with a small portion escaping to become the output.
The light is amplified by the gain medium with each pass.
1









Figure 1.2: In pumping, incident photons are absorbed by electrons which are then
excited into a much higher energy state (the electrons may also be excited by an
electric field). The electrons quickly emit a low energy photon and transition down
to an energy state that is still much more energetic than the original. In spontaneous
emission, an electron in an excited state emits a photon and returns to the lower
energy state. Finally, in stimulated emission, an incident photon interacts with an
electron in an excited state, the electron donates its energy to the photon and returns
to the lower energy state.
The atoms in the gain medium are pumped with energy raising the electrons to
an excited state. For stimulated emission an incident photon triggers the emission of
a photon which causes the electron to transition back to the ground state [2]. This
new photon is emitted with the combined energy of the previous photon as well as the
electron’s energy, thus, amplifying the light. Furthermore, the photon is released with
the same direction and phase as the incident one, maintaining coherence [2]. These
processes are highlighted in Figure 1.2. The light perpetually bounces between the
two mirrors becoming more amplified with each interaction with an excited electron
and a fraction of this light is able to pass through the partially reflecting mirror to
become the output of the laser.
Laser light has two fundamental characteristics that regular light does not. The
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first is that the light is highly monochromatic—the light contains (ideally) a single fre-
quency. This is in contrast with an incandescent light bulb, for example, which emits
light at all wavelengths with relative intensities given by Planck’s law of black-body
radiation. The other key feature is coherence, in which all the peaks and troughs
of the light overlap giving very strong constructive interference—this is why laser
light can be so intense. A system such as a light emitting diode (LED) does not
produce laser light because, while monochromatic, the light is not coherent. The
monochromatic nature is a result of how the light is generated; the frequency of the
light emitted directly corresponds to the energy difference between the excited and
ground states of the gain medium (as with LEDs). Note that this means the operating
frequency of the laser is fixed, and cannot be changed. Coherence is achieved in the
laser cavity—the cavity is carefully designed so the light resonates with the length of
the cavity. This causes all the peaks and troughs to align, and interfere constructively.
Another class of lasers are optical fibre lasers. Optical fibre lasers operate by the
same principles, however, instead of the light being perpetually reflected back and
forth, the light travels in a circular fashion along an optical fibre—this is a so called
ring laser. Additionally, instead of the gain medium consisting of a gas or crystal, it
is a length of fibre doped with a rare-earth metal.
1.1 Tuneable Lasers
A tuneable laser has the ability to vary its wavelength, and hence frequency, by up
to about 100 nanometres [3–5]. Tuneable lasers can lase at all of these different
frequencies simultaneously. This tuneability is quite useful and has applications in
spectroscopy and high resolution imaging such as coherent anti-Stokes Raman spec-











Figure 1.3: Typical cavity of a fibre based tuneable laser. The pulses travel clockwise
around each loop.
troscopy and optical coherence tomography [3, 5, 6], as well as communications and
diagnostics of ultra fast processes [7]. A typical tuneable laser cavity is shown in
Figure 1.3. The gain medium is still excited by an external power source, and the
output passes through a partially reflecting mirror. However, a tuneable laser also
contains a few additional components, each of which will be described in the following
subsections.
1.1.1 Optical Coupler and Laser Output
The optical coupler is a device that splits its input into two outputs—one continues
through the laser cavity, while the other exits the cavity to become the output of the
laser. There are multiple devices that can accomplish this, however, the simplest is
a partially reflecting mirror [2]. These mirrors are characterized by their reflection
coefficient, R. In the schematic shown in Figure 1.3, the part of the signal that is
reflected exits the cavity, whereas the part of the signal transmitted remains within
the cavity.
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1.1.2 Fibre Bragg Grating
A fibre Bragg grating (FBG) is an optical fibre where the refractive index varies pe-
riodically along its length [8]. To achieve this periodicity, typically silica fibres are
doped with Germanium which when exposed to intense ultraviolet (UV) light per-
manently alters the refractive index of the core [9, 10]. The photosensitivity of the
optical fibres can be increased by more than an order of magnitude by the Germa-
nium doping [8, 9].
FBGs can be manufactured using one of two methods—the phase-mask method
[2,9–11], or the holographic side exposure method [2,8–11]—these are shown in Figure
1.4. Both methods cause the periodic nature of the refractive index through inter-
ference. In the phase-mask method (Figure 1.4a), a single beam of UV light passes
through the phase-mask which acts as a series of lenses, focusing the light onto the
core—this causes a sinusoidal interference pattern. Similarly, in the holographic side
exposure method (Figure 1.4b), two beams of UV light are instead used to create the
interference pattern.
The purpose of FBGs is that they act as reflective filters [2, 8, 10, 11]. Due to the
periodicity of the refractive index, light with the corresponding wavelength will be
reflected with all others passing through. This wavelength is defined by the Bragg
condition [2, 7–11]:
λB = 2Λn̄, (1.1)
where λB is the Bragg wavelength, Λ is the period of the grating, and n̄ is the average
index of refraction. Ideally, only light with a wavelength of λB would be reflected,
however, there is a very narrow neighbourhood around λB in which wavelengths are
Chapter 1: Introduction 6
Ge-Doped CoreCladding
UV Light Phase-Mask
(a) Phase-Mask: The phase-mask refracts the UV light onto the core.
Ge-Doped CoreCladding
UV Light
(b) Holographic Side Exposure: Two incident beams intersect at the core.
Figure 1.4: Depictions of the two most common methods for manufacturing FBGs.
The UV light is focused on the core causing periodic constructive and destructive
interference. The UV light alters the refractive index of the core, causing a sinusoidal
variation along the length.










(b) Linearly chirped Gaussian pulse. ω(x) =
2(x− π)2.
Figure 1.5: In an unchirped pulse the frequency is constant, however, in a chirped
pulse the frequency varies along the envelope. The waveforms are given by
exp(−x2/2) sinω(x).
partially reflected too; the characteristic width of this region is known as the stop-
band.
Chirped Fibre Bragg Grating
Chirp is simply the term for a signal that has a non-constant frequency across it.
Figure 1.5 shows examples of chirped and unchirped Gaussian pulses—the most com-
mon type of chirp is linear chirp, where the frequency varies linearly across the pulse.
In this case, for a spatially varying frequency, the oscillations are characterized by
exp(ik(x)x) = exp(iCx2), where k(x) = Cx is the linear variation of the wave num-
ber, and C is the chirp parameter. By using a chirped phase-mask, a chirped fibre
Bragg grating (CFBG) can be created. The spacial variation of the refractive index
effectively creates a spacial dependence on the Bragg condition, (1.1). This causes
most wavelengths to be reflected by a CFBG, but with each wavelength satisfying the





Figure 1.6: Chirped fibre Bragg grating. The upper portion shows how the index of re-
fraction varies along the depth. Light is reflected when the wavelength coincides with
the Bragg wavelength. This causes light with different wavelengths to penetrate to
different depths. In turn, dispersion is either heightened or compensated—depending
on the orientation.
Bragg condition at a different spacial location1. A consequence of this is that a time
delay is created between wavelengths—this is depicted in Figure 1.6 with the upper
portion showing the refractive index as a function of the depth. In this orientation,
the red (dashed) wave is unable to penetrate as far as the blue (solid) wave since each
wave is reflected where it matches the frequency of the refractive index. Each CFBG
has a bandwidth within which all frequencies are reflected at some point along the
depth, alternatively, frequencies outside the bandwidth would be transmitted and lost.
Furthermore, the speed of light in an optical fibre is slightly dependent on the
wavelength—this causes light with a longer wavelength to travel faster, and is known
as chromatic dispersion. This is a large problem in fibre optic communications, the
1Note that a monotonic chirping ensures that the spacial dependence of the Bragg condition is
continuous with respect to the wavelength.
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signal can spread and potentially becomes unrecoverable after vast distances. How-
ever, chromatic dispersion can be counteracted using a CFBG [2,9–11] (in the opposite
orientation of Figure 1.6). By forcing the longer wavelengths to travel farther the dis-
persion can be reversed, restoring the original signal. In one experiment [12], a signal
was successfully transmitted over 109 km at 40 Gb/s by compensating the dispersion
with two 40 cm CFBGs. Over this distance, the pulse would have spread to about
55 times its original width, and could only have been transmitted 4 km at that bit
rate. At reduced bit rates however, a 10 cm CFBG can compensate the dispersion of
300 km of fibre [11]. However, in our case, we wish to control the dispersion, simu-
lating hundreds of metres of fibre, so the CFBG is used in the orientation shown in
Figure 1.6.
1.1.3 Modulator
The modulator serves the purpose of reshaping the pulse. Without it, the pulse will
repeatedly widen due to the CFBG, but the modulator ensures the pulse is band lim-
ited by altering the envelope. The optical pulse in the cavity can be modulated with
one of two methods—amplitude modulation, or phase modulation. Mathematically
these can be considered equivalent since they are Fourier transforms of each other,
but in practice these are accomplished by different apparatuses. We shall assume the
pulses are amplitude modulated to minimize the analysis required in the Fourier do-
main. Generally, the pulse can be amplitude modulated using one of two techniques.
The first is with an acousto-optic modulator which utilizes the acousto-optic effect
where the index of refraction of the optical fibre is varied by a sound wave [13,14]. The
second—and more common—method uses the electro-optic effect, where the index of
refraction of the optical fibre is varied by an electric field, and is called an electro-
optic modulator. This modulator works the same was as an acousto-optic modulator,
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the optical fibre inside the modulator responds to an applied electric field, modifying
the index of refraction [11, 13–15]. The shape of the electrical (sound) pulse can be
controlled in such a way to provide the desired effect of modulation.
A Mach–Zehnder interferometer can be used in tandem with an acousto- or electro-
optic modulator to modulate an optical pulse. The incident pulse is separated with a
Y-waveguide, one of the two branches is then modulated, and finally the two branches
are recombined with another Y-waveguide [2,13,14]. In the absence of a modulator on
one of the branches the two pulses recombine into the original pulse. However, with
modulation the two pulses are no longer identical, and so when the recombine, they






Figure 1.7: Symbol for a four port optical
circulator.
An optical circulator is a device that
routes signals from port to port in a cir-
cular fashion [2, 9, 11], the symbol for a
four port optical circulator is shown in
Figure 1.7. While a four port optical cir-
culator is most common, within Figure
1.3 only three port optical circulators are
required. A signal entering from port 1
will be outputted to port 2; a signal en-
tering from port 2 will exit from port 3; and so forth. Typically, optical circulators
have three or four ports, with the first port being input only, and the final port being
output only [2]. Optical circulators are most commonly used with devices that reflect
signals instead of transmit them. For example, a signal may enter through port 1,
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exit through port 2, be reflected by an FBG, re-enter port 2, and finally exit through
port 3.
1.1.5 Optical Amplifier and Pump Laser
Optical amplifiers are of particular importance in fibre optic communications, they
are used to restore the strength of a signal after it has been attenuated over large
distances, or when a signal is divided into multiple paths [2, 10]. They are also more
efficient, and introduce less noise than an electrical repeater. In this context, the
optical amplifier provides the energy of the laser [2]. Most commonly, optical ampli-
fiers are created by doping a length of fibre (called the gain fibre) with a rare-earth
element which receives power from a pump laser [2,10,11]. The most common dopant
is Erbium, however, Ytterbium and Neodymium are also used. Holmium, Samarium,
Thulium, and Tellurium are infrequently used as well [11].
Erbium-doped fibre amplifiers (EDFA) are used most widely since the Erbium-
doped fibre has a band gap that corresponds to 1.54–1.57 µm, which is the preferred
band for fibre optics since this has the least power loss [2,10,11]. The pump laser typi-
cally operates at 980 nm or 1480 nm because these wavelengths are able to transfer the
most power (up to 100 mW) into the fibre while introducing minimal noise [2,9–11].
The pump power can be applied either forwards (with the laser), backwards (against
the laser), or both [2], with each configuration having similar performance [11]. How-
ever, backwards pumping has slightly better performance at high powers when the
gain begins to saturate2 [11]. Additionally, with the configuration shown in Figure
1.3, the optical circulators can be used to isolate the pump circuit from the rest of
the laser cavity.
2This concept will be discussed in Section 3.1.1.
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Recall, one of the fundamental features of a laser is coherence. However, in the con-
text of tuneable lasers it is perhaps less clear what is meant by coherence since the
light is no longer monochromatic. Instead, we have a particular peak of all the fre-
quencies aligned, that is, the phase shift between modes is zero. This process is called
mode-locking—all of the different modes are locked together at a peak [7,13,16]. This
of course creates a very intense and short pulse of light—as short as 5 fs [7]. At this
particular peak all of the frequencies constructively interfere as with a standard laser,
however, deviations from the peak lead to destructive interference. Two examples of
this are shown in Figure 1.8, and as expected, including more modes simultaneously
narrows and intensifies the pulse.
Chapter2
Previous Modelling Efforts
In this chapter we shall explore the previous modelling efforts by first reviewing the
classic equations used in nonlinear optics. We will then build upon this to obtain the
master equation of mode-locking, the solutions to this will briefly be reviewed before
considering discretized functional models.
2.1 Nonlinear Optics
The standard equation for studying nonlinear optics—which can be derived from the












Here A = A(z, t) : R2 7→ C is the complex pulse amplitude, β2 ∈ R is the second
order—or group delay—dispersion, γ ∈ R is the coefficient of nonlinearity or Kerr
coefficient, and vg ∈ R+ is the group velocity. However, it is customary to transform
1The derivation is presented in detail in [8, 16].
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(2.1) into a comoving reference frame, this is achieved with the substitution
T = t− z
vg
, (2.2)













by chain rule. Under this transformation, z still defines the
distance travelled by the pulse, but, T now designates the time difference from the
peak of the pulse for a given z. Moreover, T < 0 is the leading edge of the pulse, and
T > 0 is the trailing edge regardless of the actual time elapsed, and because of this,
generally T is not very large. Furthermore, the substitution (2.2) cancels the final








Despite being physically unrelated to quantum mechanics (2.3) is called the nonlinear
Schrödinger equation (NLSE) because of its functional similarity [8, 16,18–22].
The β2 term comes from a Taylor expansion of the wavenumber [23], that is,























(ω − ω0) +
1
2
β2(ω − ω0)2 +
1
6
β3(ω − ω0)3 + · · · ,
where ω0 is the central frequency of operation, k0 = k(ω0), and β3 is the third or-
der dispersive effects. Typically, these third order effects must only be considered
for ultrashort pulses—pulse widths less than ∼ 5 ps—because of their large band-
width [16], or a highly dispersive media [16,24]. However, for simplicity and because
of the nature of the grating, the third order effects can be neglected [8, 16].
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In practice, (2.3) lacks a few key terms. Thus, it is often generalized by adding
amplification, loss, and occasionally higher order terms. This gives the generalized










where g(A) is an amplifying term due to the gain, and α ∈ R is the loss due to
scattering and absorption.
2.2 The Master Equation of Mode-Locking
The GNLSE has many applications in nonlinear optics and fibre optic communica-
tions, however, in the context of lasers we wish to add a modulation term to ensure









g(A)A− αA−M(T ). (2.5)





[13, 23, 28, 34], where Ms is the strength of modulation and ωM is the frequency of
modulation. Moreover, since T is generally small, we expand via Taylor series so that
M(T ) = 1
2
MsT














Commonly, in an attempt to simplify the equation, the gain is assumed to be con-
stant with g(A) = 2g0 ∈ R. No analytic solution is known for (2.6), however, after
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additional simplifications there are three types of solutions.








+ (g0 − α)A. (2.7)
This results in a solution in the form of a hyperbolic secant [28–30]. On the other







+ iγ|A|2A+ (g0 − α)A, (2.8)
where a similar solution is found, however, it is instead of the form of a chirped
hyperbolic secant [33,35]. The nature of the solutions to (2.7) and (2.8) is as expected.
These equations are slight generalizations of (2.3) which has a soliton solution of a













This can be solved using separation of variables and one finds the solutions are the








However, in practice only the Gaussian is stable—the higher modes quickly decay
within the laser [13,28,31,34]. For a more comprehensive history see [31].
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2.3 Discrete Functional Models
While the derivation of (2.6) is correct mathematically, it is not representative of what
happens within the laser cavity. The issue with (2.6) is that it has been assumed each
process affects the pulse continuously within the cavity. As highlighted by Figure 1.3,
this is a rather poor assumption. Within the cavity each effect is localized to its cor-
responding component: almost all of the dispersion happens within the CFBG, the
pulse is only amplified within the Erbium-doped fibre, etc. Thus, perhaps a better
model is one where (2.6) is broken down into the individual components giving the
effect of each ‘block’ of the cavity. Each of the blocks can then be composed together
to give an iterative map for the effect of one circuit around the cavity. This yields an
algebraic equation instead of a differential one.
Such a method was first proposed in 1955 by Cutler [36] while analyzing a mi-
crowave regenerative pulse generator. This method was adapted for mode-locked
lasers in 1969 by Siegman and Kuizenga [37, 38]. Kuizenga and Siegman also had
success experimentally validating their model [39,40]. The effects of the nonlinearity
would not be considered until Martinez, Fork, and Gordon [41, 42] tried modelling
passive mode-locking—mode-locking without the use of a modulator. In the absence
of a modulator the nonlinearity becomes crucial to shaping the pulse. This issue has
recently been readdressed by Burgoyne [6] in the literature for tuneable lasers. In
these models the effect of each block is described by a transfer function, for example:














for modulation and dispersion, respectively. These transfer functions are then mul-
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tiplied together to give the overall effect. This is in contrast to the iterative map
developed in Sections 3.1–3.3.
Despite the development of block style models, several short-comings exist. The
clearest is that none of these models have contained every block—either the nonlin-
earity or the modulation have been omitted. In the framework of tuneable lasers,
each component plays a crucial role and the tuneable laser will not function without
the inclusion of all of the components. Another key drawback is that the functional
operations of some of the components used in other models are somewhat phenomeno-
logical. While these functions are chosen based on the observed output, they are not
necessarily consistent with their underlying physics. Finally, none of these previous
models have been able to exhibit a phenomena called wave-breaking in which the
self-phase modulation of the pulse becomes too strong, distorting and damaging the
wave until it ultimately becomes unstable and unsustainable. This notion will be
explored in greater detail in Chapter 4.
Chapter3
A New Model
In this chapter we shall derive our new model and solve it analytically in the linear
case. To accomplish this we shall use the ideas of the previous functional mod-
els [6,36–42]. To alleviate some of the pitfalls mentioned in the previous chapter, we
shall include all five processes involved in the modification of the pulse within the
laser cavity (gain, nonlinearity, loss, dispersion, and modulation). In addition to this,
the functional operations associated with each component will be derived from (2.4),
with the exception of the modulation in which we consider the exact functional form
to be determined by the laser operator.
3.1 Components
We shall begin our analysis with the derivation of the functional operators for the
five components.
19
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3.1.1 Gain
















where g0 is a small signal gain, E is the energy of the pulse, and Esat is the energy at

























For E  Esat the energy will grow exponentially, whereas for E  Esat the gain
has saturated and so the growth is linear. To obtain a closed form solution, (3.4) is
integrated over a gain fibre of length Lg, the length of the gain fibre, and assuming
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after passing through the gain fibre once.
3.1.2 Fibre Nonlinearity
The nonlinearity of the fibre arises from the parameter γ; in regions where this effect
is dominant expression (2.4) becomes
∂A
∂z
− iγ|A|2A = 0. (3.5)
1See Appendix A.
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This expression can be manipulated in a similar manner to the gain to show ∂
∂z
|A|2 =
0, suggesting the WKB ansatz A(z, T ) = A0(T )e
iϕ(T,z). Substituting this representa-
tion into (3.5) and setting ϕ(T, 0) = 0 gives ϕ(T, z) = γ|A|2z. For a fibre of length
Lf the effect of the nonlinearity is given by the map A 7→ F (A), where
F (A) = Aeiγ|A|
2Lf .
This is also frequently called the Kerr nonlinearity or Kerr effect after John Kerr who
discovered the effect in 1875. As we shall see in Section 4.2.1, this is what is responsible
for self-phase modulation and ultimately the degradation of the pulse [20,32,41,43].
3.1.3 Loss
Two sources of loss exist within the laser circuit: the loss due to the output coupler
and the optical loss due to absorption and scattering. The first case is simply a scalar
multiplication depending on the reflectivity of the output coupler. The loss due to




and gives e−αLTA, which by multiplying by the amount of the signal lost to the output
coupler gives
L(A) = (1−R)e−αLTA,
where R is the reflectivity of the output coupler, and LT is the total length of the
laser circuit as the effect of the losses2.
2Depending on the experimental setup the loss may take the form L(A) = Re−αLTA.
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3.1.4 Dispersion
Within the laser cavity, the dispersion is dominated by the CFBG. In comparison,








and since dispersion acts in the frequency domain it is convenient to take the Fourier














where LD is the length of the dispersive medium.
3.1.5 Modulation




2A. In this new model, the modulation is considered to be applied
externally through its action on the spectrum. For simplicity the representation is
taken as the Gaussian
M(A) = e−T
2/2T 2MA,
3We use F{f} = (2π)−1/2
∫
R
f(x)eiωxdx as the definition of the Fourier transform.
Chapter 3: A New Model 24
where TM is a characteristic width of the modulation.
Despite assuming a Gaussian modulation, the solution presented in Section 3.4
can be generalized to any modulation function in L2(R) since Gaussians in fact span
L2(R) as shown in Appendix B.
3.2 Non-Dimensionalization
The structure of each process of the laser can be better understood by re-scaling
the time, energy, and amplitude. Nominal values for tuneable lasers are shown in
Table 3.1. Knowing experimental durations and energies, the table suggests the
convenient scalings:






Revisiting each process map shows each process has a characteristic non-dimensional








F (A) = Aeib|A|
2
, (3.8b)
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Parameter Symbol Value Sources
Absorption of Fibre4 α 10−4–0.3 m−1 [26, 27,33,46,47]
Fibre Dispersion βf2 −50–50 ps2/km [6,11,16,24,25,27]
Fibre Nonlinearity γ 0.001–0.01 W−1m−1 [16, 21,27,33]
Grating Dispersion βg2LD 10–2000 ps
2 [6, 11, 16,48]
Length of Cavity LT 10–100 m [25,32,46]
Length of Fibre Lf 0.15–1 m [46]
Length of Gain Fibre Lg 2–3 m [6,25–27,49]
Modulation Time TM 15–150 ps [3, 6, 46]
Reflectivity of Optical Coupler R 0.1–0.9 [5, 25,32,46,48,49]
Saturation Energy Esat 10
3–104 pJ [27,33,46]
Small Signal Gain g0 1–10 m
−1 [27, 46]
Table 3.1: Range of variation of various parameters.
with the four dimensionless parameters, as defined by the values in Table 3.1,










which characterize the behaviour of the laser. Notice that the modulation is char-
acterized by TM , and each other process has its own independent non-dimensional
parameter.
3.3 Combining the Effects of Each Block of the
Model
In this model the pulse is iteratively passed through each process, the order of which
must now be considered. We are most interested in the output of the laser cavity,
and so we shall start with the loss component. Next the pulse is passed though the
CFBG, as well as the modulator. Finally, the pulse travels through the gain fibre
to be amplified, and then we consider the effect of the nonlinearity since this is the
4Fibre loss is typically reported as ∼ 0.5 dB/km.
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region where the power is maximized. Note that in general the functional operators
of the components do not commute, and therefore the order of the components is
indeed important—in contrast to the previous models. This is especially the case of
dispersion as realized through the Fourier transform. The pulse after one complete
circuit of the laser cavity is then passed back in to restart the process. Functionally
this can be denoted as
L(A) = F (G(M(D(L(A))))), (3.10)
where L is one loop of the laser. A steady solution to this model is one in which
the envelope and chirp are unchanged after traversing every component in the cavity,
that is, such that L(A) = Aeiφ—for some φ ∈ R. The phase shift is allowable because
it is immeasurable in the laboratory—only the envelope, chirp, and variance can be
measured.
3.4 Solution to the Linear Model
In reality the nonlinearity parameter, b, is of order unity by (3.9), but we shall start
our investigation with the simpler case of b = 0—which shall be referred to as the
linear model. In this case, a solution can be found analytically. It is expected the so-
lution will take the form of a Gaussian. There are a few reasons for this; the solution
to the previous models were Gaussian [36–38,41,42] (see Section 2.2), the equilibrium
shape will be highly correlated to the shape of the modulation function, and since a
Gaussian is a fixed point of the Fourier transform [45] dispersion will not alter the
envelope.
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Figure 3.1: Sample realization of (3.11).










where P is the peak power, C is the chirp5, σ2 is the variance, and φ0 is the initial
phase. An example of such a pulse is shown in Figure 3.1. This form is chosen
because it matches the envelope and linear chirping found by experiment. After
passing through the optical coupler the pulse will simply decay to A1 = L(A0) = hA0.
The pulse then enters the CFBG, where it will maintain its Gaussian shape, however,
it will spread [7, 8, 16]. This can be written as









where σ̃2 denotes the resulting variance, C̃ denotes the resulting chirp, ζ is the re-
5As discussed in Section 1.1.2.
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duction of the amplitude caused by the spread, and φ is the inherited phase shift
from dispersion. At this point σ̃2, C̃, ζ, and φ remain undetermined, and are used as
placeholders for convenience. Next, the pulse is modulated:












Finally, the pulse travels through the gain fibre where it is amplified to


















with E the energy of the pulse as it enters the gain fibre.
In equilibrium it must be that A0 = A4e
−iφ = L(A0)e−iφ so that after a single loop
of the cavity the variance, chirp, and envelope remain unchanged. More explicitly,



















3.4.1 Spread of the Pulse Due to Dispersion
Each of these processes has a relatively straight forward effect, with the exception
of dispersion. The effect of dispersion can be computed analytically for input pulses
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−T 2 1 + iC
2σ2 − 4is2(1 + iC)
)
.






















−T 2 (1 + iC)(2σ
2 + 4Cs2 + 4is2)
(2σ2 + 4Cs2)2 + 16s4
)
.

























2[(σ2 + 2Cs2)2 + 4s4]
.










Chapter 3: A New Model 30
























The expressions for the chirp and variance can be verified by comparing to the




















with the conversions T0 = σTM , T1 = σ̃TM , and β2LDT
−2
0 = 2s
2σ−2. In addition to
this, the expression for ζ can be validated using conservation of energy. Within the




























Chapter 3: A New Model 31
3.4.2 Equilibrium Shape of the Pulse
Now that the effect of dispersion is know analytically, the system (3.15) can be solved.
The out-going variance and chirp can be eliminated from this system of equations








Combining this first expression with (3.16a) and expanding the square, we have
σ4
1− σ2
= σ4 + 4C2s4 + 4Cs2σ2 + 4s4,
or written as a polynomial in σ,
0 = σ6 + 4Cs2σ4 +
(
4s4(C2 + 1)− 4Cs2
)
σ2 − 4s4(C2 + 1). (3.17)
The chirp can now be eliminated using (3.16b), the 1 + C2 can be reduced in order
by noticing that















σ8 − 16s4(1− σ2)2
4s2(1− σ2)
, (3.18)





σ8 − 16s4(1− σ2)2. (3.19)
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As we shall see, σ is strictly less than 1 at equilibrium, and so, notice that the left
hand side of this expression is strictly positive. Therefore, only the negative root of
(3.18) will yield a solution. Moreover, Martinez, Fork, and Gordon [41] found two
solutions to their discrete model (Section 2.3) analytically, but showed that one was








)3 − 20s4(σ2)2 + 32s4(σ2)− 16s4 = 0. (3.20)












− s4 − s2
√
4 + s4. (3.21)
A sample solution for the linear model is shown in Figure 3.2. To reiterate, the enve-
lope at equilibrium is Gaussian, and therefore, so too is the Fourier transform. Also,
the pulse is linearly chirped.
3.4.3 Asymptotic Expansion of the Variance
While (3.21) is useful, so too is the asymptotic behaviour. The asymptotic expansion
provides additional information about the structure that the full analytic expression
cannot. Moveover, the expansion provides more detail about the limits, as well has
the rate of convergence. Lastly, the expansion allows for simplified expressions within
their domains that are much less unwieldy than those found in the previous subsection.
We shall investigate the nature of the solution to (3.20) both when s→ 0 (a very
short CFBG), as well as when s → ∞ (a very long CFBG). For ease of notation,

































Figure 3.2: Equilibrium state of the pulse for the parameters s = 0.15 (dispersion),
b = 0 (nonlinearity), a = 8000 (gain), and h = 0.04 (loss) as defined by (3.18) and
(3.21).
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Figure 3.3: Plot of (3.22) and (3.24) to highlight the structure.
(3.20) is rewritten as
1
4
x4 = −ε(x− 1)(x− 2)2, (3.22)
where x = σ2, ε = s4, and ε → 0. Figure 3.3 shows (3.22) graphically. Additionally,
suppose x can be expanded as a power series in ε:
x = x0 + x1ε
α + x2ε
β + · · · (3.23)
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−x31ε3α + 5x21ε2α − 8x1εα + 4
)
.
In order to have dominant balance it must be that the left hand side balances with
the final term of the right hand side, that is, 4α = 1, or α = 1
4
. Therefore, at O(ε)
x41 = 16, or
(x1 − 2)(x1 + 2)(x21 + 4) = 0,
and so, x1 = ±2, ±2i. However, we require x to be positive and real—recall that
x = σ2—thus, we take x1 = 2. Now, the next lowest order of the left hand side must
be ε3α+β = ε3/4+β. As with the previous iteration, this must balance with the lowest
order term of the 8x. Hence, 3
4
+ β = 1 + α = 5
4
, thus, β = 1
2








and with the choice of x1, x2 = 2. Combining these results gives x = 2ε





, or σ2 = 2s(1− s) + O(s3), this is shown in Figure 3.4. The choice ε = s4
was for convenience, but in retrospect, ε = s yields a cleaner, but identical, solution.
We shall now consider the other limit, when the dispersion parameter, s, ap-
proaches ∞. Using a similar substitution we instead write (3.20) as
1
4
εx4 = −x3 + 5x2 − 8x+ 4, (3.24)
where x = σ2, and ε = s−4 instead so we still have ε → 0, this is also shown in










Figure 3.4: Asymptotic expansion of the variance as the dispersion parameter, s,
approaches 0.





β + · · ·
)
. (3.25)
The reason for this is because (3.24) is now singular—when ε = 0 the equation
transforms from a quartic to a cubic, losing a root. As with before, we obtain domi-
nant balance when the quartic term balances with the cubic term which occurs when
1− 4ξ = −3ξ, or ξ = 1. Then to O(ε−3), expression (3.24) gives
x30(x0 + 4) = 0.
The non-trivial solution x0 = −4 gives rise to a boundary layer structure. However,
this is unphysical because x ≥ 0, leaving x30 = 0, so this singular perturbation does
not generate the boundary layer expected. Therefore, (3.25) reduces to a regular
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perturbation problem, and α must equal 1. The next condition occurs at O(1) where
0 = −x31 + 5x21 − 8x1 + 4 = −(x1 − 1)(x1 − 2)2,
so either x1 = 1 or x1 = 2. The following term obtains dominant balance when the
left hand side balances with the linear term of the right hand side, that is, when β = 2
provided7 x1 6= 2. Now at O(ε),
1
4
x41 = −3x21x2 + 5 · 2x1x2 − 8x2 = −x2(3x1 − 4)(x1 − 2),
where the coefficients come from the binomial expansions. From this it is clear that
x2 =
−x41
4(3x1 − 4)(x1 − 2)
.
Thus, x1 = 1, x2 = −14 , and
x = 1− 1
4
ε+ x2ε
γ−1 + · · · .





1 = −(3x3x21 + 3x22x1) + 5(2x3x1 + x22)− 8x3.















7In the case of x1 = 2 we find β =
3
2 which leads to complex roots.













Figure 3.5: Asymptotic expansion of the variance as the dispersion parameter, s,
approaches ∞.
or,









this approximation is shown in Figure 3.5.
In conclusion, the asymptotic expansions of the observables are
σ2 =












































The general form of these is as expected. When s → 0, we effectively remove the
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CFBG from the cavity. This causes the pulse to be perpetually modulated, and so,
the pulse’s shape approaches a δ function, and therefore, σ2 → 0. Moreover, since ζ
is the ratio of the amplitude of the pulse before and after dispersion, ζ → 1. In the
opposite extreme, s → ∞, the length / strength of the CFBG approaches infinity—
this causes the pulse to broaden greatly, while conserving its energy. Because of this,
the variance approaches unity because the shape is entirely determined by the mod-
ulation function. Additionally, ζ → 0 because the pulse becomes infinitely wide, and
thus, the amplitude becomes infinitesimally small. Due to the expansive nature, the
chirp approaches zero because any chirp will be expanded away.
3.4.4 Equilibrium Energy
Up until this point the
√
P factor has remained undetermined, however, it can be
found once the equilibrium energy is known. From (3.15a) the equilibrium energy
can be found, as well as the equilibrium peak power. This relation can be simplified








where, once again, W is the Lambert W function. Then, by taking the exponential
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This expression allows us to determine a restriction on the parameters for a solu-
tion of the form (3.11) to exist—in order for this energy to be positive, ah2ζ2 > 1.
The energy of the pulses as it enters the optical coupler can now be found, recall from














|A|2 dT = W (aEeE). (3.27)
We can now find the amplitude of the pulse as well now that the energy is known—








The asymptotic expansions when s → 0 of the energy, and peak power are—for












































In this chapter we first derived the effect each of the five components—gain, nonlinear-
ity, loss, dispersion, and modulation—has on the incoming pulse from (2.4). Further-
more, to highlight the structure of these effects the system was non-dimensionalized.
This yielded the functional maps (3.8) for the components, with corresponding non-
dimensional parameters (3.9). With all of the operators defined, we proceeded to
compose each process, in the order most representative of a tuneable laser, to give
the effect of one complete circuit around the laser cavity.
We then sought a solution to the linearized model—having omitted the nonlin-
earity component. In this case, we were able to find a closed form analytic solution
for the equilibrium state. To do this, we assumed the solution took the form of a
linearly chirped Gaussian, (3.11), which was then passed through each process map
yielding (3.14) in the end. The fixed point of the linearized model was found by
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equating (3.11) and (3.14), but, allowing a phase shift to have occured. The equilib-
rium variance, chirp, energy, and peak power were found to be (3.21), (3.18), (3.27),
and (3.28), respectively. To gain a better understanding of the limiting behaviour,
the asymptotic expansions were investigated. This yielded (3.26) for the asymptotic
expansions of the variance and chirp, and (3.29) for the energy and peak power.
With the linear model fully solved, we shall now turn our attention to the rich
structure added by the full nonlinear model.
Chapter4
Solution of the Nonlinear Model
We shall now consider the nonlinear case—when b > 0. In this case it becomes
impossible to obtain an analytic result. Recall from (3.8b) that the nonlinearity
takes the form
F (A) = Aeib|A|
2
.
This is a highly nonlinear operator, and attempting to compute the Fourier transform
analytically of a pulse that has undergone the transformation due to the nonlinearity
is futile. Instead we must resort to a numerical solution.
4.1 Code
Finding the solution numerically will be done in a similar manner as with the analytic
linear solution. Using Python, a function is written for each component of the laser
cavity given by (3.8); an initial pulse is iteratively passed from function to function
in the hopes that a fixed point is found. The full Python code can be found in Ap-
pendix C.
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Figure 4.1: Simulation and analytic equilibrium variance, chirp, and phase shift as a
function of the dispersion parameter, s. The analytic expressions are given by (3.21),
(3.18), (3.16c), respectively.
4.1.1 Validation
Before delving into the nonlinear behaviour of the model, we wish to validate that
the code is working as expected by comparing the results of the simulations with
b = 0 to the results of the linear model in Chapter 3. In the case of the numerical
solution, our initial conditions become somewhat important for two reasons. First, if
the energy is too high initially the nonlinear effects will be too strong leading to self-
phase modulation. Secondly, the initial waveform needs to be well behaved enough
so that the Fourier transform is band limited. In all of the following analysis the
initial waveform is Γ sech(2T )eiπ/4 normalized so that the initial energy is E0 = 0.1;
additionally, a = 8000, and h = 0.04.














Figure 4.2: Equilibrium energy, and peak power of the pulse as a function of the
dispersion parameter, s. The thin black line is the line of best fit to highlight that
the energy is not linearly dependent on s.
In the first experiment the pulse is allowed to equilibrate for 40 loops of the
circuit1, we then compare the variance, chirp, and phase shift of the analytic and
numerical solutions. The results of this are shown in Figure 4.1. For the most part,
we see exceptional agreement between the analytic solution and numerical solution
for the variance, and phase shift. However, as s→ 2.5 the chirp from the simulations
begins to deviate from the analytic solution. The reason for this is quite a simple one.
We shall turn our attention to the energy, and amplitude of the pulse at equilibrium
as shown in Figure 4.2. As with Figure 4.1, there is very good agreement between
the two solutions. It is also now clear that at approximately s = 2.5 there is too
much dispersion—the pulse is no longer sustainable. This is of course a consequence
of the condition (3.15a). Since the pulse effectively vanishes after this point, the chirp
calculation becomes numerically unstable leading to the disagreement.
1The choice of 40 will be justified in the following section.






























Figure 4.3: Simulation with s = 0.15, and b = 2.1 after 15 circuits.
With the numerical solution yielding the expected results we are now ready to
explore the rich structure that the nonlinearity adds.
4.2 Nonlinear Model
With the inclusion of the nonlinearity we generally find a similar solution to the lin-
ear case. An example of this is shown in Figure 4.3. The envelope of the pulse is
unsurprisingly Gaussian-esque, however, it is not precisely Gaussian and more closely
resembles a generalized Gaussian2. The fact that the pulse envelope is not Gaussian
is further emphasized while examining the Fourier transform of the pulse. If the pulse
2A generalized Gaussian has the form exp(−tα), with α > 2.


















0 10 20 30 40 50 60 70 80 90 100
Figure 4.4: Rate of convergence as a function of number of iterations for various s
values, with b = 0.5. The error is given by (4.1).
were a Gaussian, we would expect the Fourier transform to also be a Gaussian [44,45].
Instead, the magnitude of the Fourier transform has a unique weakly bi-modal shape.
This deviation suggests the nonlinearity implants higher frequency oscillations into
the pulse—a key observation in the coming subsections. Finally, we shall examine
the derivative of the phase—essentially the chirp. Recall in Chapter 3 the chirp was
defined as coefficient of −1
2
iT 2 in the exponential, and by taking the negative of the
derivative we would expect a linear function with a slope equal to the chirp. In the
nonlinear case, we recover this linear response for moderate values of T . However,
for |T | > 1 the chirp begins to saturate. This is consistent with the experimental
results [22, 47,50].
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(a) Energy of the pulse within the s-b plane.






















(b) Regime corresponding to typical s, and b values for tuneable lasers.
Figure 4.5: Energy of the pulse after 100 cycles. The energy is constant along the
black lines.
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Figure 4.6: Stability of the pulse in the s-b plane.
4.2.1 Energy
The energy of the pulse is directly related to the output power of the laser, and since
this is not as controllable as in a regular laser, it is of great interest. In this nonlinear
case we allow the initial pulse to pass through each component 100 times instead of
40 in the linearized case. This choice can be justified by Figure 4.4. The pulse reaches
a state in which the error no longer decreases within typically 10–20 iterations. In
the linearized case we chose to iterate 40 times since this is about double the number
of iterations expected. Furthermore, in the nonlinear case we extend this number
further to 100 in case the nonlinearity increases the number of iterations required
to converge. The energy of the pulse after 100 iterations is shown in Figure 4.5. In
Figure 4.5b we generally find that the energy is a smooth surface that slowly decays
as s and b increase. In the upper left hand region of the plot this is clearly not the
case. The contours show that the energy is very noisy with very large derivatives.
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Perhaps more surprising, as shown in Figure 4.5a, is that this boundary between pe-
riodic and aperiodic behaviour appears to become periodic (in the parameter space)
as b increases around s = 0.3. These features are further highlighted in Figure 4.6
by disregarding the energy and only examining whether the pulse is invariant after
additional iterations.
Self-Phase Modulation and Wave Breaking
The noise in the energy exhibited for moderate to large values of b, and small values
of s is a phenomenon called wave breaking [16, 18, 21, 22, 47]. Wave breaking is not
limited to just optics; wave breaking occurs in areas such as plasmas, transmission
lines, and fluid dynamics [22]. Wave breaking occurs because the pulse begins to
interfere with itself in a way called self-phase modulation (SPM) [9, 11, 16]. SPM
occurs because the index of refraction is intensity dependent [7,9,11,22], which leads
to additional chirp across the pulse [7, 16, 18, 22]. This in turn causes higher order
frequencies to be injected into the pulse [16, 18], as we saw in Figure 4.3. These
high frequencies compound with each trip around the cavity becoming parasitic very
quickly—Figure 4.7 highlights this. Notice that the difference between Figure 4.3 and
Figure 4.7 is a difference in b of 0.05—just enough to cross the boundary—this differ-
ence could be attributed to adding a few centimetres more of fibre between the gain
and output coupler. The left figures show the pulse after 11 trips around the cavity;
in the Fourier transform it is clear that the contributions from higher frequencies has
increased. We obtain comparable results as in the experiments [18,22]. Additionally,
the chirp starts losing its linearity causing it to start becoming unstable; the nature
of this instability is again in agreement with the experiments [18, 22]. The parasitic
nature of the high frequency contributions is evident by examining the right figures.
After five additional trips around the cavity, the envelope of the pulse is much more

























































Figure 4.7: s = 0.15, b = 2.15, Left: 11 loops, Right: 16 loops





















Figure 4.8: Error of the pulse (given by (4.1)) between iterations 99 and 100.
rippled, and the real and imaginary parts become incoherent. Moreover, the Fourier
transform has no clear structure and has essentially become noise. The chirp has
grown to be highly oscillatory and unstable. Once the pulse has reached a state such
as this, the envelope, Fourier transform, and chirp never reach a steady equilibrium
state.
4.2.2 Convergence
To obtain a better understanding of how the pulse either converges to equilibrium,
or diverges to wave breaking, we shall examine the difference between the envelopes
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(a) ∆ = 2 (b) ∆ = 3
(c) ∆ = 5 (d) ∆ = 7
(e) ∆ = 11 (f) ∆ = 13
(g) ∆ = 16 (h) ∆ = 60
Figure 4.9: Error for various values of ∆, the colour bar and axis labels have been
omitted for clarity, the scales and ranges are the same as in Figure 4.8.
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where ‖ · ‖2 denotes the L2(R) norm, which is computed numerically using the trape-
zoid rule (N = 212). Notice as well that in the numerator we use the modulus of the
pulses, again this is because we are uninterested in the phase shift between iterations.
A plot of the error can be found in Figure 4.8, with i = 100. The standard method
would be to iterate until a fixed tolerance is reached, however, there are some reasons
that make a fixed number of iterations preferable—as long as a sufficient number is
chosen. The main reason is that this allows us to observe a richer structure than
simply whether or not the tolerance had been reached by some maximum number
of iterations. Additionally, incorrectly choosing the critical tolerance could easily
lead to erroneous categorizations at points. As we saw in Figure 4.4 some values of
the parameters lead to a steady, periodic state, but with an error of O(10−6), and
so, had we set the tolerance to 10−8 these points would have been labeled as unsteady.
Unsurprisingly, the error is largest in the region where the wave breaks. As men-
tioned in the previous subsection, the pulse does not reach a stable state in this region.
As a consequence the envelope varies drastically, which leads to this large error. Con-
versely, the region where the energy appeared to be stable still has a non-zero error.
The cause of this discrepancy is because some equilibrium states have a periodicity





to pick up equilibrium states with period ∆, again with i = 100. Figure 4.9 shows
the error for an assortment of ∆ values. There are several key observations to make,
first, for ∆ = 2 the kidney-shaped blob in the lower right corner has vanished, thus,
this entire region has a periodicity of 2. Second, for ∆ = 3 in the upper right corner
a negative triangular-shaped structure emerges. Lastly, ∆ ∈ {5, 7, 11, 13} may not



























Figure 4.10: Composite error, (4.3), of Figure 4.9.
seem to extract any higher order periods, however, there are in fact very small stri-
ations in the lower left. We typically chose ∆ values to be prime since they are the
building blocks for composite numbers. However, there are two composite ∆ values
of interest. The first is 16, since 16 = 24, as it will pick up any periodic behaviour
with orders of 2, 4, 8, 16. Lastly, we chose ∆ = 60 for a similar reason: because 60 is
highly divisible we can extract orders such as 12 or 30 without having to explicitly
run the calculations3.
We now have the data to make a more meaningful estimate of the error between
iterations. To compute this composite error we take the minimum of the error from




3In the case of ∆ = 60 a value of i = 150 is used to ensure sufficient iterations to converge.
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The intriguing structure of the composite error is shown in Figure 4.10. Compared
with the error from Figure 4.8 the lower right region is much more well behaved, that
is, the error is a few orders of magnitude lower. A peculiar trait of the band between
the unstable and stable regions is that within this area the pulse is in a quasi-stable
state—the pulse is stable and has reached a sort of equilibrium, however, the envelope
of the pulse has small variations with no clear period. Additionally, there appears to
be no periodicity of the envelope within the wave breaking region, further supporting
the claim that the pulse here is completely unstable.
4.2.3 Permutation of Components
The last item we wish to consider is the order in which the components are placed. In
Section 3.3 a brief description for the choice of the order was given. We start with the
loss component since this coincides with the output; the fibre nonlinearity follows the
gain since this is where it has the largest impact; and the loss follows the nonlinearity
in an attempt to mitigate its effect. Therefore, the loss is first, and the gain followed
by the nonlinearity are last—leaving dispersion and modulation in the middle. We
chose to put the dispersion block ahead of the modulator. However, there was no
real reason behind this—modulation before dispersion is equally as valid—and in this
subsection we explore the effect of modulating the pulse before it passes through the
CFBG.
The result of this switch is shown in Figure 4.11. As a whole, unsurprisingly,
we find the same behaviour and structure, however, there are some intriguing differ-
ences. Perhaps the most interesting is the small island of instability in Figure 4.11b
at around s = 0.075, b = 1.1 which was not present in the other ordering. Within this
island the wave is unstable and breaks, but, curiously there is a small gap between
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(a) Energy of the pulse within the s-b plane.




















(b) Regime corresponding to typical s, and b values for tuneable lasers.
Figure 4.11: Energy of the pulse after 100 cycles with the modulation and dispersion
blocks switched.
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this island and the main unstable region. We find more distinctions when consid-
ering the larger area in Figure 4.11a. Again, the structure and periodic nature of
the boundary is similar to before, however, this boundary has shifted rightwards to
a larger s value. Additionally, within the unstable region the density of the contour
lines is much greater—suggesting it is in some sense more chaotic and random than
with the components in their original permutation. The final main difference between
the two orderings, is that in this case the energy contours are no longer monotonic
functions of s. Instead we find a parabolic shape on the top contour, and two lobes
on the second contour.
4.3 Chapter Summary
In this chapter we investigated how the nonlinear solution deviates from the linear
solution by including the effects of the nonlinearity. We did this numerically; first we
had to validate the code by comparing to the analytic result from Chapter 3. Once
the code yielded the expected results for the linearized version, we incorporated the
nonlinearity.
We began our investigation with the quantity of most interest—the energy. The
energy of the pulse at equilibrium was shown in Figure 4.5. Generally, the results
were as expected with the exception of the left-hand region. In this region, while
smooth, the derivatives of the energy were very large leading to a very rough and
noisy surface. It’s this region where SPM takes over and ultimately leads to the pulse
becoming unstable and breaking. When considering the nonlinearity the pulse begins
to interfere with itself which causes this instability.
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To better understand the stability of the pulse, we turned our attention to com-
puting the error between consecutive iterations by (4.1). This showed that the relative
error within the wave breaking region is of order unity. Whereas, in the stable region
the error took on values between 10−4 and 10−16. This is because the pulse reached
a steady state with a periodicity greater than 1, which was highlighted by computing
the composite error, (4.2), shown in Figure 4.10.
Finally, because the components of our model do not necessarily commute with
each other and the order is important, we considered the effect of swapping the dis-
persion and modulation components. Overall, the structure of the solutions were
very similar, as we saw in Figure 4.11. There were two main differences—the first
was that the boundary between stable and unstable has shifted to a larger value of
the dispersion parameter, s. The second difference was that the energy, in general,
was higher as in Figure 4.5.
Chapter5
Conclusion
By expanding upon the ideas originally proposed by Cutler [36], and Kuizenga and
Siegman [37, 38, 40], we developed a nonlinear functional model for tuneable lasers.
By omitting the nonlinearity, we obtain similar linearly chirped Gaussian solutions.
However, a consequence of showing that Gaussians span L2(R) is that the linear
model has been solved regardless of the choice of the modulation function.
In contrast, with the inclusion of the nonlinearity we were able to demonstrate
wave breaking, and found a peculiar boundary of stability. This phenomenon has
been demonstrated in a laboratory setting [16,18,21,22,47], but, previous mathemat-
ical models have been unable to capture it thus far. The nonlinearity induces SPM
which injects higher frequency modes to the pulse. This causes the Fourier transform
to become bimodal instead of Gaussian. As the nonlinearity increases, so too does
the separation between these two modes. If this effect becomes too strong, the wave
becomes incoherent and deformed, and ultimately unsustainable—the wave has bro-
ken.
The shape of this boundary between a stable pulse, and an unstable broken pulse
is quite intriguing, and surprisingly sharp. At a critical s value, about 0.3 in our
60
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simulations, the boundary becomes periodic in the parameter space—this arises from
the nature of the nonlinearity. In a sense the nonlinearity is periodic in b, and thus,
the stability of the solution is as well.
One of the issues experimentalists have is designing their tuneable lasers. They
are uncertain how their laser will behave—and if the laser will lase at all—until they
actually construct it. This model serves to provide better design principles, and how
to troubleshoot should they encounter wave breaking. For example, from our results
it is clear that to fix a broken wave b must be decreased, or s increased. This could
be achieved by reducing the length of the optical fibre between the gain fibre and the
output coupler, or by increasing β2LD by adding a second CFBG in series, respec-
tively1. Additionally, one could decrease the modulation time, TM , to move through
the parameter space along a ray outward from the origin. Although this would in-
crease b, it also could increase s enough to move out of the unstable region.
5.1 Future Work
There are a few avenues to explore as a continuation of this project. The first is to
compare to experimental data to validate the findings. However, due to the ultra-
short duration of the pulses it becomes difficult to accurately measure the envelope
and spectrum—autocorrelation methods must be used. This makes it troublesome
to make the distinction between a Gaussian envelope or the generalized Gaussian
envelope we’ve found.
An analytic development of interest is to find the asymptotic expansion for small
values of the nonlinearity parameter—that is, b→ 0. This is likely to provide insight
1See (3.9).
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to how the nonlinearity impacts the linearized solution to better understand the man-
ifestation of wave breaking. Furthermore, to probe the underlying structure shown in
Figure 4.8 a bifurcation diagram could be constructed or analytic continuation could
be used to observe the sensitivity to the parameters.
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AppendixA
The Lambert W Function
The Lambert W function is defined to be the inverse of the function f(x) = xex; its
graph is shown in Figure A.1. In other words, if z = xex then x = W (z). Notice that
by combining these relations we obtain the identities
z = W (z)eW (z), x = W (xex). (A.1)
This function is called the Lambert W function because it is the logarithm of a special
instance of Lambert’s series—the letter W is used because of the work done by E. M.
Wright [54].
Notice that the original function, f(x) = xex, is not injective, and as a conse-
quence, the W function is multi-valued on the interval [−1/e, 0). To alleviate this,
occasionally the branch W (x) ≥ −1 is denoted W0 and is called the principal or
upper branch, whereas the branch W (x) < −1 is denoted W−1 and is called the lower
branch. However, in this work the W function will only take positive real values and
so this distinction is not needed.
The Lambert W function has applications in various areas of math and physics [54]
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Figure A.1: The two branches of the Lambert W function.
including:
• Jet fuel problems
• Combustion problems
• Enzyme kinetics problems
• Linear constant coefficient differential delay equations
• Volterra equations.
Primarily, the W function arises when solving iterated exponentiation or certain
algebraic equations. For example, consider the equation z = xx. By taking the
logarithm of each side we have
log z = x log x,
= log xelog x,
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which after applying the W function reduces to W (log z) = log x by (A.1). Finally,
x as a function of z can be written as x = exp(W (log z)).
AppendixB
Span of Gaussians in L2(R)
In order to show that Gaussians span L2(R), we shall start our analysis with the
span of the Hermite polynomials in L2(R). Typically the Hermite polynomials are




















where δm,n is the Kronecker δ function. Therefore, the Hermite polynomials form an
orthogonal set [56–60]. Consider instead, the Gaussian–Hermite polynomials from
1The complex conjugate of g is omitted since the functions dealt with are real.
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notice that the weighting function has been absorbed into the Hermite polynomials.
We shall now show that the set of Gaussian–Hermite polynomials spans L2(R).
Theorem B.1. The set of Gaussian–Hermite polynomials, G(R) = {H̃n(x) : x ∈
R, n ∈ N}, spans L2(R).
Proof. The Gaussian–Hermite polynomials are an orthogonalization of the set Ξ =
{xne−x2/2 : x ∈ R, n ∈ N}, and therefore, have the same span [59, 60]. Thus, it is
sufficient to show that Ξ spans L2(R). Suppose there exists an f ∈ L2(R) such that〈
f, H̃n
〉
= 0 for all n, or equivalently, that 〈f, gn〉 = 0 for gn(x) = xne−x
2/2 for all n
so that it is not in the span of G(R).









2/2 ∈ L2(R) by the Cauchy–Schwarz inequality [61, 62], so F
converges, and that F is holomorphic. The first exponential can be expanded into its
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2/2 dx = 〈f, gn〉 = 0,
for all n and so F (z) ≡ 0. We now notice that






and now it is clear that f(x)e−x
2/2 = 0 almost everywhere, therefore, f(x) = 0 almost
everywhere.






x2 − 2n− 1
)
H̃n(x) = 0. (B.1)
This has the form of the parabolic cylinder functions [63], and indeed the Gaussian–
Hermite polynomials can be expressed in terms of parabolic cylinder functions [58,63].







+ (1− x2)H̃n(x) = −2nH̃n(x), p(x) = 1.
By the spectral theorem [59,61,64], this suggests that the Gaussian–Hermite polyno-
mials form an orthogonal set with the weighting function w(x) = 1, and are complete
in L2(R). Using this result, we can now show that Gaussian functions also span L2(R)





























(b) N = 10, h = 0.1
Figure B.1: Two examples of Gaussian series.
with the following theorem.
Theorem B.2. Gaussians of a single variance span L2(R).





Recall that H̃n(x) has a polynomial as well as a Gaussian component. Without
loss of generality we assumed the Gaussian has variance 1
2
for convenience. We can
effectively remove the polynomial dependence by using a similar idea to [65, 66]. We











Finally, we can rewrite the derivatives using central differences [67] so that our func-
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Figure B.2: Gaussian series with N = 20, h = 0.1.




























Two examples of Gaussian series from (B.2) are shown in Figure B.1. These
examples are taken from [65,66], however, we achieve similar or better approximations
with either fewer terms, or with an h value an order of magnitude larger. There are
two reasons for this, first, we use central difference as opposed to backwards difference
yielding a convergence of O(h2) instead of O(h). Furthermore, because [65, 66] used
backwards differences, the means of the Gaussians are all non-negative, whereas with
central differences, our Gaussians’ means are both positive and negative—this leads
to smaller coefficients, and better numerical stability. Moreover, Figure B.2 shows
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2 # Brady Methera l l
3 # MSc Thes i s
4 ##################################################
5 ’ ’ ’
6 This i s the code used f o r my MSc t h e s i s . This code
7 i s separated in to four par t s each de s c r ibed below .
8 ’ ’ ’
9
10 ###############
11 # Part I
12 ###############
13 ’ ’ ’
14 Function d e f i n i t i o n s and i n i t i a l i z a t i o n
15 ’ ’ ’
16
17 import numpy as np
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18 import s c ipy . s p e c i a l . lambertw as W
19 import matp lo t l i b . pyplot as p l t
20 import time
21 from s c ipy . opt imize import c u r v e f i t
22
23 def func (x , a , b ) :
24 return a ∗ np . exp(−x∗∗2 / ( 2 ∗ b∗∗2 ) )
25
26 def Energy (A, dx ) :
27 return np . t rapz (np . r e a l (A ∗ np . conj (A) ) , dx = dx )
28
29 # Functions f o r each component
30 def Gain (A, E, a = 8000 ) :
31 return np . r e a l (np . s q r t (W( a ∗ E ∗ np . exp (E) ) / E) ) ∗ A
32
33 def Loss (A, h = 0 . 04 ) :
34 return h ∗ A
35
36 def Mod(A, T) :
37 return np . exp(−T∗∗2 / 2 ) ∗ A
38
39 def Fibre (A, b = 1 . 0 ) :
40 return np . exp ( 1 j ∗ b ∗ np . abs (A) ∗∗2 ) ∗ A
41
42 def Disp (A, T, s = 0 . 1 ) :
43 F = np . f f t . f f t (A)
44 F = F ∗ (np . abs (F) > 10∗∗−4 ) # Numerical s t a b i l i t y
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45 dw = np . p i / T[−1 ]
46 w = np . f f t . f f t f r e q ( len (A) ) ∗ len (A) ∗ dw
47 return np . f f t . i f f t (F ∗ np . exp ( 1 j ∗ w∗∗2 ∗ s ∗∗2 ) )
48
49 # 1 round t r i p
50 def Loop (A, T, dx , s , b , switch = False ) :
51 A = Loss (A)
52 i f not switch :
53 A = Disp (A, T, s )
54 A = Mod(A, T)
55 else :
56 A = Mod(A, T)
57 A = Disp (A, T, s )
58 A = Gain (A, Energy (A, dx ) )
59 A = Fibre (A, b)
60 return A
61
62 N = 25 # Number o f l oops o f the c i r c u i t
63 p = 2∗∗12 # Number o f po in t s in the d i s c r e t i z a t i o n
64 width = 64 # S i z e o f window
65 E0 = 0 . 1 # I n i t i a l energy
66
67 # I n i t i a l i z a t i o n
68 T = np . l i n s p a c e (−width , width , p , endpoint = False )
69 dx = T[ 1 ] − T[ 0 ]
70 A0 = 1 / np . cosh ( 2 ∗ T) ∗ np . exp ( 1 j ∗ np . p i / 4 )
71 A0 = np . s q r t (E0 / Energy (A0 , dx ) ) ∗ A0 # Normalize
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72 E = np . z e r o s (N)
73 data = np . z e r o s ( ( 2 ∗ N, p) )
74 A = A0
75
76 part = 6 # S e l e c t which part o f the code to run
77
78 i f part == 2 :
79 ###############
80 # Part I I
81 ###############
82 ’ ’ ’
83 On the f l y animation o f s i n g l e r e a l i z a t i o n s
84 ’ ’ ’
85 p l t . ion ( )
86 f i g = p l t . f i g u r e ( )
87 ax = f i g . add subplot ( 111 )
88 l i n e 1 , = ax . p l o t (T, np . r e a l (A) , ’ r− ’ , l a b e l = ’ Real ’ )
89 l i n e 2 , = ax . p l o t (T, np . imag (A) , ’b− ’ , l a b e l = ’ Imaginary ’
)
90
91 dw = np . p i / T[−1 ]
92 l i n e 3 , = ax . p l o t (T, np . abs (A) , ’ g− ’ , l a b e l = ’ Magnitude ’ )
93
94 f i g . canvas . draw ( )
95 f i g . canvas . f l u s h e v e n t s ( )
96
97 p l t . l egend ( )
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98 p l t . xl im(−2 , 2 )
99 p l t . yl im(−4 , 4 )
100
101 # N round t r i p s o f the l a s e r
102 for i in range (N) :
103 # Animate the p l o t
104 l i n e 1 . s e t yda ta (np . r e a l (A) )
105 l i n e 2 . s e t yda ta (np . imag (A) )
106 l i n e 3 . s e t yda ta (np . abs (A) )
107 f i g . canvas . draw ( )
108 f i g . canvas . f l u s h e v e n t s ( )
109 #time . s l e e p (2 )
110 print i
111
112 A = Loop (A, T, dx , 0 . 15 , 0 . 5 )
113 E[ i ] = Energy (A, dx )
114 #time . s l e e p ( 0 . 5 )
115
116 #np . save txt ( ’E . dat ’ , E)
117
118 dw = np . p i / T[−1 ]
119 w = np . f f t . f f t f r e q ( len (A) ) ∗ len (A) ∗ dw
120
121 print np . t rapz (T∗∗2 ∗ abs (A) , dx = dx ) / np . t rapz (abs (A) ,
dx = dx )
122
123 #np . savetxt ( ’ L i n e a r S o l u t i o n . dat ’ , np . vstack ( (T, np . r e a l (
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A) , np . imag (A) , np . abs (A) , w, np . abs (np . f f t . f f t (A) ) , np .
ang le (A) ) ) .T)
124
125 e l i f part == 3 :
126 ###############
127 # Part I I I
128 ###############
129 ’ ’ ’
130 Run the s imu la t i on f o r an nxn gr id in s−b space
131 ’ ’ ’
132 n = 501
133 #z = np . z e r o s ( ( n∗∗2 , 4) )
134 zoom = True
135 step = 1
136
137 i f zoom :
138 s = np . l i n s p a c e ( 0 , 0 . 25 , num = n)
139 #b = np . l og space ( 3 . 0 , 5 . 0 , num = n)
140 b = np . l i n s p a c e ( 0 , 3 , num = n)
141 else :
142 s = np . l i n s p a c e ( 0 , 1 , num = n)
143 #b = np . l og space ( 3 . 0 , 6 . 0 , num = n)
144 b = np . l i n s p a c e ( 0 , 50 , num = n)
145
146 #f i l ename = ’ Step ’ + s t r ( s tep ) + ’ . dat ’
147 f i l ename = ’ Step Big . dat ’
148 #f i l ename = ’Moments . dat ’
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149 open( f i l ename , ’w ’ ) . c l o s e ( )
150 f = open( f i l ename , ’ ab ’ )
151
152 for k in range (n) :
153 print k
154 z = np . z e r o s ( ( n , 5 ) )
155 for j in range (n) :
156 A0 = 1 / np . cosh ( 2 ∗ T) ∗ np . exp ( 1 j ∗ np . p i / 4 )
157 A0 = np . s q r t (E0 / Energy (A0 , dx ) ) ∗ A0 #
Normalize
158 A = A0
159 # f l a g = [ 0 , 0 , 0 ]
160 # i t e r a = np . array ( [ 1 0 0 , 100 , 100 ] )
161 # f o r i in range (100 / step + 1) :
162 # old = np . abs (A)
163 # f o r lnum in range ( s tep ) :
164 # A = Loop (A, T, dx , s [ j ] , b [ k ] , switch =
False )
165 # new = np . abs (A)
166 # i f ( f l a g [ 0 ] == 0) and (np . s q r t (np . t rapz ( ( o ld
− new) ∗∗2 , dx = dx ) ) < 10∗∗−3) : # L2
167 # i t e r a [ 0 ] = i
168 # f l a g [ 0 ] = 1
169 # e l i f ( f l a g [ 1 ] == 0) and (np . t rapz (np . abs ( o ld
− new) , dx = dx ) < 10∗∗−3) : # L1
170 # i t e r a [ 1 ] = i
171 # f l a g [ 1 ] = 1
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172 # e l i f ( f l a g [ 2 ] == 0) and (np . max(np . abs ( o ld −
new) ) < 10∗∗−3) : # I n f i n i t y
173 # i t e r a [ 2 ] = i
174 # f l a g [ 2 ] = 1
175 # z [ j ] = s [ j ] , b [ k ] , i t e r a [ 0 ] , i t e r a [ 1 ] , i t e r a [ 2 ] ,
np . s q r t (np . t rapz ( ( o ld − new) ∗∗2 , dx = dx ) ) / np . s q r t (np .
t rapz ( o ld ∗∗2 , dx = dx ) ) , Energy (A, dx )
176
177 for i in range ( 500 ) :
178 A = Loop (A, T, dx , s [ j ] , b [ k ] , switch = False
)
179 o ld = np . abs (A)
180 A = Loop (A, T, dx , s [ j ] , b [ k ] , switch = False )
181 new = np . abs (A)
182
183 e r r = np . s q r t (np . t rapz ( ( new − old ) ∗∗2 , dx = dx ) /
np . t rapz (new∗∗2 , dx = dx ) )
184 sigma = np . t rapz (T∗∗2 ∗ abs (A) , dx = dx ) / np .
t rapz (abs (A) , dx = dx )
185 kurt = np . t rapz (T∗∗4 ∗ abs (A) , dx = dx ) / np .
t rapz (T∗∗2 ∗ abs (A) , dx = dx )
186
187 z [ j ] = s [ j ] , b [ k ] , sigma , kurt / sigma , e r r
188
189 np . save txt ( f , z )
190 f . wr i t e ( ’\n ’ )
191
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192 f . c l o s e ( )
193
194 e l i f part == 4 :
195 ###############
196 # Part IV
197 ###############
198 ’ ’ ’
199 Compute f e a t u r e s o f l i n e a r model (E, P, sigma , C, phi )
200 ’ ’ ’
201 n = 50
202 z = np . z e r o s ( ( n , 6 ) )
203 s = np . l i n s p a c e ( 0 , 3 , num = n)
204
205 for j in range (n) :
206 A0 = 1 / np . cosh ( 2 ∗ T) ∗ np . exp ( 1 j ∗ np . p i / 4 )
207 A0 = np . s q r t (E0 / Energy (A0 , dx ) ) ∗ A0 # Normalize
208 A = A0
209 for i in range ( 25 ) :
210 o ld = np . ang le (A[ len (A) /2 ] )
211 A = Loop (A, T, dx , s [ j ] , 0 , switch = False )
212 new = np . ang le (A[ len (A) /2 ] )
213 while old > new :
214 o ld −= 2 ∗ np . p i
215 r , sigma = c u r v e f i t ( func , T, np . abs (A) ) [ 0 ]
216 z [ j ] = s [ j ] , Energy (A, dx ) , np . abs (A) [ len (A) /2 ]∗∗ 2 ,
sigma , −np . g rad i en t (np . g rad i en t (np . ang le (A) , dx ) , dx ) [ len (
A) /2 ] ∗ sigma∗∗2 , new − old
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217
218 np . save txt ( ’ L inear . dat ’ , z )
219
220 e l i f part == 5 :
221 ###############
222 # Part V
223 ###############
224 ’ ’ ’
225 Compute var iance f o r va r i ous b va lue s
226 ’ ’ ’
227 n = 100
228 s = np . l i n s p a c e ( 0 , 2 , num = n)
229 b = [ 0 . 0 , 0 . 1 , 0 . 5 , 1 . 0 , 2 . 0 , 5 . 0 , 10 . 0 ]
230 m = len (b)
231 z = np . z e r o s ( ( n , m + 1 ) )
232 z2 = np . z e r o s ( ( n , m + 1 ) )
233 sigma = np . z e r o s (m)
234 kurt = np . z e r o s (m)
235
236 for j in range (n) :
237 A0 = 1 / np . cosh ( 2 ∗ T) ∗ np . exp ( 1 j ∗ np . p i / 4 )
238 A0 = np . s q r t (E0 / Energy (A0 , dx ) ) ∗ A0 # Normalize
239 A = A0
240 for k in range (m) :
241 for i in range ( 50 ) :
242 A = Loop (A, T, dx , s [ j ] , b [ k ] , switch = False
)
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243 old = np . abs (A)
244 A = Loop (A, T, dx , s [ j ] , b [ k ] , switch = False )
245 new = np . abs (A)
246 e r r = np . s q r t (np . t rapz ( ( o ld − new) ∗∗2 , dx = dx ) /
np . t rapz (new∗∗2 , dx = dx ) )
247 i f b [ k ] == 0 and s [ j ] < 0 . 06 :
248 sigma [ k ] = 2 ∗ s [ j ] ∗ ( 1 . 0 − s [ j ] )
249 kurt [ k ] = np . nan
250 e l i f e r r > 0 . 005 :
251 sigma [ k ] = np . nan
252 kurt [ k ] = np . nan
253 else :
254 sigma [ k ] = np . t rapz (T∗∗2 ∗ abs (A) , dx = dx ) /
np . t rapz (abs (A) , dx = dx )
255 kurt [ k ] = np . t rapz (T∗∗4 ∗ abs (A) , dx = dx ) /
np . t rapz (T∗∗2 ∗ abs (A) , dx = dx )
256 z [ j ] = np . hstack ( ( s [ j ] , sigma ) )
257 z2 [ j ] = np . hstack ( ( s [ j ] , kurt / sigma ) )
258
259 np . save txt ( ’ NL Var . dat ’ , z )
260 np . save txt ( ’ NL Kurt . dat ’ , z2 )
261
262 e l i f part == 6 :
263 ###############
264 # Part VI
265 ###############
266 ’ ’ ’
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267 Compute convergence
268 ’ ’ ’
269 n = 3
270 num iter = 100
271 s = np . l i n s p a c e ( 0 , 0 . 225 , num = n+1 )+0 . 025
272 #b = 5∗ s
273 e r r = np . z e r o s ( ( n+1 , num iter ) )
274
275 print s
276 #pr in t b
277
278 for j in range (n+1 ) :
279 A0 = 1 / np . cosh ( 2 ∗ T) ∗ np . exp ( 1 j ∗ np . p i / 4 )
280 A0 = np . s q r t (E0 / Energy (A0 , dx ) ) ∗ A0 # Normalize
281 A = A0
282 for i in range ( num iter ) :
283 o ld = np . abs (A)
284 A = Loop (A, T, dx , s [ j ] , 0 . 5 , switch = False )
285 new = np . abs (A)
286 e r r [ j , i ] = np . s q r t (np . t rapz ( ( o ld − new) ∗∗2 , dx =
dx ) / np . t rapz (new∗∗2 , dx = dx ) )
287
288 np . save txt ( ’ROC. dat ’ , e r r .T)
289
290 else :
291 print ’ P lease ente r a v a l i d part number (2−−6) ’
