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Abstract
In this paper, we establish sufficient conditions for the oscillation of the linear non-autonomous systems
of difference equations with continuous arguments
Nτ
[
X(t) − PX(t − γ )]+ n∑
j=1
Qj (t)X(t − σj ) = 0,
where τX(t) = X(t + τ )−X(t), N  1, P ∈ Rm×m, Qj ∈ C(R+,Rm×m), j = 1,2, . . . , n; τ , γ and σj ,
j = 1,2, . . . , n, are non-negative constants. Furthermore, assume Qj (t) = ((qj )lk(t)), where ((qj )lk(t)),
l, k = 1,2, . . . ,m, j = 1,2, . . . , n, are continuous, bounded and do not change signs on R+.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and preliminary
In this paper we are interesting in establishing sufficient conditions for the oscillation of the
linear non-autonomous systems of difference equations with continuous arguments
Nτ
[
X(t) − PX(t − γ )]+ n∑
j=1
Qj(t)X(t − σj ) = 0, (1)
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τ , γ and σj , j = 1,2, . . . , n, are non-negative constants. Furthermore, assume Qj(t) =
((qj )lk(t)), where ((qj )lk(t)), l, k = 1,2, . . . ,m, j = 1,2, . . . , n, are continuous, bounded and
do not change signs on R+.
In [3], the oscillation of all solutions of system of the form
y(t) +
n∑
j=1
Pjy(t − τj ) = 0, (2)
where Pj ∈ Rm×m, τj ∈ R (j = 1,2, . . . , n), was studied. Necessary and sufficient conditions
in terms of the characteristic equation and explicit conditions in terms of the eigenvalues or the
logarithmic norms of the coefficient matrices have been established. The following theorems are
extracted from [3], which will be used in Section 2.
Theorem A. [3] Assume that Pj ∈ Rm×m (j = 1,2, . . . , n) and τ1 > τ2 > · · · > τn > 0 holds.
The following statements are equivalent:
(a) Every solution of Eq. (2) oscillates componentwise.
(b) The characteristic equation of Eq. (2)
det
(
I +
n∑
j=1
Pje
−λτj
)
= 0,
where I is the m × m identity matrix, has no real roots.
Consider the linear autonomous systems of difference equations
y(t) − y(t − τ) +
n∑
j=1
Pjy(t − τj ) = 0. (3)
Theorem B. [3] Assume that Pj ∈ Rm×m and σj > τ > 0 (j = 1,2, . . . , n). Suppose that for
j = 1,2, . . . , n,
μ(−Pj ) 0.
Then every solution of Eq. (3) oscillates (componentwise) provided that one of the following two
conditions is satisfied:
(i)
n∑
j=1
(−μ(−Pj ))
(
σ
σj
j
τ τ (σj − τ)σj−τ
)1/τ
> 1;
(ii) n
[
n∏
j=1
(−μ(−Pj ))
]1/n(
σσ
τ τ (σ − τ)σ−τ
)1/τ
> 1, σ = 1
n
n∑
j=1
σj ,
where μ(P ) = max‖ξ‖=1(P ξ, ξ), P ∈ Rm×m, ( , ) is an inner product in Rm and ‖ξ‖ = (ξ, ξ)1/2.
In this paper, set
δ = max{τ, γ, σj , j = 1,2, . . . , n}.
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X ∈ C[[t0 − δ,∞),Rm] which satisfies Eq. (1) for all t  t0 (t0  0). A solution X(t) of Eq. (1)
is said to be oscillatory if at least one of its non-trivial components has arbitrarily large zeros.
Otherwise the solution is called non-oscillatory.
In the past ten years, there have been many papers in the study of oscillation for difference
equations and difference systems with continuous arguments, see [1–10].
2. Main results
Denote
Q¯j = (q¯j )lk = inf
t∈R+
(qj )lk(t), Qˆj = (qˆj )lk = sup
t∈R+
(qj )lk(t),
l, k = 1, . . . ,m, j = 1,2, . . . , n.
For any (q∗j )lk ∈ ((q¯j )lk, (qˆj )lk), l, k = 1, . . . ,m, j = 1, . . . , n, define Q∗j = ((q∗j )lk).
We will determine oscillation properties of Eq. (1) by comparing with the following equation:
Nτ
[
X(t) − PX(t − γ )]+ n∑
j=1
Q∗jX(t − σj ) = 0. (4)
Theorem 1. If for any (q∗j )lk ∈ ((q¯j )lk, (qˆj )lk), l, k = 1, . . . ,m, j = 1, . . . , n, Eq. (4) is oscilla-
tory, then Eq. (1) is oscillatory.
Proof. We only prove it for the case that N = 1, since the general proof is similar. We first will
show for some K > 0, ‖X(t)‖ = O(eKt ) whenever X(t) is a solution of Eq. (1), so that the
Laplace transform of X(t) exists.
Equation (1) can be written as
X(t) = X(t − τ) + P (X(t − γ ) − X(t − τ − γ ))− n∑
j=1
Qj(t − τ)X(t − τ − σj ).
Let x¯(s) := max0ts ‖X(t)‖. Then
(i) x¯(s) is increasing;
(ii) for t  s, ‖X(t)‖ ‖X(t − τ)‖ + ‖P ‖‖X(t − γ )−X(t − τ − γ )‖ +∑nj=1 ‖Qj(t − τ)‖×
‖X(t − τ − σj )‖ (1 + 2‖P ‖ +∑nj=1 ‖Qˆj‖)x¯(s − α), α = min{τ, γ }, so
x¯(s)
(
1 + 2‖P ‖ +
n∑
j=1
‖Qˆj‖
)
x¯(s − α).
These two facts imply exponential growth of x¯(s) and hence of X(t).
Assume, for the sake of contradiction, Eq. (1) has a non-oscillatory solution X(t) =
(x1(t), . . . , xm(t))T . This means that each component xi(t) (i = 1,2, . . . ,m) is non-oscillatory.
Without loss of generality we assume that the component x1(t) is eventually positive, for
t  t0 − δ.
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U(s) = L[X(t)]=
∞∫
t0
e−stX(t) dt, s  s0,
and U(s) = (u1(t), . . . , um(t))T . Then multiplying Eq. (1) by e−st , integrating from t0 to ∞, and
using the Mean Value Theorem, we find that there exist (q∗j )lk ∈ ((q¯j )lk, (qˆj )lk), l, k = 1, . . . ,m,
j = 1, . . . , n, such that Q∗j = ((q∗j )lk) and
F(s)U(s) = Φ(s), s  s0,
where
F(s) = (esτ − 1)(I − Pe−sγ )+ n∑
j=1
Q∗j e−sσi
and
Φ(s) = esτ
t0+τ∫
t0
e−stX(t) dt + e−s(γ−τ)P
t0+τ−γ∫
t0
e−stX(t) dt
− e−sγ P
t0∫
t0−γ
e−stX(t) dt −
n∑
j=1
Q∗j e−sσj
t0∫
t0−σj
e−stX(t) dt.
Obviously, F(s) and Φ(s) are continuous on R. Since Eq. (4) is oscillatory for the above Q∗j ,
j = 1, . . . , n, by Theorem A, we have
det
(
F(s)
) = 0 for s ∈ R.
Hence F−1(s) exists and
U(s) = F−1(s)Φ(s), s  s0, (5)
where F−1(s)Φ(s) is continuous on R. We claim that s0 = −∞. Otherwise, from the definition
of U(s) we have lims→s+0 ‖U(s)‖ = ∞, contradicting (5). Thus, s0 = −∞ implies that (5) holds
for all s ∈ R.
It is easy to see that there exists a1 > 0 and a2 > 0 such that∥∥Φ(s)∥∥ a1ea2|s|, s ∈ R, (6)
and since det(F (s)) > 0,∥∥F−1(s)∥∥ b
detF(s)
∥∥F(s)∥∥n−1, (7)
where b is a constant depending only on n. It is also seen that there exist c1 > 0 and c2 > 0 such
that ∥∥F(s)∥∥ c1ec2|s|, s ∈ R.
Moreover, since det(F (s)) > 0 for s ∈ R, we know that lims→−∞ det(F (s)) = ∞, and hence
there exists an s1 < 0 such that det(F (s)) 1 for s  s1. Thus from (7) we have∥∥F−1(s)∥∥ bcn−1e(n−1)c2|s|, s  s1. (8)1
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such that
0 u1(s)
∥∥U(s)∥∥ d1ed2|s|, s  s1.
Therefore,
0 lim sup
s→−∞
e−d2|s|u1(s) d1. (9)
But for t1 > max{t0, d2} we obtain that
e−d2|s|u1(s) = e−d2|s|
∞∫
t0
e−st x1(t) dt
 e−d2|s|
∞∫
t1
e−st x1(t) dt
 e−(d2−t1)|s|
∞∫
t1
x1(t) dt → ∞
as s → −∞ since x1(t) > 0, contradicting (9). The proof is complete. 
By combining Theorems 1 and B, we can discuss the following equation:
τX(t) +
n∑
j=1
Qj(t)X(t − σj ) = 0. (10)
Assume Qj(t) = ((qj )lk(t)), where ((qj )lk(t)), l, k = 1,2, . . . ,m, j = 1,2, . . . , n, are continu-
ous, bounded and do not change signs on R+, τ, σj > 0, j = 1, . . . , n.
Corollary 1. Assume for any (q∗j )lk ∈ ((q¯j )lk, (qˆj )lk), l, k = 1,2, . . . ,m, j = 1,2, . . . , n, and
μ(−Q∗j )  0, j = 1,2, . . . , n. Then every solution of Eq. (10) oscillates (componentwise) pro-
vided that one of the following two conditions is satisfied:
(i)
n∑
j=1
(−μ(−Q∗j ))
(
(τ + σj )τ+σj
τ τ σ
σj
j
)1/τ
> 1;
(ii) n
[
n∏
j=1
(−μ(−Q∗j ))
]1/n(
(τ + σ)τ+σ
τ τ σ σ
)1/τ
> 1, σ = 1
n
n∑
j=1
σj .
For the scalar case we have the following result.
Consider the scalar equation
τx(t) +
n∑
j=1
qj (t)x(t − σj ) = 0, (11)
where qj (t), j = 1,2, . . . , n, are continuous and 0 q¯j  qj (t) qˆj < ∞, j = 1,2, . . . , n, on
R+, σj , τ > 0, j = 1,2, . . . , n. Then our results reduce to the following.
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τx(t) +
n∑
j=1
q¯j x(t − σj ) = 0 (12)
is oscillatory. Thus Eq. (11) is also oscillatory. In particular, assume that
n∑
j=1
q¯j
(
(τ + σj )τ+σj
τ τ σ
σj
j
)1/τ
> 1 or
n
[
n∏
j=1
q¯j
]1/n(
(τ + σ)τ+σ
τ τ σ σ
)1/τ
> 1, σ = 1
n
n∑
j=1
σj .
Then Eq. (11) is oscillatory.
Proof. The characteristic equation of Eq. (12) is
F(λ) = eτλ − 1 +
n∑
j=1
q¯
−σj λ
j = 0.
Equation (12) is oscillatory imply that F(λ) > 0 for all λ ∈ R. Then for any q∗ ∈ [q¯j , qˆj ], j =
1,2, . . . , n, we see that
eτλ − 1 +
n∑
j=1
q∗j e−σj λ  eτλ − 1 +
n∑
j=1
q¯
−σj λ
j > 0.
This means that the equation
τx(t) +
n∑
j=1
q∗j x(t − σj ) = 0 (13)
is oscillatory. By Theorem 1, Eq. (11) is oscillatory. Then the rest of the proof is immediate from
Corollary 1. 
Example. Consider the scalar equation
τx(t) +
(
1
t
+ 1
5
)
x
(
t − 3
2
)
= 0, τ = 1. (14)
We can obtain that q¯ = 15 , σ = 32 . Since
q¯
(
(τ + σ)τ+σ
τ τ σ σ
)1/τ
=
√
125
108
> 1,
by Corollary 2, every solution of Eq. (14) oscillates.
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