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ABSTRACT
The PROBA-V satellite, built by QinetiQ Space (Belgium), was launched on May 7th 2013. It is a small ESA
satellite tasked with a full-scale mission: to map land cover and vegetation growth across the entire planet on an
daily basis (+90% per day). It is the third satellite in the PROBA series, after PROBA-1 (launched on 22/10/2001)
and PROBA-2 (launched on 2/11/2009), which are both still in nominal operations. The PROBA satellites are part of
ESA’s In-orbit Technology Demonstration Programme, which handles missions dedicated to the demonstration of
innovative technologies.
PROBA stands for PRoject for OnBoard Autonomy. From the very first design phases, upto the in-orbit operations,
everything is oriented to achieve a maximum autonomy for the mission. This includes fully autonomous platform
and payload operations, requiring only limited inputs from ground. Apart from onboard autonomy, this also includes
a fully automated flight operations segment, where satellite contacts are usually executed unattended and scientific
requests are passing through transparently without the need for operator presence.
With three satellites in orbit, the realisation of onboard and onground autonomy has lead QinetiQ Space (as prime of
an industrial consortia) to be recognized as key reference in satellite autonomy. For its next generation, the PROBANEXT platform will keep focusing on maximum autonomy as a tool to ensure an optimised design, a cost-efficient
design and development process and extremely low cost operations.

PROBA-V MISSION
Introduction
PROBA-V, the third mission of ESA’s Programme for
In-orbit Technology Demonstration (IOD), conceived
and developed following the footsteps of its
predecessors, PROBA-1 and PROBA-2, is an
operational mission based on a small, high performance
satellite platform and a compact payload. The main
objective of PROBA-V is to be an operational mission
to continue the data acquisition of the Vegetation
Instruments onboard the CNES SPOT 4 and SPOT 5
satellites, which are in activity since 1998.
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Figure 1: PROBA-V rendering
In the second half of the last decade, in fact, the large
community of over 10.000 institutional, scientific and
commercial Vegetation data users distributed over the
entire World expressed the need to continue, without
interruption, the acquisition of Vegetation data after the
de-commissioning of SPOT 4 and SPOT 5 foreseen for
2014. SPOT5/Vegetation instrument data generation
actually ended on 31/5/2014.
PROBA-V had then been identified as a “gap filler
mission” between the decommissioning of the
Vegetation instrument on SPOT 5 and the start of
operations of ESA’s Sentinel-3’s, providing the
necessary risk reduction of data availability in case of
gap between these two missions.

Figure 2: First ever ADS-B signals from space
Mission requirements
The continuation of the SPOT Vegetation (SPOT/VGT)
data acquisition has driven the requirements for
PROBA-V mission. Compared to SPOT/VGT, the
requirement to use a small satellite recurring from
PROBA-2 has forced the technological choices for the
design of the Vegetation Instrument (VI) to be flown
onboard PROBA-V.

With decisive support from the Belgian Scientific
Policy Office, the PROBA-V activities were initiated in
early 2009. An industrial consortium composed by
Belgian, Canadian and Luxembourg companies, started
the development of the full end-to-end mission (Flight,
Ground and Users’ Segments), under ESA contract.
Following the approach of the previous PROBA
missions (PROBA-1 and PROBA-2 [1], [2] and [3]),
PROBA-V has also been, since its initial design phases,
required to fly a number of innovative technologies
onboard the platform, and to host promising pioneer
payload demonstrators. In total five technological
demonstration payloads were accommodated onboard
PROBA-V:
•
•
•
•
•

The following main requirements have been derived for
the mission:
• The PROBA-V mission shall be operational before the
decommissioning of the SPOT 5 Vegetation Instrument,
• The PROBA-V mission shall be operational for 2.5
years after its launch, with the possibility to extend its
mission to, at least, 5 years,

ADS-B: first-ever in-space demonstration of
this air traffic surveillance system (see Figure
2) – built by DLR [9],
An X-Band transmitter based on Gallium
Nitride RF power amplifier – built by Syrlinks,
EPT: a new technology application for
advanced radiation monitoring – built by
QinetiQ Space,
HERMOD: a high density fibre optics
connector’s demonstration device – built by
T&G Elektro and DAS Photonics,
SATRAM: a miniaturised radiation monitoring
sensor – built by CSRC.

• The PROBA-V mission shall be based on a small
satellite: the ESA PROBA platform,
• The PROBA-V mission shall embark a multispectral
imager covering the blue, red, near infra-red (NIR) and
short wave-infrared (SWIR) bands with the same
specifications as the SPOT/VGT instrument,
• The PROBA-V Vegetation Instrument (VI) shall
provide the same 2-daily global Earth coverage of the
land surfaces from +75° latitude North to -56° latitude
South at an equivalent spatial resolution (1km) of the
SPOT 5 VGT instrument. Moreover, as expressed by
users’ community, the spatial resolution should (as a
goal) be improved up to 300m over the full swath,

As a consequence, PROBA-V has the unique objective
to simultaneously be an operationally and
technologically demonstrative mission [8].
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• The PROBA-V orbit shall be chosen to provide
similar illumination conditions as SPOT/VGT orbit, i.e.
with a range from 10:30 to 11:00 AM local time of the
descending node (LTDN),
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• The PROBA-V mission shall be designed to be as
autonomous as possible, to reduce overall mission
costs, adopting similar and improved mission operation
concepts already adopted for PROBA-1 and PROBA-2,

Payload Mass

33,3 kg

Data Handling

• The PROBA-V mission shall provide five positions
onboard to host technology demonstration payloads to
be selected at later stage of the mission’s development
process.

· ADPMS onboard computer with
LEON2 processor.
· 128Gbit flash technology mass
memory module

Communications

· Platform data (S-band):
64 ksps uplink
830 kbps downlink
Internally redundant transceiver - STT
(Germany)
· Payload data (X-band):
42 Mbps downlink
3 X-band transmitters – Syrlinks
(France)

Attitude control
[6]

· 3-Axis stabilized
· Attitude Knowledge Error (AKE):
5 arcsec (95%)
· Absolute Performance Error (APE):
< 20 arcsec (95%)
· Relative Performance Error (RPE):
< 1.5 arcsec over 1.5 s (95%)
· Actuators:
3 magnetotorquers - Zarm (Germany)
4 reaction wheels - Rockwell Collins
(Germany)
· Sensors:
2 magnetometers - Billingsley (USA)
2 Star trackers - DTU (Denmark)
2 GPS receivers - DLR (Germany)
· OS: RTEMS
· Implemented in accordance to ECSS,
including ECSS PUS standard.
· Designed for maximum onboard
autonomy, which includes system mode
management, payload operations and
FDIR.
· Auto-coded AOCS software

Feature

The above mission requirements have required the
adoption of innovative and challenging design choices
that will be explained in the following sections.
Mission design
The mission, using an approach common to all previous
PROBA missions, has been conceived from the
beginning as an end-to-end mission, involving all
mission elements in the evaluation of design options,
starting from the early project’s development phases.
Figure 3 below shows the various elements of the
PROBA-V mission and their interactions.

AOCS

Software

Payload characteristics

Figure 3: PROBA-V mission overview

The main instrument onboard PROBA-V, designed,
assembled and verified by OIP (Belgium), is the
Vegetation Instrument (Figure 9) [4], a high spatial
resolution push broom 4-spectral bands imager with a
Field of View (FOV) of 102º. This is realized by
coupling of three identical Spectral Imagers (SI’s) and
allowing the 2-daily imaging of the entire Earth land
coverage. At the satellite’s 820 km altitude, the field of
view allows a swath of 2282 km, with a Ground
Sampling Distance (GSD) of 96m at NADIR. This
compared to that of the SPOT Vegetation Instrument,
providing a 1km GSD at NADIR.

Platform characteristics
The PROBA-V platform has inherited many
technological choices of its PROBA-1 and PROBA-2
predecessors, however improving a number of
elements, as required to achieve the mission’s
demanding objectives. The following table shows some
key features of the platform.
Table 1:

PROBA-V key features

Feature

Description

Mass

138 kg

Dimensions

765 x 730 x 830 mm

Power

· 28V battery regulated bus
· Body mounted solar panels
· Li-ion 12 Ah battery

Structure

Ilsen

Description

FLIGHT SEGMENT AUTONOMY
The main drivers for the automation are to maximize
the scientific return for a minimal operational cost
without increasing the risk nor overall project cost.

H-structure
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Figure 4 provides imaging segments (color coded for
right, centre or left camera) plotted on top of a test landsea mask (Central-America and the top of SouthAmerica on the left, east-Africa on the right) used for
an end-2-end system validation test during ground
testing.

Optimized System-level design
The vegetation instrument on SPOT 5 has about the
same mass and power consumption as the complete
PROBA-V satellite. This miniaturization, combined
with a significant instrument performance increase
provided major challenges in the payload design. Also
on platform side, this required a smart system-level
design to be able to handle the power and data-volume
budgets. The long heritage in highly autonomous
missions (PROBA-1 and PROBA-2) at QinetiQ Space
provided the required expertise to accomplish this. The
driving idea is that for a vegetation mission like
PROBA-V, only the land masses shall be imaged.
Land-Sea mask

Figure 4: Land-sea mask imaging

Key feature in the design is therefore a land-sea mask.
This is a digital map of the earth, clearly identifying the
land and sea. Based on this map, and on the current
satellite position, the onboard algorithms predict land
visibility for all 3 instrument camera’s continuously
(1Hz). The prediction is done for the actual satellite
position and for the calculated position 10 minutes in
the future. A prediction is made considering every pixel
of each of the 3 imagers. As soon as a single pixel is
“seeing” land, the camera prediction indicates land.

The outcome of this land-sea mask concept is that only
the area’s with significant scientific importance are
imaged.
Instrument parameters
As the operations of the instrument are done fully
autonomous onboard based on predictions and orbital
data, the inputs from the ground for nominal
acquisitions are limited to instrument settings and
configurations. When the satellite performs an
acquisition (during descending part of the orbit), the
imaged areas have a changing light conditions.
Typically, the sun will be lower at the horizon at high
latitude compared to at the equator. To handle this, an
additional autonomy function was added to
continuously calculate the sun-zenith angle of the area
which is imaged. Based on this angle, the integration
time of the instrument is updated. All this is done using
an integration-time table determined by the PI and
uplinked to the satellite and stored onboard. As for this
table, and in general, all instrument parameters (e.g.
data compression settings), the PI has full authority to
update it whenever required.

Autonomous camera switching
Based on these land predictions, the camera’s are
autonomously activated and de-activated by the payload
manager. Additional intelligence is added, which based
on the land predictions, switches ON or OFF the
specific camera’s some seconds before or after land/sea
is predicted. This to cope with different platform and
instrument delays and to ensures overlap of the
different frequency bands within the instrument and
consistent coast line acquisitions (required for
geometric calibration for example).
Apart from the land-sea mask, also other parameters
control the switching of the cameras. The main one is a
latitude restriction, which only allows imaging between
a specific northern latitude and southern latitude. These
latitude restrictions are different for each of the 3
cameras. This is mainly because in the higher latitudes,
the overlap between different camera’s on subsequent
orbits is significant. Another parameter is the prediction
whether the imaged land is in sufficient sun-light. By
using this parameter, the seasonal shift of the area’s in
sunlight can be handled autonomously without the need
for continuous updates from ground. All of the above is
carefully analyzed and designed with the PROBA-V
Mission Principal Investigator (PI) during the design
phase of the project.
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Fit within a PROBA context
The autonomy functions described above are absolutely
required to fit a high accuracy vegetation instrument on
a small and low-cost PROBA platform. Using these
smart techniques, 3 main gains are achieved:
•

•
•
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Reduction of the overall required power as the
instrument is only ON when actually imaging.
This leads to smaller solar panels, therefore
allowing for the use of body-mounted arrays
and a smaller battery.
Reduction in the required onboard data
storage.
Reduction in the required downlink
bandwidth. This allows to reduce the amount
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of downlink passes and therefore significantly
reduces the mission operations cost

mode are fully autonomous and based on onboard
prediction of the calibration zone to be imaged. This
mode is discussed in more detail in the later section.

The autonomy concepts in the previous section are
controlled by a system mode manager within the
onboard software. This manager is using 20+
configurable parameters allowing the tuning of the
autonomy in orbit.

Operational scenario
When the nominal observation mode is active, the
system is running the operational scenario. As opposed
to nominal big science mission, this is not based on
detailed timeline planning on ground, requiring the
uplink of hundreds of telecommands to continue
acquisitions. On PROBA-V, when nominal observation
mode is active, the operational scenario is purely done
onboard, based on a reference scenario which can be
tuned by a number of configurable parameters. The
nominal scenario orbit has the following phases:

System mode management
The system mode manager is the core of the autonomy
onboard. There are 4 system modes available: safe,
nominal observation, calibration and manual mode. The
interaction and transitions between the modes is
provided in Figure 5.

•

•

•

Figure 5: System modes
The safe mode is the default mode after boot and the
fall-back mode in case of serious anomaly. It provides a
robust Bdot algorithm (magnetic controller algorithm)
to detumble the satellite. During the commissioning, the
algorithm was updated to a 3-axis stabilized magnetic
mode [5]. This ensures that any transition to safe mode
does not affect the thermal stability of the platform and
more importantly of the instrument. This allows for a
quick return to nominal acquisitions.

•
•

The manual mode is a mode where full flexibility is
provided to the operator. It is mainly used in AIV and
during the commissioning phase. It allows all possible
attitude modes and instrument modes.

•

The above approach allows to activate continuous
acquisitions of all scientifically interesting parts of the
earth (land defined in the land-sea mask), with a single
telecommand, which is the command to enter nominal
observation mode. It activates the required units,
commands the correct attitude, enables the autonomous
instrument operations and runs the reference scenario
continuously.

The nominal observation mode is the main mode for
most of the time. In this mode, instrument activities are
fully automated based on an operational scenario,
which is further described in the next section.
The calibration mode is a special mode, which is used
when the nominal observations need to be interrupted
for a calibration activity. The entry and exit into this
Ilsen

Starting from north to south (descending part
of the orbit), the satellite is in a geodetic
attitude with yaw steering correction. It images
areas with land coverage, within specific
latitude restrictions and illuminated with a
minimum sun angle. During this phase, the
integration time is continuously updated to
optimize the instrument settings wrt the light
conditions of the imaged area.
When -56 degrees latitude is reached (lattitude
of Cape Horn), the satellite stops imaging and
autonomously enters in a sun-bathing mode,
changing the attitude to maximize the power
input from the sun. During this phase, the
instrument is set into idle mode.
When entering eclipse on the ascending part of
the orbit, the satellite returns to a geodetic
pointing mode.
On the exit of eclipse, the instrument is reactivated to reach thermal stability by the time
the first land areas are in visibility.
The reaction wheel momentum offloading is
autonomously performed when the instrument
is not imaging. The momentum offloading
management is de-activated 10s before the
next imaging sequence to give some time for
the platform to stabilize its attitude.
This cycle repeats itself autonomously without
the need of commands from ground.
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In calibration mode, first the required off-pointing is
commanded (if any), followed by the reconfiguration of
the instrument. For calibration activities, typically,
different instrument settings are required compared to
nominal observations. This is not limited to instrument
settings only, but can also include changes in the
compression ratios of the science data (some
calibrations require uncompressed data for example).

This results in the following first synthesis (S30)
generated about 2 months after launch:

When the entry into the zone is predicted, only the
cameras which have visibility of the calibration zone
are enabled. The other cameras remain in idle to
optimize the power and data budgets.

Figure 6: First 30-day synthesis
Calibration activities

When the calibration zone exit is predicted, the system
mode manager returns to nominal observation mode
and resumes nominal acquisitions. An onboard event is
generated informing the ground about the status of the
execution of the calibration request.

The PI has the possibility to change the instrument
settings used in the nominal operational scenario. The
platform operators can control the trigger points like
latitude
restrictions,
sun-bathing
mode
enabling/disabling, …

A special calibration request is the moon calibration.
As this is not a zone on earth and the calibration is
executed once every 28 days based on a specific moon
phase angle, the handling of this request is slightly
different from the other calibration requests. The moon
requests have a separate onboard queue and the
required maneuver is calculated on the ground due to
the sporadic nature of the request. Figure 7 shows the
result of a moon calibration.

The PI has also the possibility to request specific
calibration activities. These are crucial for the
continuous quality control of the scientific data in the
User Segment (Payload Data Processing). On average 3
specific calibrations are executed every day. To limit
the load on the Mission Operations Centre for these
regular activities, also these calibrations activities are
also automated. The ground processing is fully
automated and is discussed further on in this paper.
Each calibration request is defined by the Image
Quality Center of the PDGS, it becomes a single
telecommand with the following parameters:
•
•
•
•
•
•

Request ID
Activation time
De-activation time
Latitudes and longitudes of the calibration
zone (2 corners of the area)
Satellite off-pointing angle
Instrument configuration parameters
Figure 7: Moon calibration image

The request is sent to the MOC, checked and queued for
upload. When the requests are uploaded to the satellite,
they are put into a specific onboard calibration queue.
Based on the activation time, the calibration request is
forwarded to the management software, which will
predict the flyby based on the satellite position and the
calibration zone specified in the request. Based on these
predictions, the nominal operational scenario is
interrupted automatically when the calibration zone
flyby is about to occur. The system mode manager then
autonomously changes the system mode to calibration
mode for the duration of the calibration.

Ilsen

Intelligent Failure Detection, Isolation and Recovery
System-level design
The entire autonomy concept is built around the
autonomous execution of the operational scenario. A
main objective is also to continue the operational
scenario in case of a recoverable anomaly onboard. Due
to the limited (upto 14h interval), and regular
unattended ground contacts, the handling of an onboard
anomaly cannot be postponed until ground operator
intervention.
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With the heritage of PROBA-1 and PROBA-2, pioneers
in the onboard FDIR implementation, the PROBA-V
system was further optimized and tuned. The system
identifies each unit or subunit in the system as a
resource. Each resource has a commanded, actual and
availability status. On a PROBA platform, even though
it is a small platform, the redundancy concept is very
extensive and robust. For all systems, a primary and
redundant unit or set of units is available. In case of the
star tracker for example, there is a redundant unit
onboard in case of any problem with the primary unit.
For the reaction wheels, of which 3 wheels are required
for nominal operations, in total 4 units are available.
They are integrated such that whenever a single wheel
is unavailable, the remaining 3 provide the required
performance without any degradation.

FLIGHT OPERATIONS SEGMENT AUTONOMY
The flight operations segment consists of the following
components:
•
•
•
•

The Mission Operations Center (MOC) in
Redu (Belgium). It is developed by Spacebel
(Belgium).
The ESA S-band ground station of Redu
(Belgium)
An additional S-band ground station in
Svalbard (Norway) during LEOP and
commissioning phase
The X-band ground stations of Kiruna
(Sweden) and Alaska (USA)

The cornerstone of the FDIR is the detection of
anomalous behavior onboard. This is done using the
standardized PUS monitoring service. Specific
parameters are monitored for out of limits, sudden
jumps or other abnormal behavior. The determination
and tuning of the different monitoring is done
throughout the AIV campaign and finalized in-orbit in
the commissioning phase.
Figure 8: ESA ground station in Redu (Belgium)

When an anomaly is detected related to a resource, the
onboard software generates an event. To such an event,
an action can be associated. The action is strictly
dependent on the event, but globally there are 3
possible actions:
•
•
•

Figure 9 provides an overview of the data flows in the
PROBA-V mission. The S-band and X-band data flows
are clearly separated. Platform data is transferred
through S-band (up- and down-link), while all scientific
data (including platform ancillary data needed for
science
data
processing
such
as
satellite
position/attitude and on board temperatures) is
transferred through X-band. On the ground, 2 main
entities exist, the MOC in Redu controlling the platform
and responsible for everyday operations, and the
Science Operations Center (SOC) at VITO (Flemish
Institute for Technological Development) that processes
and distributes the science data and controls the
instrument operations onboard the satellite.

Power cycle the resource
Switch to the redundant resource
Switch to system safe mode in case no
redundant resource is available at that moment
(software status)

The first 2 actions, allow to continue the operations
without performance degradation and therefore keep the
satellite in the nominal observation mode. Only in case
no redundant resource is available anymore (2
subsequent anomalies on the primary and redundant
resource), the system mode is changed to safe mode,
which stops the image acquisitions. All the eventactions can be changed by ground command. Any
anomaly is reported to ground with an event and can be
analyzed by the operators. Whenever the cause is
clearly identified, the resource can be made available
again (in case it was invalidated onboard).
This approach has allowed for continuous nominal
acquisitions without interruption for months.

Figure 9: Data flow overview
Ilsen
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satellite only during normal office hours. This avoids
shift, weekend and holiday work, which reduces
significantly the operational cost.

Thanks to the implementation of the maximized
autonomy onboard in the execution of the nominal
operational scenario, calibrations and the handling of
anomalies, the requirements for the mission operations
can be significantly downscaled. To guarantee low cost
operations, the following key features need to be
supported by the flight operations segment (also called
ground segment in the frame of PROBA projects). Each
of them is discussed in detail further on in this section.
•
•
•
•
•
•
•

It is clear that for this an extremely high level of
automation is implemented in the Ground Segment’s
functionalities.
Ground Segment Architecture
To perform a satellite contact in up- and downlink
without operator attendance requires a very robust, yet
flexible mission control center with a extremely
powerful scripting interface. For PROBA-V the
following architecture is used, heavily based on the
PROBA-2 system which already provided the high
level of autonomy.

Re-use the AIV system in operations
Limited number of satellite contacts
Autonomous contact execution
Fast data distribution after a satellite contact
Automated handling of scientific requests
(nominal and calibrations)
Direct data distribution from the Data
Reception Station (DRS) DRS to the SOC
Limited number of routine tasks for the
operators

Re-use the AIV system in operations
A key feature of every PROBA project is that the
ground segment software is used both as the AIV
system and as the operations system. This has major
benefits on nearly all levels:
•
•
•
•
•
•
•

Validation of the ground segment software
during the entire AIV campaign
Re-use of AIV procedures in operations
Re-use of the satellite database in operations
Reduction of planning risk
Reduction of procurement cost
Natural transition from AIV to operations
Limited training required for the satellite
operators as the AIV teams also performs the
initial operations (LEOP and commissioning)

Figure 10: Mission control center

Limited number of contacts

Mission Control Center (MCC)

Due to the sophisticated FDIR system onboard, contacts
can be separated by 14h for the nominal operations.
This, together with an efficient platform data usage,
means that for S-band (U/D), 2 or 3 contacts per day are
required. As a result, a single ground station can be
used, which is the ESA station in Redu (Belgium), also
used for PROBA-1 and PROBA-2. Only during LEOP
and the first part of the commissioning phase, a second
ground station was used in S-band.

The center in the architecture is the mission control
center, which is a SCOS-2000 EGSE r3.1 system. This
system provides the required TM and TC functions and
display capabilities. The most powerful part of this
system is however the TOPE scripting IF. This IF
provides control and access to nearly all functions of
SCOS-2000 from a script, which is vital for automation
of ground activities.

Autonomous contact execution
The key driver to have a low operational cost, while
maintaining a fully operational mission is that most of
the contacts can be realized unmanned. This allows to
require station manning for the monitoring of the
Ilsen
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(~12 hours after launch). As the entire PROBA FOS
can be driven by scripts, the MPS provides a very
powerful interface to control these scripts and automate
all activities linked to satellite contact.
The application is using a pass planning file as input.
Based on this it schedules and executes all satellite
contacts (passes) for the PROBA-V satellite
autonomously.

Figure 11: SCOS telemetry display
Scripting
The TOPE scripts are using the TCL language extended
with specific SCOS functions. From a script any kind of
command defined in the satellite database can be send
and checked. Access to telemetry packets and
parameters is provided in a very flexible way, allowing
for example that the script is notified when new
telemetry packets arrive. Based on this architecture a
huge collection of scripts (+500) is written, used and
validated during the AIV campaign. These scripts are
re-used during operations. The scripts provide the
required autonomy for execution of any task. From very
simple sending of a single telecommand to a complex
task like scheduling a full contact planning, keeping it
consistent with any changes on the ground. The scripts
are individual blocks to be executed during a satellite
contact.

Figure 12: Mission pass scheduler
Apart from the default activities executed during each
satellite contact, the MPS also includes a specific
mechanism to include any kind of sporadic activities in
the contact execution flow. This is typically used during
the commissioning phase, where dedicated tests require
the execution of specific command sequences. Any
command sequence is still encoded in a script and is
generally a full re-use of the script already used in AIV.
Fast data distribution after a satellite contact

Mission Pass Scheduler (MPS)

During each contact a health check is run and the result
is immediately distributed by email. After each satellite
contact, a dedicated tool (MRT – Mission Reporting
Tool) extracts an extensive set of telemetry parameters
from the MCC archive and produces subsystem specific
reports, typically data since the last contact upto the
current contact. Other reports (for example onboard
scheduler status) are generated by specific TOPE
scripts. All reports are grouped together and made
available on a secured webserver within 10 minutes
after a satellite contact. This is absolutely mandatory
during the LEOP and commissioning phase, but also
during nominal operations to allow remote access to all
platform data by operators and support teams.

For the autonomous execution of an entire contact,
including all activities prior and after the contact phase,
another application is required. The MPS or Mission
Pass Scheduler provides a very simple, yet very
powerful automation of the activities in a satellite
contact. This organizes the execution of all contact
activity scripts in a orchestrated way. It can schedule
specific TOPE -or any other kind of- scripts with
respect to the contact times of a satellite contact. Scripts
can be running in series or in parallel. This allows to
plan every activity related to a satellite contact in a
dynamic flow which is automatically executed at each
contact. It includes i.e. the configuration of the ground
segment (baseband, antenna, ...), the acquisition of
signal, the uploading of platform and payload activities
and the data distribution after a contact.

In addition to the distribution of the data through email
and webserver, a PROBA-V mobile application is also
available for iOS and Android. This allows interactive
navigation through the data and provides access
anywhere, anytime from a smartphone or tablet. A
screenshot of a specific report in the mobile application
can be seen in the image below.

With the experience from PROBA-2 and the PROBA-V
AIV campaign, it allowed for the execution of a series
of fully unattended satellite (up- and down-link)
contacts on the evening of the LEOP of PROBA-V
Ilsen

9

28th Annual AIAA/USU
Conference on Small Satellites

SOC has full visibility over the complete lifecycle of an
instrument request at all times.
This approach does not only provide maximum
automation, it also ensures maximum instrument
accessibility for the PI and therefore maximum
scientific return. The solution is both cost effective and
optimizes the overall performance of the system.
Direct data distribution from the data reception station
to the SOC
The distribution of the scientific data from the Data
Reception Station (DRS) to the SOC is also highly
automated and requires no intervention from an
operator. The DRS receives the raw data in X-band and
publishes this data on a sFTP server in an agreed raw
format. When new data is available, the SOC picks up
the data directly from the sFTP for processing. The
MOC automatically receives a report after each contact
and forwards this report by email to the operators and
support teams.

Figure 13: PROBA-V mobile application
Automated handling of scientific requests
The onboard autonomy provides the autonomous
handling of instrument requests. They can be used for:
•
•
•

Changing default instrument settings
Change specific tables like for example the
integration time – sun-zenith angle correlation
table
Acquisition of a specific calibration zone with
dedicated instrument settings or even a
platform off-pointing

Limited number of routine tasks for the operators
Due to the powerful scripting capabilities of the flight
operations segment, any routine operator tasks can be
further automated. This is mainly done during the
commissioning and operations phase. Doing this, the
operators can use their time in a much more efficient
way.

The autonomous handling is also included in the flight
operations segment. The key goal is to provide the SOC
should with near-realtime access to the scientific
instrument onboard the satellite. The access is only
limited by contact times. [7]

FUTURE = PROBA-NEXT
For the upcoming PROBA missions, QinetiQ Space is
developing a standardized platform, currently described
as PROBA-NEXT. The experience in advanced
autonomy concepts will be one of the key cornerstones
in this design. The standardized platform will
accommodate a variety of different payloads. It will
provide a high quality platform following stringent ESA
standards at a very low cost.

To achieve this, during the design phase, the scope and
variety of the instrument requests is discussed with
ESA (customer) and the PI. A well-defined instrument
request template is defined and checked against the
boundary conditions (power and data budgets,
maximum off-pointing, etc…). The template is encoded
as an XML file and on both MOC and SOC side, a
specific application handles the instrument requests.

CONCLUSION
In almost 20 accumulated years of operations, the
PROBA satellites have redefined the meaning of
autonomy. It is proven that by applying onboard
autonomy, high-demanding missions can be performed
by a small satellite. It is also shown that by using a very
high level of onground autonomy, the operational cost
of a important science mission can be kept very low.
This paper has described the autonomy concepts
included in both the flight and ground systems. It is not
a plan, but a demonstrated concept. The PROBA-V
mission is the ultimate example of onboard and
onground autonomy.

The SOC generates the request and perform different
checks before it is sent to the MOC. On reception of an
instrument request at the MOC, a syntax and
consistency check is executed after which the request is
prepared for upload at the next satellite contact. This
requires no operator intervention and can therefore be
executed during nights or weekends. At the next
contact, the request is uploaded and later on executed
onboard. The final status of the request is downlinked
again to the flight operations center, which forwards
any change of the instrument request status to the SOC
with a dedicated XML message. This ensures that the
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