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We present a photoreflectance (PR) study of multi-layer InAs quantum dot (QD) photodetector struc-
tures, incorporating InGaAs overgrown layers and positioned asymmetrically within GaAs/AlAs
quantum wells (QWs). The influence of the back-surface reflections on the QD PR spectra is
explained and a temperature-dependent photomodulation mechanism is discussed. The optical
interband transitions originating from the QD/QW ground- and excited-states are revealed and their
temperature behaviour in the range of 3–300K is established. In particular, we estimated the activa-
tion energy (320meV) of exciton thermal escape from QD to QW bound-states at high tempera-
tures. Furthermore, from the obtained Varshni parameters, a strain-driven partial decomposition of
the InGaAs cap layer is determined.VC 2015 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4917204]
I. INTRODUCTION
Owing to their unique atomic-like quantum confinement,
self-assembled semiconductor quantum dots (QDs) are par-
ticularly attractive from a fundamental research perspective
and also for their industrial applications in optoelectronics,
such as the development of QD telecom lasers1,2 and infrared
photodetectors (QDIPs).3,4 Extensive experimental and theo-
retical studies have been performed on InAs QDs within
GaAs matrix. More recently, QDIP structures have been
implemented by covering the self-assembled InAs/GaAs
QDs with a strain-relieving InGaAs cap layer.4 This dots-in-
a-well (DWELL) photodetector design is then based on intra-
band optical transitions between QD and quantum well
(QW) bound-states and, hence, offers the additional possi-
bility of engineering the detection peak wavelength by
adjusting QW width and/or composition. Moreover, such
QDIP schemes allow a bias-tunable spectrally adaptive
response. Very recently, DWELL structures have been fur-
ther modified by embedding InAs QDs within InGaAs/GaAs/
AlGaAs double wells, resulting in more efficient device
operation due to a significant reduction in the dark current.5–7
Understanding the temperature dependence of the optical
properties and electronic structure of DWELL devices is cru-
cial for their optimization and further development. This can be
obtained by photoluminescence (PL) and modulated reflectance
spectroscopy, in particular, by photoreflectance (PR), photo-
transmittance (PT), and contactless-electroreflectance (CER)
techniques. To date, these methods have been successfully
applied to characterize a number of low-dimensional systems
and nanostructures.8–17 But despite the previous extensive stud-
ies of quantum heterostructures, the temperature-dependent
modulated reflectance spectra of multi-layer DWELL
photodetector structures with doped QDs have yet to be investi-
gated extensively, and further work is still needed to clarify the
underlying mechanisms.
In this work, we perform in-depth spectroscopic study
of multi-layer InAs QD structures, with InGaAs strain-
relieving layers, situated asymmetrically inside GaAs/AlAs
QWs. For the first time, we provide evidence for the influ-
ence of back-surface reflection (BSR) effects on the PR spec-
tra of DWELL structures. Furthermore, we have carried out
temperature-dependent PR and PL measurements, probing
the QD- and QW-related interband optical transitions over
the temperature range of 3–300K. A comparison of experi-
mental results and numerical calculations of the electron
energy structure provides a deeper insight into the electronic
properties of DWELL structures.
II. EXPERIMENTAL DETAILS: SAMPLES AND SETUP
Our quantum heterostructures were designed as lateral
transport photodetectors and were grown by molecular beam
epitaxy on semi-insulating (100) GaAs substrates. DWELL
samples then comprise a 400 nm-thick undoped GaAs buffer
layer, an absorbing 10 period InAs/InGaAs/GaAs/AlAs mul-
tiple heterostructure, and an undoped 80 nm-thick GaAs top
layer (see Fig. 1). Each period in the asymmetric active
region consists of a 5 nm-thick AlAs barrier layer followed
by a 10 nm-thick GaAs bottom-QW layer, a self-assembling
InAs QD (2.4 ML) layer, a 5 nm-thick strain-relieving
In0.15Ga0.85As QW layer, and a 20 nm-thick GaAs top-QW
layer. It was estimated, using atomic force microscopy on
similar samples grown without the GaAs top layer, that the
nominal height of the lens-shaped QD is approximately
5 nm, the average dot diameter is about 20 nm, and the sheet
density of dots is 2 1010 cm2. Furthermore, the QDs were
directly Si-doped at a level corresponding to about one elec-
tron per dot. It should be noted that in our DWELL structures
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an uncorrelated distribution of QDs is characteristic owing to
the comparatively thick (>20 nm) separation between adja-
cent QD layers. Therefore, the separate InAs QD layers can
be considered as electronically uncoupled.
The spectroscopic measurements were carried out in the
temperature range of 3–300K by mounting the samples on
the cold finger of a closed-cycle helium cryostat. A diode-
pumped solid-state laser emitting a wavelength of 355 nm or
532 nm was used as the modulation source in PR/PT, and as
the excitation source in PL. Laser light was modulated by a
mechanical chopper (270Hz), whilst the laser power den-
sity (intensity) was varied using neutral density filters and/or
an attenuator (Rochon polarizer).
The PR/PT spectra were measured using a double-
monochromator system, as depicted in Fig. 1, which pro-
vided better signal-to-noise ratios under measurement condi-
tions (compared to the conventional use of a low-pass filter),
and allowed simultaneous collection of the PL spectrum.18
In this configuration, the probe source was a 100W
tungsten-halogen lamp, which was coupled into a 500mm
focal length monochromator (Andor SR-500i). The resulting
quasi-monochromatic probe light was focused onto the sam-
ple, under nearly normal incidence, to a spot size of 2–3mm
in diameter, where it was overlapped by the laser pump
beam. The probe light reflected from the sample was then
collected into the second 500mm monochromator, which
synchronously followed the first. Consequently, this second
monochromator behaved as an extremely selective band-pass
filter. One should note that at lower temperatures the PR sig-
nal also contains a PL component so that DRþPL is the
actual quantity measured. Therefore, the DR/R (the true PR)
spectrum was recovered by first subtracting the PL from the
measured signal (DRþ PL) and then normalizing it to R. PL
spectra in this setup were separately taken by blocking the
probe beam using a shutter.
Depending on the spectral range of interest, PR and PL
signals were recorded either with Si or thermoelectrically
cooled InGaAs photodetectors, which were attached to the
exit slit of the second monochromator. Room temperature
CER experiments were carried out using a capacitor-like sys-
tem.9,14,16 To provide a modulating electrical field, a sine-
type AC signal from a high voltage amplifier (Trek 609E-6)
of 1.5 kV peak-to-peak amplitude and 190Hz frequency
was applied to the top transparent electrode. A phase-
sensitive detection technique, with a lock-in amplifier, was
used in all spectroscopic measurements.
III. EXPERIMENTAL RESULTS AND DISCUSSION
A. Effects of the back-surface reflections
Before presenting the temperature-dependent spectro-
scopic data, let us consider the role of BSR on modulated re-
flectance spectra in more detail. Previously, the BSR effect
on PR spectra has been studied for GaAs,19,20 but not for QD
structures. The probability of an absorption process occur-
ring in the QD layer is defined by the absorption cross-
section, r¼ a/N, where a is absorption coefficient and N is
the QD sheet density. One should take into account that due
to a low r and limited number of QD layers, the probing
light penetration depth (1/a) at photon energies below the
fundamental absorption edge of GaAs, hx < EGaAsg , exceeds
the total thickness of the DWELL structure (including the
undoped GaAs substrate). Under these circumstances, for as-
grown samples with specular back-surfaces, the effect of
BSR can become significant.
In order to compare PR spectra directly, with and with-
out light reflected from the back-surface, we cut the DWELL
samples into two pieces and roughened the bottom specular
surface (substrate) of one piece with sandpaper. We then
experimentally investigated the BSR effect in DWELL struc-
tures by measuring the PR (see Fig. 2) along with unmodu-
lated reflectance R and transmittance T (see Fig. 3) spectra of
as-grown and sanded samples. In Fig. 2, we also included
PT, CER, and high-excitation PL spectra for comparison.
Three major sets of spectral features, related to various
interband transitions in the DWELL structure, can be identi-
fied in optical spectra measured at room temperature and
depicted in Fig. 2. Strong high energy features above the
bandgap of GaAs (1.42 eV) are ascribed to interband transi-
tions in the wide GaAs/AlAs QW, which are superimposed
by Franz-Keldysh oscillations from the GaAs cap layer. In
the photon energy range between 1.25 and 1.42 eV, several
sharp PR features correspond to optical transitions in the
InAs/InGaAs binary quantum well (bi-QW), formed by the
InAs wetting layer (WL) and InGaAs cap. In the low photon
energy range of 0.9–1.25 eV, PR and PL spectra exhibit sev-
eral broadened features due to ground-state (GS) and
excited-state (ES) interband transitions of the QD ensemble.
The origin of these QD-related features is confirmed by the
high-excitation PL spectrum. The prominent multiple peaks
in the PL spectrum signify that the QDs are quite uniform
layer-by-layer. Hereinafter, we will primarily focus on the
pronounced differences in the line shape of the QD photomo-
dulated spectra.
As is evident from Fig. 2, the intensity and line shape of
QD features in the photomodulated spectrum for as-grown
samples match reasonably with PT, but are completely
FIG. 1. Sketch of the DWELL structures studied (top), and the experimental
setup for PR/PL spectroscopy using a dual-monochromator system.
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different from the PR features of roughened samples. This
can be explained by considering BSR effects. Indeed, as can
be seen in Fig. 3, the featureless reflectivity spectrum for as-
grown (specular) samples in the photon energy range just
below the bandgap of GaAs exhibits a sharp step, which dis-
appears after sanding the rear surface of the sample. The
reflectivity step is perfectly matched with the edge of the
transmittance spectrum (see Fig. 3) and evidently appears
due to multiple reflection effects between front and back
surfaces of the sample.
These results support the presumption that the photomo-
dulated signal for as-grown QD structures with a mirror-like
back-surface is actually a superposition of two components.
The first one is associated with the field-induced change of
the light reflected at the front-side interface and is commonly
known as the PR. This “proper” PR is distinguished in the
photomodulated spectra of QD structures with rough back-
surfaces (see PR spectrum in Fig. 2). The second component,
referred to as PT in reflection mode (PTR), is related to the
light partly reflected at the back-side interface. Likewise in a
traditional PT experiment, the PTR components emerge due
to the photoabsorption (PA) effect.20 Indeed, the PTR spec-
trum is very similar to the PT spectrum in the low photon
energy range of QD-related optical transitions, as shown in
Fig. 2. It can thus be seen that PA effect dominates in the
PTR spectrum of QDs for as-grown samples.
The predominance of the PA effect in the modulated
reflectance spectrum of InAs QDs can be explained by con-
sidering light traveling inside the as-grown sample. The
back-reflected light passes twice (forth and back) through all
the QD layers and consequently is the product of the PA of
every individual QD layer. Neglecting the small multiple
reflections between QD layers, PTR measures the quantity
DT=T  2Da d, where d is the thickness of QD layers pro-
ducing the signal. On the other hand, the PR signal depends
only weakly on the number of QD layers, in analogy with
previous experiments on multiple-QWs. Instead, increasing
the number of QW layers only changes the phase of the line
shape.21 Note, however, that the QD structures under study
are not strictly periodic because the QDs are not vertically
aligned and their in-plane positions are inherently random. It
also should be noted from Fig. 2 that the BSR effect is insig-
nificant in the CER spectrum. We speculate that this phe-
nomenon is associated with the short modulation depth in
CER spectroscopy.16
B. Photomodulation mechanisms
As it is evident from Fig. 2, the lineshape symmetry of
QD features in PT and PTR spectra is quite different from
those in PR spectra. In particular, in the region of GS transi-
tions, PT and PTR clearly show positive signals (induced
transmission), while PR and CER spectra exhibit a
dispersive-like shape. By analyzing these data, we can dis-
cern two modulation mechanisms that contribute to the
absorption change: (i) state-filling and (ii) the quantum-
confined Stark effect (QCSE). For the studied heterostruc-
tures, parts of the QD layers are located in the space-charge
region formed near the surface (as well as from the buffer
layer) and consequently these QDs are subjected to relatively
strong electric fields, preventing carrier occupation within
dots. Thanks to a short penetration depth of the modulating
laser beam used in the experiment,22 the PR signal from the
topmost QD layers is dominated by QCSE, associated with
screening of the surface electrical field due to (laser) gener-
ated free electron-hole pairs. Such a photomodulation mech-
anism was predicted and is widely accepted for undoped
QDs.10 On the other hand, the photomodulated signal which
originates from the QD layers located outside the surface
FIG. 2. Comparison of high-excitation photoluminescence (PL), contactless
electroreflectance (CER), photoreflectance (PR), phototransmittance in a
reflection geometry (PTR) and phototransmittance (PT) spectra for the
DWELL structure measured at room temperature. PR data were taken on the
roughened sample.
FIG. 3. Room temperature transmittance (T) and reflectance (R) spectra of
the DWELL structure for the sample with specular (as-grown) and rough
back-surfaces. The rough back-surface scatters the probing light and elimi-
nates the BSR component.
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space-charge region can be interpreted in terms of state-
filling mechanism. This mechanism accounts for the Pauli
blocking of interband transitions in the QDs and Coulomb
carrier-carrier interaction effects.23 It can be assumed that
both of the aforementioned effects govern PT line shapes of
QD-related optical transitions. According to the Pauli princi-
ple, electron occupation of QD states suppresses the absorp-
tion, and this is manifested as positive peaks in PT and PTR
spectra of the GS transitions. Coulomb interactions shift
mainly the unpopulated ESs, as is seen by their dispersive
spectral form.
The optical transitions in QD structures responsible for
the observed spectral features were examined on the basis of
line shape analysis of the modulated reflectance spectra. The
model used in the analysis is based on the fact that both
state-filling and the QCSE are expected to influence the pho-
tomodulated spectra. In accordance with Refs. 24 and 25, the
QDs’ state-filling signal is proportional to the number of
modulated electrons due to the Pauli blocking effect. Its line
shape will be a first derivative of the dielectric function with
respect to the intensity or oscillator strength, and can be
described by a Gaussian function. On the other hand, the
Stark shift can be represented by the derivative of the
Gaussian function.
To determine the optical transition energies and broad-
ening parameters from the recorded optical features, modu-
lated reflectance spectra were analyzed through least squares
fitting using a Lorentzian-type function26
DR=R ¼ Re½C eihðE  Eex þ iCÞm; (1)
where C, h, Eex, and C are the amplitude, phase, energy, and
broadening parameter of the spectral line, respectively.
Parameter values of m¼ 1.5 or m¼ 3 were used in the calcu-
lations. In the case of m¼ 1.5, expression (1) represents quite
well the Gaussian profile of a state-filling modulated line.24
While using the index m¼ 3 yields the first derivative of a
Gaussian absorption profile,27 which is acceptable for quan-
tum systems with inhomogeneously broadened energy levels.
The moduli of individual PR resonances (individual optical
transitions) were evaluated from fitting the PR spectra
according to16
jDq Eð Þj ¼ C
E  Eexð Þ2 þ C2
h im=2 : (2)
It should be noted that peak positions in the PR modulus
spectra correspond to the optical transition energies, whilst
their heights are proportional to the intensity (probability) of
the transitions.
C. Temperature-dependent photoreflectance spectra
From the discussion in Sec. III A, it follows that the
BSR effect may complicate the modulated reflectance spec-
tra for multilayer QD structures. Nevertheless, in some cases
this effect can be exploited in order to enhance weak signals
from QD-related optical transitions. In this study, however,
to avoid the influence of BSR effects, only the temperature-
dependent PR spectra of DWELL samples with rough back-
surface were examined.
The PR spectra for DWELL structure (with sanded
back-surface) measured at different temperatures in the pho-
ton energy region of InAs QD and InGaAs bi-QW optical
transitions are presented in Fig. 4. The blue-shift of all the
main PR features expected as the temperature is reduced can
be attributed to the bandgap change of the QD/QW materi-
als. One can also see a temperature-dependent variation of
the relative intensity and line shape of the QD and QW fea-
tures that is quite unusual. The most pronounced changes
occur for the QD-related features. When the temperature is
decreased from 300K to about 150K, the line-shape of the
QD spectral PR features transforms, while their intensity sig-
nificantly increases, as clearly seen in Fig. 4.
By comparing the temperature-dependent PR and PL
spectra, we found that a progressive increase in the QD PR
intensity correlates with the emergence of the QD PL emis-
sion peak. The impact of temperature on the integrated PL
intensity and PR signal amplitude (peak-to-peak) for the QD
GS transitions in DWELL structures is depicted in Fig. 5. By
lowering the temperature from 300 to 150K, the PR signal
experiences an enhancement nearly identical to that of the
PL signal intensity. The Arrhenius-type behavior observed in
Fig. 5 implies that the PR intensity is linked to the carrier
capture/population probability within the QDs, whereas the
temperature variation of the PR signal can be related to the
escape efficiency of the photogenerated carriers from InAs
QDs to InGaAs QW and nonradiative recombination centers.
Indeed, the derived activation energy of 320meV is close
to the energy difference DE ¼ EGSQW  EGSQD (total barrier
height). This thermal quenching effect in this temperature
range was also discussed in our previous work28 and has
FIG. 4. Temperature-dependent PR spectra for the DWELL structure with
sanded back-surface, showing the evolution of optical transitions originating
within the InAs QDs and InGaAs bi-QW.
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been accounted for by carrier thermal escape from QD to
QW states with an activation energy of 300meV.
The enhancement of PR signal observed whilst reducing
the sample temperature down to 150K (see Fig. 4) can thus
be associated with the capture of photoexcited carriers into
QDs leading to GS filling effects and/or screening of local
internal electric field.29 With further decrease of the tempera-
ture down to 3K, the QD GS signal intensity diminished
gradually, probably due to the state-filling effect. In contrast,
the QW related PR intensity increased with reduction in the
temperature. The origin of the lineshape variation of the PR
spectra is still under investigation; however, it is plausible
that it is related to the variation of photomodulation mecha-
nism with temperature: from photomodulation of the built-in
electric field (high T) to an intrinsic QD mechanisms (low
T). A more detailed analysis of the PR spectra shows that, at
high temperatures, the lineshape is dominated by the
QCSE.10 Whereas at low temperatures, the PR lineshape
indicates the presence of state-filling mechanism,23 and this
is supported by the trend of suppressing the QD transitions.
Alongside this modulation mechanism, the PR spectra con-
tain useful information about optical transitions in DWELL
structures, and this is of the main interest in this study.
To determine transition energies and broadening parame-
ters, curve fitting of the PR spectra was performed using the
functional form of Eq. (1) and is plotted in Fig. 6 for several
representative temperatures. The analysis of the PR spectra
revealed the GS and four ES transitions (see PR modulus lines
in Fig. 6); this points to a high uniformity of the QDs under
study. Also, in the low temperature region, an additional fea-
ture is resolved at high-energy close to the lowest QW reso-
nance 11H. We believe that this originates from a “crossed”
optical transitions involving a QD state and a QW state.30
The temperature dependence of GS and ES transition
energies for QD ensembles obtained from the PR spectra is
presented in Fig. 7, with some of the corresponding PL peak
energies (if observed) plotted for comparison. The obtained
interband transition energies are in a reasonable agreement
with the PL peak energies. As a result, the Stokes shift
between the emission-like PL and the absorption-like PR
spectra seems not to be significant for these samples.
All the plots of the variation of transition energy with
temperature are nearly parallel, with an almost equidistant
spacing of 60meV. This indicates that electrons are con-
fined in a parabolic-like potential within the lens-shaped
QDs.31,32 It can be noted in Fig. 7 that the experimentally
observed temperature dependence of the optical transition
energies (symbols) fit fairly well with the semi-empirical
Varshni expression33 (lines)
FIG. 5. Arrhenius plots of the integrated PL intensity along with the PR
peak-to-peak signal amplitude for the GS transitions in the QDs.
Temperature dependence of the heavy-hole related interband transition
(11H) PR intensity (doubled) for the InGaAs QW is given for comparison.
Symbols correspond to the experimental data and straight lines to the simu-
lation. Inset: PL spectra as a function of temperature.
FIG. 6. Experimental PR and PL spectra for several representative tempera-
tures. The thick solid lines are least-square fits of PR, whilst thin lines (bot-
tom) are the moduli of QD PR resonances at 300K. The positions and
amplitudes of vertical bars denote calculated optical transition energies and
intensities at 300K.
FIG. 7. The energies of QD optical transitions as a function of temperature.
The symbols are experimental data, whereas the solid lines are fitted using
the Varshni formula (3).
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E Tð Þ ¼ E0  aT
2
T þ b : (3)
The fitting parameters of E0, a, and b were estimated from
the temperature variation of the PL and PR features corre-
sponding to InAs QD-related GS and ES transitions, along
with InGaAs bi-QW main (11H) transition, and are listed in
Table I. In addition, the corresponding parameters of the
energy bandgap variation with temperature in the bulk InAs
and GaAs crystals are presented for comparison. The parameters for the QD ensembles obtained by the fit-
ting are somewhat larger than those reported for bulk InAs.
This observation indicates that the QD composition of the
studied DWELL is partially changed due to Ga/In interdiffu-
sion.34 In fact, for high-uniformity QD structures the main
reason for spectral shifts with temperature is the temperature
variation of the material bandgaps. Therefore, it is proposed
that changes of QD size and composition are a result of the
decomposition of the InGaAs capping layer.35 To estimate the
actual In content in the InxGa1xAs cap layer, the temperature
dependence of QW-related transitions (seen in the PR spectra
of Fig. 6) was examined in more detail. To identify the
observed spectral features, calculations of energy levels and
interband transition energies for the complex QW structure
consisting of InAs WL and InGaAs cap layer embedded in a
GaAs/AlAs well were carried out using an effective mass
approximation by means of the nextnano3 software package.36
The relevant material parameters were taken from Ref. 37.
The calculated potential profiles, energy levels, and
squared moduli of wavefunctions for electrons, heavy-, and
light-holes in InAs/InGaAs/GaAs/AlAs double QW structures
under zero electric field conditions are presented in Fig. 8.
The breaking of wavefunction symmetry for the asymmetric
structure is clearly seen. Consequently, several types of inter-
band transitions from the initial m to the final n states can be
observed in PR spectra: (i) the transitions with m¼ n, such as
11H or 22H, which are allowed in simple symmetric QWs,
(ii) the transitions with m 6¼ n (12H, 21H, etc.), which are nor-
mally forbidden in symmetric QWs but due to the asymmetry-
induced relaxation of selection rules now become allowed
even at zero electric field. Here, the notation mnH(L) is used
for transitions between the mth electron and the nth heavy-
(light-) hole subbands. It is important to emphasize that opti-
cal transitions between the local states (confined in a deep nar-
row QW) and global ones (confined in a wide QW) account
for the specific features of DWELL photodetectors, such as a
bias-tunable spectral response.38 When associating certain PR
TABLE I. Varshni fitting parameters.
Optical Transitions E0 (eV) a (meV/K) b (K)
GS 1.035 0.429 190
ES1 1.094 0.429 190
ES2 1.153 0.412 195
ES3 1.213 0.404 196
ES4 1.269 0.389 207
11H QW 1.347 4.980 191
InAs35 0.415 0.276 93
GaAs35 1.519 0.540 204
FIG. 8. The calculated potential profiles, energy levels, and squared moduli
of wavefunctions for electrons, heavy-, and light-holes in InAs/InGaAs/
GaAs/AlAs double QW. The calculations were performed under flat band
conditions, F¼ 0.
FIG. 9. Calculated (solid lines) and experimental (symbols) transition ener-
gies for InAs/InGaAs/GaAs/AlAs double QWs as a function of temperature.
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features with various optical transitions, it is essential to con-
sider their oscillator strengths (transition probabilities), which
are proportional to the squares of the overlap integrals
between the electron and hole wavefunctions.
Vertical bars in Fig. 6 (bottom) denote calculated ener-
gies and intensities of interband transitions within InGaAs bi-
QWs at room temperature. As seen, the distinct spectral fea-
tures which are more pronounced at low temperature occur
near predicted transitions. However, some calculated transi-
tions are of low intensity, or overlapping in energy, and thus
cannot be resolved/detected. The optical transition energies as
a function of temperature for calculated and experimental data
are presented in Fig. 9. The agreement between the experi-
mental points and the calculated curves is quantitatively good.
A comparison of experimental data and simulations yields an
actual value of x¼ 0.13 for the Inx Ga1xAs capping layer.
This is consistent with the degree of the strain-driven partial
decomposition of the In0.15Ga0.85As cap layer obtained from
optical investigations reported previously.35
IV. CONCLUSIONS
Temperature-dependent (3–300K) PR spectroscopy was
used to study optical transitions within dots-in-a-well photo-
detector structures. Cumulative analysis of PR, phototrans-
mittance, and contactless-electroreflectance spectra revealed
the influence of back-surface reflections on the line shape of
photomodulated reflectance. The interband optical transition
energies involving ground- and excited-states for InAs QDs
and InGaAs quantum well were established. An Arrhenius
analysis gave a 320meV activation energy at high temper-
atures, suggesting that signal intensity quenching is governed
by exciton escape from dot-to-well bound-states. It was
found that the temperature dependence of QD-related optical
transitions follows the Varshni relation with parameters
larger than reported for a bulk InAs, suggesting a strain-
driven partial decomposition of the InGaAs cap layer. The
complex nature of the photomodulation mechanism for mul-
tilayer QD photodetector structures is shown to be associated
with the QD doping and internal electric fields.
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