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ABSTRACT 
Methods of successive approximation for solving linear systems or minimization 
problems are accelerated by aggregationdisaggregation processes. These processes, 
which modify the iterates being produced, are characterized by a two directional flow 
of information between the original higher dimensional problem and a lower dimen- 
sional aggregated version. This technique is characterized by means of Galerkin 
approximations, and this in turn permits analysis of the method. A deterministic as 
well as probabilistic analysis is given of a number of specific aggregationdisaggregation 
examples. Numerical experiments have been performed, and these confirm the analy- 
sis and demonstrate the acceleration. 
1. INTRODUCTION 
The n X n linear system 
r=Ax+b (1.1) 
may be solved by a variety of methods. For large values of n, iterative 
methods such as the method of successive approximations 
xktl = Axk + b (1.2) 
are frequently used. Such a method requires that the spectral radius p(A)< 1. 
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When p(A) is close to unity, the convergence of the process (1.2) may be 
very slow. We propose to speed it up by interrupting it at the kth step 
and replacing X : = xk by an improved approximation 2 to the solution 
x* = (I - A)-‘b. Then.the iterative process is restarted with f. This accelera- 
tive process may be repeated as required. 
Variants of this idea have been proposed in a number of settings. Most 
such variants having been designed to speed up the resolution of systems 
arising through the discretization of differential equations such as multigrid 
methods [2, 51, coarse-mesh corrections [3, lo], and additive corrections [ll]. 
For large systems not specifically associated with discretization, other types of 
methods, called aggregation methods, have been recently proposed [9, 131 
(see [8] also). Systems of this latter type occur in the social sciences, e.g. 
inputoutput economics. 
Our view of aggregation methods corresponds to the two way flow of 
information in a multilevel hierarchical management system. Indeed, it is this 
two way flow of information which we regard as the key feature of the 
aggregation step for accelerating the process (1.2). A simple prototype of this 
feature is illustrated as follows in the case that the eigenelements of I - A are 
(h,,v’), i=l,..., IZ, and 
O<A,<ch,_i<. . . <h,<2. 
When hi is very close to two and/or when X, is very close to zero, the error 
e&x*-&=(I- A)kea, which diminishes very slowly, tends toward the 
one dimensional subspace spanned by 0’. The residual r( X” ) = b - Axk = Aek 
likewise tends to this subspace, and so a correction to xk in the form 
f = xk + crk is suggested. This correction (i.e. the constant c) may be found 
by solving the least squares problem 
minCllA(Xk+crk)-bll. (1.3) 
We observe a two directional flow of information: The iterative process (1.2) 
in n dimensions defines a one dimensional manifold (and corresponding 
problem). The one dimensional problem (1.3) is solved, and its solution 
defines an n-vector f with which to restart (1.2). 
We begin in Section 2 with the introduction of notation and two aggrega- 
tion methods for forming dimensional corrections ( p < n): the multiplicative 
and the additive. Then we show that these methods may be characterized by 
means of Galerkin approximations. Examples, including some from input- 
output economics, are then presented. In Section 3 we review several 
minimization techniques for system solving, and show their connection to the 
aggregation processes developed in Section 2. In Section 4 we analyze the 
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processes introduced in Sections 2 and 3. The minimization methods are 
treated by simple observation, but the aggregation methods are supplied with 
a derivation of an error propagation formula which exploits their characteriza- 
tion as Gale&n approximations. From this formula we are able to make two 
types of deductions concerning the efficacy of aggregation as a convergence 
accelerating process. The first depends on the quality with which a set is 
described by its aggregated form; the second is a stochastic analysis of the 
error propagation formula. Finally, in Section 5 we give the results of 
numerical experiments performed on a set of matrices (a matrix from input- 
output economics, a randomly selected matrix, and a matrix arising in finite 
differences) and with several of the aggregation methodologies derived here. 
The computations show the methods to be effective. 
2. METHODS OF AGGREGATION 
Our study of aggregation methods employs a special notation and for- 
malism, and we begin with a review of them. 
2.1. Notation 
As before A is an n X n matrix and b is an n-vector. X denotes an 
approximation to x*: = (I - A)-‘b, the solution of (l.l), (I - A)x = b. The 
residualat xisr(x):=b-(I-A)x=(Z-A)(x*-2). For theerrore:=x* 
-?at?,wehaver:=r(C)=(Z-A)E. 
LetH={Xi}~andG={~i}~eachbeapartitionoftheintegers{1,...,n} 
into p disjoint subsets. Let {et}; be the canonical basis of Iw”. For each 
i=l,..., p, we define Hi (respectively Gi) to be the matrix representing the 
orthogonal projection onto {ei, i EX,} (respectively {ei, j ~9~)). We intro 
duce two mappings R and P which will in general depend on these partitions 
and projections: 
R:IW”-+IWP is a linear mapping which we view as a restriction or 
aggregation. 
P: R p - R n is a linear mapping which we view as prolongation or disag- 
gregation. 
Finally, e : = (1, . . . , l)“, 11. I/ denotes the Euclidean norm, and (x, y) = x’y, 
each in Iw n or R P as the case may be. 
2.2. i%e Corrected Approximation 17 
Given ?, a corrected approximation f is computed by means of the 
solution of a p X p linear system of equations. With the linear mappings R and 
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P given, we define 
C:=R(Z-A)P, d:=Rb, and p:=Rr. 
We suppose that C is regular, and we specify two ways of computing 2 as 
a correction to X: 
(i) multiplicative correction, 
Cy=d, f=Py; (24 
(ii) additive correction, 
cs=p, f=Lf+P6:=x+i. (2.2) 
The point here is that R and P are to be chosen so that 11 f-x* 11 is smaller 
than I( g--x* II I [In fact, this is not strictly required, since it is also acceptable if 
we are able to increase the rate of decay of errors arising from the iterations 
restarted at f. This increase of decay rate, typically temporary in nature, may 
be so substantial-e.g., if the correction f results in the annihilation of the 
component of e(3i) along the principle eigenvector-that some degradation in 
11x*- i II compared to II x* - X I/ may be tolerated. We return to this point in 
Section 4.2.4.1 
This restriction-prolongation process will be combined with simple relaxa- 
tion by interrupting the latter occasionally for a step of the former. For 
brevity we shall refer to such a step as an a/d (aggregation/disaggregation) 
step. 
2.3. Aggregation as a Galerkin Process 
Let II=PR. If RP=Z,, the pdimensional identity matrix, then l12=lI. 
Thus II is a projection (in general nonorthogonal) onto the p-dimensional 
subspace, M = II@ “), along N=Ker II. Thus the processes described in 
Section 2.2 amounts to a projection method on the subspace M, and we may 
write C as 
C=Z-B with B: =RAP. 
(i) In the case of the multiplicative correction, Cy=d implies PR(Z-A)Py 
= PRb. Since, moreover, y= RPy = Rf, then 
II(Z-A)IIf=llb. (2.3) 
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Thus 5~ M is the Gale&in solution in M of (I - A)x = b. (See [7] for a 
discussion of the concept of such Galerkin solutions.) Indeed, this equation is 
solved in the sense that III~( i) = 0. We shall see in Section 4 that the error in 
the corrected approximation li: - x* depends on (I - II)x*. 
(ii) In the additive correction case, CS= p implies Z%( I-A)P6 = PRr. 
Since moreover S = RP6 = RZ, then 
fl(Z-A)II<=lIr. (2.4) 
Thus <EM is the Galerkin solution in M of (I - A)t = r. Indeed, this equation 
is solved in the sense that II[ r- (Z-A)<] =O. We shall see in Section 4 that 
c-6 depends on (Z-II)e. Note that ?-e=f-X-(x*-X)=2-x*. 
While the multiplicative and additive aggregation methods result in 
different corrected values, we may seek conditions under which the respective 
values of 2 are the same. 
Suppose that II?=%. Let f be the solution of (2.3), and set f=?+<. Then 
< is the solution of (2.4). Conversely, if (2.3) and (2.4) furnish the same f, then 
it follows that IIX=X. 
In Figure 1, we give schematics illustrating the two aggregation methods. 
(4 / O 
< 
I”/ x* 
M ‘\g 
l-IX" 
FIG. 1. (a) Multiplicative Aggregation: Solution x* of (I - A)x = b is approxi- 
mated in M by f. 
(b) Additive Aggregation: Solution E of (I - A)e = r is approximated in 
Mbyi. 
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2.4. Choices of R and P 
There are many possible choices for R and P. We shall consider the 
following family of them in which R depends on a given partition H and a 
given vector zER”, while P depends on a given partition G and a given 
vector t E II4 n. 
(2.5) 
p:y+x= 2 yiG,t, 
j=l 
Upon setting d=(di)P, p=(p,)p, and C=(cii), i,j=l,...,p, it follows 
from this choice of R and P that 
di=(Hiz, b)=(z, H,b), (2.6i) 
pi=(Hiz,r)=(z, Hir), (2.6ii) 
cii= ( H~Z, (Z-A)G+) = ( Z, ztz,(z--A)+). (2.6iii) 
These formulas show that only the block H,(Z-A)G,t (respectively Hib) 
plays a role in the definition of cii (respectively di ). 
Note that the R and P defined here become the ones specified by 
Miranker and Pan [7] when the restriction t=T is imposed. 
2.5. Examples Where RP=Z, 
Using (2.5), the condition RP= I, developed in Section 2.3 may be written 
as follows: 
(RPY)~= ( Hiz,iIyiGit) =yi, i=l,...,p. 
To achieve this it suffices to set H=G and ZkE$.zktk=l, izl,..., p. 
2.5.1. An Additive Correction Example. A simple example of this suffi- 
cient condition is supplied by 
p 1 
t=e and z= 2 -Gie, 
j=l oi 
where ui is the cardinality of Gi. To stress the dependence of this example on 
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the vector e, we will call it example (e). [This will also distinguish it from the 
examples (a), (b) and (c) to be introduced in section 2.5.2.1 For this example 
(e), (2.5) yields 
P: y-i= i yiGie. 
i=l 
Then 
which displays the dependence of the projection II on e. Setting B=(bii), a 
p X p matrix, the aggregation formula (2.6iii) for a matrix becomes 
bii=(z,GiAGie)=$ 2 2 ok,. 
1 kES, IE$ 
The aggregation formulas (2.6i) or (ii) for a vector yield 
The property lie = e (that is, e E M) is easily checked. Note that B and d 
are invariant with respect to the iterates. Additive aggregation is used with 
this choice of vectors t and z. 
A collection of such mappings is considered by Settari and Aziz [ll], 
corresponding to various weightings for gi. Application to matrices arising in 
finite difference approximations for partial differential equations is also studied 
in [ll]. The two level multigrid method [2] is also a projection method 
wherein R and P depend on the geometry of the grids. 
2.5.2. Examples of Multiplicative Correction. Mappings of the type lI 
also occur in models developed in the social sciences. In these cases, lI often 
depends on X = xk, the current iteration vector, and typically X E M. II(?) 
varies over the iteration. Multiplicative aggregation is used. 
For the typical example where A is the interproduct input-output matrix, 
the aggregation process and the aggregated system y = By + d as well may be 
interpreted in terms of economics, as we shall see: 
(a) Consider the linear Leontiev model for a productive economy, which 
consists of n industrial sectors each of which produces one output. Let the 
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partition G of { 1,. . . , n} correspond to p<n aggregated sectors. Let X be the 
production of the economy. Xi = Z keg Xk is the production of the ith aggre- 
gated sector Si, and Xii=ZktS,ZIEg. kl 1 a ’ X is the output of C$ required for the 
production of C$. Then bii=Xi,/X,,‘i, i= 1,. . . , p, are the input-output coeffi- 
cients of the Leontiev matrix corresponding to the aggregated level. The 
aggregated balance equation is the pdimensional system y =By +d where 
d,=C kES b,. Here d is called the aggregated demand and y is called the 
vector of aggregated production. 
The disaggregation formula is taken to be 
where it is assumed that Z,egjX,#O, j= 1,. . . , p. This assumption means that 
each sector CIi has a nonzero output. The production of the sector (3; is then 
modified by the factor IJ~/&+?~. Then for the first iterate 
f:=Af+b (2.7) 
obtained from f by employing (1.2) we have 
x + y represents a flow of information from Iw n to R p, while y ---f 2 represents 
the flow back. f is the new production (i.e., the production after correction 
by Y). 
This process is the iterative aggregation method presented in [12]. It 
corresponds to 
z=e, if 2 X,#O, i=l,..., p 
kE9, 
R: -(Y& 
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and 
Note that IIF=X. 
(b) Our second example, which has a similar input-output economics 
character, is considered in [9]. If X,#O, k= 1,. . . , n, we set 
p 1 
.z= 2 ;Giv, and t=%. 
i=1 1 
Here q is the cardinality of gi. Then 
P:y-2= i yiG& 
i=I 
Note that II%=%. We also have 
(c) We give a third example. Let i* be a distinguished index in Si, 
i=l,..., p, and let Ki, be the orthogonal projection onto ei,. Let 
P 
.z= 2 &v, and t=x. 
i=l 
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Then 
P: y+3= ; y,G& 
j=l 
p x. 
II:x+37= p. 
1* 
Note that II?=? and that 
b,,= T$ z a,&, 
xi* I&, 
II?=% in these three examples. This is equivalent to the existence of a 
vector n in Iw p such that X= Pq: 
q=e, example (a), 
example (b) , 
V=(xi*)P example (c) . 
Then the multiplicative method is equivalent to the additive one (compare the 
concluding comments of Section 2.3). Set y, the solution of (2.1), equal to 
n+6. Then f= Py=T+ Pa=?+<, where 6 is the solution of (2.2): indeed, 
Cq=d+Rr=d+p implies C6=p. 
3. MINIMIZATION METHODS IN NUMERICAL ANALYSIS 
There are methods for accelerating the iteration (1.2) which are based on 
the minimization of the residual r(x) or of the error x* - X. The a/d step is 
replaced by the solution of a least squares problem of size p < n which is 
applied at each iteration step. 
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In these minimization methods, the correction f to X is sought in the form 
P 
x=x+ 2 tiui, 
i=l 
where the { u’}P are p independent vectors in Iw”. The pvector of coefficients 
5 is determined through minimization of the residual or of the error over all 
E E Iw p (cf. Householder and Bauer [S]). For convenience we introduce 
A’=I-A. 
3.1. Minimization of II r(x)11 
Let UbethenXpmatrixwiththecolumnsu’,i=l,...,p.Then~~~+U~ 
and 
r(x)=&A’x=r(x)- i &A’d=r-A’U& 
i=l 
To minimize II A’&-r II is equivalent to finding the least squares solution 
of A’Ut=r-that is, to solving 
I?A”A’U(= U’A’?, 
or equivalently 
i (AU, A3d)~i=(r, A@), j=l,...,p. (3.1) 
i=l 
A’f is the orthogonal projection of r onto the manifold ?r generated by 
{A’u’}P and passing through A’E Clearly II r(Z)ll S II r II (cf. Figure 2). 
FIG. 2. Minimization of ]]r( x) (1. 
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We now give several choices of the vectors ui which have been proposed 
elsewhere. Some of these choices arise in connection with the linear systems 
associated with discretized partial differential equations. 
(1) Taking eEW” and given a partition G, set ui=Gie, i=l,...p (cf. 
Beneu [l]). In this case, solving (3.1) corresponds to computing the additive 
correction Vt such that f=%+ V[. 
(2) In the case that X,#O, k=l,..., n, set ui=GiX, i=l,..., p (cf. 
Froehlich and Nakamura in Beneu [l]). Note that X=C~,rui, so that (3.1) is 
equivalent to 
i (A’u~,A’u~)(~+&)=(~,A’u~)+(A’?,A’u~)=(~,A’u~). (3.2) 
i=l 
This may be interpreted as a multiplicative correction method: 
i= V(e+[) with eEIRp, 
or alternatively as an additive correction method: 
since 
Ve= 2 ui=X. 
i 
(3) In case p= 1, the previous example (2) corresponds to an aggregation 
method with u1 = t = X and z = A’f. This is procedure 2 in [9]. 
3.2. Minimization of ]Ix* --x II 
IIX *-X-~~cl~iV’II is minimized for E=(V’V)-‘V’c, where c=x*-C. 
Here z is unknown but r=A’e is known. Then suppose that the matrix V (that 
is, the set of vectors u’) is given in terms of a known matrix W as VZA’~ W. 
Then Vt= W’A’ and ,$=(W*A’A’“W)-‘W’r. 
When p = 1, W is a welldefined vector, which we call x. In this case 
i is the orthogonal 
parallel to u=A% 
Figure 3). 
f=f (zyr) A’tz 
llA'tzl12 ’ 
projection of x* onto the one dimensional manifold % 
and passing through 5. Thus (IX*-fll~llx*-?I( (cf. 
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FIG. 3. Minimization of (1 c II when p= 1. 
Gastinel [4] proposes a choice for z which is computed from r by means of 
norm decomposition and which ensures that II x* -5 II <(Y II x* -X II with LY < 1. 
For the Euclidean norm, Gastinel’s choice yields the method of steepest 
descent. 
We conclude this section with the following two observations. 
REMARK 1. If p = 1, the Miranker-Pan method (cf. Section 2.4) yields 
5 = ?y = [(z, b)/(x, A’?)]?. If A% = X (which is procedure 1 in [9]), this 
formula is identical to Gastinel’s. 
REMARK 2. We may note that the minimization methods of Sections 3.1 
and 3.2 correspond to an orthogonal projection onto a pdimensional manifold 
(passing through A’? in the former section and through X in the latter). On the 
other hand, the Gale&in method corresponds to a projection lJ onto a 
p-dimensional subspace of R “. We have restricted the term projection method 
to this latter case. 
4. ANALYSIS 
We begin with the minimization methods, for which some simple observa- 
tions and references are made. Then we deal with aggregation methods which 
are Galerkin approximations. For these we derive error equations for the a/d 
step, from which we characterize the associated error reduction. One char- 
acterization is given in terms of the quality with which the aggregated 
variables describe the unaggregated; the second characterization is a stochas- 
tic one. 
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4.1. Minimization Methods 
The minimization property is exploitable for analyzing the minimization 
methods. In fact, we confine our study of these methods to a simple 
observation for the minimization of l]r( x)]] or II x* - x II. 
4.1.1. Minimization ofllr(x)ll. Ilr(n)j < II r II if the acute angle 8 between 
r and the manifold Vis less than ?r/2. Set r^ = r/ ]I r (I, and set oi = A’u’/ 0 A’ui (I 
and (Y~=(+,z?), i=l,..., p. We refer to the following result of Beneu [l]: If 
for a given 6 > 0 there exists an index i such that I oi ] 2 S > 0, then cos 0 2 6. 
Then corresponding to 8 > 0 and a given vector t with nonzero components, 
there exists a partition G such that for the corresponding vectors ui = G,t, 
i=l , . , . ,p, there exists an index i for which ( oi ] 2 6 > 0. 
This result establishes this minimization method as well as the particular 
aggregation methods for p = 1 which are defined by t = X (if Xi # 0) and 
z = A’t (procedure 2 in [9]). 
4.1.2. Minimization of 11x*- XII. We refer to Gastinel [4] for these 
results. 
4.2. Aggregation Methods 
Our analysis of aggregation methods is confined to the case where 
RP = I,; that is, to the case in which the a/d step is a Galerkin approxima- 
tion in M = II(lw”). 
4.2.1. The a/d Step. Using (2.1) and its form (2.3) as a Galerkin 
approximation, we find 
(~--n~)(i-x*)=(n-ITA)i-n(~-~)~*+(n-~)r* 
=II[b-(I-A)x*]+(JX-Z)x* 
=(rI-z)x*. 
C is regular by assumption. Then the equivalence of (2.1) and (2.3) in M 
implies that Z-II A is regular. Thus 
f-x*=(Z--AA)-‘(II-Z)x*. (4.1) 
Applying (4.1) to (I-A)e=r, we get 
E-c=(Z-IIA)-'(II-Z)c. (4.2) 
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Now making use of e=x i-2 and {-e=+X-(x*-?)=S-x*, we get 
f-x*=(Z-IlA)-‘(n-Z)(x*-x), (4.3) 
for additive aggregation, such as for the exam&e (e) in Section 2.5.1. 
We also obtain the identity (4.3) directly from (4.1) for multiplicative 
aggregation for which the relation II?= jE: also holds [such as the examples (a), 
(b), and (c) in Section 2.5.21. 
Let ll(Z--IIA)-‘1) GK. Then (4.3) may be written as 
Il~-x*ll~~~~(n-z)(x*-X)~~. (4.4) 
We assume that Z? is a moderate constant (a property verified by computation 
in Section 5 below), and we proceed to estimate ]I (ZI -Z ) (r* - 5) (I. 
4.2.2. Estimate of I[( II - Z)cll with c = x*-X. Corresponding to each 
of the four examples presented in Section 2.5, we derive bounds for the 
expression 
z: = IW - w 
IICII ’ (4.5) 
which, as (4.4) shows, characterizes the gain in error reduction, i.e., the 
acceleration provided by an a/d step. 
For example (e) of Section 2.5.1, 
Then by employing the Cauchy-Schwartz inequality, we find 
where 
(4.6) 
(4.7) 
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Now consider the examples (a), (b), and (c) of Section 2.5.2. For (a) we 
have 
Then using the Cauchy-Schwartz inequality, we find 
where 
c,(x)= zy 
“t 
i=l,...,p 
’ E’i’_ 
i E Gi 
l- x 2 
i E Gi 
(4.9) 
The estimate (4.9) with C, replaced by C, [C,] is valid in the case of 
example (b) [example (c)l. In particular 
and 
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Using (4.4) with (4.8) and (4.9), we write 
(4.10) 
C( 0) being C(X) or C(e) as the case may be. We also suppress the subscript of 
C( .). Thus C( -) is a measure of the improvement produced by the a/d step. 
We see that C(X) is small if in each set of aggregation G,, the ratio e/XI is 
well represented by 
the ratio of the sums: 
the average ratio: 
example (a), 
example (b), 
the ratio of distinguished components: e/*/q*> example (c). 
Similarly C(e) is small if in each set of aggregation $, eI is well repre- 
sented by the average value (~/u~)B,,~;~ [cf. (4.7)]. 
4.2.3. A Stochu.stic Estimate of (I - II)<. A figure of merit which 
characterizes the improvement provided by an a/d step may be obtained 
from a stochastic point of view. Consider the totality of real matrices A and 
vectors b for which the problem (1.1) is well defined. The set of such 
problems corresponds to a subset of Iw “(“+l). Suppose that some probability 
measure is defined on that subset. This measure induces a corresponding 
measure on the corresponding class of expressions (I - ll)e whose norm 
characterizes the improvement provided by an a/d step. 
Consider in particular the expected values of z2 [cf. (4.5)]: 
(4.11) 
Take the case p= 1 for convenience (and without loss of generality, since 
the ensuing analysis may be carried out within each set of aggregation). Then 
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[cf. (4.6) and (4.8)] 
example (a), 
I 
2 
, example (b) , 
(4.12) 
example (c) , 
example (e) . 
Here, since p = 1, all sums are taken from 1 to R. 
Although in each of these four examples the distribution of z,, zb, zC, and 
z, (we use the subscripts a, b, c, and e to distinguish among the four examples 
being discussed) is in principle determinable from the measure imposed on 
the class of problems (as a subset of R “(ntl)), we will for convenience simply 
assume that the ei and the Xi, i= l,.. ., n, which appear in (4.12) are each 
randomly chosen samples of independent random variables u, and ur, respec- 
tively. We shall show that there are distributions of u, and u, for which (4.11) 
is less than unity. This suggests that the typical a/d step is better on the 
average than a simple relaxation step (1.2) for a matrix A whose spectral 
radius p(A) is near unity. 
If u is a random variable with mean E(u) and variance u 2( u), let 
CU( u) = z and .s(~)=E(u)E(u~'). 
Using (4.11) and (4.12) and assuming independence of the random 
variables u, and uX, straightforward but lengthy computations show that 
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asymptotically in the limit for TI large 
E(z2)= 
for the examples (a), (b), (c), and (e), respectively. We see that 
E(z+E(z:), 
These inequalities show that among our examples aggregation onto a typical 
direction, viz e, may very well give the best result, on the average. This is the 
case in the absence of additional information, so that all possible problems are 
equally likely. When information of the type described following (4.10) is 
available, more special aggregation techniques will give better results, as the 
deterministic estimates of Section 4.2.3 show. 
In order to perceive the possible values of E(z2) [for comparison with a 
value of p(A) near unity], let us make a choice for the distributions of the 
random variables u, and u,. In the case that the components of A and b are 
nonnegative, (1.2) shows that for sufficiently large iteration index k the 
components of E and the components of x are of one sign. (Indeed, this is the 
case for any k > 0 if x0 = 0.) Thus suppose that U, is uniformly distributed on 
the interval [0, r] (r > 0), and that U, is uniformly distributed on the interval 
[s, t] (t > s > 0). Homogeneity properties of the quantities CV( U) and s(u) 
show that without loss of generality the intervals [0, r] and [s, t] may be 
replaced by [0, l] and [l, y], respectively, where y = t/s. Then a direct 
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computation shows that cu2( u,) = i and s( uX) = [(y + 1)log y]/[2( y - l)]. 
Thus we obtain 
’ 
E( z”) = ( 1 (4.14) 
I 1 4’ 
for the four examples, respectively. Notice that in the present context (all 
components positive) the direction e is indeed typical. The corresponding 
values of E(z2) reflect this. 
A more explicit perception of the values of E( z2) is obtained in turn by 
.considering the limiting case y = 1+6 with 6>0 and small. We obtain 
i- 
l+;-;+o(s”), 
E(z~)=~. l+~-~s~+o(s3), 
2-3S+O(62), 
,l, 
for the four examples, respectively. In the asymptotic context introduced 
here, ? is quasiproportional to the vector e. Thus all the components of X play 
a similar role in the aggregation process. Indeed the expressions for examples 
(a) and (b) in (4.12) approach the expression for the last example. This is 
confirmed by the values of E(n2) just derived. 
4.2.4 Iterates Following the a/d Step. Our computational experience 
has shown that in many cases not only does the a/d process produce an 
improvement for c(a) [beyond the gain of p(A) provided by a simple 
relaxation step], but an increased rate of improvement persists for several 
iterates following the a/d step. Denote by 2 the first such iterate, i.e., 
i?=Aa+b. (4.15) 
(Cf. (2.7) and Sloan [12].) 
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Using the identity 
(z-A~I-‘-(z-A>-‘=(z-AJ~)-‘(AII-A)(z-A)-’ 
and the relation (I - II)2 = Z - II, we obtain 
x*-f=(Z-A)-‘b-(I-AII’h 
=(z-AII-‘A(z-~)~* 
=(I-An)-‘A(Z-II)(Z-II)x*. (4.16) 
[Compare (4.1).] Then in the case of multiplicative aggregation, in which the 
relation Ilf = X also holds, we get 
x*-?=(I-An)-‘A(Z-rI)(Z-II)( (4.17) 
[Compare (4.3).] 
In the additive case, we correspondingly define 
k=A&+r. 
Then F+i=Af+b=f. Thus by applying (4.16) to the equation (I-A)c=r, 
we obtain 
and in turn, the identity corresponding to (4.17) follows in the additive case. 
Let [~(Z-A~)-‘(/GZ?. [Compare (4.4).] Let 
(4.18) 
[Compare (4.10).] Then from (4.17), (4.18), and (4.10), we have 
Ilx*-sIl 
ai= II x*-271:/( = 
11x*-fll IIW-w 
~pYFZ>~~~ llx*--17ll 
Gk((A(I-II)(j III-HAlI, 
since 
[((II-Z)+llZ-IIAII I/x*--f/l. 
(Cf. Section 4.2.1.) Thus, the first iteration after the a/d step may also 
provide a gain over a straightforward step of successive approximation if 
p,=/~(A(z-II)) (4.19) 
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is significantly smaller than p(A). This is illustrated in cases (i) and (ii) of the 
numerical experiments which follow. 
5. NUMERICAL EXPERIMENTS 
In this section, we display the results of numerical experiments employing 
the a/d strategies (a) and (b) of Section 2.5.2 and (e) of Section 2.5.1. 
Strategies (a) and (b) are used multiplicatively, while strategy (e) is used 
additively. Each strategy is applied in three cases, corresponding to different 
matrix-vector pairs A and b. 
Case (i): A is an input-output matrix of order n = 9 and spectral radius 
p(A) = 0.7. The number of aggregates is p = 3. b is the associated demand 
vector. (This matrix-vector pair is more explicitly identified in [9].) 
Case (ii): A is a randomly chosen positive matrix: n = 15, p(A) = 0.897, 
and p = 3. b is chosen randomly also. 
Case (iii): A is a matrix arising from a finite difference approximation to 
a boundary value problem: n = 20, p(A) = 0.982, and p = 5. (A is identically 
zero except in the two principal off-diagonals, where all the entries equal 4 .) b 
is identically zero except for its first entry, which is unity. 
The aggregates are chosen lexicographically in all cases. For example, in 
the case n=9, p=3, we set 3(‘,={1,2,3}, X,=(4,5,6}, and ‘X,=(7,8,9} 
(cf. Section 2.1). 
We display graphs and tables illustrating the computations. An explana- 
tion of the information displayed in these graphs and tables now follows. 
We perform m simple relaxation steps followed by an a/d step and 
repeat. This policy is applied in all three cases for both m=5 and m= 10. v 
indexes the simple relaxation steps, which are N in total number. The 
sequence m repeated N/m times is called the (a/d) policy. r indexes the a/d 
steps. In every circumstance, the initial vector x0=(1,2,. . . , n)’ is used. 
In summary, we deal with three a/d strategies, three matrix-vector cases, 
and two (a/d) policies, i.e., 18 different situations. 
We define 
II x* - x” II 
%:= IJx*__xy-lIJ ’ v=1,2,..., 
and corresponding to the rth a/d step, r = 1,2,. . . , we define 
g:= IIX*--f’Il 
II x* - f’ll 
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[compare (4. lo)], 
[compare (4.18)], 
[compare (4.4)], 
RT: = lIA(Z - n%*ll 
II x* - 2’ II 
[compare (4.18)], and 
[compare (4.19)]. 
p;:=p(A(Z-IY)) 
In each case and policy we plot superimposed graphs of the points (v, (Y”), 
v=1,2 ,...> and (r,ti,), r=1,2 ,... for the three examples. [Of course the r 
scale is either 5 or 10 times the v scale depending on the policy (value of 
m=5 or 10) of a/d steps.] The solid line plot corresponds to a/d (a), the 
short dashed line plot corresponds to a/d (b), and the long dashed line plot 
corresponds to a/d (e). All the plots are discontinuous at the abcissae 
r=1,2,..., and to facilitate comprehension, we place dotted vertical portions 
at these abcissae. 
We also tabulate (r, d’, ai’, p;, Rr, kr). The tables and graphs for the 
various alphas are useful as measures of convergence rate per step in the 
relaxation and a/d steps as the case may be. They show the degree to which 
acceleration is achieved. The remaining tabulated quantities are useful as 
follows: 
p; small compared to p shows the favorable tendency of (Y, to return more 
slowly to its limit value p. 
Kr [dr] shows the usefulness of characterizin 
terms of ]l(Z - ll)( x*- x>ll [IIA(Z - n>(x * - ?)]I ‘I 
II x* - i II [II x* - 2 II] in 
. Compare (4.4) [(4.17)- 
(4.18)]. 
We also tabulate the Euclidean norm of the following error vectors: initial 
(the initial error norm (Ix @-x*1(); simple(N) (the final error norm after N 
simple relaxation steps /Ix (N)-~*]]); and a/d (a), a/d (b), and a/d (e) (the 
final error norms after N simple relaxation steps during which the a/d process 
is applied after each m such steps, i.e., according to the (a/d) policy (a), (b), 
and (e), respectively). According to our conventions the last three quantities 
correspond to the a/d examples (a), (b), and (e), respectively [cf. Sections 
2.5.2(a) and 2.5.2(b), and 2.5.1, respectively]. These tables indicate the global 
difference between simple relaxation and the various accelerated versions. 
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TABLE 1 
CASE (i) N = 30; POLICY = 10 10 10 
r 1 2 
(a) fir 0.25 0.24 
A 
a, 0.44 0.43 
P; 0.48 0.48 
Ic 1.00 1.00 
c 0.42 0.43 
@) 5, 0.40 0.38 
* 
a, 0.34 0.33 
P’1 0.43 0.43 
fc 0.76 0.77 
& 0.43 0.45 
(e) 6, 0.59 0.59 
* 
a, 0.66 0.66 
P; 0.48 0.48 
g* 0.42 0.41 
I& 0.12 0.11 
Error norm 
initial 
5x104 
simple(30) a/d (a) 
1.13 0.021 
a/d @) 
0.036 
a/d (e) 
0.057 
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TABLE 2 
CASE (i):N=30; POLICY=~ 5 5 5 5 5 
r 1 2 3 4 5 
(a) a, 0.28 0.25 0.28 0.42 
A a, 0.45 0.40 0.35 0.37 
P: 0.48 0.48 0.48 0.48 
c 1.01 1.00 1.00 1.00 
& 0.42 0.50 0.71 1.01 
03) & 0.55 0.37 0.38 0.38 
A 
a, 0.39 0.33 0.33 0.33 
P; 0.43 0.43 0.43 0.43 
R, 0.68 0.76 0.76 0.76 
& 0.55 0.47 0.38 0.38 
(e) 6, 0.59 0.53 0.54 0.54 
L % 0.66 0.64 0.65 0.64 
P; 0.48 0.48 0.48 0.48 
K 0.48 0.42 0.42 0.42 
K 0.13 0.16 0.16 0.16 
0.32 
0.75 
0.48 
0.97 
0.61 
0.38 
0.33 
0.43 
0.76 
0.38 
0.54 
0.64 
0.48 
0.42 
0.16 
I I I I I I 
I 2 3 4 5 r 
Error norm 
initial simple(30) a/d (a) a/d (b) a/d (e) 
5x104 1.13 0.9x 10-4 2x10-4 0.084 
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TABLE 3 
CASE (ii): N=30; POLICY = 10 10 10 
T 1 2 
(4 4 ,068 ,049 
L a, .73 .73 
P; .14 .14 
c .72 .71 
& .19 .19 
(b) 6, ,058 .044 
* a, 60 .65 
PI .15 .15 
c .86 .80 
& .25 .22 
(e) fir .093 .093 
* a, .59 .59 
P; .14 .14 
c 53 .37 
k .18 .13 
I.0 - 
0.8- 
0.6- 
0.4 - 
0.2 - 
I 
a/d (a) - 
a/d(b) ---- 
a/d (e) - - 
I 2 r 
initial simple(30) a/d (a) a/d 0~) a/d (e) 
Error norm 215 8.07 0.018 0.017 0.029 
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TABLE 4 
CASE (ii):N=30; POLICY=~ 5 5 5 5 5 
r 1 2 3 4 5 
(a) % .095 .050 .049 .049 ,049 
* 
a, .73 .73 .73 .73 .73 
Pi .14 .14 .14 .48 .14 
R, .74 .72 .71 .71 .71 
& 2.0 .19 .19 .19 .19 
(b) fi, .075 a44 ,044 .044 .044 
* 
ar 50 .65 .65 .65 .65 
P’1 .15 .15 .13 .15 .15 
c 94 .80 .80 .80 .80 
& .32 23 22 22 22 
(e) & .093 ,093 .093 .093 ,093 
* 
a, .56 .56 56 56 .56 
PI .14 .14 .14 .14 .14 
R, .75 .37 .38 .38 .38 
& .25 .12 .13 .13 .13 
10 15 20 25 Y- 
I I I I L 
2 3 4 5 r 
Error norm 
initial simple(30) a/d (a) a/d @) a/d (e) 
215 8.07 2x10-6 3x10-7 6X1O-6 
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TABLE 5 
CASE (iii): N = 50; POLICY = 10 10 10 10 10 
r 1 2 3 4 
(a) fi, .15 .51 .73 .84 
1 a, .97 .98 .98 .98 
P; .98 .98 .98 .98 
c .22 .24 .27 .29 
& .lO .17 .22 .26 
(b) 6, 33 .55 .73 .79 
6, .98 .99 .99 .99 
P; .99 .98 .98 .98 
K .lO .15 .16 .18 
& ,052 ,083 .ll .14 
(e) 6, .63 .70 .75 .78 
d, .98 .98 .98 .99 
P; .97 .97 .97 .97 
K ,052 ,075 .lO .18 
& -024 .042 .063 ,088 
0.8 
0.6 
0.4 
0.2 
a/d (a) - 
a/d(b) ---- 
a/d (e) -- 
l I I I I 
IO 20 30 40 50 Y 
) 
I 2 3 4 5 r 
initial simple@) a/d (a) a/d 03) a/d (e) 
Error norm 51 22.4 0.96 2.5 5.46 
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TABLE 6 
CAsE(iii):N=~;PoLIcY=5 5 5 5 5 5 5 5 5 5 
r 123456789 
(a) &, .13 .23 .68 .24 1.33 .39 1.02 .86 .58 
k .96 .94 .98 .84 .98 .86 .95 .94 .92 
p; .98 .96 .98 .98 .98 .98 .98 .98 .98 
It, .24 .39 .29 .70 .39 .71 .55 .53 .69 
k .ll .085 .22 .36 .36 .60 .55 SO .70 
0) & x3 .34 .39 .46 ,034 1.07 .41 2.83 .46 
h .98 .98 .98 .98 .94 .98 .88 .97 .88 
p; .95 .99 .99 .99 .99 .99 .99 .99 .99 
ti, ,096 .18 .28 .27 .52 .23 .76 .26 .81 
k, ,046 .063 .12 ,064 .35 .18 .76 .26 .84 
(e) Gr .64 .60 .69 .62 .69 .63 .69 64 .69 
A 
a, .97 .98 .98 .98 .98 .98 .99 .98 .99 
p; .97 .97 .97 .97 .97 .97 .97 .97 .97 
c ,047 ,068 ,088 .12 .14 .17 .19 .21 .23 
& ,021 ,025 ,041 ,044 ,067 ,065 ,095 ,075 .12 
a/d (a) - 
a/d(b) ---- 
a/d (e) - - 
/ , +I , 20 I I 310 I v I 4’0 I I do I 
I 2 3 4 5 6 7 8 9 IO r 
initial 
Error norm 51 
simple(50) 
22.4 
a/d (a) 
0.0125 
a/d 03) 
0.0517 
a/d (e) 
0.462 
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6. DISCUSSION 
These computational experiments confirm the error estimates developed 
in Section 4. They also show that a/d processes can be extremely effective in 
accelerating the convergence of simple relaxation. 
For the examples treated, the multiplicative a/d processes (a) and (b) 
appear superior to the additive a/d process (e). The stochastic estimate of 
Section 4.2.3 supplies an explanation for this: the vectors on which the 
aggregation steps are based are not randomly chosen, but are in fact the 
approximations X themselves, and the X, of course, are converging to x*. 
By examining the graphs in the examples, it can be seen that the a/d 
steps have been employed only after the iteration process settles down to its 
asymptotic rate of convergence (as represented by the horizontal portions of 
the graphs). This suggests that the a/d step should be used as soon as this 
happens. The second example of case (i) is a case in point. Indeed, compare 
the error norms of the two examples of case (i). Timing of the a/d step is a 
delicate matter, as the following observation suggests. 
In case (iii) we see that it is possible for a particular a/d step to be 
counterproductive (see the graph of the last example). However, the global 
performance is unimpaired by these events. A guess at the reason for such a 
counterproductive step is the premature application of the a/d process at that 
point. Thus in actual practice such a counterproductive step should be 
rejected in favor of one or more ordinary relaxation steps. Thereupon the a/d 
step should be retried. Strategies for policy choices remain an open question. 
In cases (i) and (ii), pi is significantly less than unity, so that ai,, the 
measure of improvement of the iteration step following the a/d step, is 
correspondingly small. In case (iii), both pi and 6, are near unity. 
The authors are grateful to K. Sarmu for helpful discussions and to I. 
Me&son for the derivations of (4.13) and (4.14). 
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