Robust estimation of power spectra, coherences, and transfer functions is investigated in the context of geophysical data processing. The methods described are frequency-domain extensions of current techniques from the statistical literature and are applicable in cases where section-averaging methods would be used with data that are contaminated by local nonstationarity or isolated outliers. The paper begins with a review of robust estimation theory, emphasizing statistical principles and the maximum likelihood or M-estimators. These are combined with section-averaging spectral techniques to obtain robust estimates of power spectra, coherences, and transfer functions in an automatic, data-adaptive fashion. Because robust methods implicitly identify abnormal data, methods for monitoring the statistical behavior of the estimation process using quantile-quantile plots are also discussed. The results are illustrated using a variety of examples from electromagnetic geophysics.
INTRODUCTION
Reliable estimation of power spectra for single data sequences or of transfer functions and coherences between multiple time series is of central importance in many areas of geophysics and engineering. While the effects of the underlying Gaussian distributional assumptions on such estimates are generally understood, the ability of a small fraction of non-Gaussian noise or localized nonstationarity to affect them is not. These phenomena can destroy conventional estimates, often in a manner that is difficult to detect.
Problems with conventional (i.e., nonrobust) time series procedures arise because they are essentially copies of classical statistical procedures parameterized by frequency. Once Fourier transforms are taken, estimating a spectrum is the same process as computing a variance, and estimating a transfer function is a similar procedure to linear regression. Because these methods are based on the least squares or Gaussian maximum likelihood approaches to statistical inference, their advantages include simplicity and the optimality properties established by the GaussMarkov theorem [e.g., Kendall and Stuart, 1977 Thomson [1977b] , Kleiner et al., [1979] , and Martin and Thomson [1982] . Furthermore, coherences and transfer functions are substantially more sensitive to the presence of outli•ers, since multiple time series and ratios of spectra are involved. It is frequently argued that a careful analyst will examine a data set and use ad hoc remedies to avoid outlier difficulties.
While this may work for obvious discordancies in small samples, it is impractical for large data sets or when, as often happens in time series, the outliers have a scale comparable to or smaller than that of the process under study. It is preferable to use statistical procedures that are robust, in the sense of being relatively insensitive to the presence of a moderate amount of bad data or to inadequacies in the model, and that react gradually rather than abruptly to perturbations of either. Such methods have been developed over the past two decades and are reviewed by Huber [1981] , Hoaglin et al. [1983] , and Hampel et al. [1986] .
In this paper the principles of robust statistics are adapted to univariate and multivariate spectral analysis within a geophysical context. The treatment begins with a review of some critical statistical concepts, especially robustness in the estimation of location and scale. This is followed by the introduction of the maximum likelihood or M-estimators for computing robust averages and solving robust regression problems. After considering numerical implementation of the M-estimators, some diagnostic plotting methods to help elucidate the extent of outlier contamination or nonstationarity in data are discussed. These tools are then combined with the section-averaging method of spectral analysis and applied to the estimation of power spectra, transfer functions, and coherences. The results are illustrated with a variety of examples from natural source electromagnetic geophysics. The paper closes with a discussion of distributional aspects and some suggestions for further work.
STATISTICAL PARAMETERS AND ROBUSTNESS
Given a continuous probability density function ( 
and is the spacing between the 75% and 25% points of the sample distribution, or the center range containing half of the probability. If enough data are available, the sampling pdf or its logarithm can be estimated directly from it, resulting in a data adaptive, maximum likelihood estimate of location. In practice, it is rarely feasible to characterize the distribution tails with the available data, and the loss function is usually chosen on theoretical grounds to retain high efficiency over a family of expected distributions in preference to yielding the maximum likelihood estimate for a single distribution. Since most data yield largely Gaussian residuals, with a small outlier fraction, it is customary to use loss functions giving high efficiency (say, > 95%) for normal data but which still provide reasonable protection for contaminated data. This slight loss in nominal efficiency is the inevitable penalty that must be paid to get a stable estimate in the general case. Since typical data contain 1-20% outliers, the increase in sample size needed to compensate for this rejection is small compared to the extra •60% needed for the L• estimator. Some commonly used loss functions are described by Holland and Welsch [1977] and Hampe! et al. [1986] .
There is an additional complication that must be considered with M-estimators: the solution • of (16) (23) or (24) with (27) is not unique, so this weight should only be used after a good starting value has been found.
NUMERICAL CONSIDERATIONS
Equations (18) and (23) The matrix elements in the normal equations in a time series setting may be identified as the auto-spectra and cross-spectra of the data and coefficient variables. This may lead to the temptation to estimate these quantities independently and robustly, followed by solution of the normal equations for the transfer functions, rather than treating the entire problem as a unit using a common set of weights as described in the last section. While such a procedure will result in good estimates of the individual matrix elements, the resulting matrix structure may be seriously in error because the normal equations encountered in spectral applications are often marginally conditioned even with ideal data, and small changes in the matrix elements induced by the individual robust procedures can easily result in nonphysical solutions. Such an approach is discouraged even more than use of the ordinary normal equations.
DIAGNOSTICS
It is useful to develop diagnostic procedures that disclose the extent of outlier contamination and give a visual indication of goodness of fit to a specified probability distribution. These find application both in the early stages of the analysis, when decisions about the suitability of particular statistical models must be made, and as the final step in robust estimation, when the efficacy of the method in reducing outlier influence must be assessed. Estimates of the condition number are also available from QR solutions.
One important aspect of robust techniques is their ability to identify unusual data. Typically, anomalous effects are either localized in frequency or in time and may occasionally be localized simultaneously in both. A common type of outlier is local nonstationarity and may be detected by the stationarity test given by Thomson [1977a, b] . This is Bartlett's M-test (no relation to M-estimates) for variance homogeneity [Bartlett, 1937] where •oN-is the Nyquist frequency. Higher than normal values for the innovations variance suggest a change in the structure of the underlying process because it cannot be predicted adequately from earlier data. In addition, the ratio of the innovations and ordinary variances is useful as a measure of the relative predictability of the process and is also scale invariant.
SPECTRUM ESTIMATION
A major problem in time series analysis is the choice of an algorithm that yields a spectral estimate, given a finite observation of the process of interest, such that the result is not badly biased, yet remains statistically consistent and efficient. That these requirements are usually in conflict is attested to by the plethora of techniques in the literature. For the purposes of this paper, only nonparametric estimates will be considered, eliminating those in which a specific functional form for the spectrum is assumed (e.g., maximum entropy). In addition, only direct estimates based on the discrete Fourier transform are of immediate interest.
Computation of a direct estimate consists of the following steps: (1) tapering a data sequence or a subset of a data sequence (either the raw data or the residuals from a prewhitening operation) with a data window, (2) taking the discrete Fourier transform, (3) converting the result to a cross-spectrum or auto-spectrum by a suitable multiplication, (4) smoothing the result to achieve statistical consistency, and (5) correcting for any prewhitening. The smoothing operation may be done by some combination of convolution with a second type of data window (bandaveraging) and combining a set of independent raw estimates computed from a longer data sequence (sectionaveraging). It is usually assumed that the data window primarily controls bias, while the smoothing operation primarily controls variance, but interactions between the two procedures do exist.
In applying robust M-estimation to spectral problems, only the section-averaging approach will be used. The data are assumed to consist of long sequences of contiguous values that may be subdivided into smaller pieces of equal length. A data window with good bias characteristics is then applied to the subsets with enough overlap between them to yield high efficiency, yet ensure approximate independence of the raw spectra. For this purpose, the superiority of the prolate spheroidal sequences as data windows is well-documented [Thomson, 1977a; Slepian, 1978] 
ROBUST ESTIMATION OF POWER SPECTRA
Robust computation of power spectra is a special case of the simple location parameter problem discussed earlier.
At each frequency a set of independent raw power spectra are to be averaged together using an M-estimator; for slowly varying spectra, additional band averaging can be incorporated by combining several adjacent frequencies from each raw spectrum. It should be remembered that outlier contamination of some of the spectral subsets can only result in a power spectrum that is biased upwards since it is not possible to subtract from the power in the background process. This means that only individual estimates deviating in a positive sense from the current robust average are downweighted during the iterative processing.
The robust algorithm employed for univariate power spectra is as follows: given a set of spectral sections to be averaged on a frequency-by-frequency basis, an initial robust solution is obtained from the sample median and first instance, the data (i.e., the raw Fourier transforms) may be regarded as having independent Gaussian real and imaginary parts, so that separate weights are applied to them. In the second case, only the magnitudes of the complex numbers are considered, and identical weights are applied to the real and imaginary parts of the data. Zeger [1985] has shown that the latter choice, which has a Rayleigh distribution, is preferable because it is rotationally (phase) invariant. It is also more conservative in that an outlier in either the real or the imaginary part of the data will result in downweighting. Extensive practical experience reinforces this: in severely contaminated data, treating the complex magnitude, rather than the independent real and imaginary parts, yields more consistent transfer functions and better convergence. Only the Rayleigh method is used in this paper. 
DISTRIBUTIONS AND RELIABILITY OF ESTIMATES

DISCUSSION
The methods for computing robust power spectra, coherences, and transfer functions presented in this paper operate in an automatic, data adaptive fashion that breaks down only under unusual circumstances. Detection of their failure may be obvious on inspection and is eased by q-q diagnostic plotting. In addition, there are a few tools that can prove useful either in preventing problems or in correcting them when they appear. As has been noted, outliers in power spectra are usually completely different One obvious example of this is an instrument problem where clipping, saturation, or distortion at high signal levels on one or more data channels will result in poor correlations with other, clean, time series. There is also some evidence for an increase in the frequency of outlier appearance during large magnetic storms at mid-to highlatitudes that can affect electromagnetic induction data. These problems may be detected by plotting the power in the unweighted regression residuals against the power in the individual data series and looking for correlations. While the standard robust algorithms usually work with such data, a substantial improvement may result if the rows of (23) are weighted by the inverse of the power in the pertinent section of the offending time series at all stages in the iterative procedure. Weighting that is proportional to the data power is appropriate if the outliers occur during intervals of low activity. In both the robust power spectrum and transfer function algorithms the residuals and a scale estimate are computed independently using the solution from an earlier iteration. At first glance this seems to be unnecessary since, for example, a Gaussian model for the data implies a scaled X 2 distribution for the power spectrum, yielding Mallows [1975] . The breakdown point for G-M estimates is at most 1/(p+ 1), or about 30% for simple linear regression. Rousseeuw [1984] suggested an alternate method based on replacing the sum in (14) with the median operator, yielding a breakdown point which approaches 50%. Larger values for E* are meaningless, since discrimination of good from bad data becomes a matter of semantics. Neither of these approaches to robust regression have been applied to time series, but both are promising candidates to further improve robust spectral analysis.
While the examples of this paper have been drawn from electromagnetic geophysics, the applications of robust spectral estimation are by no means limited to that field and will find uses in many branches of geophysics and oceanography. Since spectral analysis is fundamentally a statistical tool, emphasis has been placed on the importance of getting consistency between data and model, as well as on verifying the underlying statistical assumptions. The techniques presented here are capable of achieving this by giving substantial, automatic, and data adaptive protection from at least two classes of outliers and should be used whenever the section-averaging spectral methods would be appropriate. Use of robust spectrum estimates can also substantially reduce data editing chores; within reason, the effects of isolated, bad data are virtually eliminated without user intervention. In conclusion, three points should be reemphasized. First, both spectrum estimation and robust statistics are fields of active research, so that the methods presented here are unlikely to be the last word on the subject. Second, while these methods can help to identify subtle outliers, this does not mean that they should always be summarily rejected: in some instances, the outliers may be the important part of the data. Finally, while there are many arguments about which robust methods are best, there is general agreement among statisticians that almost any robust method is better than none at all.
