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The results of intranuclear cascade calculations (ideal gas with two-body collisions and no mean field),
complemented by a simple percolation procedure, are compared with experimental data on protons and
light nuclear fragments (d, t, 'He, and He) measured in 400 and 800 MeV/nucleon Ne+Nb collisions
using a large solid angle detector. The model reproduces quite well global experimental observables like
nuclear fragment multiplicity distributions or production cross sections, and nuclear fragment to proton
ratios. For rapidity distributions the best agreement occurs for peripheral reactions. Transverse
momentum analysis confirms once again that the cascade, although being a microscopic approach, gives
too small a collective Aow, the best agreement being reached for Z =2 nuclear fragments. Nevertheless
these comparisons are encouraging for further improvements of the model. Moreover, such an approach
is easy to extend to any other models that could calculate the nucleon phase space distribution after the




Intermediate-energy heavy-ion collisions offer the
unique opportunity to infer the properties of nuclear
matter at high density and temperature which are probed
in the early stage of these collisions. For incident projec-
tile energies of a few hundred MeV per nucleon, the
speed of interpenetration of the two colliding nuclei
exceeds the sound velocity in ordinary nuclear matter so
that nuclear matter is highly compressed up to densities
=2—3 times the normal nuclear density po and excited to
temperatures =50—100 MeV. After the phase of
compression, the system then expands and cools down,
tending to lower densities and temperatures.
The formation of the nuclear fragments at the final
stage of these reactions depends on the nucleons phase
space distribution at this final time. As this distribution
Present address: DAPNIA/SPN, CEN Saclay, F-91191 Gif-
sur-Yvette Cedex, France.
tPresent address: LPN Nantes, F-44072 Nantes Cedex 03,
France.
is directly determined by the dynamical evolution of the
system during the collision, the nuclear fragment produc-
tion is governed not only by the initial conditions of the
collision (incident energy, impact parameter), but also by
the properties of the highly excited nuclear matter. This
relation has been used [1—3] to derive experimentally
from the observed nuclear fragment yields the entropy
per nucleon produced in the reaction, i.e., one of the in-
tensive thermodynamic variables of the nuclear equation
of state.
In order to calculate the final phase space distribution,
one needs a nuclear transport model. Many transport
models [4] describe heavy-ion collisions at intermediate
energy within the mean-field approximation and are ade-
quate to describe the dynamical evolution up to the time
of the reaction when fragmentation occurs. Afterwards,
nuclear fragment formation can be predicted using per-
colation [5]. For example Ngo et al. have developed a
specific percolation model, the "restructured aggregation
model" [6], coupled to a Landau-Vlasov equation [7], in
order to predict experimental nuclear fragment charge
distribution in O+AgBr reactions between 50 and 200
MeV/nucleon [8]. As far as the problem of cluster for-
mation is concerned, it has been proposed to replace
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mean-field dynamical approaches by nuclear transport
models which are more suitable to calculate the N-body
phase space distribution. Such a method has been al-
ready used for predictions in the multifragmentation re-
gime, using intranuclear cascade (INC) [9,10], or quan-
tum molecular dynamic (@MD) [11,12]. In this paper we
use an equivalent procedure to predict light nuclear frag-
ment production in 400 and 800 MeV/nucleon Ne+Nb
reactions. The nuclear transport model used in order to
describe the dynamic of the early phase of the collision is
the Liege intranuclear cascade. From this nuclear trans-
port model, we determine the phase space distribution at
the end of the reaction, when light nuclear fragments are
constructed by a simple percolation approach, followed
by a deexcitation process. This procedure can be viewed
as an extension of the method used in Ref. [13]for deute-
ron cross-section predictions in a+Pb, Cu, and C reac-
tions between 200 and 800 MeV/nucleon.
This paper is organized as follows. Section II will be
devoted to the presentation of the model. In order to
check the validity of this model, we compare it to experi-
mental data measured with the 4m detector DIOGENE
in a Ne+ Nb reaction at 400 and 800 MeV/nucleon. Sec-
tion III will briefly recall the characteristics of the detec-
tor and describe the data analysis procedure. A sys-
tematic comparison of the predictions of the model with
experimental observables will be presented in Sec. IV.
The features of these comparisons will lead to a discus-
sion of the model in Sec. V.
II. THE MODEL
A. Intrannclear cascade (INC) model
The basic assumption of the Liege intranuclear cascade
model [14] is that the collision of the two nuclei can be
described as a succession of free nucleon-nucleon col-
lisions. For each colliding nucleus (projectile or target),
the initial nucleon positions are randomly distributed in-
side a sphere of radius 1.123', where 3 is the mass
number of the nucleus.
The initial nucleon momenta are uniformly distributed
inside a Fermi sphere with radius pF =270 MeV/c. Then
the projectile nucleus is boosted toward the target nu-
cleus with the beam velocity so that the velocity of each
nucleon is the sum of the nucleus velocity and the indivi-
dual Fermi motion. But in order to avoid a spurious ex-
pansion of the two nuclei before the reaction, the nu-
cleons of the system are frozen until they have their first
interaction. Specifically, the Fermi momentum of each
nucleon is recorded and then given back to it just before
its first interaction. In the following analysis, we consider
only "participant" nucleons, defined as nucleons which
underwent at least one collision with another nucleon
during the reaction. The remaining nucleons, defined as
the "spectators, "are out of the scope of this analysis.
The original code has been improved since a prescrip-
tion is used for the Pauli blocking factor: The number of
particles is counted in a sphere which is centered at the
final phase space coordinates of the colliding pairs, with a
radius of 2 fm in coordinate space and 200 MeV/c in
momentum space. So we can determine the occupation
factor f by examining the neighborhood of the final-state
phase space whenever a collision would occur; the col-
lision is allowed with the probability (1 f)—. Further-
more, the isospin dependence of the elementary nucleon-
nucleon cross sections is taken into account, and both nn
or np total elastic and inelastic cross sections are
parametrized in order to reproduce the experimental
standard data.
Moreover, a binding potential V has been implemented
so that the nucleons are considered as initially moving in
potential wells, providing a binding field to the initial nu-
clei. The binding potential is introduced with the rela-
tion
B. Percolation
The cascade process is stopped at the time tF, defined
as the time when the system is freely expanding: tF is
equal to 50 fm/c for both 400 and 800 MeV/nucleon re-
actions. Afterwards a percolation procedure is applied to
the final r-space distribution of the nucleons: We decide
that two nucleons belong to the same cluster if their rela-
tive distance in r space is smaller than some "percolation
distance" r „.An expression of r „at the final time t~ is
given by
po
rd+ (tF tFO )
171
(2)
where tFO is the "freeze-out" time, rd the deuteron radius
(rd =2 fm), and po a limit on the relative momentum of
the nucleons in the fragment. The times t„o are deter-
mined for each impact parameter as follows. In the ener-
gy domain considered here, the time evolution of the cu-
mulated number of baryon-baryon collisions shows a
steady increase and then suddenly fiattens. We choose
tF& as the time at which the cumulated number of
nucleon-nucleon collisions reaches —', of its final value.
The momentum distribution does not change drastically
after t„o since the remaining collisions are soft, tF& is
equal to 18 fm/c (15 fm/c) for the most central 800 (400)
MeV/nucleon collisions. It goes down to 9 fm/c for the
most peripheral collision (b =9b,„/9.5) at both ener-
gies. As tFo is dependent on b/b, „, r~„ is in the same
way a function of the impact parameter of the collision.
Finally, our simple model depends upon only one param-
eter, i.e., the limit on the relative momentum po of the
nucleons in the fragment. The value of po is determined
by requiring the best agreement between the global exper-
E =p +(m+ v)
where V = —32 MeV and m is the nucleon mass
(m =938 MeV).
We consider here collisions between neon projectile
and niobium target nucleus at 400 and 800 MeV incident
kinetic energy per nucleon. For each projectile energy,
the impact parameter varies in 10 steps from 0 to
9b,„/9.5, where b,„ is equal to RN, +RN&. For each
value of b, we have simulated 1500 and 1300 collisions at
400 and 800 MeV/nucleon, respectively.
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imental and predicted cluster-to-proton ratios (d/p, t/p,
and ' H/p). The best values of po have been found to be
equal to 210 and 260 Me V/c for 400 and 800
MeV/nucleon collisions. One can quote that these values
are close to the Fermi momentum pF and that the small
variation going from the 400 MeV/nucleon to the 800
MeV/nucleon case may simply refiect a corresponding
uncertainty in the cluster formation time.
Concretely, at the final time of the cascade process, tF,
the clustering algorithm grows a minimal spanning tree
[15] based on the relative distance between nucleons in r
space by successively adjoining the nearest remaining nu-
cleon to a partially formed tree until all "participant" nu-
cleons are attached to the final tree. After, we remove in-
consistent edges with length larger than v „. Clusters
will result from groups of neighboring nucleons (subtrees)
which have small edges. But some of them consist only
of an isolated nucleon as shown in Fig. 1.
C. Deexcitation
We have to keep in mind that clusters are until now
defined on a purely geometrical prescription. Conse-
quently, the clustering algorithm can produce unstable
clusters. Some of these prefragments are totally unphysi-
cal and are immediately rejected. The remaining prefrag-
ments are excited, and we calculate their excitation ener-
gy in the following way. Each produced prefragment is
characterized by a total momentum equal to the total




where the p; are the nucleon individual momenta. Then
we suppose that the excitation of the prefragment is given
by the total energy of the 3 nucleons minus the total en-
ergy of the prefragment E„calculated from Pz„and the
mass of this prefragment. This mass is taken from the
stable of isotopes [16] for mass number less or equal to 16
and calculated with a macroscopic formula [17] other-
wise. The excitation energy E* of a prefragment could
be written as
AE"=y (p +m )' E—/,
where m is the nucleon mass. The disassembly of the
prefragments in their center-of-mass frame is idealized as
a two-stage process: a fast explosion into light- and
medium-mass fragments, followed by sequential evapora-
tion from the explosion products. In the evaporation
stage, only p, n, and He emissions are considered. The
treatment of the two stages depends on the excitation en-
ergy of the prefragment and is based on the Fai-Randrup
statistical model [17], i.e., on the assumption that explo-
sion or evaporation populates phase space statistically
and in invoking a grand canonical ensemble approxima-
tion of the exact microcanonical phase space.
III. EXPERIMENTAL SETUP AND DATA ANALYSIS
The experimental distributions used in the present
analysis have been measured with the large solid angle
detector DIOGENE [18]at the Saturne II synchrotron in
Saclay. As shown in Fig. 2, the central part of the
DIOGENE facility consists of a pictorial drift chamber
(PDC), with cylindrical symmetry, inside a 1-T constant
magnetic field. Since the performances of the detector
a6'ect directly the experimental observables, it is neces-
sary to take into account the experimental biases which
deform these observables. Most of these biases result
directly from the PDC acceptance. A particle can be reg-
istered in the PDC only if it is emitted at a polar angle
with respect to the beam direction larger than —15' and
smaller than —140', and if it has enough energy to exit
from target and cross the internal beam pipe. This inter-
nal beam pipe was a cylindrical 1.5-mm-thick (1.18-
g/cm ) 10-cm-diam stainless-steel pipe for the 400
MeV/nucleon collisions and was subsequently replaced
for the 800 MeV/nucleon collisions by a 2-mm-thick car-
bon fiber pipe (0.45 gm/cm ) to improve the resolution
and reduce the low-energy cut. The resolution on the
momentum (p) and the polar (8) and azimuthal (P) emis-
sion angles of the particle detected in the PDC also deter-
mine the eff'ective acceptance of the detector. When 0 be-
comes smaller than 30' or larger than 120', the resolu-











FIG. 1. Construction of the minimum spanning tree from the
graph of the distances of nucleons in r space at the final time of
the reaction tF. Dashed lines indicate the removed edges with
length larger than rp Final subtrees result in clusters ( 2, B,
and C) or isolate nucleons (D and E).
FIG. 2. Schematic views of the pictorial drift chamber of the
DIOGENE facility: longitudinal (left view) and transverse
(right view) sections.
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deteriorate. At 90 the resolutions are dominated by the
target thickness. Typical values [full width at half max-
imum (FWHM)] for protons are bp/p-20% and of the
order of a few degrees for hP and b, 8. The PDC accep-
tance can be parametrized in the (y, q) plane, where y
stands for the particle rapidity and q is its transverse
momentum divided by its mass. All of the following
analysis has been done with the PDC acceptance report-
ed in Tables I and II for both energies.
A barrel-shaped set of 30 plastic scintillators slabs sur-
rounds the PDC. The trigger of the PDC requires that at
least 2 among the 30 scintillators slabs have been hit dur-
ing the reaction and that no beam-velocity highly
charged particles be detected downstream from the tar-
get. A charged particle can reach one of the scintillator
slabs if it has enough energy to cross the 4-mm-thick iron
PDC pressure vessel and if it is emitted at a polar angle
between -40 and —120'. The corresponding accep-
tance of these scintillators slabs is reported in Table III
for pions and baryons. Consequently, DIOGENE is well
suited to investigate the "participant" region, since the
trigger provides a bias against most peripheral collisions
and only fragments formed from "participants" nucleons
are measured in the PDC acceptance.
The PDC allows us to record in the three dimensions
the trajectory of any lightly charged particle emitted
within the acceptance. Ionization electrons, induced by
the passage of the particle in the gas of the PDC, drift
under the action of the homogeneous electric field to a ra-
dial plane of multiplying wires parallel to the beam axis,
where the energy loss and the three coordinates of the
particle trajectory are sampled.
Identification of the particles is achieved using the
correlation between the particle magnetic rigidity and the
















g )0. 195+0.404yg) 0.228
q & 0.207 —0.551y
TABLE I. PDC acceptance for protons, deuterons, tritons,
He, and "He for the 400 MeV/nucleon reactions (1.5-mm-thick
steel internal beam pipe). 0 is the polar angle, y the rapidity,































g & 0.253 —0.572y
identification plot is presented in Fig. 3. The (m, p) sepa-
ration is excellent, and the (p, d) separation is good.
Heavier particle identification is afFected by the experi-
mental uncertainty on p/Z, which results from uncer-
tainties on the coordinates of the measured points of the
tracks and from multiple scattering in the target, the
internal beam pipe, and the gas of PDC and by statistical
fluctuations of the energy loss in the gas of the PDC.
The process of ofF-line analysis was done by a specific
program [19] which deals with the track reconstruction,
the particle identification, and the computation, for each
particle, of its momentum vector and the associated un-
certainties.
In such an electronic device, the double-track resolu-
tion afFects the PDC efficiency since electronic dead time
results in missed hits as the particle multiplicity in the
chamber increases. Specifically, when the multiplicity of
charged particles emitted in the PDC acceptance is larger
than 10, some of them cannot be measured by the detec-
tor so that the measured multiplicity is lower than the
real one. We take into account such distortions by means
of a simulation program which computes the complete
response of the detector and its connected electronics to
each cascade-percolation simulated event and is used as
an "experimental filter" for the model calculation. The
track reconstruction algorithm distorts the experimental
TABLE II. PDC acceptance for protons, deuterons, tritons,
He, and He for the 800 MeV/nucleon reactions (2-mm-thick
carbon fiber internal beam pipe). 0 is the polar angle, y the rapi-
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TABLE III. Scintillator slab barrel acceptance for pions and
baryons.
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FIG. 3. (dE/dX) z versus p/Z identification scatter plot,
obtained in Ne+Nb collisions for particles detected in the
PDC. The mean truncated energy loss per unit length,
(dE/dX) z, is calculated from the samples of (dE/dX) mea-
sured along the trajectory of the particle in the PDC. The mag-
netic rigidity p/Z is obtained from the transverse curvature ra-
dius and the polar emission angle of the particle. The lines indi-
cate the limits used in off-line analysis for particle separation.
observables in the same way as the detector facility does;
the simulated events are then treated by the track recon-
struction and analysis program as real events. In this
way experimental biases are realistically taken into ac-
count so that the comparison between experimental and
theoretical events can be achieved with a complete
confidence.
Such a large solid angle detector off'ers an ideal oppor-
tunity to select central collisions. The impact parameter
selection is based on the correlation between the centrali-
ty of the collision and the total nuclear charge mujktiplici-
ty M measured in the PDC acceptance:
M =M +Md+M, +2(M3 +M4 ),
where M, Md, M„M3, and M4 are the proton,
deuteron, tritium, He, and He multiplicities measured
in the PDC acceptance as defined in Tables I and II. The
more central the collision is, the higher M is. The ex-
perimental M multiplicity distribution is compared to
the cascade-percolation prediction for both 400 and 800
MeV/nucleon reactions in Fig. 4. Our model reproduces
FIG. 4. M multiplicity distribution for 400 and 800
MeV/nucleon Ne+Nb collisions. M is defined by Eq. (5).
Cascade-percolation predictions correspond to open symbols
and experimental data to solid symbols.
rather well these M multiplicity distributions, except for
the high multiplicity tail of the spectra, for which the ex-
perimental multiplicity cross sections are systematically
underestimated by the cascade-percolation model. Nev-
ertheless, this figure indicates that the number of "parti-
cipant" nucleons, used in the impact parameter deter-
mination, is correctly estimated by the model.
The selection can be presented as a function of the
squared reduced impact parameter b =b /(R N,
+RNb), where b stands for the impact parameter and
R N, and R Nb are the radii of the Ne and Nb nuclei, re-
spectively. The quantity b is estimated from the M dis-
tribution as the ratio of the integrated cross section to the
geometrical one, with the integration starting from the
highest multiplicity bin and assuming a one-to-one
correspondence between the increasing impact parameter
and decreasing multiplicity [20]. The geometrical cross
section of the reaction is given by the expression
o =err ( A '/ + A '/ )~0 ~~ 1 Ne Nb
with r, =1.2 fm, and AN, and ANb are the projectile and
target atomic numbers. Such a method has been used in
the present analysis in order to select specific impact pa-
rameter windows. Each of these windows is associated
with a class of events selected via a M multiplicity inter-
val and, consequently, to a mean-square reduced impact
parameter ( ( b ),„~,) as reported in Table IV.
TABLE IV. Definition of the specific classes of events corresponding to peripheral and central reac-
tions. For each range of M, (b ),„~, is the mean-square reduced impact parameter estimated from the
experimental M multiplicity distribution. The mean-square reduced impact parameter has been also
determined for the cascade-percolation simulated events: (b ')~ is estimated from the simulated M
P
distribution; (b ) „ is calculated directly from the reduced impact parameter distribution of the
cascade-percolation events (Fig. 5). The average standard deviations of the distribution of b„ for







































Fig. 5 shows that the selection of the impact parameter of
the collision by means of M is only qualitative since
square reduced impact parameter distributions are
characterized by large fluctuations.
10 IV. EXPERIMENTAL RESULTS




FIG. 5. Total reaction cross-section distribution in the
trigger acceptance versus reduced impact parameter for 400 and
800 MeV/nucleon Ne+ Nb simulated collisions. Solid lines cor-
respond to peripheral collisions and the dashed lines to central
collisions. These distributions are renormalized to the total re-
action cross section in the trigger acceptance (o.»o).
The comparison of experimental results and model pre-
dictions will be made now starting from the global vari-
ables and getting to more and more sophisticated observ-
ables. In all the following figures, solid symbols corre-
spond to experimental data and open squares to the
cascade-percolation calculations. The error bars depict
statistical errors only.
In order to test it, we applied our impact parameter
determination to the cascade-percolation simulated
events. Since we know exactly the impact parameter of
the simulated events, one can plot, as shown in Fig. 5, the
reduced impact parameter distribution of the events cor-
responding to a specific range of the M multiplicity and
calculate in the same time the associated mean-square re-
duced impact parameter corresponding to this distribu-
tion. These values ( ( b ) z ) are also reported in Table
IV, where they are compared to those estimated only
from the simulated M& distribution ((b )~). The largest
difFerence between (b ) „and (b )~ occurs for central
collisions, at both 400 and 800 MeV/nucleon. Moreover,
A. Multiplicity distributions
In Figs. 6 and 7 are represented the multiplicity distri-
butions of p, d, t, and Z=2 nuclear fragments. The ex-
perimental p and d distributions are well reproduced over
the whole multiplicity range. On the other hand, these
figures show that the high multiplicity tail of the triton
and Z=2 nuclear fragment spectra are underpredicted
by the cascade-percolation calculation. In Table V are
reported the total nuclear charge and fragment produc-
tion cross sections. These values indicate that the 400
meV/nucleon cross sections are systematically underes-
timated by the model. At 800 MeV/nucleon the experi-
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I I I ( I I I I I I ) I I I FIG. 6. Multiplicity distributions of pro-
tons, deuterons, tritons, and Z =2 nuclear
fragments emitted in 400 MeV/nucleon
Ne+ Nb collisions. Solid circles, experiment;
open squares, cascade-percolation predictions.
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Ne + Nb 800 MeV/nucleon
310 =&
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FIG. 7. Multiplicity distributions of pro-
tons, deuterons, tritons, and Z =2 nuclear
fragments emitted in 800 Me V/nucleon
Ne+Nb collisions. Solid circles, experiment;
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B. Cluster-to-proton ratios
C. Rapidity distributions
The rapidity distributions of baryons [21] could be
used in order to infer some understanding of the dynamic
TABLE V. Experimental o.,„~t and predicted a.»& total nu-
clear charge and fragment cross section in the PDC acceptance.



































Figure 8 represents the comparison of the experimental
and theoretical variation of the main cluster-to-proton ra-
tios, i.e., d/p, t/p, He/p, and He/p, versus M . The
agreement between predicted and experimental d/p is
very good for high multiplicity M events; it deteriorates
at low multiplicity. On the contrary the agreement be-
tween experimental and predicted t/p, He/p, and He/p
ratios is better for low M events. These figures show
that the experimental ratios, especially in the case of the
heavier fragments, are qualitatively better reproduced by
the cascade percolation for the 800 MeV/nucleon reac-
tion.
behavior of the collision. Specifically, the nuclear stop-
ping power is characterized by the longitudinal momen-
tum degradation length of the projectile nucleons in the
target nucleus. This degradation length is directly relat-
ed to the mean free path A, =1/(po', s.) of the nucleons,
where o.,z is the effective nucleon-nucleon cross section in
a nuclear medium at density p.
Rapidity distributions of p, d, t, and Z=2 nuclear
fragments are shown in the Figs. 9 and 10 for central and
in Figs. 11 and 12 for peripheral collisions. The best
agreement between experimental and predicted distribu-
tions occurs rather in peripheral collisions except for the
800 MeV/nucleon Z =2 nuclear fragment distribution,
which seems to be simply shifted toward higher rapidity
values.
For central collisions, the experimental and predicted
rapidity distributions agree only for the proton distribu-
tion at 800 MeV/nucleon. For the heavier fragments, the
simulated rapidity distribution is systematically shifted
toward higher rapidity values; the larger shift appears for
the Z =2 nuclear fragment distribution. This could be
an indication that the degradation of the initial longitudi-
nal momentum of the projectile nucleons is not properly
reproduced by the model. This effect is reduced for 400
MeV/nucleon, which can be related to the fact that, at
this energy, the nucleon-nucleon cross section is at its
minirnurn and still largely only elastic.
For central as well as for peripheral reactions, the ex-
perimental rapidity distributions peak at some different
rapidities, depending on the nature of the particle. But,
as shown in Table I or II, the PDC acceptance is also
dependent on the nature of the particle, especially the
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low-energy cut. If the phase domain corresponding to
low rI values is densely populated, these different accep-
tances could explain such an effect.
These figures also show that, at 400 as well as 800
MeV/nucleon, the experimental or predicted rapidity dis-
tributions peak at rapidity values which are not very
much dependent upon the centrality of the reaction. But,
as stated before, the correspondence between the impact
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FIG. 9. Rapidity distributions of protons and deuterons
emitted in central 400 and 800 MeV/nucleon Ne+Nb col-
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charged particles detected in the PDC acceptance is only
qualitative since, as shown in Fig. 5, to a specific value of
M corresponds a large range of reduced impact parame-
ters. Moreover, we have to keep in mind that particles
are detected only in a limited part of 4m. sr and that the
PDC angular acceptance cuts out the high rapidity part
of the distributions, which is presumably dominant for
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FIG. 8. Variation of d/p, t/p, 'He/p, and He/p ratios
versus M for 400 and 800 MeV/nucleon Ne+Nb collisions.
Solid circles, experiment; open squares, cascade-percolation pre-
dictions.
FIG. 10. Rapidity distributions of tritons and Z =2 nuclear
fragments emitted in central 400 and 800 MeV/nucleon
Ne+Nb collisions. Solid circles, experiment; open squares,
cascade-percolation predictions.
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ber of "participant" nucleons coming from the projectile
(nF ) and the target (n, ), pF is given by the expression [22]
n [t(t+2m')]'~
(7)
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FIG. 11. Rapidity distributions of protons and deuterons
emitted in peripheral 400 and 800 MeV/nucleon Ne+Nb col-
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If the incident projectile nucleus is completely stopped
in the target nucleus, one can obtain a thermalized nu-
clear "fireball" [22]. Such an equilibrium occurs when A,
is small compared to the overall size of the system, so
that the nucleons of the projectile could undergo several
collisions. Assuming that the "fireball" velocity in the
laboratory frame, PF, depends only on the relative num-
where t is the projectile incident kinetic energy per nu-
cleon and m ' is the mass of a bound nucleon (taken to be
931 MeV). n and n, values are estimated on a very sim-
ple geometrical prescription, assuming that the "partici-
pant" nucleons are contained in the volume of the projec-
tile and target nuclei delimited by mutual clean cylindri-
cal cuts of the two nuclear spheres. Using the impact pa-
rameter values reported in the Table IV, corresponding
to central collisions, we obtain the "fireball" rapidity
yF = tanh 'pF =0.29 for 400 MeV/nucleon and yF =0.40
for 800 MeV/nucleon central collisions.
For all kinds of particles, the discrepancy between the
experimental or the cascade-percolation predicted rapidi-
ty distributions and the clean-cut "fireball" mean rapidity
is larger at 800 MeV/nucleon than at 400 MeV/nucleon.
At 400 MeV/nucleon, the best agreement occurs for pro-
tons and Z=2 nuclear fragments since the experimental
rapidity distributions peak at y -0.24 instead of
yF =0.29. At 800 MeV/nucleon, the experimental or the
cascade-percolation predicted rapidity distributions are
by no mean consistent with this simple "fireball" model
since the rapidity distributions peak at values very much
smaller than the "fireball" one.
D. Double-differential cross sections
In order to present the comparison between experimen-
tal and predicted double-differential cross sections, we
choose two variables such that, for a Boltzmann distribu-
tion of particles emitted by a single source, double-
differential cross sections come to a simple analytic ex-
pression [23]. These variables are the rapidity y and the
dimensionless variable (y~) related to the transverse
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The rapidity is a variable which transforms additively by
a Lorentz transformation parallel to the beam direction,
and y~ is invariant under such transformations. In the
case of a thermalized source of particles at temperature"
To, the invariant Boltzmann distribution can be ex-
pressed, in the rest frame of the source, as
10
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0.4 0.8 y0 is the reduced "temperature" defined as To/m, and C
is a constant term equal to
FIG. 12. Rapidity distributions of tritons and Z =2 nuclear
fragments emitted in peripheral 400 and 800 MeV/nucleon
Ne+Nb collisions. Solid circles, experiment; open squares,
cascade-percolation predictions.
C =1'ol &o(1/'Yo)+27&1(1/1'0)] (10)
where Ko and K& are the usual MacDonald functions
[24]. In the laboratory frame where the source rapidity is
yo, the distribution transforms as
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y ~cosh(y —yo )
y0
Finally, we can write a cross section, which is invariant


























y ~cosh(y —yo )
yo
(12)
where N, (tyr) =cosh(y —yo)N/2C and T,tr(y)
=yocosh(y —yo). For any rapidity, the double-
differential cross section (1/y', )d'N/dy, dy is simply an
exponential defined by the two quantities X,z and T,ff,
which, in the case of emission by a single thermalized
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(13)N, AT,tr=Nyo/2C .
Even if this last condition is not completely fulfilled, one
can evaluate, using Eq. (12), the deviation of the experi-
mental distribution from a Boltzmann distribution. But
the main advantage of this parametrization results from
the characterization of the spectra by the variation of the
parameters T,s(y ) and N, fr(y) versus rapidity.
Figures 13—15 represent the double-differential cross
sections (1/y~)d N/dy~dy for p, d, and Z=2 nuclear
fragments. In these figures, experimental data are com-
pared to the cascade-percolation predictions for different
rapidity bins. Unfortunately, the event statistic is not
suf6cient to define, even for protons, such double-
differential distributions corresponding to central or peri-
pheral selected reactions. Because of the 2~b geometrical
weight of each event, these spectra are rather representa-
tive of peripheral collisions. In order to make these plots
understandable, the values corresponding to the second
curve starting from the top are divided by a factor of 10,
and each subsequent curve is divided by a further factor
of 10. For all the spectra, the first points corresponding
to the lowest y~ values are widely affected by the accep-
tance of the PDC. Beyond this shoulder, experimental
and theoretical cross sections follow straight lines in the
semilogarithmic plots so that, as claimed above, these dis-
tributions can be summarized by the characteristic pa-
rameters T,fr(y) and N,s(y ).
For proton spectra, the predicted data are very close to
experimental ones when y~ 1.4. For y~~1.4, we ob-
serve some disagreement between the experimental and
predicted spectra, especially for the four last rapidity in-
tervals (y ~ 0.4) of 800 MeV/nucleon distributions,
where the statistic is sufhcient in the high-y~ part of the
spectra to achieve full comparisons. Nevertheless, the
first experimental points, corresponding to the main con-
tributions to the total cross section, are correctly repro-
duced by the model. In 400 MeV/nucleon distributions,
the cross-section values corresponding to y~ ~ 1.4 are not

















































FIG. 14. Deuteron double-differential cross sections
1/y~d cr /d yzdy versus y& for 400 and 800 MeV/nucleon
Ne+Nb collisions for different rapidity intervals as defined in
Fig. 13.
FIG. 13. Proton double-differential cross sections
(1/y~)d 0./dy~dy versus y~ for 400 and 800 MeV/nucleon
Ne+Nb collisions for different rapidity intervals. Curves la-
beled 3 correspond to —0.4~y & —0.2, 8 to —0.2&y &0, C
to O~y &0.2, D to 0.2~y &0.4, E to 0.4~y &0.6, F to
0.6 ~y & 0.8, G to 0.8 ~y & 1.0, and H to 1.0 ~y & 1.2. In order
to make these plots understandable, the values corresponding to
the second curve starting from the top are divided by a factor
10, and each subsequent curve is divided by a further factor of
10.
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FIG. 15. Z =2 nuclear fragment double-differential cross
sections 1/y~d o. /d y&dy versus y~ for 400 and 800
MeV/nucleon Ne+Nb collisions for different rapidity intervals.
Curves labeled 3 correspond to —0.2~y &0, 8 to O~y &0.2,
C to 0.2 ~y & 0.4, D to 0.4 &y & 0.6, E to 0.6 ~y & 0.8, and F to
0.8 &y & 1.0. In order to make these plots understandable, the
values corresponding to the second curve starting from the top
are divided by a factor of 10, and each subsequent curve is di-
vided by a further factor of 10.
bars. Figure 15 shows that, at 800 MeV/nucleon, the
Z =2 nuclear fragment predicted rapidity distribution is
shifted toward higher rapidities with respect to the exper-
imental one, since the model overpredicts the first points
of the experimental cross section in the rapidity bins E
and D (0.4 ~y ~ 0.8) and underpredicts the experimental
distribution in the rapidity bins 2 and B
( —0.2 y 0.2). Such a deviation already appears in the
global rapidity distribution shown in Fig. 12. Neverthe-
less, it seems that the part of the spectra corresponding to
larger y~ values is correctly reproduced.
The characteristic parameters T,fr(y) and N, fr(y) are
calculated by a fit of the high-y~ part of the spectra. But
instead of N, ff(y), we determine NG(y), which is the ordi-
nate of the fitted spectra at y~ equal to 1. This artifice
minimizes the correlation between the slope and the ordi-
nate of the fitted straight lines. This is because N, ~ is the
ordinate at the unphysical value yj =0, which is far from
the physical region and hence very sensitive to small de-
viations in the fit. Moreover, these characteristic param-
eters are also very sensitive to the systematic errors of the
particle spectra.
Figures 16 and 17 represent the variation of T,s(y )
versus rapidity for protons and deuterons. Figure 16
shows that for the protons the experimental T,ff values
saturate at 800 MeV/nucleon for high rapidities. So this
figure confirms what has been observed in the Fig. 13 for
the high rapidity part of the 800 MeV/nucleon experi-
mental spectra, but also indicates that for the lower rapi-
dity values the same kind of discrepancy appears. Figure
17 shows that the T,fr(y) values extracted from deuteron
experimental spectra are in a rather good agreement with
the predicted corresponding values. At same rapidity
value, deuteron T,ff values are about a factor of 2 below
the proton ones, as expected from a thermal model from
the deuteron to proton mass ratio.
Figures 18 and 19 represent the variation of NG(y)
versus rapidity, and Fig. 20 represents the N, ffT,ff prod-
uct for protons. This product is not at all constant as a
function of the rapidity. At 800 MeV/nucleon, its varia-
tion is 10 times larger that at 400 MeV/nucleon. Never-
theless, for the 400 MeV/nucleon reaction the predicted
N, ffT,ff product agrees quite well with the experimental
one. For the 800 MeV/nucleon reaction, we observe
again a disagreement between experimental and predicted
values of the product for lowest and highest rapidities.
We cannot conclude immediately, from these figures, that
this is evidence of a nonthermalized source since, in order
to have sufficient statistic, the parameters T,ff and X,ff
have been extracted from spectra without any M selec-
tion, i.e., for a large range of the impact parameter and,
consequently, for a large range of the source velocities.
Moreover, we suppose that the source has no radial ex-
pression during the reaction: Such a radial velocity could
affect widely the expression of the distribution of the
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FIG. 17. Variation of T,ff
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FIG. 20. Variation of N, &T,ff versus rapidi-
ty for proton spectra.
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E. Transverse momentum analysis
On the basis of simple hydrodynamic assumptions, a
shock wave phenomenon was predicted to occur in high-
energy heavy-ion collisions [25]. Hydrodynamic models
predict a strong azimuthal correlation of particles emit-
ted from the reaction zone as a direct signature of such a
fiuidlike behavior of the nuclear matter [26]. This strong
azimuthal correlation of particles has been experirnental-
ly unambiguously established since results of 4m detectors
have revealed two different collective effects occurring in
the reaction plane: first, a large azimuthal asymmetric
emission of "participant" particles, the "side splash, "and
second, a sideward deflection of "spectator" particles, the
"bounce off" due to transverse communication with the
reaction zone. Moreover, an enhanced How of particles
perpendicular to the reaction plane, the "squeeze out, "
has also been observed [27].
The Danielewicz-Odyniec [28] transverse momentum
analysis method has been widely used in order to analyze
experimental data in terms of collective Aow variables.
In each single event, the azimuth of the reaction plane is
estimated from the multiparticle information. Concrete-
ly, the reaction plane is constructed individually for each
single particle p from the transverse momentum com-
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dependence of (p„/M ), where M is the mass of the frag-
ment, is then plotted as a function of the rapidity and is
considered as a measure of the nuclear collective flow.
Figures 21 and 22 show the experimental and predicted
rapidity dependence of (p„/M ) for protons and deute-
rons emitted in central and peripheral collisions. Figure
23 corresponds to tritons and Z =2 nuclear fragments for
which once again the statistics is not large enough to
differentiate between central and peripheral collisions.
Rapidity bins have been adjusted in order to have an
identical statistical error in each bin.
Figure 21 shows that, for protons, the experimental
values of (p„/M ), corresponding to large rapidities, are
shifted toward higher absolute values when going from
400 to 800 MeV/nucleon reaction, but once again is quite
insensitive to the impact parameter selection. This figure
also indicates that, for protons emitted with a large posi-
tive or negative rapidity, the cascade-percolation model
cannot reproduce the experimental values of (p, /M ).
Q(p) = g p&(v)~(v),
~p
(14) 2.5
where co(v) is the weight factor of particle v, which we
take as
co(v) =y(v) —(y ), (15)
(16)
with (y) =Q„A(p)y(p)/g A(p), where A(p) is the
mass number of particle p. Such a definition of Q(p) en-
sures that autocorrelations are removed. The transverse
momentum vector of the particle p is projected onto the
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yielding the average of the in-plane transverse mornen-
tum (p, ). This transverse momentum analysis can be
done for each species of light fragment. The rapidity
FIT. 21. (p„/M ) versus rapidity for protons emitted in cen-
tral or peripheral 400 and 800 MeV/nucleon Ne+ Nb collisions.
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Figure 22 indicates that for deuterons emitted in peri-
pheral collisions, while the experimental values of
(p /M ) at large positive or negative rapidities are still
underpredicted by the cascade-percolation model, the ex-
perimental variation of (p„/M ) versus y is quite correct-
ly reproduced for intermediate rapidities. A large
discrepancy appears for deuterons emitted in central col-
lisions, especially at 800 MeV/nucleon.
Figure 23 shows that the best agreement between the
experimental and cascade-percolation predicted rapidity
dependence of (p /M) occurs for Z=2 nuclear frag-
ments emitted in a 400 MeV/nucleon reaction. One has
to keep in mind that, for tritons and Z =2 nuclear frag-
ments, the data are dominated by peripheral collisions.
For each species of light fragment, the variation of
(p /M ) versus rapidity can be characterized by two pa-
rameters, the center-of-mass rapidity y0 of these particles
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FIG. 22. (p„/I) versus rapidity for deuterons emitted in
central or peripheral 400 and 800 MeV/nucleon Ne+Nb col-
lisions.
Since the number of baryons used in order to determine
the reaction plane is limited, the estimated reaction plane
differs from the true one: The less the multiplicity of
baryons is, the larger the fluctuations of the estimated re-
action plane around the true one are. Danielewicz and
Odyniec [28] propose a correction on the average of this
deviation which consists in the evaluation of the mean
value of cosh, P, where b,P is the azimuthal deviation of
the vector Q from the true reaction plane. This factor
( cosh/ ) can be used afterwards in order to renormalize
(p /M ) and the How parameter F since
Rapidity
FIG. 23. (p„/M) versus rapidity for tritons and Z =2, nu-
clear fragments emitted in 400 and 800 MeV/nucleon Ne+Nb
collisions.
(cosh& ) (l8)
y=yo ( coskf )
F'= (p'/M )
Bg
where (p„' /M ) is the mean value of the transverse
momentum projected onto the true reaction plane. The
experimenta1 and predicted values of the two parameters
F and yo, and (cosh, P) calculated from p, d, t and Z., =2
nuclear fragments are summarized in Table VI. The two
parameters F and y0 have been extracted from a fit of the
rapidity dependence of (p /M ) without the two extreme
values corresponding to the largest positive or negative
rapidities.
At each incident energy and for a given impact param-
eter range of the collision, experimental y0 values are
roughly equal for protons and deuterons. These experi-
mental values also indicate that the center-of-mass rapidi-
ty is systematically shifted toward higher values when go-
ing from 400 to 800 MeV/nucleon. A similar increase is
observed for protons and deuterons, when going to a
more central reaction. The cascade-percolation predicted
y0 values are systematically larger, but are affected by
such large errors that conclusions derived from then
could be unreliable.
At 800 MeV/nucleon, the experimental flow parameter
is quite independent of the impact parameter range of the
reaction or of the nature of the particle. At 400
MeV/nucleon, the experimental values are shifted toward
higher values when going from central to peripheral reac-
tions or when going from tritons to Z=2 nuclear frag-
ments. As a conclusion, the experimental values of the
Aow parameter F are not reproduced by the cascade-
percolation predictions. The best agreement occurs only
at 400 MeV/nucleon and for the Z =2 nuclear frag-
ments.
G. MONTAROU et aL
TABLE VI. Experimental and predicted center-of-mass rapidity (yo), fiow parameter (F), and t,
cosh/
) as defined in Eqs. (16) and
(17) and determined from transverse momentum analysis using p, d, t, and Z =2 nuclear fragment emission in Ne+Nb 400 and 800
MeV/nucleon reactions. The errors in these parameters are indicated in parentheses. At 800 MeV/nucleon, the statistical uncertain-
ty of the predicted value for deuterons is too large to permit a meaningful fit of the data. In order to have a sumcient statistic, there is

























































































In this paper we present a simple model for the predic-
tion of some experimental observables concerning the
production of protons and light nuclear fragments emit-
ted in the DIOGENE acceptance for 400 and 800
MeV/nucleon Ne+Nb reactions. The main assumption
of this model is that the reaction could be decomposed
into two main stages. First is a violent interaction phase
that begins with the interpenetration of the target nucleus
by the projectile nucleus. During this phase, the initial
longitudinal energy of the projectile nucleus is converted
to thermal and compression energies for the system of
"participant" nucleons. After reaching high temperature
and density, the system expands and cools down toward
lower density and temperature. Then the second stage of
the reaction begins at the so-called "freeze-out" time
( tFQ ), when the remaining baryon-baryon collisions do
not change drastically the phase space distribution. At
this time, we suppose that nuclear fragments are sudden-
ly formed by percolation of the nucleons in r space. So
light nuclear fragment production is clearly dependent on
the phase space distribution at the "freeze-out" time,
which is directly fixed by the dynamic of the collision
during the early phase. The dynamical treatment used to
describe this first stage is the Liege intranuclear cascade
model. The intranuclear cascade is calculated until a
large final time (t~= 50 fm/c), when the momentum dis-
tribution of the nucleons does not change anymore. As a
matter of fact, the percolation should be done at the
"freeze-out" time, but concretely this percolation is
achieved at the final time of the cascade ealeulation.
Nevertheless, the Liege cascade code presents the great
advantage of recording for each event the whole history
of the reaction. It is used afterwards to define, for each
impact parameter configuration, TFo as the time when
the cumulated number of baryon-baryon collision
reached the
—,
' of its final value at the end of the reaction.
The percolation radius at t~ is calculated for each specific
impact parameter, using Eq. (2). The basic ingredients of
this expression are the percolation radius at t„&, rd, and
the maximum relative momentum of the nucleons inside
a fragment, po. The value of po is adjusted so as to get
the best agreement between the experimental and theoret-
ical cluster-to-proton ratios (d/p, t/p, and ' He/p). Us-
ing a t„z value of the order of 20 fm/c and the adjusted
po values, Eq. (2) gives r~„values at t~ equal to 9 fm/c
(10 fm/c) for 400 (800) MeV/nucleon reactions.
Microscopic models had been used many times to cal-
culate the initial conditions before the fragmentation
phase in heavy-ion reactions, especially in asymmetric
collisions in order to study the fragmentation of the excit-
ed projectile "spectator" system. We can quote as exam-
ples the study of the fragmentation of gold projectiles
with the Boltzmann-Uehling-Uhlenbeck (BUU) model
[29] or the comparison of QMD predictions with frag-
mentation data in a Ne+ Au reaction at 1.05
GeV/nucleon [12]. In these calculations, the percolation
is achieved at a very large final time tz =300 fm/c for the
QMD predictions of Ne+Au reactions at 1.05
GeV/nucleon [12], and as shown by comparison between
the experimental and the predicted fragment distribu-
tions, a percolation and radius equal to 3 fm seem to be
adequate for the definition of the target "spectator" sys-
tern. But in the present study the light nuclear fragments
measured in the PDC acceptance are mainly formed from
"participant" nucleons, and calculations using QMD [30]
had shown that the experimental cluster-to-proton ratios
(d/p, t/p, and ' He/p) measured in the DIOGENE ac-
ceptance for 400 and 800 MeV/nucleon Ne+Nb reac-
tions cannot be reproduced using a 3-fm percolation ra-
dius.
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Our clusterization model is a considerable
simplification of the real process of fragment formation
that takes place during the deexcitation-expansion phase.
But it has the advantage of adjusting by way of Eq. (2)
the percolation radius to the percolation time. Some in-
gredients of the model could certainly be improved.
First, we have to keep in mind that only "participant"
nucleons are used in the model and that we define these
"participant" nucleons in a very crude way as nucleons
which underwent at least one collision. On the other
hand, the experimental differentiation of measured frag-
ments as issued from the "participant" nucleons source is
not an easy job. This is done usually by way of a large
energy cut. In our case the PDC acceptance is certainly
sufficient for p and Z =2 nuclear fragments; but when go-
ing to d and t, we measured much lower transverse
momentum per nucleon fragments for which this
differentiation is certainly more ambiguous.
Then we certainly need a more accurate evaluation of
the original excitation energy of the primordial clusters
before their deexcitation-evaporation phase. As an exam-
ple, the percolation procedure generates filamented clus-
ters and we could restructure these clusters as done in the
model of Ngo et al. [6].
Nevertheless, our cascade-percolation picture is a rath-
er successful one since the model reproduces quite well
global experimental observables such as protons and light
nuclear fragment total production cross sections (Table
V) or multiplicity distributions (Figs. 6 and 7). It is not
so surprising since the determination of po is achieved so
as to get the best agreement between the global experi-
mental and theoretical cluster-to-proton ratios (d /p, t/p,
and ' He/p). But our model has some predictive power
since the total nuclear charge multiplicity dependence of
these cluster-to-proton ratios measured in the PDC ac-
ceptance is also rather nicely correctly reproduced (Fig.
8).
As a matter of fact, such global observables are more
or less insensitive to the details of the forces that deter-
mine the dynamic of the reaction during the first stage.
The situation is quite different for the description of more
sophisticated dynamical observables.
The inhuence of the effective nucleon-nucleon cross
sections on the dynamics of the reaction can most clearly
be seen from the mean free path of the nucleons, i.e., the
nuclear stopping power. So we compared the experimen-
tal rapidity distributions of the light nuclear fragments
detected in the PDC acceptance to the corresponding
predicted distributions: The best agreement occurs for
peripheral collisions (Figs. 11 and 12).
For central collisions, only proton 800 MeV/nucleon
experimental and predicted distributions show some
agreement. These comparisons indicate that the degrada-
tion of the initial longitudinal momentum of the projec-
tile nucleons by the target nucleons is not correctly repro-
duced by the cascade. A very important quantum feature
of a heavy-ion collision is the Pauli blocking of the final
states. At intermediate bombarding energies, the Pauli
blocking factor (1 f ) causes a substantial re—duction of
the number of nucleon-nucleon collisions. However, this
quantum feature and nonequilibrium effects lead to
different results in nuclear collisions: The mean free path
A, increases due to the Pauli principle and decreases be-
cause of the high nuclear density. This is of drastic im-
portance for the thermalization and the stopping power.
For a peripheral collision where the mean number of
participant nucleons is reduced, the dynamic of the col-
lision is more comparable with a succession of binary
nucleon-nucleon collisions as done in the cascade model.
Nevertheless, one can quote that even at 400
MeV/nucleon, the experimental rapidity distributions are
not at all consistent with the "fireball" process where all
the initial longitudinal momenta would be converted to
thermal energy.
Then we have looked on more sensitive observables as
double-difFerential production cross sections, displayed
with two independent variables y and y~. Using such so-
phisticated observables, one is often confronted with the
problem of an insufficient sample of predicted events in
order to infer information on the dynamic of the reaction.
In the present case, it was impossible for these observ-
ables to differentiate between central or peripheral col-
lisions. For protons, the 400 MeV/nucleon predicted dis-
tribution agrees with the experimental one except for
some points corresponding to large yj and y values(yi~ 1.4, y ~0.4) and confirms what could be observed
in Fig. 9 for the global rapidity distribution.
On the other hand, the plot of T,~ versus rapidity for
protons at 800 MeV/nucleon indicates that, if the global
rapidity distribution is correctly predicted by the model,
T,tt (the slope of the yi spectra in each rapidity bin) is
quite significantly overpredicted by the cascade for the
extreme rapidity values (y ~ 0.6 and y ~ 0. 1). As claimed
above, in-medium effects could have a large inAuence on
the observables since the Pauli principle blocking of the
final states leads to the reduction of the nucleon-nucleon
scattering cross section in nuclear rnatter. That is what is
done in the intranuclear model, but in Dirac-Brueckner
theory [31] the nucleon-nucleon scattering also includes
Pauli blocking of the intermediate states. This leads to
an additional and non-negligible reduction of the effective
nucleon-nucleon cross section, depending on the nuclear
density reached during the reaction [o,s/o't„, (p =0.85
GeV/c) =0.7 for plpo= 1 and cr,ttlcrt„, (p =0.85
GeV/c) =0.8 for p/pa=2]. That means that the distribu-
tions obtained with and without in-medium cross sections
should exhibit a clear increase of "transparency" when
in-medium cross sections are switched on.
It is a complete inverse situation that appears in Fig.
15 for the Z =2 nuclear fragment 800 MeV/nucleon dis-
tribution: I.ow y~ values of the experimental distribution
disagree with the predicted ones, so that the global rapi-
dity distributions are simply shifted (Fig. 11). Neverthe-
less, the slopes at large y~ of the two distributions are
roughly equivalent. He emission is one of the decay
channels of the large clusters of nucleons in the evapora-
tion phase, so that an artificial excess of low-y~ Z =2 nu-
clear fragments at these large rapidities indicates that the
predicted phase space density for large rapidities is larger
than the real one. Such a phenomenon is certainly
enhanced if the excitation energy of prefragments is not
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correctly evaluated by the model.
Since the product T,fIX,ff is constant for the emission
from a single Boltzmann source, we test the thermaliza-
tion of the "participant" source from proton extracted
parameters. The experimental product, as well as the
predicted one, is not constant for both 400 and 800
MeV/nucleon reactions (Fig. 20).
Finally, we compared the experimental and predicted
directed collective sideward emissions using the rapidity
dependence of (p„/M ) calculated for a specific impact
parameter range of the reaction and for each species of
light nuclear fragment (p, d, t, and Z =2 nuclear frag-
ment). This is of great importance since the magnitude of
this transverse Row depends sensitively on the nuclear
matter viscosity (effective nucleon-nucleon cross sections)
and on the generalized equation of state (optical potential
U). Comparison between the experimental data and the
predictions points out again that the model lacks an im-
portant fraction of the proton sideward Qow since experi-
mental and predicted flow parameters (F) are not compa-
tible. For heavier nuclear fragments, conclusions are not
so clear since one can conclude that the agreement is
better for Z=2 nuclear fragments. But the Aow of the
Z =2 nuclear fragments may result from an increased
yield of low transverse momentum He emission at high
rapidity.
So, in conclusion, the cascade-percolation predictions
reproduce quite well the main features of the reaction, as
shown by comparison with the experimental global ob-
servables. For more sensitive experimental observables,
comparisons with DIOGENE data confirm that the in-
tranuclear cascade, although being a microscopic ap-
proach, gives a too small collective How and insufhcient
nuclear stopping power.
But we believe that our approach, even if the clusteri-
zation recipe is a simple one, could be very fruitful in or-
der to extract information on the first stage of the reac-
tion. As the different steps of the model are relatively un-
correlated, such an approach is easy to extend to other
models [QMD, BUU, and Vlasov-Uehling-Uhlenbeck
(VUU)] that could calculate the nucleon phase space dis-
tribution after the compression stage of the reaction and
predict the production of light nuclear fragments emitted
at large angles. The main key of success is a simultane-
ous multiobservable analysis to constrain models (but for
that we need a sufficiently large sample of simulated
events). Another crucial point is also to perform a better
selection of the impact parameters of the collision as
done in the present study by only using the protonlike
multiplicity.
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