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a b s t r a c t
The notion of the competition hypergraph was introduced as a variant of the notion of the
competition graph by Sonntag and Teichert in 2004. They also introduced the notion of the
hypercompetition number of a graph.
In 1982, Opsut conjectured that for a locally cobipartite graph G, the competition
number of G is less than or equal to 2 and the equality holds if and only if the vertex
clique cover number of the neighborhood of v is exactly 2 for each vertex v of G. Despite
the various attempts to settle the conjecture, it is still open. A hypergraph version of the
Opsut’s conjecture can be stated as the assertion that for a hypergraph H , if the number
of hyperedges containing v is at most 2 for each vertex v ofH , then the hypercompetition
number ofH is less than or equal to 2 and the equality holds if and only if the number of
hyperedges containing v is exactly 2 for each vertex v of H . In this paper, we show that
this hypergraph version is true.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction and the main result
All hypergraphs considered in this paper may have isolated vertices but have no loops, where a vertex v in a hypergraph
is called isolated if v is not contained in any hyperedge in the hypergraph, and a hyperedge e in a hypergraph is called a loop
if e consists of exactly one vertex. So, all the hyperedges of hypergraphs, in this paper, have at least two vertices. The degree
degH (v) of a vertex v in a hypergraphH is defined to be the number of hyperedges containing v. A hypergraphH is said
to be k-regular if degH (v) = k for each v ∈ V (H).
For a vertex v in a graph G, we denote by NG(v) the set of vertices adjacent to v and by θ(NG(v)) the smallest size of a
family of cliques of G such that each vertex in NG(v) is contained in a clique of the family. For a graph G, θe(G) denotes the
smallest size of a family of cliques of G in which two ends of each edge are contained in a clique of the family.
If (x, y) is an arc of a digraph D, then x is called an in-neighbor of y in D and y is called an out-neighbor of x in D. The
in-neighborhood N−D (v) of a vertex v in a digraph D is the set of in-neighbors of v in D.
The notion of a competition graph was introduced by Cohen [1] in 1968 and has arisen from ecology. The competition
graph C(D) of a digraph D is the graph which has the same vertex set as D and has an edge between vertices u and v if
and only if there exists a common out-neighbor of u and v in D. For any graph G,G together with sufficiently many isolated
vertices is the competition graph of an acyclic digraph. Roberts [7] defined the competition number k(G) of a graphG to be the
minimum number k such that G together with k isolated vertices is the competition graph of an acyclic digraph. Since Cohen
introduced the notion of a competition graph, several variations have been defined and studied by many authors (see the
survey articles by Kim [2] and Lundgren [4]). As one such variant, the notion of a competition hypergraphwas introduced by
Sonntag and Teichert [8]. The competition hypergraph CH(D) of a digraph D is the hypergraph such that the vertex set is the
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same as the vertex set of D and e ⊂ V (D) is a hyperedge if and only if e contains at least two vertices and e coincides with
the in-neighborhood of some vertex v in the digraph D (see [6,8–11] for studies on competition hypergraphs of digraphs).
For any hypergraphH,H with sufficiently many isolated vertices is the competition hypergraph of an acyclic digraph. The
hypercompetition number hk(H) of a hypergraphH is defined to be the smallest number of such isolated vertices. Park and
Sano [6] gave two lower bounds for the hypercompetition numbers of hypergraphs:
Theorem 1.1 ([6]). Let H be a hypergraph. Then
hk(H) ≥ |E(H)| − |V (H)| + min
e∈E(H)
|e|.
Theorem 1.2 ([6]). Let H be a hypergraph. Then
hk(H) ≥ min
v∈V (H)
deg
H
(v).
In fact, Theorems 1.1 and 1.2 are analogous to Theorems 1.3 and 1.4, respectively.
Theorem 1.3 ([5]). Let G be a graph. Then
k(G) ≥ θe(G)− |V (G)| + 2.
Theorem 1.4 ([5]). Let G be a graph. Then
k(G) ≥ min
v∈V (G)
θ(NG(v)).
A graph G is locally cobipartite if θ(NG(v)) ≤ 2 for any vertex v of G. On the basis of the facts that a line graph is a locally
cobipartite graph and the competition number of a line graph is at most two, Opsut conjectured the following which is one
of the most famous open problems on the competition numbers of graphs:
Conjecture 1.5 (Opsut’s Conjecture). For a locally cobipartite graph G, k(G) ≤ 2 and the equality holds if and only if θ(NG(v))
= 2 for each vertex v of G.
Though there have been various attempts to settle the conjecture, it still remains open after almost 30 years (see [3,12–15]).
Observing that θe(G) and θ(NG(v)) are replaced by E(H) and degH (v), respectively, in Theorems 1.1–1.4, we present the
following hypergraph version of Opsut’s conjecture and devote ourselves to proving it in the rest of this paper.
Theorem 1.6 (A Hypergraph Version of Opsut’s Conjecture). For a hypergraph H , if degH (v) ≤ 2 for any vertex v of H then
hk(H) ≤ 2 and the equality holds if and only if degH (v) = 2 for each vertex v of H .
2. The proof of Theorem 1.6
We introduce notation and terminology to use in this section. For two hypergraphsH1 andH2 sharing no vertices, we
denote by H1 ∪ H2 the hypergraph such that V (H1 ∪ H2) = V (H1) ∪ V (H2) and E(H1 ∪ H2) = E(H1) ∪ E(H2). The
notation H ∪ I for a hypergraph H and a finite nonempty set I is still valid as I can be regarded as a hypergraph without
hyperedges.
LetH be a hypergraph. For S ( V (H), we denote byH − S the subhypergraphH0 ofH defined by V (H0) = V (H) \ S
and E(H0) = {e ∈ E(H) | e∩ S = ∅}. For simplicity, we denoteH −{x} byH − x for a vertex x ∈ V (H). For T ⊂ E(H), the
subhypergraphH0 ofH induced by T is a hypergraph defined by V (H0) = ∪e∈T e and E(H0) = T . We say that two vertices
u and v are adjacent inH if there is a hyperedge e inH such that {u, v} ⊂ e. For an integer r ≥ 2, a hypergraphH is called
r-uniform if each hyperedge ofH has the same size r . Obviously 2-uniform hypergraphs are graphs. A sequence v0v1 · · · vk
of distinct vertices of a hypergraphH is called a path if there exist k distinct hyperedges e1, e2, . . . , ek such that ei contains
{vi−1, vi} for each 1 ≤ i ≤ k. A sequence v0v1 · · · vk of distinct vertices of a hypergraph H is called a cycle if there exist
k + 1 distinct hyperedges e1, e2, . . . , ek, ek+1 such that ei contains {vi−1, vi} for each 1 ≤ i ≤ k and ek+1 contains {v0, vk}.
We say thatH is connected if there exists a path between any two vertices ofH . A component ofH is a maximal connected
subhypergraph ofH .
For a digraph D, an ordering v1, v2, . . . , vn of the vertices of D is called an acyclic ordering of D if (vi, vj) ∈ A(D) implies
i < j. It is well-known that a digraph D is acyclic if and only if there exists an acyclic ordering of D. For simplicity, for a
digraph D, S ⊂ V (D), and v ∈ V (D), we denote the set {(x, v) | x ∈ S} (not necessarily an arc set of D) by S → v.
Let H be a hypergraph with at least two vertices and D be an acyclic digraph such that CH(D) = H ∪ I where I is
a nonempty set of isolated vertices. Since D is acyclic, D has an acyclic ordering v1, . . . , v|V (D)| of the vertices of D. Then
N−D (v1) = ∅ and |N−D (v2)| ≤ 1. Since H has at least two vertices, we may assume that v1 and v2 belong to V (H). If
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N−D (v2) = {v1}, then the competition hypergraph of the digraph obtained by deleting the arc (v1, v2) from D is stillH ∪ I .
On the basis of this observation, throughout this paper, wemay assume that an acyclic digraph D satisfying CH(D) = H ∪ I
for a hypergraphH has at least two vertices u, v ofH such that N−D (u) = N−D (v) = ∅.
To prove our main theorem, we need several lemmas.
Lemma 2.1. For a hypergraphH , if degH (v) ≤ 2 for any vertex v of H , then |E(H)| ≤ |V (H)| and the equality holds if and
only if H is a 2-regular 2-uniform hypergraph.
Proof. By the assumption that degH (v) ≤ 2 for any vertex v ofH,

v∈V (H) degH (v) ≤ 2|V (H)|. By our assumption that
any hypergraph in this section has no loops,

e∈E(H) |e| ≥ 2|E(H)|. Then
2|E(H)| ≤

e∈E(H)
|e| =

v∈V (H)
deg
H
(v) ≤ 2|V (H)|. (1)
Therefore, |E(H)| ≤ |V (H)|. In addition, |E(H)| = |V (H)| if and only if both the first and the last equalities in (1) hold. It
is easy to see that the first equality holds if and only ifH is a 2-uniform hypergraph and the last equality holds if and only
ifH is a 2-regular graph. Thus |E(H)| = |V (H)| if and only ifH is a 2-regular 2-uniform hypergraph. 
Lemma 2.2. Let H1,H2 be hypergraphs having at least two vertices and sharing no vertices. If hk(H1) ≤ 2 and hk(H2) ≤ 2,
then hk(H1 ∪H2) ≤ min{hk(H1), hk(H2)}.
Proof. Without loss of generality, we may assume that hk(H1) ≤ hk(H2). There exists an acyclic digraph D1 such that
CH(D1) = H1∪Iwhere |I| = hk(H1). By our assumption on an acyclic digraph, there exist at least two vertices x, y ∈ V (H1)
such that N−D1(x) = N−D1(y) = ∅. Since hk(H2) ≤ 2, there exists an acyclic digraph D2 such that CH(D2) = H2 ∪ {x, y}. Let D
be a digraph such that V (D) = V (D1) ∪ V (D2) and A(D) = A(D1) ∪ A(D2). Clearly V (D1) ∪ V (D2) = V (H1 ∪H2) ∪ I . Since
N−D1(x) = N−D1(y) = ∅, the arcs in A(D1) do not share any out-neighborwith the ones in A(D2) and soD is acyclic. For the same
reason, the hyperedge set of CH(D) is E(CH(D1))∪E(CH(D2)). Therefore, hk(H1∪H2) ≤ |I| = min{hk(H1), hk(H2)}. 
Park and Sano [6] showed the hypercompetition number of a connected 2-uniform hypergraph can easily be computed:
Theorem 2.3 ([6]). For a connected 2-uniform hypergraph G,
hk(G) = |E(G)| − |V (G)| + 2.
Lemma 2.4. Let H be a hypergraph such that degH (v) ≤ 2 for any vertex v of H . If H is a 2-uniform hypergraph, then
hk(H) ≤ 2.
Proof. By Lemma 2.2, we may assume that H is connected. Then, by Lemma 2.1 and Theorem 2.3, hk(H) = |E(H)| −
|V (H)| + 2 ≤ 2. 
The following lemma is a simple but useful observation.
Lemma 2.5. Let D be an acyclic digraph, and S, T be two nonempty disjoint subsets of V (D). Suppose that any vertex in T has
its out-neighbors only in T and that there exists a vertex v ∈ T such that N−D (v) = ∅. Then a digraph D′ resulting from adding to
D the ordered pairs contained in S → v is acyclic.
Proof. Since any vertex in T has its out-neighbors only in T and S∩T = ∅, wemay take an acyclic ordering v1, v2, . . . , vn of
D such that whenever (vi, vj) ∈ A(D), then i < j and, especially, if vi ∈ S and vj ∈ T , then i < j. It is also an acyclic ordering
of D′. To see why, take an arc (vi, vj) of D′. If (vi, vj) ∈ A(D), then i < j. If (vi, vj) ∉ A(D), then vi ∈ S and vj = v. Since
v ∈ T , i < j. 
The following theorem takes care of the most complicated case in the proof of the inequality part of Theorem 1.6 and
will be proven at the end of this section.
Theorem 2.6. Let H be a hypergraph such that degH (v) = 2 for any vertex v of H . Suppose that H is not 2-uniform and that
any two distinct hyperedges of size at least 3 are disjoint. Then hk(H) ≤ 2.
Now we prove Theorem 1.6.
The proof of Theorem 1.6. We apply induction on the number of the vertices. If |V (H)| ≤ 3, then either H is 2-uniform
orH has at most two hyperedges, and so it can easily be checked that the statement holds.
Now suppose that for a hypergraph H with at most n (n ≥ 2) vertices, if degH (v) ≤ 2 for any vertex v of H then
hk(H) ≤ 2 and the equality holds if and only ifH is a 2-regular hypergraph. We take a hypergraphH with n + 1 vertices
such that degH (v) ≤ 2 for any vertex v ofH . First we consider the case in which there exists a vertex u ∈ V (H) such that
degH (u) ≤ 1. LetH0 = H − u. Then degH0(v) ≤ 2 for any vertex v ofH0. Thus the induction hypothesis applies toH0 and
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so hk(H0) ≤ 2. Let D0 be an acyclic digraph such that CH(D0) = H0∪{z1, u}. If degH (u) = 0, then u is an isolated vertex of
H andH0 ∪ {u} = H . Thus CH(D0) = H ∪ {z1} and so hk(H) ≤ 1. Suppose that degH (u) = 1. Then there exists a unique
hyperedge e ∈ E(H) containing u, and E(H0) = E(H) \ {e}. Since any hyperedge has size of at least 2, there exists a vertex
w ∈ e \ {u}. Since degH (w) ≤ 2 andH0 does not have the hyperedge e, degH0(w) ≤ 1. Now, by the induction hypothesis,
there exists an acyclic digraph D0 such that CH(D0) = H0 ∪ {u}. We define a digraph D as follows:
V (D) = V (D0) ∪ {z1}
A(D) = A(D0) ∪ (e → z1).
Then D is an acyclic digraph by Lemma 2.5. It is easy to check that CH(D) = H ∪ {z1}. Hence hk(H) ≤ 1.
Now suppose thatH is a 2-regular hypergraph. It remains to show that hk(H) = 2. By Theorem 1.2, hk(H) ≥ 2. Nowwe
show that hk(H) ≤ 2. IfH is a 2-uniform hypergraph, then hk(H) ≤ 2 by Lemma 2.4. Suppose thatH is not a 2-uniform
hypergraph. We consider the following two cases:
(1) There are two distinct hyperedges e, e′ ∈ E(H) such that |e ∩ e′| ≥ 2.
(2) For any two distinct hyperedges e, e′ ∈ E(H), |e ∩ e′| ≤ 1.
We consider the case (1). Let e and e′ be two distinct hyperedges such that |e ∩ e′| ≥ 2. We take two distinct vertices x, y
belonging to e∩ e′. SinceH has at least three vertices, the hypergraphH0 = H − {x, y} is well-defined. Since degH (x) ≤ 2
and degH (y) ≤ 2, e and e′ are the only hyperedges containing x or y. Therefore E(H0) = E(H) \ {e, e′}. As degH0(v) ≤ 2 for
any vertex v ∈ V (H0) and |V (H0)| < |V (H)|, the induction hypothesis applies toH0 and so there exists an acyclic digraph
D0 such that CH(D0) = H0 ∪ {x, y}. We define a digraph D as follows:
V (D) = V (D0) ∪ {z1, z2}
A(D) = A(D0) ∪ (e → z1) ∪ (e′ → z2).
Clearly V (D) = V (H) ∪ {z1, z2}. By Lemma 2.5, D is acyclic. Thus CH(D) = H ∪ {z1, z2}. Hence hk(H) ≤ 2 in the case (1).
Nowwe consider the case (2). Then |e∩ e′| ≤ 1 for any two distinct hyperedges e and e′ in E(H). If e∩ e′ = ∅ for any two
distinct hyperedges e and e′ in E(H) of size at least 3, then hk(H) ≤ 2 by Theorem 2.6. Suppose that there are two distinct
hyperedges e and e′ in E(H) of size at least 3 such that e ∩ e′ ≠ ∅. By the case assumption that |e ∩ e′| ≤ 1, e ∩ e′ has a
unique vertex x. Let f = e \ {x} and f ′ = e′ \ {x}. Then |f | ≥ 2 and |f ′| ≥ 2. Now we define a hypergraphH0 as follows:
V (H0) = V (H) \ {x}
E(H0) = (E(H) \ {e, e′}) ∪ {f , f ′}.
Since f ⊂ e and f ′ ⊂ e′, it is true that degH0(v) ≤ 2 for any vertex v ∈ V (H0). In addition, |V (H0)| < |V (H)|. Thus the
induction hypothesis applies toH0 and so there exists an acyclic digraph D0 such that CH(D0) = H0 ∪ {z1, z2}. Then there
exist two vertices a, a′ ∈ V (D0) such that N−D0(a) = f and N−D0(a′) = f ′. We define a digraph D as follows:
V (D) = V (D0) ∪ {x}
A(D) = A(D0) ∪ {(x, a), (x, a′)}.
Since x ∉ V (D0),D is acyclic. It is easy to see that N−D (a) = e and N−D (a′) = e′. In addition, |f ∩ e| = |f | ≥ 2 and |f ′ ∩ e′| =|f ′| ≥ 2. Then, by the case assumption, f and f ′ are not hyperedges ofH . Therefore CH(D) = (CH(D0) \ {f1, f2})∪{e1, e2} =
H ∪ {z1, z2}. Thus hk(H) ≤ 2 in the case (2) and this completes the proof. 
In the rest of this paper, we devote ourselves to proving Theorem 2.6. First we present the following lemma.
Lemma 2.7. Let H be a connected 2-regular hypergraph. Suppose that H is not 2-uniform and that any two distinct hyperedges
of size at least 3 are disjoint. Then the subhypergraph H∗ of H induced by the set of hyperedges of size 2 is a spanning
subhypergraph each component of which is a path with at least two vertices.
Proof. By the hypothesis that degH (v) = 2 for any vertex v ofH , a vertex v ofH belongs to exactly two hyperedges. Since
any two distinct hyperedges of size at least 3 do not share a common vertex, v belongs to a hyperedge of size 2 and so v
belongs to V (H∗). HenceH∗ is a spanning subhypergraph ofH .
Since degH (v) = 2 for any vertex v ofH andH∗ is a subhypergraph ofH , every vertex ofH∗ has degree at most 2. Thus
each component ofH∗ is a path or a cycle. Suppose thatH∗ has a cycle component C . Then by the hypothesis, (V (C), E(C))
is a component of H . Since H is connected, V (H) = V (C) and E(H) = E(C), which is a contradiction to the hypothesis
thatH is not 2-uniform. Therefore, each component ofH∗ is a path.
Suppose thatH∗ has an isolated vertex v. Since degH (v) = 2, there exist two hyperedges e and e′ such that v ∈ e ∩ e′.
Since v is isolated inH∗, |e| ≥ 3 and |e′| ≥ 3. Then e ∩ e′ ≠ ∅, which contradicts the hypothesis. Thus any component of
H∗ is a path with at least two vertices. 
Now we prove Theorem 2.6.
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Fig. 1. The hypergraphH∗ and the hyperedges e1, e2, e3, e4, e5 not belonging to E(H∗) for a hypergraphH satisfying the condition given in Theorem 2.6.
The proof of Theorem 2.6. By Lemma 2.2, we may assume that H is connected. For convenience, we denote by H∗ the
subhypergraph of a hypergraph H induced by the hyperedges of size 2. Note that H is not 2-uniform if and only if
E(H) \ E(H∗) ≠ ∅. As a 2-uniform hypergraph is a graph, we may call H∗ a graph. By Lemma 2.7, any component of
H∗ is a path with at least two vertices. Let P1, . . . , Pα be the path components of H∗. Let β be the number of hyperedges
of H of size at least 3, i.e., β = |E(H) \ E(H∗)|. Since E(H) \ E(H∗) ≠ ∅, β ≥ 1. Suppose that β = 1. Let e be the
hyperedge of H of size at least 3. Since H∗ is a union of paths, hk(H∗) ≤ 1 by Lemma 2.2 and Theorem 2.3. Therefore
there exists an acyclic digraph D∗ such that CH(D∗) = H∗ ∪ {z1}. Let D be a digraph defined by V (D) = V (H) ∪ {z1, z2}
and A(D) = A(D∗) ∪ (e → z2). Then D is acyclic by Lemma 2.5. It is easy to check that CH(D) = H ∪ {z1, z2}. Therefore
hk(H) ≤ 2. In the following, we assume that β ≥ 2. On the basis of the hypothesis that H is 2-regular and any pair of
hyperedges of size at least 3 is disjoint and the fact thatH∗ is a union of paths, we may conclude:
Every end vertex of each path component ofH∗ belongs to a hyperedge of size at least 3, and every vertex in
each hyperedge of size at least 3 is an end vertex of a path component ofH∗. (∗)
Therefore
2α =

e∈E(H)\E(H∗)
|e| ≥ 3β,
and so α > β . Moreover α ≥ 3 since β ≥ 2.
For each hyperedge e ∈ E(H) \ E(H∗), let f (e) be the set of indices of path components ofH∗ which intersect e, i.e.,
f (e) = {j | e ∩ V (Pj) ≠ ∅}.
(For example, f (e1) = {1, 4, 6, 7, 9}, f (e2) = {4, 8, 10}, f (e3) = {2, 3, 7, 10}, f (e4) = {2, 5, 6, 8}, f (e5) = {1, 5, 9} for the
hypergraphH given in Fig. 1.) It follows from (∗) that
|f (e)| ≥ 2 (2)
for each hyperedge e ∈ E(H) \ E(H∗).
We will claim that there exists a labeling (e1, e2, . . . , eβ) of the hyperedges in E(H) \ E(H∗) satisfying the following
property:
(∀i ∈ {2, . . . , β})(∃j ∈ {1, . . . , i− 1}) f (ej) ∩ f (ei) ≠ ∅ . (3)
(For example, the labeling (e1, . . . , e5), just as it does for the hyperedges belonging to E(H) \ E(H∗) in Fig. 1, satisfies
the property (3).) We show this by contradiction. Suppose that for any labeling σ = (e′1, e′2, . . . , e′β) of the hyperedges of
E(H) \ E(H∗),
(∃i ∈ {2, . . . , β})(∀j ∈ {1, . . . , i− 1}) f (e′j) ∩ f (e′i) = ∅ ,
and we denote the smallest among such i by m(σ ). Let σ ∗ = (e∗1, e∗2, . . . , e∗β) be an optimal labeling of the hyperedges of
E(H) \ E(H∗) such thatm(σ ∗) is as large as possible. For simplicity, let
m(σ ∗) = i∗, F =

j≤i∗−1
f (e∗j ), V0 =

k∈F
V (Pk).
Since i∗ ≥ 2, it follows from (2) that F ≠ ∅ and therefore V0 ≠ ∅. In addition, f (e∗i∗) ≠ ∅ by (2) and F ∩ f (e∗i∗) = ∅ by the
definition of the functionm. Therefore,
∅ ≠

k∈f (e∗i∗ )
V (Pk) ⊂

k∉F
V (Pk) = V (H∗) \ V0
and so V (H∗) \ V0 ≠ ∅. AsH is a connected hypergraph, there exists a hyperedge e∗ℓ ∈ E(H) such that e∗ℓ ∩ V0 ≠ ∅ and
e∗ℓ ∩ (V (H∗) \ V0) ≠ ∅. Since e∗ℓ intersects two distinct components ofH∗, e∗ℓ ∈ E(H) \ E(H∗). Take vertices v and v′ from
e∗ℓ ∩ V0 and e∗ℓ ∩ (V (H∗) \ V0), respectively. Then v ∈ e∗ℓ ∩ V (Pk) for some k ∈ F and v′ ∈ e∗ℓ ∩ V (Pk′) for some k′ ∉ F and
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so {k, k′} ⊂ f (e∗ℓ). If ℓ ≤ i∗ − 1, then f (e∗ℓ) ⊂ F by the definition of F , and so k′ ∈ F , a contradiction. Thus ℓ ≥ i∗. Since
k ∈ F ∩ f (e∗ℓ),
F ∩ f (e∗ℓ) ≠ ∅. (4)
Since F ∩ f (e∗i∗) = ∅, ℓ ≠ i∗ and so ℓ > i∗. Consider a labeling σ = (e1, . . . , eβ) such that
ej =

e∗ℓ if j = i∗;
e∗i∗ if j = ℓ;
e∗j if j ∉ {i∗, ℓ}.
For any i < i∗, it holds by the definition of i∗ that
f (ej) ∩ f (ei) = f (e∗j ) ∩ f (e∗i ) ≠ ∅
for some j ∈ {1, . . . , i− 1}. Furthermore, by (4), there exists j′ ∈ {1, . . . , i∗ − 1} such that f (e∗j′) ∩ f (e∗ℓ) ≠ ∅ and so
f (ej′) ∩ f (ei∗) = f (e∗j′) ∩ f (e∗ℓ) ≠ ∅.
Thus m(σ ) ≥ i∗ + 1, which contradicts the choice of σ ∗. Hence there exists a labeling (e1, e2, . . . , eβ) satisfying the
property (3).
On the basis of a labeling (e1, . . . , eβ) of the hyperedges in E(H) \ E(H∗) satisfying the property (3), we will relabel the
path components ofH∗. For each path component Pk, let
g(Pk) = {ℓ | V (Pk) ∩ eℓ ≠ ∅}.
(For example, g(P1) = {1, 5}, g(P2) = {3, 4}, g(P3) = {3}, g(P4) = {1, 2}, g(P5) = {4, 5}, g(P6) = {1, 4}, g(P7) =
{1, 3}, g(P8) = {2, 4}, g(P9) = {1, 5}, and g(P10) = {2, 3} for the hypergraphH in Fig. 1.)
By the definitions of functions f and g , for i, j, 1 ≤ i ≤ β, 1 ≤ j ≤ α,
j ∈ f (ei)⇔ V (Pj) ∩ ei ≠ ∅ ⇔ i ∈ g(Pj). (§)
Furthermore, by the observation (∗), it is true that for any k, 1 ≤ k ≤ α,
1 ≤ |g(Pk)| ≤ 2. (5)
Thus g(Pk) ≠ ∅ for any k, 1 ≤ k ≤ α, and so we may take an ordering σ = (σ (1), . . . , σ (α)) on {1, . . . , α} such that
min g(Pσ(1)),min g(Pσ(2)), . . . ,min g(Pσ(α))

is a nondecreasing ordering. (For the hypergraphH in Fig. 1, we may take an ordering (1, 4, 6, 7, 9, 8, 10, 2, 3, 5) as σ and
min g(Pσ(1)),min g(Pσ(2)), . . . ,min g(Pσ(10))
 = (1, 1, 1, 1, 1, 2, 2, 3, 3, 4).)
For simplicity, we relabel Pσ(i) as Pi for each i = 1, 2, . . . , α. Let
ρk = min g(Pk).
By theway inwhich the paths are relabeled, it is easy to see that ρ1 = 1. In addition, by (∗) and the fact that |e1| ≥ 3, ρ2 = 1.
For each i = 2, . . . , α, we will show that the following property holds:
(∃j ∈ {1, 2, . . . , i− 1})[ρi ∈ g(Pj)]. (6)
Take i ∈ {2, . . . , α}. If ρi = 1, then (6) holds by the fact that ρi = 1 = ρ1 ∈ g(P1). Suppose that ρi > 1. By (3), there exists
j ∈ {1, . . . , ρi − 1} such that f (ej) ∩ f (eρi) ≠ ∅. We take ℓ ∈ f (ej) ∩ f (eρi). By the observation (ğ), {j, ρi} ⊂ g(Pℓ). By (5),
g(Pℓ) = {j, ρi}.
Since j ∈ {1, . . . , ρi − 1}, ρℓ = j and j < ρi. Therefore, ρℓ < ρi. Then, since (ρ1, ρ2, . . . , ρα) is a nondecreasing ordering,
ℓ < i. Thus ℓ ∈ {1, 2, . . . , i− 1}, and so (6) holds.
Let E0 = {e1}. For each i = 1, 2, . . . , α, let Ei be the set of edges in E(H) \ E(H∗) intersecting with V (Pk) for some
k ∈ {1, . . . , i}, that is, Ei = {eℓ | ℓ ∈ik=1 g(Pk)} (see Fig. 2 for an illustration). Since 1 ∈ g(P1), e1 ∈ E1. It is obvious that
E0 ⊂ E1 ⊂ · · · ⊂ Eα = E(H) \ E(H∗).
We can claim that for each i = 0, 1, . . . , α − 1,
|Ei+1 \ Ei| ≤ 1. (7)
First note that for each k = 1, 2, . . . , α,
k
j=1
g(Pj) = {j | ej ∈ Ek}
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Fig. 2. For the hypergraphH in Fig. 1, the path components ofH∗ are relabeled according to σ = (1, 4, 6, 7, 9, 8, 10, 2, 3, 5). By the way in which the
path components are rearranged, one can see that the minimum among the indices of edges intersecting Pk is nondecreasing as k increases.
Fig. 3. The acyclic digraphD0 for the hypergraphH in Fig. 1.
by the definition of Ek. If i = 0, then |Ei+1 \ Ei| = |E1 \ {e1}| = |g(P1) \ {1}| ≤ 1 (the last inequality follows from (5) and the
fact that 1 ∈ g(P1)). Suppose that i ≥ 1. Then
{j | ej ∈ Ei+1 \ Ei} =

i+1
j=1
g(Pj)

\

i
j=1
g(Pj)

= g(Pi+1) \

g(Pi+1) ∩
i
j=1
g(Pj)

.
By (5), |g(Pi+1)| ≤ 2. In addition, |g(Pi+1) ∩ (ij=1 g(Pj))| ≥ 1 by (6). Then, since |{j | ej ∈ Ei+1 \ Ei}| = |Ei+1 \ Ei|,
|Ei+1 \ Ei| =
g(Pi+1) \

g(Pi+1) ∩
i
j=1
g(Pj)
 = |g(Pi+1)| −
g(Pi+1) ∩

i
j=1
g(Pj)
 ≤ 1.
Thus (7) holds.
In the following, we will construct an acyclic digraph whose competition hypergraph is H with two added isolated
vertices. Fix i ∈ {1, 2, . . . , α}. Recall that ρi is defined to be min g(Pi). Therefore eρi ∩ V (Pi) ≠ ∅. Thus we may take
ui ∈ eρi ∩ V (Pi). (For example, in Fig. 2, u1 = z1, u2 = z7, u3 = z12, u4 = z14, u5 = z18, u6 = z15, u7 = z19, u8 = z3, u9 = z5
and u10 = z9.) On the other hand, by (6), for some j ∈ {1, . . . , i− 1}, eρi ∩ V (Pj) ≠ ∅ and so eρi ∈ Ej. Since Ej ⊂ Ei−1,
eρi ∈ Ei−1. (8)
By the observation (∗), ui is an end vertex of Pi. Let vi be the other end vertex of Pi and xi be the neighbor of vi in Pi (if Pi
has only one edge, then xi = ui). We let V (D1) = V (P1) ∪ {y}. Then we add an arc from u1 to y. For each vertex on P1 other
than u1, we add two arcs, one from it to the vertex v immediately preceding it and one from it to the vertex immediately
preceding v. It is easy to check that D1 is an acyclic digraph satisfying CH(D1) = P1 ∪ {y} and N−D1(x1) = N−D1(v1) = ∅.
Similarly, for i = 2, . . . , α, wemay construct an acyclic digraphDi such that CH(Di) = Pi∪{vi−1} andN−Di(xi) = N−Di(vi) = ∅.
Letw be a vertex not inH and distinct from y.
For each i = 0, 1, 2, . . . , α, we will define a digraphDi inductively. LetD0 be an acyclic digraph defined as follows (see
Fig. 3):
V (D0) = V (H) ∪ {y, w}.
A(D0) = (e1 → w) ∪

α
i=1
A(Di)

.
By Lemma 2.5, D0 is acyclic. By the definition, CH(D0) has vertex set V (H) ∪ {y, w}. Since N−Di(vi) = ∅ for i = 1,
. . . , α, E(CH(D0)) = E(H∗) ∪ {e1} = E(H∗) ∪ E0.
For a digraphD such that V (D) = V (H) ∪ {y, w}, we say thatD is conservative ifD satisfies the following property:
InD , for each k = 1, 2, . . . , α, any out-neighbor of a vertex inj≤k V (Pj) is contained in j≤k V (Pj) ∪ {y, w}.
By the way in which Di andD0 are constructed,D0 is conservative. In addition,
{v | N−D0(v) = ∅} ⊃ {x1, x2, . . . , xα}.
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Now letDi−1 be a conservative acyclic digraph such that V (CH(Di−1)) = V (H)∪{y, w}, E(CH(Di−1)) = E(H∗)∪Ei−1, and
{xi, xi+1, . . . , xα} ⊂ {v | N−Di−1(v) = ∅} for some i ∈ {1, 2, . . . , α}. To defineDi fromDi−1, we first note that |Ei \ Ei−1| ≤ 1
by (7). If Ei\Ei−1 = ∅, thenwe letDi = Di−1. Thenwe consider the casewhere Ei\Ei−1 = {eℓi} for some hyperedge eℓi . Since
eρi ∈ Ei−1 by (8) and eℓi ∉ Ei−1, it is true that eℓi ≠ eρi . By the definitions of E1, . . . , Ei, eℓi ∩ V (Pi) ≠ ∅ and eℓi ∩ V (Pj) = ∅
for any j ∈ {1, . . . , i− 1}. Since ui ∈ eρi ∩ V (Pi) by the choice of ui, eℓi is the hyperedge containing vi by the observation (∗).
Therefore,
eℓi ∩

j≤i
V (Pj)

= {vi}.
SinceDi−1 is conservative, it is true that, inDi−1, any out-neighbor of a vertex in

j≤i−1 V (Pj) is contained in

j≤i−1 V (Pj)
∪
{y, w} and N−Di−1(xi) = ∅. Thus, by Lemma 2.5, a digraph Di obtained by adding the ordered pairs in eℓi → xi to Di−1 is
acyclic. Whether Ei \Ei−1 = ∅ or not, it is also easy to check thatDi is a conservative acyclic digraph such that V (CH(Di)) =
V (H) ∪ {y, w}, E(CH(Di)) = E(H∗) ∪ Ei. In addition, if i < α, then {xi+1, xi+2, . . . , xα} ⊂ {v | N−Di(v) = ∅}. Therefore,
we may repeat this process until we obtain an acyclic digraphDα such that V (CH(Dα)) = V (H) ∪ {y, w}, E(CH(Dα)) =
E(H∗) ∪ Eα . Since Eα = E(H) \ E(H∗), CH(Dα) = H ∪ {y, w}. Hence hk(H) ≤ 2. 
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