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1 Introduction
1.1 Motivation
Lowest emissions with highest engine performance: namely, power output, low
noise levels, low fuel consumption and low engine-out emissions are the targets for
the success of future diesel engines. Highly refined and robust technical advance-
ments are required to meet the above targets. Solutions leading to these technical
advancements are of particular interest. Moreover, engine development strategies
leading to the low engine-out raw emissions are attractive with respect to keeping
the costs low for exhaust gas after-treatments.
The injection system, the exhaust gas recirculation (EGR) rate, the compression
ratio, the shape of the combustion chamber, the air motion, the new exhaust gas
after-treatment techniques, the intake boost pressure are some of the important
measures to improve the combustion process and to achieve a significant reduction
of engine raw emissions. Besides these measures, a systematic control of mix-
ture formation could enable considerable improvements in mixture formation and
combustion process (and engine-out emissions). In this regard, the capability and
the flexibility of injection-rate shaping are important, which results in a specific
temporal distribution of fuel for a given injection duration. Thus, a multitude of
injection rate shapes are possible besides the conventional top-hat shape. It is well-
known from the literature that, a low rate at the beginning of injection and a high
rate at the end of injection lead to a relatively lower fuel quantity at the premixed
combustion phase (lower combustion noise) and a high spray energy near the end
of injection for enhanced soot oxidation. Furthermore, injection-rate shaping is
feasible for the entire engine map: at different engine speeds and loads [94].
In this context, experiments as well as numerical simulations are the key to ob-
serve the mixture formation and combustion processes as a result of the injection-
rate shaping. One advantage of using numerical simulations over experiments is
that the results can often be achieved faster and cheaper. Much more important is
the fact that the numerical simulation can give much more extensive information
about complex in-cylinder processes than experiments could ever provide. Using
numerical simulations, it is possible to calculate the temporal behavior of every
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variable of interest in the physical domain. This provides a detailed information
of the relevant processes and is a prerequisite for their improvement. Further-
more, numerical simulations can be used to investigate processes that take place
at time and length scales or in places that are not accessible and thus cannot be
investigated using experimental techniques.
1.2 Purpose of the Research
Purpose of the research is to analyze the fundamental differences in flow field,
mixing field, combustion process, and engine performance due to the injection-rate
shaping. In the thesis, two types of rates are analyzed: top-hat- and boot-shaped
injection rate. The experiment were carried out in the framework of the Collabora-
tive Research Laboratory (CRL) Aachen funded by General Motors. The Institute
for Combustion Engines at RWTH Aachen University performed the experiments
in which the potential of injection-rate shaping in a direct-injection diesel engine
was investigated. The numerical simulations were performed using the Represen-
tative Interactive Flamelet model with a detailed chemical kinetics. This study
analytically evaluates the top-hat- and boot-shaped injection rate at one specific
high-load point of a single-cylinder small-bore diesel engine using multidimensional
engine simulations. In addition, results of the three different boot shapes are eval-
uated. Analysis is presented for the global results. For selected cases, detailed
in-cylinder flow features and mixing fields are analyzed in order to corroborate the
global behavior. Finally, two approaches modeling soot formation in diesel engines
are presented, aimed at improving soot predictions. Knowledge gained from this
work can be applied to understand the complex nature of flow and mixing field
associated with combustion processes. The conclusions drawn from this work may
be translated to other engine load points.
This thesis is by no means intended to be an optimization of injection-rate
shapes; rather, it is aimed to shed some light onto the problem by a detailed
modeling of the evolution of the in-cylinder changes in fuel-air mixtures caused
by different rate shapes and the subsequent ignition, combustion and pollutant
formation. Thus, this thesis does not deal with the aspect of fuel consumption.
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1.3 Outline of the Thesis
Chapter 2 reviews the combustion in direct injection diesel engines. Experimental
and numerical studies relevant to injection-rate shaping are also presented.
Chapter 3 describes the governing equations for the gas phase. It is followed by
the description of turbulent flows, including the scales of turbulent motion and the
averaging procedure for the governing equations, and the favre-averaged governing
equations for the turbulent flow and mixing field. After this, the CFD code and
the liquid phase modeling are described.
Chapter 4 focuses on the flamelet modeling for non-premixed combustion. Addi-
tionally, the Representative Interactive Flamelet (RIF) model is described and the
interactive coupling to of the flamelet solution to the turbulent flow and mixing
field is explained. The chemical mechanism used in the simulations is detailed and
the flamelet approach to soot modeling is outlined.
Chapter 5 focuses on the modeling of NOx and soot.
Chapter 6 present the results underlying the effect of the physical parameters
on the flamelet structure and soot formation. The scalar dissipation rate, oxidizer
temperature and pressure are the parameters of variation.
Chapter 7 presents the details of the experimental setup used for engine measure-
ments and of the used CoraRS (Common rail Rate Shaping) injector for generating
different injection-rate shapes. The details of the numerical setup is also presented
in this chapter. Additionally, the new method – two-part analysis – to post-process
the computed results is explained.
Chapter 8 compares the baseline injection rate-shapes, top-hat and boot, using
numerical simulations. As a result, details of flow and mixing field, in-cylinder
averaged results, the detailed analysis of soot formation and oxidation, and results
extracted from the two-part analysis method are presented.
Chapter 9 evaluates the transient effect of the boot-shaped injection rates. For
the simulations, multiple-flamelet based RIF model is applied.
Chapter 10 evaluate two approaches to predict soot in diesel engines using the
RIF model. Both approaches are based on the detailed kinetic soot model and are
compared for the injection-rate shapes presented in the previous chapter.
Chapter 11 summarizes the dissertation. Following the references, the frequently
used abbreviations are included.
3
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2.1 Combustion in Direct Injection Diesel
Engines
In a direct injection diesel engine, the fuel is injected into the hot compressed air
inside the combustion chamber. The hot compressed air is entrained into the spray,
leading to liquid fuel breakup, evaporation, and finally to auto-ignition. The start
of combustion is controlled by injection timing, and the desired engine torque is
adjusted via the amount of fuel injected per cycle. Due to the short time available
for mixture formation, the fuel-air mixture always consists of fuel-rich and lean
regions, and thus it is strongly heterogeneous.
Fig. 2.1 shows a typical injection rate, heat release rate and cylinder pressure in
conventional direct-injection diesel engines, plotted as a function of crank angle.
The start and the end of fuel injection are marked as SOI (Start of Injection) and
EOI (End of Injection), respectively. The following explanation of combustion
in diesel engines is based on a conceptual understanding of the processes and is
discussed in standard texts [8, 46, 95].
The direct injection of fuel into the cylinder usually starts some degrees of crank
angle before top dead center (TDC), the exact timing depends on engine speed and
load. The injection duration depends on the amount of fuel that has to be injected
per cycle. Once the fuel jet starts to penetrate into the combustion chamber, it
begins to mix with the surrounding hot compressed air. As penetration increases,
more and more hot air entrains, leading to evaporation of the droplets. As a
result, a sheath of evaporated fuel-air mixture forms around the periphery of the
jet. At the same time undergoes chemical kinetic reactions that produce radicals.
The reactions as well as the further entrainment of hot air and the additional
compression of the cylinder charge increase the temperature and the rate of the
reactions, producing more radicals. These radicals in turn lead to the formation
of active sites of auto-ignition. The time between the start of injection and the
occurance of ignition is known as ignition delay, as marked on the figure. During
the ignition delay, fuel-air mixing forms a flammable mixture. Auto-ignition of
5
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TDC Crank Angle [deg ATDC]SOI
Ignition Delay
Cylinder Pressure
Injection Rate
EOI
Premixed Combustion
Heat Release Rate
Diffusion-controlled Combustion
Figure 2.1: Conventional diesel engine combustion
these flammable fuel-air mixtures results in large amounts of heat release in a
relatively short period of time, the so-called premixed heat release spike. The
rapid heat release causes an increase in cylinder pressure. The resulting pressure
gradients contribute to engine noise. Higher temperatures due to rapid heat release
during premixed combustion makes the nitrogen oxide (NOx) formation possible.
The heat being released during the premixed combustion depends on the amount
of fuel being injected and evaporated during the ignition delay.
As fuel injection continues into the chamber, the fuel jet penetrates and heats
up due to the entrainment of hot air and combustion products, and the phase
of diffusion-controlled combustion begins. During this phase, the time needed
for convection and diffusion, both being responsible for mixing, is typically much
larger than the time needed for combustion reactions to occur. Therefore, in
this phase of combustion, the heat release rate is controlled by the mixing rate
of fuel and air. As long as fuel injected, the jet penetration continues and its
surface area increases. Consequently, the mixing rate remains high resulting in
higher heat release rates. In this phase of combustion, high temperatures coupled
with greater mixing with air leads to more NOx formation, and high temperatures
in combination with low oxygen are ideal conditions for soot formation. Once
injection ends, the heat release rate starts to decrease as more and more of the fuel
6
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is consumed. Ultimately, the availability of excess air, relative to the stoichiometric
proportion, leads to almost complete conversion of the injected fuel to CO2 and
H2O. The reduction of soot finally becomes stronger than the production, and the
overall amount of soot inside the combustion chamber decreases. Falling cylinder
pressures and temperatures at later crank angles during the expansion stroke, slow
down further formation of NOx and oxidation of soot. The remaining NOx and
soot inside the cylinder are then found in the engine exhaust.
From the cylinder and the tail-pipe measurements of NOx and soot, it has been
found that there is a trade-off between NOx and soot emissions in diesel engines.
Conditions that reduce the formation of nitric oxide (NO) increase the production
of soot, and vice versa. For example, if the diesel jet is made to mix faster, then the
rate of heat release will be higher. Hence, the overall temperature will be higher.
This effect coupled with greater mixing with air leads to more NO formation and
soot oxidation, thereby causing the NO to increase and soot to decrease.
2.2 Studies of Injection-Rate Shaping
In order to reduce both soot and NOx emissions, a careful combination and ad-
justment of the different measures allowing a control of fuel-air mixing are essen-
tial. The most important influencing factor however is the fuel injection. Fuel
injection-rate shaping is one of the measures used to control fuel-air mixing in the
combustion chamber, which results in a specific temporal distribution of fuel for
a given injection duration. Injection-rate shaping is known to have potential in
improving soot-NOx trade-off and in greatly reducing combustion noise at medium
to high load conditions. Unlike passenger car engines, emission limits of heavy-
duty engines strongly focus on high load operating points. Therefore, most of the
fuel injection-rate shaping investigations found in literature have been performed
in heavy-duty engines. Furthermore, packaging constraints in passenger car en-
gines favored the implementation of rate shaping injection-system in heavy-duty
engines.
The development of Common Rail (CR) injection systems provided the much-
needed independence of injection pressure from engine speed and load. With that,
current injection systems offer multiple degrees of freedom, like multiple injections
and constant injection pressure within the injection duration. In addition, the
introduction of piezoelectric injector along with CR systems allows higher needle
velocities resulting in higher flexibility for optimizing combustion system design.
However, faster needle opening leads to high injection rate at the beginning of the
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injection and a better fuel-air mixing prior to ignition. This causes high combus-
tion noise, and excessive NOx emissions at the beginning of combustion (premixed
spike). Therefore, slower rate of fuel injection at the beginning of the injection
duration is favorable for noise reduction. Several studies are available in the litera-
ture on fuel injection-rate shaping and its effects on engine combustion and perfor-
mance [4, 5, 9, 19, 20, 26, 27, 39, 44, 51, 52, 54, 55, 68, 83, 85, 89, 94, 98, 99, 106].
There are mainly two methods to control the temporal distribution of injected
fuel with CR systems: control using nozzle needle seat throttling and control using
pressure-modulation. In the first method, the injection system directly controls
the nozzle needle. This concept allows realizing any partial needle lift between
zero and a maximum value. Change in needle lift translates into the change in the
seat area. Therefore, injection-rate shape is controlled by needle seat throttling.
While in the second method, injection-rate shape is controlled by changing the
injection pressure and keeping the needle completely open.
Kohketsu et al. [55] presented a CR system enabling the control of the injection-
rate shape by adjusting the fuel pressure supplied to the injector during the in-
jection period. For this purpose, two common rails, one for low pressure fuel, and
the other for high pressure fuel, were used. The injection system was installed
in a naturally-aspirated single-cylinder heavy-duty diesel engine. The engine was
operated at a medium speed and high load condition, and start of injection timing
for boot-shaped and top-hat rates was varied. The results showed that at con-
stant NOx fuel consumption and soot decreased by 3% and 37%, respectively. At
constant fuel consumption, NOx and soot decreased by 17% and 45%, respectively.
A research injection system capable of controlling injection-rate shapes by both
methods has been designed by the Institute of Technical Combustion at the Uni-
versity of Hannover in order to investigate the effect on combustion process of
diesel engines [63, 83, 89, 91]. Optical investigation by Stegemann et al. [90]
showed that, due to throttling and increased cavitation in the case of partial nee-
dle lift, a stronger disintegration of the spray near the nozzle is achieved, while
the resulting spray penetration is reduced. The pressure-modulated injection sys-
tem results in smaller spray angles and increased penetration. Seebode et al. [84]
showed a comparison of needle-controlled and pressure-modulated injection-rate
shaping and their effects on combustion. Four different injection-rate curves, the
standard rectangular, the slow and the fast ramp, and the boot injection were
investigated. The results showed that the boot-type injection results in a lower
peak pressure due to less premixed fuel-air mixture and a slower heat release at the
beginning of combustion, and due to a later phasing of combustion. This results
in a significant reduction of NOx emissions. Compared to the pressure-modulated
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injection (decreased entrainment of cylinder charge, higher local fuel-air ratios),
needle-controlled injection produces increased soot emissions and fuel consump-
tion. Therefore, better results can be achieved if the injection rate is a function of
injection pressure and, if the needle opens as fast as possible to avoid throttling
effects.
Tanabe et al. [94] proposed a map to identify optimum injection-rate shapes
(through pressure-modulation) across the engine speed and load range of a heavy
duty DI diesel engine, as shown in Fig. 2.2, indicating the optimum injection-rate
shape for each operating region. In the low-load region, a square-shaped rate is
used, while in the high-load region a boot shape is preferred until the engine speed
reaches the medium speed region. As the engine speed increases, it is best to
transition through ramp-shaped rate and back to square-shaped rate. Tanabe et
al. also investigated the effect of rate shaping under Exhaust Gas Recirculation
(EGR) condition. The results showed that, in the operating region where the NOx-
fuel consumption trade-off improved by injection-rate shape control, the effect of
rate shape control was independent of EGR levels. Thus, it was concluded that
EGR and injection-rate shaping could be independently used as an engine control
parameter.
Figure 2.2: Injection-rate shape map [94]
Kastner et al. [52] evaluated multiple injection strategies and injection-rate shap-
ing in a single-cylinder research engine to meet Euro-6 legislation limits at engine
speed of 2280 rpm (revolutions per minute) and indicated mean effective pressure
9
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(IMEP) of 10.5 bar. A piezo-driven injector capable of direct needle actuation
was used. In a first step, multiple injection schemes were applied. For this pilot
and post injection quantities as well as their dwell were varied in order to find
the optimum setting. In a second step, boot injection was evaluated. There the
injection rate and the duration of the boot phase were varied individually. Finally,
a combination of the boot injection and post injection was tested and compared
against the optimum pilot - main - post injection setting. The results showed
that PM (particulate matter) and NOx emissions were comparable for the boot
injection case compared to the optimum multiple injection setting. Adding the
post injection to the boot case yielded a reduction in PM at constant NOx by
20%. Thereby, the emission reduction potential of boot-shaped injection at higher
part-load point was confirmed.
Zellbeck et al. [106] also investigated the influence of boot-shaped injection rate
compared to a rectangular injection rate in a small-bore single-cylinder diesel en-
gine. Boot-shaped injection rate was generated by modulating the injection pres-
sure. In the experiments, the influence of rate shapes was investigated at two
different hydraulic flow rates of the nozzle: 320 cm3 per 30 s, 360 cm3 per 30
s. The engine experiments were carried out at high-load engine operating points.
The results showed that the optimization of the soot-NOx trade-off behavior by
pressure-modulated injection depends on the hydraulic flow rate of the nozzle. A
nozzle with a higher hydraulic flow rate showed little improvement in the trade-
off, while a nozzle with a lower hydraulic flow rate (320 cm3 per 30 s) showed the
potential of boot shape. Similarly, the advantages of the pressure modulation on
the emission levels are engine operating point dependent.
Juneja et al. [51] analyzed computationally the effect of injection rate shape on
spray evolution in a spray vessel under non-reacting conditions for dodecane fuel.
Simpler representations of actual rate shapes were defined using three parameters
i.e. the injection duration, the timing of peak velocity, and the absolute value of
the peak velocity. A consistent trend in the predicted liquid and vapor penetra-
tion lengths was observed as the different injection velocity histories influenced
the breakup, coalescence and vaporization characteristics of the sprays. It was ob-
served that the location of the highest peak of the liquid length is closely coupled
with the timing of the peak injection. As the timing of the peak injection velocity
was retarded, it took longer to reach the maximum liquid penetration length, and
the liquid penetrated further from the nozzle. This was explained in terms of the
catch-up and scattering effect depending on whether the droplets were injected on
the rising or falling part of the injection rate-shape. Injection velocity plays a key
role in the droplet vaporization and breakup processes due to its direct influence
on the drop size. It was also observed that the rising part of the rate shape governs
10
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the initial slope of the vapor penetration length curve and the final value of the
vapor penetration depends on the total injected momentum of the spray.
Based on the above conducted literature survey, following conclusions can be
drawn on the effects of rate shaping in diesel engines:
• Injection-rate shapes have significant effect on spray propagation.
• Heat release pattern could be controlled by injection-rate shaping.
• Injection-rate shaping has a potential to decrease combustion-generated noise.
• Injection-rate shaping can simultaneously reduce soot and NOx emissions.
• Potential for injection-rate shaping decreases with decreasing engine load.
• Throttling of seat area of nozzle needle tends to produce higher soot.
• Pressure-modulated injection systems show strong potential for rate shaping.
11
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12
3 Description of Turbulent Flow and
Mixing Field
Fluid flows are described by a system of coupled, nonlinear, partial differential
equations. These equations are governed by conservation principles for mass, mo-
mentum and energy. For a two-phase system of gas and liquid, the governing
equations for the gas phase are presented in Sec. 3.1.
In Sec. 3.2 a description of turbulent flows is presented. This includes the
introduction to the scales of turbulent motion and the averaging procedure for the
governing equations, and the favre-averaged governing equations for the turbulent
flow and mixing field. After this, the implementation of these equations into the
CFD code AC-FluX is depicted in Sec. 3.3. Finally, this chapter closes with a brief
description of the liquid phase modeling.
3.1 Gas Phase Governing Equations
The governing equations written below are in a Cartesian coordinate system. The
equation for gas-phase of mass is given by
∂ρ
∂t
+
∂
∂xα
(ρvα) = ρS˙, α = 1, 2, 3 , (3.1)
where S˙ denotes the source term due to the presence of the evaporating liquid
phase as a result of the fuel injection. Here, α = 1, 2, 3 represents the three
coordinates x1, x2, x3.
The rate of change of the gas phase momentum in each direction α is given by
∂
∂t
(ρvα) +
∂
∂xβ
(ρvαvβ) = − ∂p
∂xα
+
∂ταβ
∂xβ
+ f sα, (3.2)
where f sα is the rate of momentum gain per unit volume due to interaction with the
liquid phase. Gravitational influences are neglected. ταβ is the symmetric stress
13
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tensor. Assuming a Newtonian fluid, it is usually expressed as
ταβ = ρν
(
∂vα
∂xβ
+
∂vβ
∂xα
)
− 2
3
µ
∂vγ
∂xγ
δαβ , (3.3)
with δαβ denoting the Kronecker delta. µ is the dynamic viscosity.
The conservation equation for the mixture enthalpy h, which includes the species
heat of formation ∆h0f according to
h =
ns∑
j=1
Yj
(
∆h0fj +
∫ T
T 0
cpj dT
)
, (3.4)
is given by
∂
∂t
(ρh) +
∂
∂xα
(ρvαh) =
Dp
Dt
− ∂j
q
α
∂xα
+ q˙s − q˙r . (3.5)
In Eq. (3.5), q˙s and q˙r describe changes due to interaction with the liquid phase and
due to radiative heat losses, respectively. The latter term is neglected in this work.
Equation (3.5) does not contain a chemical source term as the heat of formation
of all species is included in the enthalpy. The heat flux jqα accounts for thermal
diffusion and enthalpy transport by species diffusion, yielding
jqα = −λ
∂T
∂xα
+
ns∑
j=1
jαj hj . (3.6)
For the assumption of unity Lewis numbers, the second term on the right-hand
side vanishes. In addition to these equations for the turbulent flow, an additional
equation to describe the mixing field is needed.
∂
∂t
(ρZ) +
∂
∂xα
(ρvαZ) =
∂
∂xα
(
ρDZ
∂Z
∂xα
)
+ ρS˙ . (3.7)
S˙ is the source term that corresponds to the source term on the right hand side
of Eq. (3.1). Equation (3.7) is needed for the RIF model, which is described in
chapter 4.
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3.2.1 Scales of Turbulent Motion
Equations (3.1), (3.2), and (3.5), along with appropriate initial and boundary
conditions, are sufficient to describe even turbulent flow fields. In general, these
equations have to be solved numerically, since analytical solutions can only be
obtained for simple flows. However, turbulent flow fields show a large range of
length, time, and velocity scales and the large scales are usually of the order of the
geometric dimensions1. These large structures are usually referred to as integral
scales. The smallest occurring flow structures are associated with the Kolmogorov
length, time, and velocity scales. For high Reynolds numbers, several orders of
magnitude lie between the integral scales and the Kolmogorov scales. The latter
are also called dissipative scales, as molecular diffusion destroys these smallest
eddies, and their energy is dissipated. Kolmogorov’s first similarity hypothesis
states that for turbulence with sufficiently high Reynolds numbers, the statistics
of the small scale motions have a universal form that is uniquely determined by
the laminar viscosity ν and the viscous dissipation rate ε. The Kolmogorov length
scale η is defined by
η =
(
ν3
ε
)1/4
. (3.8)
The viscous dissipation rate itself scales as
ε =
v′3
l0
, (3.9)
where v′ and l0 are the mean velocity fluctuation and the integral length scale,
respectively [96]. Equations (3.8) and (3.9) can be used to further illustrate the
scale difference between the large and the small scales. Introducing the turbulent
Reynolds number Re according to
Re =
v′l0
ν
, (3.10)
the ratio of the Kolmogorov length scale η and the integral length scale l0 is
η
l0
∼ Re−3/4 . (3.11)
1In internal combustion engines, for example, the largest vortices (”eddies”) can have diameters
of up to one tenth of the combustion chamber bore.
15
3 Description of Turbulent Flow and Mixing Field
Similar scaling laws are found for the velocities,
vη
v0
∼ Re−1/4 , (3.12)
and the time scales,
τη
τ0
∼ Re−1/2 , (3.13)
where τ0 can be interpreted as the turnover time of an eddy with the size l0, which
has a characteristic velocity v0 [78]. The characteristic velocity v0 is of the same
order of magnitude as v′. It can be seen from Eqs. (3.11), (3.12), and (3.13) that for
sufficiently high Reynolds number a wide range of length, time, and velocity scales
exists in a turbulent flow. Solving Eqs. (3.1), (3.2), and (3.5) numerically therefore
requires sufficiently fine meshes and small time steps, as even the small scales have
to be resolved completely. However, with current computer capabilities, this direct
numerical simulation (DNS) is only possible for simple geometries and moderate
Reynolds numbers. Since engineering applications generally have high Reynolds
numbers, significant parts of the small scale motions have to be modeled.
3.2.2 Averaging
Modeling parts of the small scale motion is usually achieved by averaging the
original equations.
According to Reynolds, each variable f is split into a mean component f¯ and a
fluctuating component f ′, leading to
f = f¯ + f ′ . (3.14)
Ensemble averaging is most commonly used for obtaining the mean component f¯ .
This yields
f¯N =
1
N
N∑
i=1
fi , (3.15)
where N is the number of realizations, over which the instantaneous values fi are
averaged.
For flows with large density changes as occur in combustion, it is often convenient
to introduce a density-weighted average f˜ , called the Favre average, by splitting f
into f˜ and f ′′ as
f = f˜ + f ′′ . (3.16)
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This averaging procedure is defined by requiring that the average of the product
of f ′′ with the density ρ (rather than f ′′ itself) vanishes:
ρf ′′ = 0 . (3.17)
The definition for f˜ may then be derived by multiplying Eq. (3.16) by the density
ρ and averaging:
ρf = ρf˜ + ρf ′′ = ρ¯f˜ . (3.18)
Here the average of the product ρf is equal to the product of the averages ρ¯ and
f˜ . Therefore, f˜ is an average defined by
f˜ =
ρf
ρ¯
, (3.19)
which relates Reynolds averaging and Favre averaging to each other. Unlike f ′, f ′′
is a non zero term.
3.2.3 Turbulent Flow and Mixing Field
The splitting operations described above can also be applied to the governing
equations presented in Sec. 3.1 instead of a single quantity only. The ensemble
averaging procedure then yields the Reynolds Averaged Navier-Stokes (RANS)
equations.
The continuity equation reads, after averaging,
∂ρ¯
∂t
+
∂
∂xα
(ρ¯v˜α) = ρ¯
˜˙S . (3.20)
Equation (3.20) is very similar to Eq. (3.1). All instantaneous quantities are re-
placed by the average values and no additional terms occur.
The averaged momentum equations are
∂
∂t
(ρ¯v˜α) +
∂
∂xβ
(ρ¯v˜αv˜β) = − ∂p¯
∂xα
+
∂τ¯αβ
∂xβ
− ∂
∂xβ
(
ρ¯v˜′′αv
′′
β
)
+ f˜ sα , (3.21)
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with the averaged symmetric stress tensor τ¯αβ being
τ¯αβ = ρν
(
∂v˜α
∂xβ
+
∂v˜β
∂xα
)
− 2
3
ρν
∂v˜γ
∂xγ
δαβ . (3.22)
In Eq. (3.21), in addition to the original contributions the so-called Reynolds
stresses −ρ¯v˜′′αv′′β appear. They represent the classical closure problem of turbulent
flows. Reynolds stresses are second-order correlations, and they describe the con-
vective momentum transport by turbulent fluctuations. Boussinesq [14] proposed
the concept of a turbulent viscosity νt, which relates the turbulent stresses to the
mean field, yielding
− ρ¯v˜′′αv′′β = ρ¯νt
[
∂v˜α
∂xβ
+
∂v˜β
∂vα
− 2
3
∂v˜γ
∂xγ
δαβ
]
− 2
3
ρ¯k˜δαβ
= ρ¯νt
[
S˜ij − 2
3
∂v˜γ
∂xγ
δαβ
]
− 2
3
ρ¯k˜δαβ , (3.23)
where S˜ij denotes the rate-of-strain tensor and k˜ the mean turbulent kinetic energy.
The turbulent viscosity is modeled according to
νt = Cµ
k˜2
ε˜
, Cµ = 0.09 . (3.24)
The modeling constant Cµ was proposed by Launder and Sharma [58]. It is usually
not changed.
Jones and Launder [49] proposed a two-equation model based on the turbulent
kinetic energy k and the turbulent kinetic viscosity ε. It is therefore called the
k − ε model.
The averaged enthalpy equation is obtained as
∂
∂t
(
ρ¯h˜
)
+
∂
∂xα
(
ρ¯v˜αh˜
)
=
Dp¯
Dt
− ∂j
q
α
∂xα
− ∂
∂xα
(
ρ¯v˜′′αh
′′
)
+ q˙s − q˙wall . (3.25)
In Eq. (3.25), the term −ρ¯v˜′′αh′′ is similar to the Reynolds stresses in Eq. (3.21).
It represents the convective enthalpy transport by turbulent fluctuations and it
needs to be modeled, as it is unclosed, too. With a gradient flux approximation,
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this term can be closed as written below,
ρ¯v˜′′αh
′′ = − ρ¯νt
Pr
∂h˜
∂xα
. (3.26)
The final equation for mean turbulent enthalpy reads
∂
∂t
(
ρ¯h˜
)
+
∂
∂xα
(
ρ¯v˜αh˜
)
=
Dp¯
Dt
+
∂
∂xα
[(
λ
cp
+
ρ¯νt
Prt
)
∂h˜
∂xα
]
+ q˙s − q˙wall . (3.27)
The equation for the mean turbulent kinetic energy that is used in this work
reads
∂
∂t
(
ρ¯k˜
)
+
∂
∂xα
(
ρ¯v˜αk˜
)
=
∂
∂xα
[(
ρ¯ν +
ρ¯νt
Prt,k
)
∂k˜
∂xα
]
+ τ¯t,αβ
∂v˜α
∂xβ
− ρ¯ε˜+W˙ sk , (3.28)
where W˙ sk describes the effect of turbulent dispersion of droplets on the turbulent
kinetic energy.
For the dissipation of the turbulent fluctuations a semi-empirical model equation
similar to the equation for the mean turbulent kinetic energy is solved
∂
∂t
(ρ¯ε˜) +
∂
∂xα
(ρ¯v˜αε˜) =
∂
∂xα
[(
ρ¯ν +
ρ¯νt
Prt,ε
)
∂ε˜
∂xα
]
+ Cε1
ε˜
k˜
τ¯t,αβ
∂v˜α
∂xβ
− Cε2 ρ¯ ε˜
2
k˜
+ Cε3 ρ¯ ε˜
∂v˜α
∂xα
+
ε˜
k˜
Cs W˙
s
k . (3.29)
The model constants are given as Prt,k = 1.0, Prt,ε = 1.22, Cε1 = 1.44, Cε2 = 1.92,
Cε3 = −0.33, and Cs = 1.5.
Favre ensemble averaging of Eq. 3.7 yields the equation for the mean mixture
fraction
∂(ρ¯Z˜)
∂t
+
∂
∂xα
(
ρ¯v˜αZ˜
)
=
∂
∂xα
(
ρ¯νt
Sc eZ
∂Z˜
∂xα
)
+ ρ¯˜˙S . (3.30)
In the equation, Sc eZ is the Schmidt number for the turbulent transport. In addi-
tion to the equation for the mean mixture fraction, an additional equation for the
variance Z˜ ′′2 is also solved
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∂(ρ¯Z˜ ′′2)
∂t
+
∂
∂xα
(
ρ¯v˜αZ˜ ′′
2
)
=
∂
∂xα
(
ρ¯νt
Sc eZ
∂Z˜ ′′2
∂xα
)
+ 2
ρ¯νt
Sc eZ
(
∂Z˜
∂xα
)2
− ρ¯χ˜ . (3.31)
In Eq. (3.31), evaporation effects are neglected. The scalar dissipation rate χ˜ is
defined as
χ˜ = 2D
(
∂Z˜ ′′
∂xα
)2
. (3.32)
3.3 CFD Code
The averaged equations for the gas phase described in the previous section are
solved by the CFD code AC-FluX (formerly known as GMTEC). AC-FluX is
a flow solver based on Finite Volume methods [31] that employs unstructured,
mostly hexahedral meshes. AC-FluX is mainly used for internal combustion en-
gine simulations, for gasoline as well as for diesel engines. The code is able to
treat moving meshes and non-conforming internal mesh motion boundaries that
facilitate generating a realistic geometric model of intake ports, exhaust ports, and
the in-cylinder in combination with valve motion. In order to provide high spatial
accuracy, adaptive run time controlled mesh refinement can be used optionally.
This section briefly covers the numerical algorithms and the general code struc-
ture of AC-FluX. More details (e.g., regarding spatial and temporal discretization
schemes) are given in Khalighi et al. [53], Ewald et al. [28], and Freikamp [32].
AC-FluX uses an iterative implicit pressure-based sequential solution procedure
to solve the coupled system of governing partial differential equations. The equa-
tions are solved sequentially rather than simultaneously; coupling is achieved via
an iterative updating procedure. The procedure accommodates incompressible
and/or compressible flows, as well as steady and/or transient flows. It is applica-
ble for arbitrary Mach numbers, although for Mach numbers much greater than
unity the efficiency of the approach decreases significantly. AC-FluX’s pressure
algorithm is patterned after SIMPLE (Semi–Implicit Method for Pressure–Linked
Equations, [69]) and PISO (Pressure–Implicit Split Operator, [48]). PISO origi-
nally was conceived as a predictor-corrector method to be used with a fixed number
of passes through the equations on each time step; however, a pure PISO method
generally is neither sufficiently efficient nor sufficiently robust for the highly dis-
torted computational meshes and complex three-dimensional time-dependent flows
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that characterize practical engineering applications. The algorithm used in AC-
FluX can be thought of as a modified PISO scheme, where both the numbers of
outer and inner iterations are variable. In the case of a single outer loop (momen-
tum predictor) and a single inner loop (pressure/velocity corrector) per time step,
this algorithm reduces to a SIMPLE-like method.
The essential steps in the pressure/momentum/continuity coupling to advance
the solution over one computational time step are:
1. momentum predictor – compute a new velocity field using the current pres-
sure field; this velocity field does not satisfy continuity.
2. pressure/velocity correctors – compute corrections to the pressure and ve-
locity fields to enforce continuity.
The momentum predictor and pressure corrector each require the solution of a
sparse implicit linear system that corresponds to a linearized discrete form of the
governing partial differential equations. The velocity corrector is explicit. Equa-
tions for additional quantities (e.g., total enthalpy, species mass fractions) are in-
cluded in each pressure/velocity corrector step to maintain tight coupling among
the equations. At the end of the pressure/velocity corrections, equations requir-
ing a lesser degree of coupling are solved (e.g., turbulence model equations). The
process then is repeated as necessary, starting from the momentum predictor, to
obtain a converged solution for the current time step or global iteration. Three
levels of iteration are thus employed on each time step (each global iteration for
a steady solution algorithm): an outer loop or outer iteration, an inner loop or
inner iteration, and iterations within the linear equation solvers. The outer it-
eration corresponds to the momentum predictor step, the inner iteration to the
pressure/velocity corrector step. The basic sequence is displayed in Fig. 3.1.
The calculation of the source terms in the gas-phase equations is a preparatory
step to the sequential solution procedure described above. The mathematical
formulation of the liquid phase is subject of the following section.
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total enthalpy h˜
velocity corrector
w′v′u′
viscous dissipation ε˜
turb. kinetic energy k˜
add. scalars Z˜fuel and S˜
momentum predictor
w˜v˜u˜
active streams Y˜j
pressure corrector p′
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Figure 3.1: Schematic flowchart illustrating three levels of iteration. This
flowchart corresponds to a compressible case (enthalpy equation included in
the inner iterations) using an enthalpy predictor (versus explicit corrector) for
each inner iteration (adopted from [32])
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The previous sections discuss the governing equations of the gas phase and their
implementation into the CFD code AC-FluX. During the injection period in an
internal combustion engine an additional liquid phase is present, which must be
adequately described to obtain the spray-related source terms in the gas phase
equations (see Eqs. (3.20), (3.21), (3.27), (3.28), (3.29), (3.30), and (3.31)). Solv-
ing for the dynamics of a spray with a wide distribution of drop sizes, velocities,
and temperatures is a complicated problem. A mathematical formulation capable
of describing this distribution is the spray equation proposed by Williams [104]. It
is an evolution equation for the probability density function f with the independent
variables droplet position, droplet velocity, temperature, radius, distortion from
sphericity y, and its time derivative dy/dt. Depending on the specific problem,
additional variables can be introduced. A direct solution of this equation is ex-
tremely difficult due to its high dimensionality; the aforementioned variables alone
constitute a 10-dimensional space and associated storage and computing time re-
quirements. Instead, a sufficiently large number of particles are introduced, which,
according to Crowe et al. [18], are called parcels. This model is usually referred
to as the discrete droplet model (DDM). Each parcel represents an ensemble of
droplets. Within one parcel, all droplets have the same properties, which corre-
spond to the independent variables described above. The ensemble of all parcels
provides the statistical information on the spray. All the subprocesses that are not
resolved on the parcel level are modeled using a Monte-Carlo method [24]. Impor-
tant subprocesses, which need to be described, are breakup, collision, coalescence,
evaporation, spray-wall impingement and dispersion. Droplet breakup of a liquid
jet is modeled using the Kelvin-Helmholtz (KH) and Rayleigh-Taylor (RT) models
as presented and investigated in [70, 80, 81, 93]. The collision model used here is
the same as proposed by Amsden et al. [1] with a few modifications. The evap-
oration of liquid droplets is calculated on the level of each parcel. Droplets are
considered to have a uniform temperature and balance equations for heat and mass
transfer are numerically solved. More detailed description of the spray modeling
can be found in [56, 88, 100, 101].
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The model presented in this work is the Representative Interactive Flamelet (RIF)
for direct-injection diesel engines. The RIF model effectively decouples the solu-
tion of the turbulent flow field and the diffusion flamelets. For the latter, detailed
chemistry for higher hydrocarbons can be used. The RIF model has been success-
fully used for a variety of direct-injection diesel engines differing in displacement
volume [7, 43, 76, 102] and in number of fuel injection pulses [29, 42].
In this chapter, Sec. 4.1 focuses on the laminar flamelet concept for non-premixed
combustion. First, the definition of the mixture fraction is introduced. Then the
flamelet equations for the species mass fractions and temperature are derived.
Following this section, the pre-assumed probability density function approach is
described. In Sec. 4.3, the RIF model is presented, and the interactive coupling
between the CFD code and the flamelet code is explained. Information on the
chemical mechanism used for the simulations is provided in Sec. 4.4. At the end
of this chapter, the flamelet approach to soot modeling and the mathematical
formulation to compute soot concentrations is described.
4.1 Laminar Flamelet Concept
Non-premixed combustion is often referred to as diffusive combustion, and the
flames are usually called diffusion flames owing to the fact that diffusion is the rate-
controlling process (in laminar diffusion flames the times scales of convection and
diffusion are orders of magnitudes larger than the chemical time scales). Burke and
Schumann [15] were the first to use this observation. They assumed the reaction
zone to be infinitely thin, which corresponds to the limit of infinite Damko¨hler
number, the latter being the ratio of the fluid dynamics time scale to the chemical
time scale. They defined coupling functions as a combination of fuel and oxidizer
concentrations. These coupling functions are conserved scalars, which means that
their respective governing equations do not have chemical source terms. Since the
pioneering work of Burke and Schumann the fast chemistry assumption has been
used in non-premixed combustion to predict global properties such as the flame
25
4 Combustion Model
length of a jet diffusion flame. The essential feature for the calculation of the latter
is the introduction of a chemistry-independent conserved scalar variable called the
mixture fraction. All scalars such as temperature, concentrations, and density are
then uniquely related to the mixture fraction. The following subsection presents
the definition of the mixture fraction.
4.1.1 Definition of the Mixture Fraction
A global reaction for complete combustion of a hydrocarbon fuel CmHn with the
stoichiometric coefficient ν ′F equal to one is
CmHn + ν
′
O2
O2 −→ ν ′′CO2CO2 + ν ′′H2OH2O . (4.1)
Equation (4.1) can be rewritten on the element level
νCC + νHH+ νOO −→ P , (4.2)
where νj is the number of atoms of element j. These values are according to Eq.
(4.1)
νC = m (4.3)
νH = n (4.4)
νO = 2ν
′
O2
. (4.5)
An element mass fraction Zj can be defined
Zj =
ns∑
i=1
aijWj
Wi
Yi , (4.6)
where W denotes the molar mass, aij is the number of atoms of element j in a
molecule of species i and ns is the number of species. Similar to the conservation
equation for a species mass fraction, an equation for the element mass fraction can
be derived
ρ
∂Zj
∂t
+ ρvα
∂Zj
∂xα
= − ∂
∂xα
(
ns∑
i=1
aijWj
Wi
ji,α
)
, (4.7)
where ji,α is the diffusion flux of species i. No chemical source term appears in
Eq. (4.7) as the reaction mechanisms considered here neither form nor consume
chemical elements. Assuming Fickian diffusion and the same diffusion coefficient D
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for all species Eq. (4.7) becomes
ρ
∂Zj
∂t
+ ρvα
∂Zj
∂xα
=
∂
∂xα
(
ρD
∂Zj
∂xα
)
, (4.8)
which is the governing equation of a conserved scalar. It follows from Eq. (4.2)
that the combination of element mass fractions Zj in Eq. (4.7)
β =
ZC
νCWC
+
ZH
νHWH
− 2 ZO
νOWO
(4.9)
is zero at stoichiometric conditions. Similar to the element mass fractions, β itself
is a conserved scalar and is considered a suitable coupling function. Spalding [87]
normalized it such that it takes values between zero and one
Z =
β − β2
β1 − β2 , (4.10)
where 1 denotes the fuel stream and 2 denotes the oxidizer stream, respectively.
Using Eqs. (4.9) and (4.10) Bilger’s [11] definition of the mixture fraction is ob-
tained
Z =
ZC/(νCWC) + ZH/(νHWH) + 2(ZO,2 − ZO)/(νOWO)
ZC,1/(νCWC) + ZH,1/(νHWH) + 2ZO,2/(νOWO)
. (4.11)
This definition of the mixture fraction is commonly used in experiments. By mea-
suring the major species, the element mass fraction can be obtained leading to the
overall mixture fraction using Eq. (4.11). Preferential diffusion effects due to dif-
ferent diffusivities however, are difficult to describe with this approach. Especially
comparing numerical results and experiments can be difficult. From Eq. (4.11) the
stoichiometric mixture fraction is obtained
Zst =
2ZO,2/(νOWO)
ZC,1/(νCWC) + ZH,1/(νHWH) + 2ZO,2/(νOWO)
. (4.12)
Assuming the same diffusivity for all species can be too restrictive. Therefore, a
more general definition for the mixture fraction was proposed by Peters [73] using
a simple convection-diffusion equation
ρ
∂Z
∂t
+ ρvα
∂Z
∂xα
=
∂
∂xα
(
ρDZ
∂Z
∂xα
)
. (4.13)
The diffusion coefficient of the mixture fraction DZ can be chosen arbitrarily but
it is convenient to use the thermal diffusivity, which results in a Lewis number of
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unity for the mixture fraction. This definition of the mixture fraction will be used
in this work.
Z = 0
Z = 1
Figure 4.1: Mixing behind a splitter plate for a two-feed system
Following from Eq. (4.10), for a two-feed system with the fuel stream m˙1 (Z=1)
and the oxidizer stream m˙2 (Z=0), see Fig. 4.1, the mixture fraction is defined as
the local ratio of the mass flux originating from the fuel stream to the total mass
flux
Z =
m˙1
m˙1 + m˙2
. (4.14)
The mixture fraction can also be related to the commonly used equivalence
ratio Φ, which is the unburned fuel-to-air ratio divided by the fuel-to-air ratio at
stoichiometric conditions
Φ =
Z
1− Z
1− Zst
Zst
or Z =
ΦZst
1− Zst(1− Φ) . (4.15)
Equation (4.15) suggests that the mixture fraction can be considered a normalized
equivalence ratio.
Using the definition in Eq. (4.13) for the mixture fraction, we will investigate
the laminar flamelet equations in terms of the mixture fraction.
4.1.2 Flamelet Equations
The steady state laminar flamelet equations based on the mixture fraction as inde-
pendent variable were derived independently by Peters in 1980 [17] and Kuznetsov
in 1982 [57], the unsteady formulation was given by Peters in 1984 [71] and re-
viewed in 1986 [74]. The derivation is based on a local coordinate transformation
and boundary layer arguments.
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The starting point for the derivation are the three-dimensional and instationary
transport equations for the species mass fraction Yi
ρ
∂Yi
∂t
+ ρvα
∂Yi
∂xα
+
∂
∂xα
(ji,α)− m˙i = 0 , i = 1, ..., ns , (4.16)
where ji,α represents mass diffusion. The equation for the enthalpy h is
∂ (ρh)
∂t
+
∂ (ρvαh)
∂xα
=
∂p
∂t
− ∂
∂xα
(
jTα +
ns∑
i=1
ji,αhi
)
− q˙r , (4.17)
where jTα is the thermal diffusive flux and q˙r is the radiative heat flux, which
accounts for both gas and soot radiation. The species mass diffusion flux ji,α is
modeled using Fick’s first law of binary diffusion
ji,α = −ρDi ∂Yi
∂xα
, (4.18)
where Di is the diffusion coefficient of species i. Thermal conduction j
T
α in the
enthalpy equation is modeled similarly
jTα = −λ
∂T
∂xα
, (4.19)
where λ is the thermal conductivity. The thermal diffusivity a = λ/(ρcp) is used
to define the species Lewis number
Lei =
a
Di
. (4.20)
Equation (4.17) can also be written in temperature form using Eq. (4.19)
ρ
∂T
∂t
+ ρvα
∂T
∂xα
− ∂
∂xα
(
λ
cp
∂T
∂xα
)
+
λ
c2p
(
ns∑
i=1
ji,αcpi
cp
λ
− ∂cp
∂xα
)
∂T
∂xα
+
1
cp
(
ns∑
i=1
him˙i − ∂p
∂t
+ q˙r
)
= 0 . (4.21)
The gas is assumed to be optically thin. The radiation is then expressed as [10]
q˙r = 4αpσsT
4 , (4.22)
where σs is the Stefan-Boltzmann constant and αp is Planck’s radiation coefficient
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defined by
αp = αp,sfv + αp,CO2pCO2 + αp,H2OpH2O . (4.23)
pCO2 and pH2O are the partial pressures of CO2 and H2O and fv is the soot
volume fraction. The coefficients for CO2 and H2O are taken from Mu¨ller [66] and
the coefficient for soot was given by Howard [47]. The total radiative heat loss is
then given by
q˙r = 4σsT
4
(
αp,sfv + αp,CO2pCO2 + αp,H2OpH2O
)
. (4.24)
This leads to the final form of the equations for the species mass fraction and the
enthalpy in temperature form
ρ
∂Yi
∂t
+ ρvα
∂Yi
∂xα
=
∂
∂xα
(
ρDi
∂Yi
∂xα
)
+ m˙i , (4.25)
ρ
∂T
∂t
+ ρvα
∂T
∂xα
− ∂
∂xα
(
λ
cp
∂T
∂xα
)
−
ns∑
i=1
λ
cpLei
∂Yi
∂xα
cpi
cp
∂T
∂xα
− λ
c2p
∂cp
∂xα
∂T
∂xα
=
1
cp
(
∂p
∂t
− q˙r −
ns∑
i=1
him˙i
)
. (4.26)
Figure 4.2: Schematic of a diffusion flame illustrating the flamelet transformation
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Assuming that the reaction layer can be identified by the surface of stoichiomet-
ric mixture (see Fig. 4.2), a local coordinate transformation is introduced. The
local coordinate x1, which is normal to the iso-surface of stoichiometric mixture, is
replaced by Z, the other coordinates are tangential to that surface. Using Z2 = x2,
Z3 = x3, and τ = t as the other independent variables the transformation rules
are given by
∂
∂t
=
∂
∂τ
+
∂Z
∂t
∂
∂Z
∂
∂x1
=
∂Z
∂x1
∂
∂Z
∂
∂xβ
=
∂
∂Zβ
+
∂Z
∂xβ
∂
∂Z
, β = 2, 3 .
(4.27)
Introducing these transformations in Eqs. (4.25) and (4.26) and retaining only the
leading order terms, the first-order flamelet equations for the species mass fraction
ρ
∂Yi
∂t
− ρ χ
2Lei
∂2Yi
∂Z2
= m˙i (4.28)
and the temperature
ρ
∂T
∂t
− ρχ
2
∂2T
∂Z2
− ρ χ
2cp
[
ns∑
i=1
cpi
Lei
∂Yi
∂Z
+
∂cp
∂Z
]
∂T
∂Z
=
1
cp
(
∂p
∂t
− q˙r −
ns∑
i=1
m˙ihi
)
(4.29)
are obtained.
For cases in which differential diffusion effects are important, e.g. in hydrogen-air
flames, Pitsch and Peters [77] derived flamelet equations with additional correction
terms.
An important quantity, which appears as a diffusion coefficient in the flamelet
equations is the scalar dissipation rate χ. It is defined by
χ = 2D
(
∂Z
∂xα
)2
. (4.30)
Peters [71] showed that for a laminar, stationary counterflow diffusion flame
with constant density and diffusion coefficients, the Z-dependence of the scalar
dissipation rate χ is
χ(Z) =
as
π
exp
{−2[erfc−1(2Z)]2} = as
π
ferfc(Z) , (4.31)
31
4 Combustion Model
where as is the strain rate. For this special case the strain rate can be expressed
by the velocity gradient at the oxidizer nozzle. This solution is also valid for the
unsteady mixing layer that develops between initially separated infinite amounts
of fuel and oxidizer. Peters [72] showed that for a shear layer that develops behind
a splitter plate both scenarios, namely the stagnation flow and the mixing layer
configuration, respectively, occur. As both cases can be described by Eq. (4.31),
it is generally accepted to be a good approximation for the scalar dissipation rate.
Pitsch [75] specifically investigated mixing fields in which the maximum mixture
fraction decays over time. For the unsteady, one-dimensional mixing layer with
the fuel in the middle and pure oxidizer towards both sides, the scalar dissipation
rate is given by
χ = −2Z
2
t
ln
(
Z
ZR
)
, (4.32)
where ZR is the maximum mixture fraction, which appears on the symmetry line,
the strain is zero for this case.
4.2 The Preassumed Shape PDF Approach
Once the dependence of the reactive scalars on the mixture fraction is known, tur-
bulent mean quantities can be calculated, if the statistical information pertaining
to the conserved scalar (mixture fraction) in the turbulent flow field is known.
This is contained in the mixture fraction Probability Density Function (PDF).
Girimaji [40] has shown that the β-PDF shape is appropriate for capturing the
nature of the relevant mixing processes in non-premixed combustion. Its functional
form is pre-assumed and its local shape is fixed at each point of the flow field by
relating to the two known parameters: mean mixture fraction (Z˜) and variance
(Z˜ ′′2) of mixture fraction. The β-PDF has the form
P˜ (Z; x, t) =
Zα−1 (1− Z)β−1
Γ (α) Γ (β)
Γ (α + β) . (4.33)
Here Γ is the gamma function. The two parameters α and β are related to the
mean and variance of mixture fraction by
α˜ = Z˜γ, β =
(
1− Z˜
)
γ, (4.34)
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where
γ =
Z˜
(
1− Z˜
)
Z˜ ′′2
− 1 ≥ 0. (4.35)
It can be shown from Eq. (4.33) that in the limit of very small Z˜ ′′2 (large γ), the
β-PDF approaches a Gaussian distribution. For α < 1 it develops a singularity at
Z = 0 and for β < 1 a singularity at Z = 1.
4.3 RIF Model
The main advantage of the flamelet concept is the fact that chemical time and
length scales need not to be resolved in a multi-dimensional CFD code. The RIF
model couples the solution of the laminar flamelet equations to the solution of
the turbulent flow and mixing field. Figure 4.3 schematically shows the coupling
Figure 4.3: Code structure of a Representative Interactive Flamelet model con-
cept
between the CFD and the flamelet code. From the turbulent flow and mixing
field the flamelet parameters scalar dissipation rate conditioned on stoichiometric
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mixture χ̂st and the pressure p̂ are extracted. The average pressure p̂ is computed
using a volume average
p̂ =
∫
V
p¯ dV ′∫
V
dV ′
. (4.36)
A local value for the scalar dissipation rate conditioned on stoichiometric mix-
ture χst,l is computed as
χst,l =
χ˜∫ 1
0
f(Z)
f(Zst)
P˜ (Z) dZ
, (4.37)
where P˜ (Z) is the probability density function, which is described in Sec. 4.2
above. In the equation, χ˜ is the sink term appearing in Eq. (3.31), which is
modeled according to Jones [50]
χ˜ = cχ
ǫ˜
k˜
Z˜ ′′2 , (4.38)
where cχ=2.0. Averaging these local values on the surface of stoichiometric mixture
yields the domain averaged scalar dissipation rate conditioned on stoichiometric
mixture [75]
χ̂st =
∫
V
χ
3/2
st,l ρ¯ P˜ (Zst) dV
′∫
V
χ
1/2
st,l ρ¯ P˜ (Zst) dV
′
, (4.39)
where V is the domain of averaging.
These parameters are transferred to the flamelet code at each CFD time step.
The flamelet code computes the solution of the flamelet equations for the species
mass fractions and the temperature according to Eqs. (4.28) and (4.29) for this time
step. Additional equations for the soot can also be solved. The flamelet code may
take several time steps within one CFD time step, depending on the chemistry and
the mixing time scales. The computed instationary flamelet solution is transferred
back to the CFD code. The turbulent mean mass fractions for all species are
computed by integrating the flamelet solution with a probability density function
of the mixture fraction in each CFD cell
Y˜i(xα, t) =
1∫
Z=0
P˜ (Z; xα, t) Yi(Z, t) dZ . (4.40)
These turbulent mean values are then used to iteratively compute the mean tem-
34
4.4 Chemical Mechanism
perature in each CFD cell using the enthalpy computed from Eq. (3.27).
4.4 Chemical Mechanism
A major aspect in modeling diesel engine combustion is the treatment of the com-
bustion chemistry. Diesel fuel is a mixture of several hundreds to thousands of
different hydrocarbon species differing in size and structure, ranging from small
aliphatic to large aromatic components. The exact composition may differ depend-
ing on the refinement origin of the fuel. Developing a chemical kinetics mechanism
accounting for the exact composition is therefore neither possible nor feasible, and
formulating chemical mechanisms for surrogate fuels with a limited number of com-
ponents is the only realistic option. An important aspect of such a surrogate fuel
is that it can accurately reproduce the auto-ignition aspects, which are important
characteristics of diesel engine combustion. Within the IDEA-EFFECT program,
a mixture of 70 percent n-decane and 30 percent α-methylnaphthalene (liquid vol-
ume), the so-called IDEA fuel, was thoroughly investigated. The density, cetane
number, and carbon-to-hydrogen ratio of diesel fuel are very similar to the IDEA
fuel. Antoni [2] used both fuels for experiments in a Volkswagen DI diesel engine.
Measured ignition and heat release characteristics were almost identical for both
fuels, confirming the similarity of their physical and chemical properties. In ad-
dition to measuring the cylinder pressures, pollutant emission measurements were
also carried out. Measured NOx and soot emissions were also similar; however, the
IDEA fuel yielded slightly lower amounts with a maximum deviation of 7 percent
for NOx and 30 percent for soot. The complete chemical reaction mechanism for
IDEA fuel comprises 519 elementary reactions and 109 chemical species [6]. This
mechanism describes low and high-temperature auto-ignition and combustion, as
well as the formation of soot precursors and NOx.
4.5 Flamelet Approach to Soot Modeling
The particle size distribution function (PSDF) gives the number density of parti-
cles according to their sizes. Soot particles may range from∼1nm to a few microns.
The difference in size of two soot particles can be just a few carbon atoms, thus
creating a quasi-continuous size distribution function. It is not practical to work
with the whole size distribution function as particles of a huge number of sizes
need to be tracked. Two methods are most commonly used to tackle this problem.
One method is to use a discrete size distribution function using a finite number
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of size bins. Each bin represents particles of sizes within a definite range. This
method still requires quite a few bins to get useful information out of the size dis-
tribution. The other method is the method of moments, where we can describe the
most important features of a size distribution function using just a few statistical
moments. The soot model presented here uses the method of moments to describe
the soot PSDF. The following section explains this method further.
The method of moments is applied to describe the soot PSDF assuming a dis-
crete size distribution with all the sizes being integral multiples of the smallest
size. For modeling purposes we assume that all the soot particles consist of only
carbon atoms. Considering a unit of two carbon atoms to be the smallest size,
thus assuming the number of C atoms in every soot particle to be even. Any soot
particle can then be classified to be of size i, with exactly i basic units of two
carbon atoms each, where i can take any positive integral value. With m1(kg)
being the mass of a basic unit, the mass of a soot particle of size i is mi = i×m1.
If Ni represents the number-density (kmol/m3) of particles of size i, then the
moment of rth order is defined as
Mr =
∞∑
i=1
irNi r = 0, 1, 2 ...∞ . (4.41)
All moments have the same unit as number-density (kmol/m3). As evident from the
above definition, the 0th order moment M0 is the total number-density of all soot
particles.
M0 =
∞∑
i=1
Ni . (4.42)
The 1st order moment M1 represents the total mass concentration or the volume
fraction of the soot particles.
M1 =
∞∑
i=1
iNi , (4.43)
=
1
m1NA
(
∞∑
i=1
iNim1NA
)
,
=
(
1
m1NA
)
csoot ,
=
(
ρs
m1NA
)
fv ; using fv =
csoot
ρs
, (4.44)
36
4.5 Flamelet Approach to Soot Modeling
=
(
ρs
wC2
)
fv ; using wC2 = m1NA . (4.45)
Here NA is the Avogadro number (1/kmol), while ρs, csoot, fv and wC2 are the density
(kg/m3), mass concentration (kg/m3), the volume fraction of soot and molar mass
(kg/kmol) of a C2 unit (two carbon atoms), respectively.
The 2nd order moment M2 relates to variance, while the 3
rd and 4th moments
relate to skewness and kurtosis. Further order moments relate to respective higher
order standardized moments. This is shown in Appendix A.
The PSDF can be completely reconstructed if all the moments are known. In
most applications only some statistical properties of the PSDF represented by the
first few moments are of interest. As will be shown in the following sections, the
equations for the first few moments can be solved without any knowledge about
further moments thus saving computational effort.
To derive the flamelet equations for soot particles we use:
Ni =
ρYi
Wi
, (4.46)
where Ni is the number density, Yi is the mass fraction and Wi is the molecular
mass of ith species. Using equations (4.28) and (4.46) we can derive the flamelet
equations for all soot particle sizes. Using the size of soot particles as the index i
and adding all the flamelet equations for soot particles after multiplying with ir,
we get:
ρ
∂(Mr/ρ)
∂t
=
ρχ
2
∂2(Mr/ρ)
∂Z2
+ M˙r r = 0, 1, 2 ...∞ . (4.47)
This is the flamelet equation for soot moment of rth order (Mr) as defined in
Eq. (4.41). This equation is in the simplest form with assumption of unity Lewis
numbers. Considering the effect of non-constant Lewis numbers and including the
effect of thermophoresis, the flamelet equation for soot moments becomes:
ρ
∂Mr/ρ
∂t
= ρ
χ
2
LeZ
Lep
· ∂
2Mr/ρ
∂Z2
+ ρ
χ
2
∂
∂z
(
LeZ
Lep
)
∂Mr/ρ
∂Z
+
1
4
∂ρχ
∂Z
(
LeZ
Lep
∂Mr/ρ
∂Z
− ∂Mr/ρ
∂Z
)
+
0.55
2
Pr · LeZ
[
∂
∂Z
(
Mrχ
T
∂T
∂Z
)
+
1
2
Mr/ρ
T
∂ρχ
∂Z
∂T
∂Z
]
+ M˙r . (4.48)
Here LeZ is the mixture Lewis number, while Lep is the Lewis number of soot
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particles (constant). The above equation is derived based on a similar derivation
in [75]. Here the first three terms on the R.H.S. represent molecular transport,
while the fourth term represents thermophoresis and the last term is the source
term for the soot moment of rth order.
4.6 Alternative Flamelet Equations for Soot
Moments
With increasing order of a soot moment, its magnitude increases almost exponen-
tially. This can be problematic for running simulations with higher orders of soot
moments as it becomes more difficult to meet the convergence criterion. There-
fore, two different approaches were proposed to solve the flamelet equations for
soot moments.
Approach I
We can divide Eq. (4.47) by Mr to get:
ρ
Mr
∂Mr/ρ
∂t
=
1
Mr
RHS , (4.49)
∂ln (Mr/ρ)
∂t
=
1
Mr
RHS . (4.50)
Now the equation calculates the rate of change of the logarithm of soot moments
which do not change drastically with higher order moments. Also, since the RHS
merely had to be divided by Mr, the code does not require much changes. Though
this approach has some shortcomings. Since we divide by Mr (and use the loga-
rithm of Mr), the equation is not valid for Mr = 0. This could be remedied by
initializing Mr with a very small positive finite value. Another issue related with
the above approach is extreme sensitivity of the solution for values of Mr close to
zero. The second approach addresses this issue.
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Approach II
We transform the flamelet equations for soot as following:
∂Mr/ρ
∂t
=
1
2
χ
Le
· ∂
2Mr/ρ
∂Z2
+
M˙r
ρ
. (4.51)
Using: ln(Mr/ρ+ 1) ≡ Y
∂Y
∂t
=
1
2
χ
Le
[
∂2Y
∂Z2
+
(
∂Y
∂Z
)2]
+ e−Y
M˙r
ρ
. (4.52)
Addition by 1 before taking a logarithm allows to handle Mr = 0 as well as
removes the excessive sensitivity of the solution close to Mr = 0. Though this
transformation changes the RHS considerably.
If the transformation of the equation variable Y to Mr is carried out as:
Mr = ρ(e
Y − 1) . (4.53)
There can be some loss of information due to machine limitations close to Mr = 0
since eY becomes much smaller than unity. This problem can be circumvented,
since for small Y :
eY − 1 ≈ Y . (4.54)
Most of the calculations in this thesis were carried out using Approach II.
4.7 Transport Equation for Soot Moments in
Physical Space
Soot formation is rather a slow process compared to other species involved in
combustion chemistry. Therefore, a transport equation for soot moments could be
another way to simulate soot formation. Peters [72] showed that by combining the
transport equation for the PDF P˜ with the flamelet equation for a reactive scalar
Yi, in this context Mr, the following balance equation for the turbulent mean of a
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reactive scalar, here M˜r, can be derived assuming unity Lewis numbers
ρ¯
∂M˜r
∂t
+ ρ¯v˜α
∂M˜r
∂xα
=
∂
∂xα
(
ρ¯Dt
∂M˜r
∂xα
)
+ ˜˙M r . (4.55)
Here ˜˙M r represents soot source terms. Nucleation, coagulation and condensa-
tion source terms were taken from unsteady flamelet calculations, and their mean
source terms were calculated similar to Eq. (4.40). Soot surface growth and oxida-
tion terms were normalized with the local fractional soot moments in the mixture
fraction space to account the surface dependence of these processes in physical
space. Therefore, soot reaction rates instead of whole source terms were taken
from unsteady flamelet calculations at each time step of the CFD-code.
Carbonell et al. [16] investigated various approaches for soot formation within
the flamelet modeling for laminar diffusion flames. A transport equation for soot in
physical space was one of the approaches. The authors investigated two methods to
store the source terms for soot surface growth and oxidation. In the first method,
the complete source terms were taken from the flamelet calculations, while in the
second method, only the reaction rates were taken from the flamelet calculations.
From the results, they concluded that taking the reaction rates from flamelet
calculations is an appropriate method. The first method overpredicted the soot
volume fraction in physical space.
Chapter 10 compares the solution for soot moments computed from the trans-
port equation in physical space and using a PDF integration of the flamelet solution
for soot moments as shown in Eq. (4.40).
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5.1 Soot Model
Soot is considered one of the most dangerous emissions from diesel engines. Small
soot particles can enter the lungs and are suspected to cause cancer. According to
the current understanding, soot particles are formed by coagulation of polycyclic
aromatic hydrocarbon (PAH). They stick together by Van-der-Waals forces and
form three-dimensional structures. These structures or particles grow further by
additional condensation of PAH molecules and additions of acetylene molecules,
which is described by the HACA (H-Abstraction C2H2-addition) mechanism. Oxi-
dation of soot takes place during heterogeneous reactions between the soot particles
and the hydroxyl-radical and the molecular oxygen.
These processes are described by the kinetically based soot model that was
developed by Frenklach et al. [34, 36, 37] and Mauss [62]. It can be categorized
into three steps:
1. formation of Benzene,
2. formation, growth and oxidation of PAHs,
3. formation, growth and oxidation of soot particles.
The interaction between the above mentioned steps is depicted in Fig. 5.1.
5.1.1 Formation of Benzene
The first soot particles are formed by coagulation of planar PAH molecules. PAH
molecules also play a major role in the growth of soot particles. Therefore, it
becomes imperative to properly model the formation of PAHs. The first step of
PAH formation is the formation of a benzene ring. Several pathways are possible
and their correct description requires an accurate prediction of the major species
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Figure 5.1: Soot modeling processes and their interaction
involved and the temperature [3]. Frenklach et al. [36] and Westmoreland [103]
showed that n-C4H3 and n-C4H5 under addition of acetylene followed by cycliza-
tion can react to C6H5 (phenyl) and C6H6 (benzene). However, because of the
relative ease of dissociation of these radicals at flame temperatures, these reac-
tions are subject to severe constraints from reversibility. At high temperatures
where aromatic compounds are formed these reactions may become negligible. In
addition, both radicals have isomers (i-C4H3 and i-C4H5) that are more stable and
thereby less reactive [64]. Therefore, since the isomers (i-C4H3 and i-C4H5) occur
in higher concentrations than n-C4H3 and n-C4H5, this formation path is even
more unlikely. Stein et al. [92] introduced another formation path for benzene
through propargyl-propargyl recombination. C3H3 (propargyl) like n-C4H3 and
n-C4H5 is resonantly stabilized and forms only weak bonds with stable molecules
and is consequently found in high concentrations in flames (Miller et al. [65]). Sev-
eral isomerizations and cyclization steps are subsequently necessary to form phenyl
and finally benzene. This formation path is included in the chemical mechanism,
described in Sec. 4.4.
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5.1.2 Growth of PAHs
The growth of PAHs comprises an infinite number of different species and reactions.
Frenklach [33, 37] proposed a statistical description of the process, the method of
“linear lumping”. The underlying assumption is that the growth of PAHs can
approximately be described as polymerization. The reaction mechanism is then
described by different polymerization levels, each consisting of a sequence of inter-
mediate reactions
Pn,1 + R ←→ Pn,2 + RH
Pn,2 + C2H2 ←→ Pn,3 + H
Pn,3 + R ←→ Pn,4 + RH
Pn,4 + C2H2 ←→ Pn,5
Pn,5 + RH ←→ Pn,6 + R
Pn,5+C2H2 ←→ Pn+2,1 + H,
(R 5.1)
where Pn,i represents a PAH of level n and intermediate structure i. R represents a
radical (H, O, OH). First a H-atom is abstracted from PAH Pn,1. In a second step
C2H2 is added at the resulting active site. After a repetition of these two steps a
new ring is formed. The new molecule Pn,5 has an active site and another C2H2
molecule can be added leading to a second cyclization into the next polymerization
level Pn+2,1.
Then, instead of solving an infinite set of partial differential equations for every
single PAH, a finite number of conservation equations for the statistical moments
of the size distribution is solved, but the numerical effort still remains high.
A different model was proposed by Mauss [62]. Based on experimental obser-
vation, he introduced steady-state assumptions for the PAH leading to a set of
algebraic equations. As for the previous model, the PAH grow by the HACA
mechanism. Consumption of PAH is either due to oxidation reactions or physical
processes, which lead to formation (nucleation) or growth (condensation) of soot
particles.
Pitsch [75] proposed a simplification of the model by Mauss. Nucleation and
condensation are assumed to be faster than the polymerization process. Relevant
amounts of PAHs are only found for the first level of the polymerization process.
By comparing the mass fraction of PAH P4,1 being the first molecule belonging to
the fast polymerization process, with the sum of the mass fractions of all the other
molecules in the first two levels, he showed that under diesel engine conditions only
the mass fraction of PAH P4,2 is of the same order of magnitude as PAH P4,1 right
after ignition before the formation of soot particles has started. For later times
the mass fraction of the PAH P4,1 exceeds the sum of the mass fractions of all the
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other PAHs with intermediate structures by more than one order of magnitude over
the whole mixture fraction space. Diesel engine calculations conducted by Pitsch
comparing both models also confirmed these findings. Engine out soot emissions
showed no relevant differences. Thus, the model by Pitsch is used here.
5.1.3 Formation, Growth and Oxidation of Soot Particles
Nucleation, condensation, coagulation, surface growth and oxidation are the pro-
cesses which affect the size distribution of soot particles [62]. Since all these pro-
cesses can be calculated separately, we can split the source term for soot moments
as:
M˙r = M˙r,nuc + M˙r,con + M˙r,coa + M˙r,sg + M˙r,ox . (5.1)
Here the subscripts nuc, con, coa, sg and ox represent nucleation, condensation,
coagulation, surface growth and oxidation respectively. The first three processes
can be seen as inter-particle coagulation. The coagulation can be between two PAH
molecules (nucleation), between a soot particle and a PAH molecule (condensation)
or between two soot particles (coagulation). Surface growth and oxidation can be
modeled as gas phase reactions between activated sites on soot particles and C2H2
(growth) or O2 and OH (oxidation). We use the surface area of the soot particles
to determine the concentration of active sites and then use it for the gas phase
reactions.
The inter-particle coagulation processes are modeled using the discrete form of
Smoluchowski Coagulation equation from [86]. It gives the rate of change of the
number density of particles of size i as:
N˙i =
1
2
i−1∑
j=1
(βj,i−jNjNi−j)−
∞∑
j=1
(βi,jNiNj) . (5.2)
Here Ni represents the number density of particles of size i, while βi,j is a fre-
quency factor representing the frequency of collisions between particles of sizes i
and j which lead to coagulation. The first term on the RHS represents the rate
of formation of particles of size i by coagulation of two smaller particles, while
the second term represents the rate of consumption of particles of size i due to
coagulation with another particle. The frequency factor βi,j for the free molecular
regime is given by:
βi,j = ǫi,j
√
8πkBT
µi,j
(ri + rj)
2 . (5.3)
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Where kB is the Boltzmann constant, µi,j is the reduced mass of coagulating parti-
cles, ri is the radius of particles of class i and ǫi,j is the size dependent coagulation
enhancement factor due to inter-particle forces. The reduced mass is defined as
µi,j = mimj/(mi +mj) where mi and mj are masses of particles of size i and j,
respectively. The following sections discuss the calculation of each source term in
detail.
Nucleation
Nucleation is the process of the formation of primary particles from polyaromatic
soot precursors. We use Smoluchowski’s master equation (5.2) to represent the
nucleation dynamics of primary soot particles of size i as:
SN˙i,nuc =
1
2
i−1∑
j=1
(
βj,i−j
PNj
PNi−j
)
. (5.4)
Here the superscripts S and P before N denote soot and PAH respectively. The
main difference from Eq. (5.2) is the absence of the negative term, since the par-
ticles being consumed in the process are PAH molecules and not soot particles.
Multiplying Eq. (5.4) by ir and taking a summation over all sizes we get the nu-
cleation source term in the moment form. Replacing i with (i+ j) in the moment
form we get:
M˙r,nuc =
1
2
∞∑
i=1
∞∑
j=1
(
(i+ j)r βi,j
PNi
PNj
)
. (5.5)
Note the change in upper limit for j due to the change in indices. Using Vi =
mi/ρs = i ·m1/ρs, we can rewrite Eq. (5.3) as:
βi,j = C ·
(
1
i
+
1
j
)1/2 (
i1/3 + j1/3
)2
, (5.6)
with
C = ǫi,j
(
3m1
4πρs
)1/6(
6kBT
ρs
)1/2
, (5.7)
where Vi is the volume of particles of size i, ρs = 1800 [kg/m3] is the density of
soot. Equation (5.6) assumes the coagulating particles to be spherical to calculate
their radii from the mass and density. Using the results from [41] the coagulation
enhancement factor ǫi,j is set to 2.2. The same factor is valid for condensation and
coagulation also.
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We assume a further simplification, that only molecules of same inception species
coagulate together to form the primary soot particles. Therefore, using i = j we
get:
M˙r,nuc =
1
2
∑
j
(
(2j)r βj,j
PNj
PNj
)
. (5.8)
Equation (5.8) can be derived from Eq. (5.5) by setting i = j. The summation is
over the finite sized set of inception species, with j being the mass of the inception
species in C2 units. Therefore, we have only a few definite values of j and not a
series.
Condensation
Apart from participating in nucleation, a PAH molecule can also coagulate with
an already formed soot particle, thereby increasing its size. This process is known
as condensation. Condensation does not affect the number of particles but tends
to shift the PSDF towards larger particle sizes. The Smoluchowski equation (5.2)
for condensation takes the form:
N˙i,con =
i−1∑
j=1
(
βj,i−j
PNj
SNi−j
)− ∞∑
j=1
(
βi,j
SNi
PNj
)
. (5.9)
In contrast to the equation for nucleation (5.4) the negative term is retained since
a soot particle also participates in condensation to form a larger particle. Also the
1
2
term is not present since the two particles involved are dissimilar thus avoiding
duplication of the terms. By summation over all sizes after multiplication with
ir and a change in indices similar to the nucleation equation, we can derive the
equation in the moment form as:
M˙r,con =
∞∑
i=1
∞∑
j=1
(
(i+ j)r βi,j
SNi
PNj
)− ∞∑
i=1
∞∑
j=1
(
irβi,j
SNi
PNj
)
. (5.10)
It can be seen from Eq. (5.10) that for r = 0, M˙r,con becomes zero. This shows
that condensation does not affect the number of particles, as already stated above.
To use multiple inception species and deal with their individual concentrations, it
is beneficial to convert this equation to a summation over j which represents the
size of the inception species. Using binomial expansion of (i+ j)r we can rewrite
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Eq. (5.10) as:
M˙r,con =
∑
j
PNj
[
∞∑
i=1
(
r−1∑
k=0
(
r
k
)
ikjr−kβi,j
SNi
)]
. (5.11)
Coagulation
The soot particles coagulate with each other to form larger and larger soot par-
ticles. This does not change the total mass of particles but affects the number of
particles and the size distribution. The Smoluchowski equation for soot particle
coagulation becomes:
SN˙i,coa =
1
2
i−1∑
j=1
(
βj,i−j
SNj
SNi−j
)− ∞∑
j=1
(
βi,j
SNi
SNj
)
. (5.12)
Taking a summation over all sizes after multiplying with ir, and change of indices
we get the coagulation source term in moment form as:
M˙r,coa =
1
2
∞∑
i=1
∞∑
j=1
(
(i+ j)r βi,j
SNi
SNj
)− ∞∑
i=1
∞∑
j=1
(
irβi,j
SNi
SNj
)
. (5.13)
For r = 0:
M˙0,coa =− 1
2
∞∑
i=1
∞∑
j=1
(
βi,j
SNi
SNj
)
. (5.14)
For r = 1:
M˙1,coa =0 . (5.15)
For r ≥ 2:
M˙r,coa =
1
2
r−1∑
k=1
(
r
k
)( ∞∑
i=1
∞∑
j=1
ikjr−kβi,j
SNi
SNj
)
. (5.16)
Since the soot particles involve a large range of sizes, their coagulation is not
only considered in the free molecular regime, but also in the continuum regime
and the transition regime between the two regimes. The frequency factor βi,j
takes different forms in the two regimes. The regimes are categorized based on
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the Knudsen number which is defined as the ratio of the mean free path to the
radius of the particle. Thus Kn = 2λ/d with λ being the mean free path and
d the particle diameter. Kn ≪ 1 defines the continuum regime while Kn ≫ 1
defines the free molecular regime. The range of Kn between 0.1 and 10 is generally
considered the transition regime. Calculation of the Knudsen number is explained
in Appendix B.
The frequency factor for the free molecular regime is given by Eq. (5.6) as already
stated in section 5.1.3. Using Eq. (5.14) and Eq. (5.16) with Eq. (5.6) we get:
M˙0
FM
,coa =−
1
2
C
∞∑
i=1
∞∑
j=1
√
i+ j
(
i
1
3 + j
1
3
)2
√
ij
SNi
SNj , (5.17)
M˙r
FM
,coa =
1
2
r−1∑
k=1
(
r
k
)
C
 ∞∑
i=1
∞∑
j=1
ikjr−k
√
i+ j
(
i
1
3 + j
1
3
)2
√
ij
SNi
SNj
 . (5.18)
Here the superscript FM denotes the free molecular regime.
The frequency factor in the continuum regime is given as [35, 79]:
βCi,j = K
(
Ci
i
1
3
+
Cj
j
1
3
)(
i
1
3 + j
1
3
)
, (5.19)
with
K =
2kBT
3η
, Ci = 1 + 1.257Kni , (5.20)
here the superscript C denotes the continuum regime. η is the gas viscosity and
Ci and Kni are the Cunningham slip correction factor and the Knudsen number
for a particle sized i. Using the calculation of Knudsen number from Appendix B,
we get:
βCi,j =K
[
2 +
i
1
3
j
1
3
+
j
1
3
i
1
3
+
2.514λ
d1
(
1
i
1
3
+
i
1
3
j
2
3
+
j
1
3
i
2
3
+
1
j
1
3
)]
. (5.21)
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Using equations (5.14–5.16) and (5.21) we get:
M˙0
C
,coa =−K
[
M20 +M 1
3
M
−
1
3
+
2.514λ
d1
(
M
−
1
3
M0 +M 1
3
M
−
2
3
)]
, (5.22)
M˙1
C
,coa =0 , (5.23)
M˙r
C
,coa =
1
2
r−1∑
k=1
(
r
k
)
K
[(
2MkMr−k +Mk+ 1
3
Mr−k− 1
3
+Mk− 1
3
Mr−k+ 1
3
)
(5.24)
+
2.514λ
d1
(
Mk− 1
3
Mr−k +Mk+ 1
3
Mr−k− 2
3
+Mk− 2
3
Mr−k+ 1
3
+MkMr−k+ 1
3
)]
.
(5.25)
The coagulation in the transition regime can be described by the Fuchs approxi-
mation [38], but Pratsinis [79] has shown that half of the harmonic mean of the two
limiting cases (which reduces to the proper limit values for large or small Knudsen
numbers) gives a reasonable approximation for a monodisperse distribution. The
same approximation has been applied and tested by Frenklach for soot formation
simulations [35]. Therefore the coagulation in the transition regime is calculated
as:
M˙0
tr
,coa =
M˙0
FM
,coa · M˙0C,coa
M˙0
FM
,coa + M˙0
C
,coa
, (5.26)
M˙1
tr
,coa =0 , (5.27)
M˙r
tr
,coa =
M˙r
FM
,coa · M˙rC,coa
M˙r
FM
,coa + M˙r
C
,coa
, r = 2, 3, ...∞ . (5.28)
Surface Growth and Oxidation
Chemical reactions at the surface of soot particles also changes them. Successive
addition of acetylene followed by ring closure leads to growth of the soot particle
surface, while oxidation with OH radicals or oxygen leads to consumption of soot
particles. The reactions involved in the surface growth and oxidation are given in
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Eq. (5.29).
CSoot,iH + OH
k7f
⇋
k7b
C∗Soot,i + H2O
CSoot,iH + H
k8f
⇋
k8b
C∗Soot,i + H2
CSoot,iH
k9f
⇋
k9b
C∗Soot,i + H
C∗Soot,i + C2H2
k10f
⇋
k10b
C∗Soot,iC2H2
CSoot,iH + OH
k12→ C∗Soot,i−1 + CH + CHO
C∗Soot,iC2H2
k13f
⇀ CSoot,i+1H + H
CSoot,iH + H
k13b
⇀ CSoot,i−1C2H2
C∗Soot,i + O2
k111→ C∗Soot,i−1 + 2CO
C∗Soot,iC2H2 + O2
k112→ C∗Soot,i + 2CHO

(5.29)
Here CSoot,i is an active site on a particle of size i according to the definition of size
based on C2 units given in Sec. 4.5. The soot radical sites are denoted with the
superscript ∗ . The forward and backward reactions 13f and 13b of the reversible
reaction 13 are written separately with different size indices to indicate that 13f
leads to an increase in size whereas 13b leads to a decrease in size. For calculation
of the surface reactions, we assume the soot radicals to be in quasi-steady-state
thus setting their rate of change as zero. We can then derive algebraic relations for
their concentrations in term of the concentrations of other species. For C∗SootC2H2
we obtain:
[C∗SootC2H2] =
k10f [C2H2]
k10b+ k13f + k112 [O2]
[C∗Soot]
+
k13b [H ]
k10b+ k13f + k112 [O2]
[CSoot] . (5.30)
For C∗Soot we obtain:
[C∗Soot]
[CSoot]
=
k7f [OH ] + k8f [H ] + k9f + k12 [OH ] + k13b [H ] {1− FK10}
k7b [H2O] + k8b [H2] + k9b [H ] + k111 [O2] + k10f [C2H2]FK10
= A . (5.31)
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Where:
FK10 =
k13f
k10b+ k13f + k112 [O2]
. (5.32)
The above relations do not have any subscript indicating particle size since all the
active sites or radical sites are considered as the same species for the chemistry.
Thus the equations (5.30) and (5.31) are independent of the size of particle and
hold good for all individual particle sizes as well.
We can see from the reactions in Eq. (5.29) that the path of surface growth is
represented by reaction 13f, while the path of soot oxidation (reduction in particle
size) is represented by reactions 111, 12 and 13b. Therefore, for surface growth
we get:
dCSoot,i+1
dt
∣∣∣∣formation
sg
= k13f
[
C∗Soot,iC2H2
]
. (5.33)
Using equations (5.30)-(5.32):
dCSoot,i+1
dt
∣∣∣∣formation
sg
=
(
FK10 · k10f [C2H2]A + k13b · FK10 [H ]
)
· [CSoot,i] ,
= Ksg [CSoot,i] ,
= − dCSoot,i
dt
∣∣∣∣consumption
sg
. (5.34)
And for soot oxidation:
dCSoot,i
dt
∣∣∣∣consumption
ox
= −k111 [C∗Soot,i] [O2]− k12 [CSoot,iH ] [OH ]
− k13b [CSoot,iH ] [H ] . (5.35)
Using equation (5.31):
dCSoot,i
dt
∣∣∣∣consumption
ox
= − (k111 · A [O2] + k12 [OH ] + k13b [H ]) [CSoot,iH ] ,
= −Kox [CSoot,i] ,
= − dCSoot,i−1
dt
∣∣∣∣formation
ox
. (5.36)
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For a description of the growth and oxidation by chemical reaction on the particle
surface, it is assumed that reactions can take place only at the so-called active sites
on the soot surface. Here it is assumed that only a certain fraction of all possible
centers is really active. The number of possible centers on a particle of size i results
from the particle surface Si and the proportion of possible active sites per surface
element χ. It follows for the number of active sites on a particle of size i:
si = χαSi . (5.37)
Since i is proportional to the particle mass, the surface at constant density scales
with i
2
3 , such that Si = i
2
3S1 applies. In addition, soot is made up of large PAHs,
which on the surface may possess an active or in-active center. Thus, χS1 = 1,
and we obtain for si:
si = αi
2
3 . (5.38)
The concentration (kmol/m3) of the active sites on particles of size i, [CSoot,i] is:
[CSoot,i] = siNi . (5.39)
Using Eq. (5.38), we get:
[CSoot,i] = αi
2
3Ni . (5.40)
Where Ni is the concentration (kmol/m3) of the particles of size i. Since the addition
of acetylene on any active site or removal of two carbon atoms from any active site
changes the size of a particle, the rates of change for the active site concentrations
given in equations (5.34) and (5.36) also represent the rates of change for the
correspondingly sized particles.
Therefore from equations (5.34) and (5.40) we get:
N˙i,sg = αKsg (i− 1)
2
3Ni−1 − αKsg i 23Ni . (5.41)
Performing a summation of Eq. (5.41) over all particle sizes after multiplying with
ir(and appropriate change in indices) we get:
M˙r,sg = αKsg
∞∑
i=1
[
(i+ 1)ri
2
3Ni − iri 23Ni
]
,
= αKsg
∞∑
i=1
r−1∑
k=0
(
r
k
)
ik+
2
3Ni .
52
5.1 Soot Model
Using equation (4.41):
M˙r,sg = αKsg
r−1∑
k=0
(
r
k
)
Mk+ 2
3
, r = 1, 2, 3, ...∞ . (5.42)
For r = 0:
M˙0,sg = 0 . (5.43)
From equations (5.36) and (5.40) we get:
N˙i,ox = −αKox i 23Ni + αKox (i+ 1)
2
3Ni+1 . (5.44)
Performing a summation of Eq. (5.44) over all particle sizes after multiplying with
ir(and appropriate change in indices) we get:
M˙r,ox = αKox
∞∑
i=1
[
−iri 23Ni + (i− 1)ri 23Ni
]
= αKox
∞∑
i=1
r−1∑
k=0
(
r
k
)
ik+
2
3 (−1)r−kNi . (5.45)
Using equation (4.41):
M˙r,ox = αKox
r−1∑
k=0
(
r
k
)
(−1)r−kMk+ 2
3
, r = 1, 2, 3, ...∞ . (5.46)
For r = 0:
M˙0,ox = −αKoxN1 . (5.47)
Equation (5.47) is unclosed because the number of smallest sized particles N1 is
an unknown. Therfore, M˙0,ox is modeled in analogy to M˙r,ox as:
M˙0,ox = −αKoxM− 1
3
. (5.48)
Source Terms for Zeroth Order Soot Moment: Nucleation, Coagulation and
Oxidation are the only processes which directly affect the number of soot particles,
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thus having a non-zero source term for M0. The condensation and surface growth
source terms for M0 are zero. Therefore for r = 0, equation (5.1) becomes:
M˙0 = M˙0,nuc + M˙0,coa + M˙0,ox . (5.49)
Source Terms for First Order Soot Moment: Nucleation, Condensation,
Surface Growth and Oxidation are the processes which directly affect the total
mass of soot particles, whereas coagulation has no direct effect on the total mass
of soot. Therefore the coagulation source term for M1 is zero while the source
terms for other processes are non-zero. Therefore, for r = 1, Eq. (5.1) becomes:
M˙1 = M˙1,nuc + M˙1,con + M˙1,sg + M˙1,ox . (5.50)
Source Terms for Higher Order Soot Moments: All the processes modify
the soot PSDF thus affecting 2nd and higher order soot moments. Therefore,
Eq. (5.1) remains the same for r ≥ 2:
M˙r = M˙r,nuc + M˙r,con + M˙r,coa + M˙r,sg + M˙r,ox , r = 2, 3, ...∞ . (5.51)
5.2 NOx Model
The NOx submechanism, which is a part of the full mechanism, accounts for ther-
mal, prompt, and nitrous oxide contributions to NOx formation, and for NOx
reburn by hydrocarbon radicals and amines (NHx). The detailed NOx reaction
mechanism was compiled by Bollig et al. [12, 13, 45]. It was validated by compar-
ison to experiments for several flame configurations and parameter ranges. The
main formation and consumption reactions detected by a reaction path analysis for
a n-heptane diffusion flame [13] are schematically displayed in Fig. 5.2. For diesel
engine combustion the thermal NO mechanism postulated by Zel’dovich [105] is
the most important formation path:
O + N2 ←→ NO + N (R5.2)
N + O2 ←→ NO + O. (R 5.3)
Lavoie extended these two reactions by a third:
N + OH←→ NO + H. (R 5.4)
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Figure 5.2: Reaction path analysis of hydrocarbon diffusion flame for p = 40bar
and χ = 1 s−1 taken from Bollig [12]
This so called extended Zel’dovich mechanism shows a strong temperature depen-
dence due to the high activation energy of reaction R5.2. Under diesel engine
conditions it is the dominating formation path for NOx. It exceeds the formation
by the other paths (prompt NO, nitrous NO, reburn, and De-NOx) by an order of
magnitude. With increasing EGR rate, the contribution of prompt NO increases,
but the thermal mechanism remains dominant.
The prompt NO or Fenimore [30] path is initiated due to the attack of hydro-
carbon radicals, of which CH is the most effective:
CH + N2 ←→ HCN + N. (R 5.5)
Then HCN reacts via CN or NCO to N and finally forms NO. The activation
energy for this reaction (R 5.5) is significantly lower than for reaction R5.2. For
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low temperatures reaction R5.5 is faster. The stoichiometry is also very important.
Since hydrocarbon radicals must be present for this reaction, it is most effective
on the rich side of the reaction zone in a diffusion flame, whereas the thermal NO
path primarily reacts on the lean side. In fuel rich mixtures, it can even consume
NO due to the lack of oxygen radicals.
The nitrous NO path is initiated by reactions R 5.6 and R5.7.
N2 + OH←→ N2O + H (R5.6)
N2 + O + M←→ N2O + M (R5.7)
The trimolecular recombination reaction R5.7 is more important for high pressure
conditions as encountered in diesel engines. Under fuel lean conditions, N2O reacts
to NO:
N2O + O←→ 2NO. (R 5.8)
Under fuel rich conditions, the paths via imidogen (NH) are faster.
NO can be also be reduced by the reburn path. It is initiated by the reaction
NO + HCCO←→ HNCO + CO. (R 5.9)
Isocyanic acid (HNCO) then reacts to amidogen (NH2). Amidogen and imidogen
can reduce another NO to form N2O or N2H. Under rich conditions, both paths
can lead to molecular nitrogen. Both paths are used in technical processes to
reduce NOx. In the raprenox process (HOCN)3 is added, whereas NH3 is used in
the De-NOx process.
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Formation
The objective of the investigation reported in this chapter is to understand the sen-
sitivity of steady state soot profiles in diesel flames to scalar dissipation rate, and
pressure and oxidizer temperature (physically, ambient pressure and temperature).
Simulations were carried out with a stand-alone flamelet code. IDEA-fuel was used
as a surrogate for diesel in the computations. Scalar dissipation rate χ is a function
of mixture fraction according to Eq. (4.31). Profiles of χ were scaled according to
the stoichiometric scalar dissipation rate χst and stoichiometric mixture fraction
Zst. Through the steady state results of diesel flames, the sensitivity of the soot
formation to χ, and ambient pressure and temperature (TZ=0) is evaluated. Soot
volume fraction (derived from the first soot moment), source term for the first soot
moment, temperature and major species in combustion are shown as a function of
mixture fraction to analyze the effect of physical parameters. The conditions for
the diesel reference flame are shown in Table 6.1. One parameter was varied at a
time to isolate the effect of physical parameters. Section 6.1 presents the effect of
χ. Following this, the effect of oxidizer temperature is presented. Finally, Sec. 6.3
presents the effect of ambient pressure.
Fuel IDEA (70% n-decane, 30% α-methylnaphthalene)
Oxidizer YO2 = 0.232, YN2 = 0.768
TFuel 450 K
TOxidizer 900 K
Pressure 70 bar
χst 20 s
−1
Table 6.1: Flame data for diesel reference flame
6.1 Scalar Dissipation Rate
The scalar dissipation rate appears as a diffusion coefficient in the flamelet equa-
tions (see equations (4.28) and (4.29)). Increase in the scalar dissipation rate
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enhances diffusive transport in mixture fraction space. The effect of scalar dissi-
pation rate is analyzed in this section. Two different scalar dissipation rates were
chosen according to χst = 5 and 15 s
−1. Figure 6.1(a) shows the soot volume frac-
tion fv as a function of mixture fraction. The soot volume fraction is related to
the first soot moment according to Eq. (4.45). It is expressed in parts-per-million
(ppm). The figure also marks the location of stoichiometric mixture fraction Zst.
The left region from this value represents lean mixtures, and the right region from
this value represents rich mixtures. As seen in the figure, soot is present only at
the rich side of the flamelet (Z > Zst) for both scalar dissipation rates. It can be
observed that the soot volume fraction reduces with the increase in scalar dissipa-
tion rate. However, the shape of the soot volume fraction curve and the location
of its peak remain the same. By increasing the scalar dissipation rate from 5 to
15 s−1, the peak soot volume fraction decreased by 23%.
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Figure 6.1: Effect of scalar dissipation rate on soot formation
The net source term for the first soot moment (M1) as a function of mixture
fraction is shown in Fig. 6.1(b) for both cases. The net source term M˙1[kmol/m3s]
is a sum of nucleation, condensation, soot surface growth and oxidation, as shown
in Eq. (5.50). In the figure, a negative number signifies the oxidation of soot, and
a positive number relates to the formation of soot. Interestingly, in Fig. 6.1(b),
one finds that the source term for the higher scalar dissipation rate is higher but
the steady state fv is lower as we have seen already. A higher scalar dissipation
rate results in a higher diffusion of soot from the rich side to the lean side of
the flamelet. The soot diffused on the lean side of the flamelet oxidizes, causing
an overall reduction in soot with higher scalar dissipation rate (see Fig. 6.1(b)).
The reasons for higher source terms with a higher scalar dissipation rate could
be explained with the help of Figs. 6.2(a) and 6.2(b). Mass fractions of species
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CO2, H2O, O2 and fuel, and temperature as a function of mixture fraction are
shown in Fig. 6.2(a). A higher scalar dissipation rate has a negligible effect on the
temperature on the lean side, and a marginal increase in temperature on the rich
side of the flamelet. The mass fraction of O2 remains the same for both scalar
dissipation rates. The mass fraction of CO2 and H2O increases with higher scalar
dissipation rate. Figure 6.2(b) shows the mass fractions of intermediate species
(H2, CO, OH and C2H2) in combustion as a function of mixture fraction. A
higher scalar dissipation rate increases the mass fraction of OH and C2H2, while it
decreases the mass fraction of H2 and CO. The mass fraction of CO2 and H2O does
not change appreciably despite the noticeable changes in the mass fraction of H2
and CO. From the above mentioned results, higher soot formation and oxidation
rates for χst = 15 s
−1 can be attributed to higher mass fractions of OH and C2H2.
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Figure 6.2: Effect of scalar dissipation rate on flamelet structure; χst = 5 s
−1
(solid line) and χst = 15 s
−1 (dashed line)
The physics behind this behavior is explained in the following. According to
Eq. (4.31), the strain rate is proportional to the scalar dissipation rate. Physically,
as the scalar dissipation rate increases, the strain rate increases, which results in
a steeper mixture of fraction gradients in the physical space and the temperature
profile becomes narrower. This leads to an increased convection of products and
conduction of heat out of the reaction zone into the lean and rich sides of the
flamelet in the mixture fraction space. This also leads to an increased supply of
fuel and oxidizer into the reaction zone.
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6.2 Oxidizer Temperature
The effect of oxidizer temperature T(Z=0) is studied in this section. Steady state
diesel flames were computed for two different oxidizer temperature of 800 K and
1000 K. Other initial and boundary conditions were kept the same, as shown in
Table 6.1. Figure 6.3(a) shows the soot volume fraction as a function of mixture
fraction. With an increase in the oxidizer temperature, the soot volume fraction
decreases very near to Zst, while at more rich mixtures it increases. The corre-
sponding source terms plotted over the mixture fraction are shown in Fig. 6.3(b).
The source terms are slightly shifted to the right and have a higher positive peak
for the oxidizer temperature of 1000 K. This increasing peak soot formation rate
causes the higher soot volume fraction on the rich side of the flamelet. In Fig. 6.4(a)
when the oxidizer temperature increases from 800 K to 1000 K, the temperature
increases over the entire mixture fraction space. It can be seen that as the oxidizer
temperature increases, there is a reduction in the mass fraction of fuel, CO2 and
H2O on the rich side of the flamelet. With a higher oxidizer temperature, the mass
fraction of OH increases, while the mass fraction of C2H2 decreases very near to
Zst and increases at more rich mixtures. As a result, the shift in the source terms,
as seen in Fig. 6.3(b), occurs. With an increase in oxidizer temperature, the CO
and H2 mass fractions increase on the rich side. This is due to a higher oxidizer
temperature that decomposes more of the fuel into CO and H2, thus increasing
their mass fraction on the rich side.
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Figure 6.3: Effect of oxidizer temperature on soot formation
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Figure 6.4: Effect of oxidizer temperature on flamelet structure; 800 K (solid
line) and 1000 K (dashed line)
6.3 Pressure
Figure 6.5(a) shows soot volume fraction as a function of mixture fraction for
two different pressures of 60 bar and 70 bar. The soot volume fraction increases
with an increase in pressure. In Fig. 6.5(b), the source term is higher for higher
pressure, but the shape of the curve remains same. The temperature and the mass
fractions of species in Fig. 6.6(a) show a very weak dependence on pressure. The
difference in temperature is within 5 K, and the changes in the mass fractions of
species are within 2%. As the pressure increases, the mass fraction of OH becomes
lower on the lean side, and the mass fractions of the H2 and C2H2 become lower on
the rich side of the flamelet. While the mass fraction of CO increases on the rich
side. Though the mass fraction of C2H2 decreases on the rich side, the increase in
the soot formation rate is a result of a higher soot moment (here referred to soot
volume fraction) according to Eq. (5.42). The same applies for the soot oxidation
rate, since both rates depend not only on species OH and C2H2 but also on the
soot moments.
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Figure 6.5: Effect of pressure on soot formation
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Figure 6.6: Effect of Pressure on flamelet structure; p = 60 bar (solid line) and
p = 70 bar (dashed line)
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7.1 Experimental Setup
The experiments were carried out in the framework of the Collaborative Research
Laboratory (CRL) Aachen funded by General Motors. The Institute for Combus-
tion Engines at RWTH Aachen University performed the experiments in which the
potential of injection-rate shaping in a direct-injection diesel engine was investi-
gated. The specifications of the investigated 0.45 L single-cylinder test engine are
summarized in Table 7.1. It has four valves per cylinder, centrally located injector,
and a re-entrant type combustion chamber. The engine is designed to meet Euro
4 emission standards.
Swept Volume 450 cm3
Stroke 88 mm
Bore 81 mm
Compression Ratio 16.10
Swirl 1.7
High Pressure Pump Bosch CP
Rail Bosch
Injector CoraRS
Cone Angle 158◦
Design Mini-sac
Hydraulic Flow Rate 450 cm3/30 s
Hole Diameter 0.143 mm
Hole Numbers 7
Nozzle k-factor 1.5
Table 7.1: Main characteristics of the single-cylinder engine
The injection system consists of a 1600 bar Common Rail system from Bosch,
which enables the use of serial production injectors as well as the prototype CoraRS
injector. A seven-hole mini-sac orifice nozzle with a hydraulic mass-flow rate of
450 cm3 per 30 s at 100 bar injection pressure, a spray angle of 158◦ and a k-factor
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of 1.5 is mounted on the injector. The k-factor is a measure for the conicity of the
orifice, where a positive k-factor means that the orifice narrows towards the exit
of the nozzle. Measured rate shapes with the CoraRS injector were used in the
simulations.
The following conditioning modules for engine testing applications were applied:
• intake air conditioning,
• fuel conditioning and measurement,
• engine oil conditioning,
• engine coolant conditioning.
Air mass supplied to the engine is determined via a rotary flow meter with an
upstream air filter. After the air mass measurement, the air is passed through a
compressing unit consisting of three roots blower and two intercoolers to achieve
the required boost pressure. The temperature of the air is controlled by the in-
tercooler. Fuel, coolant and engine oil temperatures are temperature conditioned.
A Volumetric measurement principle based fuel meter was used for fuel meter-
ing. EGR rates were determined from CO2 concentration in the intake manifold.
The in-cylinder pressure was measured using a water cooled quartz pressure sen-
sor from Kistler (type 6043). In-cylinder pressure, needle lift signal, injection
pressure, rail pressure and injector control pulse were collected at 0.1◦CA (crank
angle) resolution for 40 consecutive cycles. The collected data were averaged over
40 cycles. Measured emission data includes smoke number, NOx, HC, and CO and
CO2. AVL 415, a variable sampling smoke meter, provided exhaust smoke levels.
Further details on the experimental setup and on the injection system are given
in [82].
7.1.1 Injection System
The injection system CoraRS is a prototype system, designed for rate shaping
injections as well as multiple injections. The number of injection events is not
limited. A major aspect in the development of the CoraRS injector was, besides
the rate-shaping functionality, a fast opening of the nozzle needle in order to reduce
nozzle seat throttling effects [67]. This demand was implemented by a spring
loaded nozzle needle, as it is used in unit injectors. The injector is equipped
with a needle lift sensor. Additionally, the injection pressure can be measured
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indirectly by tension measurement on the high-pressure valve body of the injector.
The tension measurement is calibrated on the injector test bench to fit the rail
pressure for long injection events.
The scheme of the injector setup is displayed in Fig. 7.1. The injection is con-
trolled by the pre-stage valve. The pre-stage valve is charged with high pressure
from the rail, which is decoupled from pressure oscillations by a dead volume and
a throttle orifice. In the idle state of the pre-stage valve, the high-pressure circle
and the control pressure are separated. The control pressure is ended to the fuel
return. With the actuation of the control valve, the main valve is actuated by the
pressure above the main valve piston, until balance between injection pressure and
control pressure is reached. At the end of the injection, the main valve is closed
by the pre-stage valve. The pressure in the injector is released by the release valve
to the return line to ensure a fast nozzle needle closing.
Figure 7.1: Schematic of CoraRS setup [82]
7.2 Numerical Setup
For the CFD simulations, a sector mesh representing 1/7th of the combustion
chamber was used by taking advantage of the circumferential symmetry of the
centrally located injector equipped with a 7-hole nozzle. The computations started
from intake valve closure (IVC) at -118◦ ATDC and ended at exhaust valve opening
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(EVO) at +120◦ ATDC. Quantities such as trapped mass, intake pressure and
temperature and EGR were all obtained from experimental data.
The piston movement in compression and expansion stroke changes the distance
between cylinder head and piston crown. Varying the distance would require a
change in the number of cells between piston crown and cylinder head region to
ensure sufficient spatial resolution, and lower computational time in simulating
flow and mixing fields as well. For instance, when the piston is near TDC, a lesser
number of cells is sufficient compared to when the piston is moving away from TDC
(in expansion stroke). Only one computational mesh would not maintain sufficient
spatial resolution and computing time throughout the entire engine cycle. There-
fore, seven different computational meshes were used throughout the simulation
during the piston movement from IVC to EVO. A remap of solutions was done
before switching between different meshes. The computational mesh at top dead
center is shown in Fig. 7.2. The different colors represent different boundary con-
ditions in terms of temperature. A sensitivity study revealed that the used mesh
resolution was sufficient for all the simulations. The wall temperatures were set
based on the experimental experience and held constant during the simulations.
Figure 7.2: Computational mesh of a single-cylinder diesel engine at top dead
center
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7.3 Post-Processing Methods
Cylinder pressure, heat release rate, emissions at EVO, and ringing intensity (rep-
resentative of combustion-generated noise) are the key global parameters extracted
from the results of each simulations in the following sections. In addition, a new
method – two-part analysis – is used to explain the results of simulations. This
method is developed in the course of this thesis. The definition of ringing intensity
and the description of two-part analysis is given below.
Ringing Intensity (RI)
In order to quantify the combustion noise levels in experiments as well as in sim-
ulations, the ringing intensity correlation developed by Eng [25] is applied. The
correlation relates the ringing intensity to the maximum pressure rise rate, maxi-
mum pressure and speed of sound. Ringing intensity is expressed as:
RI ≈ 1
2 γ
(
β
(
dp
dt
)
max
)2
pmax
√
γ RT . (7.1)
In Eq. 7.1, β is a scale factor,
(
dp
dt
)
max
is the maximum rate of pressure rise in
kPa/ms, pmax is the maximum cylinder pressure in kPa, T is a cylinder temperature
in K and RI is calculated in MW/m2. Note that all of the parameters except β
in the equation can be computed either directly or indirectly in a simulation. β
is a adjustable coefficient which relates the pressure pulsation amplitude to the
maximum rate of pressure rise [25]. From the experimental data, even the value
for β can be rationally determined by examining the maximum amplitude of the
pressure oscillations over a range of operating conditions. Analysis of the pressure
oscillations over a range of conditions by Eng [25] indicated the amplitude of the
pressure pulsations was typically on the order of 5% of the maximum rate of
cylinder pressure rise. Accordingly the coefficient β was set to 0.05. This equation
in the RIF model was first used by Luckhchoura et al. [60]. They studied the
effect of fuel and air mixing on combustion generated noise using ringing intensity
correlation for different start of injection cases. Though ringing intensity provides a
quantitative measure of the combustion noise, it does not reflect upon the effect of
various factors on noise generation. Therefore, they proposed a tool (see Fig. 7.3)
based on temperature gradients as a function of the mixture fraction obtained from
unsteady flamelet solutions to corroborate the effect of mixing on the generation of
noise. For a given thermodynamic state, rate of mean pressure rise can be related
to rate of mean temperature rise [60], which was computed by integrating the
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flamelet solution for a temperature gradient with a probability density function of
the mixture fraction. Their results showed that fuel-air mixture of different ranges
igniting in a sequence produces more noise, though having a lower peak mean
temperature gradient compared to the case of the highest peak with the earliest
injection event.
Figure 7.3: Structure of the combustion noise tool
Two-Part Analysis
Very often in diesel engines, after impinging on the piston bowl wall the fuel jet
splits into two parts: one part moving along the bowl surface and the second
part towards the region above the piston top face. In an experimental study,
Docquier [23] showed the influence of spray-bowl interaction on soot emissions
by varying the location of the point of impact of the fuel jet on the piston bowl
walls. The experiments were carried out on an optically accessed small-bore single-
cylinder direct-injection (DI) diesel engine. The impact position of the fuel spray
on the bowl was varied at a constant injection timing of -3.4◦ after top dead center
(ATDC). From Laser Induced Exciplex Fluorescence visualizations, the author
concluded that more vapor fuel is directed to the squish area as the fuel jet impacts
higher in the bowl resulting in a faster combustion. It was therefore concluded
that soot emissions might be reduced due to locally leaner early stages of the
combustion process and/or better soot post-oxidation related to the simultaneous
combustion of fuel in the squish area and the piston bowl.
In a computational study, Diwakar et al. [22] have evaluated the effect of injec-
tion timing, spray cone angle and bowl geometry on pollutants emissions in a DI
diesel engine operating under PCCI combustion mode. With a wide-angle spray
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(158◦), the authors could achieve a minimum in soot and CO emissions within the
investigated range of start of injection. It was concluded that this minimum for
soot emission is a result of fuel split between the bowl and the squish region. The
fuel split produces a leaner and less soot-forming mixture.
In two-part analysis, the total volume of the combustion chamber is split into
two volumes: the piston bowl volume and the squish volume. Figure 7.4 shows the
separation of the combustion chamber in two volumes. The piston bowl and the
squish volume are marked in the figure with 1 and 2, respectively. Squish volume
(Part 2) is defined as the volume above the piston top face, starting from the lip
of the bowl to the outer radius of the piston, including the crevice volume. The
rest of the combustion chamber volume belongs to the piston bowl volume (Part
1). To demonstrate the pollutants formation inside both volumes, iso-surfaces of
soot are also shown in the figure. Analysis of the phenomenon occurring within
each volume and the interactions between the volumes due to recirculation flow
were the motivation to develop the concept of two-part analysis.
Once the two parts are defined, one can calculate mass-weighted or volume-
weighted properties over crank angle for both volumes. This analysis on the one
hand shows the history of desired properties for volumes and, on the other hand
helps to understand the interaction of the property between volumes (e.g. history
of in-cylinder mass).
Figure 7.4: Combustion chamber is divided in two parts: 1 is the piston bowl
and 2 is the squish volume. Isosurfaces of soot demonstrate its formation inside
both volumes
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8 Characterization of the Baseline Rate
Shapes
The characterization of two rate-shapes and their influence on in-cylinder flows,
combustion process and pollutants formation has been carried out at the engine
speed of 2400 rpm and at constant IMEP of 14.7 bar. A boot-shape has been
compared to a baseline trapezoidal shape (top-hat shape) taken as a reference.
The specifications of the rate shapes and the data relevant to the investigated load
point are shown in Table 8.1.
Top-hat shape Boot shape
SOI (◦ ATDC) -1.5 -2.0
EOI (◦ ATDC) 19.5 20
DOI (◦ CA) 21 22
Injected mass (mg) 37.61 38.15
EGR (%) 29.22 27.80
Global air/fuel ratio (-) 30.04 30.30
Table 8.1: Injection profiles characteristics and engine operating condition
Figure 8.1 shows measured fuel injection rates for top-hat and boot shape. In
the figure, the injection profiles can be seen in three parts. In the first part –
between the start of injection (SOI) and 1.55◦ ATDC – the injection rates are
higher in the boot shape. This is not only due to a higher injection rate, but also
due to the earlier injection of the boot shape. Injection starts at 2◦ before top
dead center (BTDC) for the boot shape and 0.5◦ CA later for the top-hat shape.
The second part starts after 1.55◦ ATDC. In this part, the top-hat shape reaches
its highest level and the injection rates are higher than in the boot shape. At
9.6◦ ATDC, the profile of the boot shape crosses the profile of the top-hat shape,
that determines the end of the second part and beginning of the third part of the
profiles. During the third part, the boot shape reaches to its highest level and the
injection rates are higher in the boot shape. In this part, the injection for both
shapes also ends.
As a consequence of both shapes, the cumulated injected mass of the top-hat
profile lies above the one of the boot profile from around 2◦ ATDC until almost the
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Figure 8.1:Measured injection rate profiles; three parts of profiles are also marked
end of the injection, as can be seen in Fig. 8.2(a). The total injected fuel masses
are therefore not exactly at the same level (38.15 mg in the boot case and 37.61
mg in the top-hat case), as also shown in Table 8.1.
Figure 8.2(b) shows the cumulated injected spray momentums. As a result of
higher injection velocities in the second part of top-hat case, the gap between both
spray momentums is greater than for the cumulated injected masses. The relative
difference between the cumulated injected masses equals 16% at a crank angle
of 10◦ ATDC, and 37% for the cumulative spray momentums at the same crank
angle. The final values are equal because of the imposed condition of a constant
mean injection pressure.
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Figure 8.2: Cumulated injected mass and spray momentum
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8.1 Flow and Mixing Field
Details of the flow and mixing field are shown on a vertical plane cut through the
middle of the computational mesh for both shapes. Figure 8.3 shows the instanta-
neous gaseous velocity field; and Figure 8.4 shows the corresponding mixing field
(in terms of mean mixture fraction) at the specific crank angle (CA) indicated in
the figures. The velocity vector shown in the velocity field consists of the radial
and axial components; and the velocity magnitudes are mapped in color. In the
mixing field, the mean mixture fraction Z˜ is mapped in color. Larger values of
Z˜ indicate richer mixtures. Crank angles 8◦ and 14.0◦ ATDC relate to the first
part and the second part of the injection profiles (see Fig. 8.1) respectively, and
by crank angle 22◦ ATDC the fuel injection completes for both cases.
The entrainment vortices generated by the spray plume can be clearly observed
from the velocity field at 8◦ ATDC for both rate-shapes (see Fig. 8.3(a)). The
piston is traveling down and a strong squish flow is directed into the squish volume
(reverse squish) from the piston bowl in both cases. At this crank angle, about
39% of the total fuel has been injected in the top-hat compared to about 32% of
the total fuel in the boot (see Fig. 8.2(a)). The corresponding cumulative spray
momentum is about 38.5% of the total spray momentum in the case of top-hat
and about 22.6% of the total spray momentum in the case of boot shape. As a
result, the top-hat case has a higher spray center-line velocities. The entrainment
vortices induce mixing of the relatively cold fuel vapor with the surrounding hot
gases, leading to the molecular mixing necessary for chemical reactions. Compared
to the top-hat, entrainment vortices in the boot at 8◦ ATDC are near the nozzle
exit (point of injection) due to the lower injection rates and the spray momentum
around this crank angle. Corresponding spatial distribution of the mean mixture
fraction shows that spray has already impinged on the piston bowl wall for the top-
hat shape, whereas the boot case shows lower penetration due to lower injection
rates (see Fig. 8.4(a)). Thus, at this crank angle higher spray momentum and
penetration in the top-hat case would enhance the mixing compared to the boot
case.
At 14◦ ATDC, about 75% of the total fuel has been injected in the top-hat case,
and 71% in the boot case (Fig 8.2(a)). Around this crank angle, the injection
rates are higher for the boot shape, resulting in a higher spray momentum for the
injected mass in the boot shape. Higher spray center-line velocities and the higher
flow towards the squish in the boot case (Fig. 8.3(b)) is a result of the higher
injection rates. As a result, the vortex inside the bowl has come near the bowl
wall compared to at 8◦ ATDC. The corresponding mixing field shows the spray
plume has impinged on the bowl wall and has split between the squish volume
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and the bowl volume (Fig. 8.4(b)). In the case of top-hat, the initial mixing was
superior due to the higher injection velocities (and spray momentum) and hence
the vortex has moved deeper inside the bowl and the leading edges of the spray
plume are better mixed and leaner compared to the boot case at this crank angle.
(a)
(b)
(c)
Figure 8.3: Velocity fields for top-hat shape (left) and boot shape (right) at three
specific crank angles
At the end of injection, both shapes ended up with almost the same fuel mass
and the injected spray momentum (see Fig. 8.2). Thus, in the beginning the
fuel has entered the cylinder with much higher momentum (injection velocities)
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(a)
(b)
(c)
Figure 8.4: Mixing fields for top-hat shape (left) and boot shape (right) at three
specific crank angles
in the top-hat, and for the boot shape it happened in the latter crank angles.
Consequently, the vortex inside the piston bowl has moved deeper and has higher
velocity magnitudes (Fig. 8.3(c)), indicating strong mixing near the piston bowl
wall. Corresponding mixing field is leaner inside the piston bowl wall for the boot
shape (Fig. 8.4(c)). The higher flow towards the squish region in the boot case
shows higher transport of the fuel too. Consequently, a higher transport of fuel for
a lower increment in the squish volume (compare Figs. 8.4(b) and 8.4(c)) results
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in the richer fuel mixtures in the squish region for the boot case. At 22◦ ATDC, a
comparison of the mixing field for both shapes shows that the fuel distribution is
better for the boot shape allowing the higher mixing with the surrounding air.
Due to the different nature of both rate-shapes, following can be concluded. In
the top-hat case, the mixing field, which has initial faster penetration, becomes
richer at the later stage of combustion. In the boot case, where initially the mixing
field was slower, mixing field during combustion becomes leaner at later stages.
The implications of the mixing field affect the in-cylinder global results, and the
next section discusses it.
8.2 Global Results
In this section, in-cylinder averaged results of fuel evaporation, pressure, heat
release rate, ringing intensity and pollutants are presented.
Fuel evaporation rate over crank angle for both rate shapes is shown in Fig. 8.5.
Similar to the fuel injection profiles, three parts in the fuel evaporation rate for
both rate shapes can clearly be recognized. It is well known that breakup of
spray droplets increases with increasing injection velocity, and heat transfer from
surrounding gas to droplets is higher in smaller droplets, so does the evaporation
rate. Due to initial higher injection rate (and injection velocity) in the boot shape,
fuel evaporation starts 1◦ earlier compared to the top-hat case. After 2.5◦ ATDC
analogous to the injection rate (see Fig. 8.1), the evaporation rate becomes higher
for the top-hat shape, and then after 10◦ ATDC the boot shape leads to higher
evaporation of the fuel.
Figure 8.6 shows the comparison of the simulated and experimentally measured
pressures for both rate shapes over crank angle. The measured and computed
pressure evolutions show the same trends. Model predicts earlier ignition in the
boot case as also seen in the experiments (see Fig. 8.6). This trend could be
associated with the early start of injection and fuel evaporation leading to early
molecular level mixing for the boot case, as seen in Fig. 8.5. However, model-
predicted ignition delay is slightly longer for both shapes. Additionally, the model
under-predicted the pressure during the expansion stroke for both shapes. The
pressure rise due to the combustion is faster in the top-hat case. In addition, the
peak pressure is also higher in the top-hat case. This is a result of the higher evap-
oration rate for the top-hat shape between 2◦ and 10◦ ATDC, as also confirmed
from the computed heat release rates for both shapes in the following.
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Figure 8.5: Fuel evaporation rate for the top-hat and boot injection-rate shapes
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Figure 8.6: Comparison between the measured and the simulated pressure traces
Figure 8.7 shows the computed heat release rates for both injection-rate shapes.
The effect of evaporation is evident in the heat release for both rate shapes. Earlier
start of evaporation in the boot shape shows also early rise in the heat release rates.
The top-hat shape shows the highest premixed peak in heat release rate due to
higher evaporation rates during that period (see Fig. 8.5). Higher evaporation rates
after 10◦ ATDC in the boot shape resulted in the highest peak during diffusion-
controlled combustion (after the premixed spike in Fig. 8.7).
Ringing intensity (see Eq. (7.1)), a quantitative indicator of combustion-generated
noise, is shown in Fig. 8.8. Combustion-generated noise is controlled by the early
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Figure 8.7: Computed heat release rates for the top-hat and boot injection profiles
part of the combustion process, with the initial rapid heat release immediately fol-
lowing the ignition delay. Ringing intensity comparisons show that the boot shape
reduces the combustion-generated noise both in the experiment and in the simu-
lation. In the simulations, ringing intensity could be reduced from 9.0 MW/m2
(top-hat case) to 3.7 MW/m2 (boot case).
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Figure 8.8: Comparison of the ringing intensity for both shapes
Figure 8.9 shows a comparison of the simulated and measured soot and CO
emissions at EVO. The emission values are expressed in gram per kilogram of fuel.
Similar to the experiments, the model predicted a significant reduction in both
soot and CO emissions at exhaust for the boot shape.
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Figure 8.9: Comparison between the measured and simulated soot and CO emis-
sions at exhaust valve opening
NOx emission values (expressed in ppm), which are the sum of both NO and
NO2, are shown in Fig. 8.10 at EVO. NOx emissions from the simulations are in
good agreement with the measurements, and are nearly the same for both shapes.
Therefore, a detailed analysis of NOx formation is not followed in this work. The
next section presents a detailed analysis of soot formation and oxidation in both
cases.
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Figure 8.10: Comparison between the measured and simulated NOx emissions at
exhaust valve opening
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8.3 Detailed Analysis of Soot Formation and
Oxidation
Net in-cylinder soot is a resultant of soot formation and oxidation. Crank angle
variation of net in-cylinder soot, shown in Fig. 8.11(a), elucidates the effect of
the injection profiles. In the first part of the soot curve, the soot formation is
predominant, so that the soot quantity in the cylinder rises until a maximum
that is reached simultaneously for both shapes at 21.5◦ ATDC. Afterwards, the
oxidation of the soot becomes predominant and the soot quantity decreases until
EVO. The peak value of soot is higher for the boot shape. Figure 8.11(b) shows
the net soot rate, which is a temporal gradient of net in-cylinder soot, for both
shapes. A positive soot rate indicates the dominance of soot formation and a
negative soot rate indicates the dominance of soot oxidation [21]. Both injection
profiles (or evaporation rates) seem to have a strong effect on the soot formation.
The initial higher soot formation rates for the boot shape resembles to the initial
higher injection rates for this case (see Figs. 8.1 and 8.11(b)). After that the higher
injection rates for the top-hat shape relates to the higher soot formation rates for
this shape. Finally, higher soot formation rates for the boot shape correspond to
its higher injection rates in the third part marked on the Fig. 8.1. Soot oxidation
rates are higher for the boot shape, resulting in lower net soot at EVO compared
to the top-hat case.
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Figure 8.11: Net in-cylinder soot and soot rate over crank angle
It is evident from the discussion above that soot formation and oxidation are
equally important to achieve a reduction of net soot in exhaust. It is well known
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that acetelyne (C2H2) is primarily responsible for soot growth after soot nucle-
ation, and hydroxyl (OH) radicals oxidizes soot particles. In the following, the
details of soot formation and oxidation are analyzed for both shapes. For this
purpose, soot isosurfaces are studied at the crank angles which are in the prox-
imity of the peak rate of net soot formation and oxidation for both shapes. Soot
isosurfaces are shown in the combustion chamber at each crank angle (Figs. 8.12
and 8.13). To understand soot formation, soot isosurfaces are color-mapped with
C2H2. Similarly, OH radicals are color-mapped on soot isosurfaces to explain soot
oxidation. The lowest and highest concentrations of C2H2 (or OH radicals) are
colored in blue and red, respectively. An enlargement of the isosurface would in-
dicate soot formation, and a shrinking of isosurface would mean soot oxidation.
For ease of visualization, the cylinder head and cylinder wall are not shown. Soot
formation is examined at crank angles 12◦ and 16◦ ATDC, while crank angles 26◦
and 30◦ ATDC are considered to study soot oxidation. First, soot formation for
both rate shapes is discussed, followed by their soot oxidation.
(a)
(b)
Figure 8.12: Soot isosurface colored with C2H2 (in ppm) for both shapes
The soot formation rate for both shapes is at its maximum around 14◦ ATDC.
In Fig. 8.12, soot is located in the piston bowl region as well as in the squish
region for both shapes. At 12◦ ATDC (Fig. 8.12(a)), the soot isosurface for the
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top-hat is larger compared to the boot case. This seems to correlate with the
higher cumulative injected mass (Fig. 8.2(a)) in the top-hat case despite of the
higher cumulative spray momentum. In the top-hat, a large amount of soot is
formed in the squish region and also shows a local higher concentration of C2H2
compared to the boot shape. As the piston moves down (crank angle from 12◦ to
16◦ ATDC), the soot isosurface in the boot case (in Fig. 8.12(b)) moves deeper into
the piston bowl and further into the squish region. Soot isosurface moving deeper
into the piston bowl is primarily a result of the toroidal vortex (in the piston bowl
region) approaching closer to the piston bowl wall and at the same time moving
deeper into the piston bowl. Soot moving further into the squish region could be
due to a continued flow towards the squish region. Overall, higher concentration
of C2H2 for the boot shape explains the higher soot formation for this case. In
the case of top-hat, the soot isosurface has moved deeper in the piston bowl wall,
indicating superior toroidal vortex motion in this case. Comparatively, a lower
growth of the soot isosurface in the squish region could be due to the lower flow
towards the squish region in the top-hat case.
(a)
(b)
Figure 8.13: Soot isosurface colored with OH concentration for both shapes
Nearly at 28◦ ATDC, the soot oxidation rate is at its maximum in both shapes.
Figure 8.13 shows the isosurfaces colored with OH for both shapes at crank angles
26◦ and 30◦ ATDC. In this figure, isosurfaces are separated unlike the previous
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figure. A comparison at 26◦ ATDC shows higher concentrations of OH on the
soot isosurface, connected to the squish region, for both shapes. The two distinct
isosurfaces in the squish region bring out the influence of the squish flow, moving
clockwise. A comparison of both subfigures concludes that the higher the OH
concentration, the higher is soot oxidation. Due to the smaller surface with OH
concentrations in the top-hat, the soot oxidation rate around this time is lowered
compared to the boot case.
In the next section, the simulated results are further analyzed using the two-part
analysis method.
8.4 Two-Part Analysis
During simulation of the rate shapes, combustion as well as pollutants formation
were also noticed in the squish region (usually occurs in piston-bowl region). In
addition, flow interaction was observed between piston-bowl and squish region
due to piston motion and vortex motion inside the piston bowl region. However,
magnitudes of pollutants formation and recirculation flow were different for both
shapes. Figure 8.12 showed the iso-surfaces of soot in piston bowl and in squish
region. Analysis of the phenomenon occurring within each part and the interac-
tions between the parts would reflect the influence of the rate shapes. Therefore,
the two-part analysis is applied in this section. It splits combustion chamber in
two volumes (see Sec. 7.3). Part 1 is the piston-bowl volume and Part 2 is the
squish volume. Results of this analysis are presented for the in-cylinder mass,
mean mixture fraction, soot and CO emissions for both volumes.
In-cylinder mass History of the total in-cylinder mass inside the piston-bowl
and the squish volume for both shapes is shown in Fig. 8.14(a). By virtue of the
conservation of the total mass in the combustion chamber, a decrease of the mass in
Part 1 is balanced by a simultaneous increase in Part 2. For both shapes, the total
mass inside the piston bowl volume decreases during the expansion stroke. For
the same duration, the increasing total mass inside the squish volume indicates
the transport of mass from the piston bowl volume towards the squish volume.
Luckhchoura et al. [59] explained this phenomenon by examining the instantaneous
velocity vectors during the expansion stroke. It was observed that due to the piston
traveling down a squish flow is directed into the squish volume (reverse squish)
from the piston bowl. This reverse squish flow results in the transport of mass
from the piston bowl towards the squish volume. Therefore, the total mass in the
squish volume continues to increase.
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Mixture fraction Figure 8.14(b) shows the mass-weighted mean mixture fraction,
Z˜, over crank angle for both shapes inside the piston bowl and the squish volume.
A comparison for both shapes shows that the increase in Z˜ starts first inside the
piston bowl, and remains higher inside the piston bowl compared to the squish
volume for all crank angles. The rise in Z˜ is quite constant until reaching a
maximum at around 20◦ ATDC. It then starts to decrease before reaching a quasi-
steady state at an approximate level of 0.037. As for Part 2, the increase begins
around 10◦ ATDC, and a quasi-steady state is reached at the same time as in the
bowl volume, at a level of 0.028. Comparatively, a lower level in the bowl volume
indicates the overall lean air-fuel mixture in the squish volume compared to the
bowl volume.
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Figure 8.14: Mass-weighted mixture fraction and total in-cylinder mass; Part 1
(piston bowl volume) and Part 2 (squish volume)
Soot History of net soot (in gram per cubic meter) inside the individual volume
for both shapes is shown in Fig. 8.15. Similar to Z˜ (Fig. 8.14(b)), soot formation
starts first inside the piston bowl for both shapes, and the peak soot value inside
the piston bowl volume is higher than inside the squish volume, indicating higher
soot formation. Compared to the top-hat shape, a higher soot formation occurs for
the boot shape in both parts. Due to efficient soot oxidation, soot formed inside
the squish volume vanishes for both shapes, as seen at 50.0◦ ATDC. As seen in
the figure, soot is not completely oxidized inside the piston bowl volume for both
shapes. However, the soot oxidation becomes efficient for the boot shape inside
the piston bowl volume. From the figure, one must note that soot at exhaust valve
opening is originated from the piston bowl volume for both shapes.
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Figure 8.15: Net in-cylinder soot over crank angle inside both volumes
Carbon monoxide CO formation (in ppm) over crank angle inside both volumes
is shown in Fig. 8.16. History of CO emissions is found to be similar to history of
net soot emission for both volumes. CO formation starts at first inside the piston
bowl volume. Inside both volumes, the peak in CO formation is comparable for
both shapes. As a result of an efficient oxidation, CO is mostly oxidized inside the
squish volume for both shapes, as seen at 50.0◦ ATDC. Compared to the squish
volume, higher CO emissions inside the piston bowl volume are a result of its
inefficient oxidation.
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8.5 Conclusions
A computational study was carried out in a single-cylinder small-bore diesel engine
at a high-load point of the engine for top-hat- and boot-shaped injection profiles.
The computations were performed using the RIF model. A detailed analysis of
soot formation and oxidation in the cylinder was performed by analyzing flow
and mixing field and soot isosurfaces for both rate shapes. The flow field was
shown in terms of instantaneous velocity vectors. The soot isosurfaces were colored
with C2H2 to observe soot formation; oxidation of soot was observed by mapping
OH radicals on the soot isosurfaces. The analysis revealed the effect of temporal
distribution of the injected fuel (injection-rate shaping) on soot formation and
oxidation. The key conclusions of the computational study are as follows:
• At the investigated load point, the boot-shaped injection rate, compared
to the top-hat shape, shows a strong potential to simultaneously improve
combustion-generated noise and decrease soot and CO emissions at exhaust
valve opening for constant NOx emissions.
• Top-hat shape leads to a higher premixed spike in heat release rate, while the
rate of heat release becomes higher in the diffusion-controlled combustion for
the boot shape.
• The analysis of the soot formation and oxidation showed that both processes
are equally important for the net in-cylinder soot reduction. The boot shape
tends to increase the soot formation due to a lower injection rate and spray
momentum, while the enhancement in the soot oxidation for the boot shape
is due to the higher injection rate and spray momentum at later stage of the
fuel injection.
• The new introduced method – two-part analysis – allows to examine the data
with a higher spatial resolution. From this analysis, it was found that the
squish region (the region above the piston top face, starting from the lip of
the bowl to the outer radius of the piston) is more efficient for the oxidation
of soot and CO emissions.
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Injection Rates
This chapter investigates the transient effect of rate shapes on combustion behavior
and pollutants (NOx and soot) formation. Three different boot-shaped rates were
analyzed in a small-bore DI diesel engine using experimental data and their multi-
dimensional engine simulations. For the sake of clarity, it is considered that boot-
shaped rate comprises two stages (see Fig 9.1). The dashed-line on the figure marks
the separation between the two stages. In the first stage, fuel injection starts and
the injection rate increases to its first peak and remains nearly constant until the
increase in the injection rate. In the second stage, injection rate increases from the
first peak to the second peak, and then decreases till the end of injection time. Peak
injection-rate (referred to as height in the present study) in both stages of the boot
injection-rate shape is the parameter of variation in the present study. Owing to
a constant total injected mass and spray momentum (and nearly constant overall
injection duration) for all the three rate shapes, the increase of height in the first
stage of boot shape resulted in the decrease of height in the second stage of boot
shape. To analyze computationally the influence of each stage of the boot shape, a
concept extended from the RIF model is applied. This extended concept is aimed
to capture the transient effect of the injection-rate shapes. The fluid (gaseous
phase of the injected mass) belonging to each stage of the boot shape experiences
different flow and mixing fields along its trajectory inside the combustion chamber
in space and time. In flamelet equations, the scalar dissipation rate represents the
effect of turbulent flow field and mixing field. So the local changes in these fields
for each stage of the boot shape would result in the different history of the scalar
dissipation rate, which would then influence the solution of flamelet equations.
To account these unsteady effects of the scalar dissipation rate, each stage of the
boot shape is associated with a separate flamelet. To obtain the expectancy of
each flamelet in the same computational cell, the injected-fuel mass belonging to
each stage is traced through the computational domain by assigning the transport
equation in a three-dimensional field. This transport equation is unsteady partial
differential equation of the convection-diffusion type for a conserved scalar; in this
case, it is the mean mixture fraction for each stage. The turbulent mean local
value of a scalar is then computed by weighting the current flamelet solution with
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the expected value of the local occurrence of this flamelet. This extended model
is often called as a Multiple-flamelet (M-RIF) model that uses the injected fuel as
a tracer for a transport equation [61, 97].
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Figure 9.1: An example of a boot injection-rate shape; both stages of the rate
shape are also shown
The following text is arranged as follows: Modeling approaches employed in
the current investigation are discussed in the next section. Following this section,
the results of the simulations are presented and compared with the measured data.
This section has three subsections. The first subsection emphasizes the effect of the
oxidizer temperature and the scalar dissipation rate using a stand-alone Flamelet
code. In the second subsection, predictions for a specific boot shape using RIF
and M-RIF models are compared, and the application of the M-RIF model is
adjudged. In the third subsection, M-RIF model is applied for three different
rate shapes. After comparing the model-predicted results with the corresponding
measured data, combustion and soot formation processes are then analyzed in
detail. Finally, the conclusions from this chapter are summarized.
9.1 Multiple-Flamelet Model
The details of RIF model is already presented in chapter 4. Therefore, here the
M-RIF and the changes in the CFD code are described in detail. In this extended
RIF concept, each flamelet represents a certain amount of the total injected fuel
(here in liquid phase). The amount of fuel belonging to each flamelet can be
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arbitrary (equal or discrete distribution of total injected fuel), but in the present
work distribution of the fuel in two flamelets, representing each stage of the boot
shape, is according to the injected fuel in the respective stage. The fuel pertaining
to each stage is marked with a tracer, which is transported (and traced) in the
computational domain. In this study, the local value of a tracer represents the
amount of mixture fraction corresponding to a particular flamelet at a certain
location. The transport equation for a tracer is a partial differential equation of
the convection-diffusion type, as given in Eq. (9.1).
∂
∂t
(
ρ¯Z˜n
)
+
∂
∂xα
(
ρ¯υ˜αZ˜n
)
=
∂
∂xα
(
ρ¯νt
Sc eZn
∂Z˜n
∂xα
)
+ ρ¯˜˙SZ˜,n, n = 1, 2 (9.1)
Where the bar denotes ensemble averaging and the tilde denotes Favre ensemble
averaging. On the left hand side of the equation, ρ, Z and υ denote density,
mixture fraction and velocity vector respectively. On the right hand side of the
equation, νt is the turbulent viscosity and Sc eZn is the turbulent Schmidt number.
In the Eq. (9.1) ˜˙SZ˜,n is a source term due to evaporation of the injected fuel of
each stage. The chemistry for each flamelet is started after a threshold value
of the mean mixture fraction inside the computational domain. The unsteady
flamelet equations require the boundary condition at the oxidizer and the fuel side,
averaged mean pressure and the time-dependent scalar dissipation rate. Species
composition and temperature are given as the boundary condition at the fuel
(Z=1) and oxidizer (Z=0) side. In the present formulation of multiple-flamelet,
there is no interaction of heat and mass of species between the flamelets. Thus,
the species composition at the boundary of both side remain same for all the
flamelets. The temperature at the oxidizer side (obtained from three-dimensional
field inside the combustion chamber) may differ for both flamelets, if either of the
two flamelets has already ignited. Due to the ignition of a flamelet, heat would
release resulting in the temperature increase inside the combustion chamber. An
increase in the temperature can also be solely due to the moving piston condition
as in the compression stroke.
In the case of multiple-flamelet, several flamelets (though in this paper only two
flamelets) could be found at the same location due to the turbulent mixing process.
Therefore, the contribution of each flamelet in the same computational cell, I˜n,
is calculated from the ratio of its mean mixture fraction and the total value of
mixture fraction in the cell (see Eq. (9.2)). Turbulent mean values of these scalars
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are then obtained by using the pre-assumed shape PDF in each cell:
I˜n =
Z˜n(xα, t)
Z˜(xα, t)
, n = 1, 2 (9.2)
Y˜i (xα, t) =
∑
I˜n
 1∫
Z=0
P˜ (Z; xα, t)Yi,n (Z, t) dZ
, n = 1, 2 (9.3)
Here, Yi represents the species mass fraction. For the present work, the multi-
dimensional CFD computer code AC-FluX was used. The surrogate fuel (IDEA)
of diesel used in this work is a mixture of 70 percent n-decane and 30 percent
α-methylnaphthalene (liquid volume).
Figure 9.2: Interaction between the CFD code and the Flamelet code in multiple
Representative Interactive Flamelets (M-RIF) model; each flamelet represents
the amount of liquid fuel injected in a certain part of the injection duration.
Therefore, total number of flamelets are known per se.
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9.2 Results and Discussion
9.2.1 Effect of the Oxidizer Temperature and the Scalar
Dissipation Rate
In the current modeling approach, flamelets do not exchange heat and mass in
the mixture fraction space, as mentioned in a previous section. However, due to
heat release of the earlier flamelets in the combustion chamber, the un-ignited
flamelet would realize a higher oxidizer temperature (at Z=0) in the mixture frac-
tion space. An increase in the oxidizer temperature may also be due to a moving
piston condition. To exhibit the effect of the oxidizer temperature on the combus-
tion chemistry, flamelet equations are solved in the mixture fraction space using a
stand-alone Flamelet code. A constant pressure of 70 bar, the scalar dissipation
rate conditioned on stoichiometric mixture (χst) of 20 s
-1, pure air on the oxidizer
side (Z=0) and pure fuel (in this case IDEA)at 450 K on the fuel side (Z=1) were
imposed as an initial and boundary condition. By keeping the other parameters
constant, the effect of the oxidizer temperature on the combustion chemistry can
be easily isolated. The result showing the temperature histories for the different
oxidizer temperatures at a stoichiometric mixture (Zst) are shown in Fig. 9.3(a).
In the figure, time in degrees crank angle (CA) corresponding to 2400 rpm (rev-
olutions per minute) is shown on the horizontal axis, and temperature in Kelvin
is shown on the vertical axis. Figure 9.3(a) shows that an increase in the oxi-
dizer temperature shortens the ignition delay monotonically. The decrease in the
ignition delay is of exponential nature with the linear increase in the oxidizer tem-
perature. For instance at 850 K oxidizer temperature, diesel flame needs nearly
14 degrees CA to reach its peak flame temperature, whereas with the increase of
100 K in the oxidizer temperature (at 950 K), only 3.8 degrees CA are sufficient
to achieve the peak flame temperature. At the oxidizer temperature of 1100 K,
diesel flame needs slightly more than 2 degrees CA to reach its peak temperature.
Additionally, a higher oxidizer temperature also results in a higher peak flame
temperature.
Since in real applications χst may vary with time, therefore a variation in a χst
is also performed at a constant oxidizer temperature of 1000 K in addition to the
other parameters mentioned earlier to solve the flamelet equations. The effect of
the scalar dissipation rate on the temperature history at Zst over crank angle is
shown in Fig. 9.3(b). In the figure, decrease in the scalar dissipation rate causes
early ignition, and it has no effect on the peak flame temperature. Nevertheless,
the effect of the scalar dissipation rate is not as significant as of the oxidizer
91
9 Transient Effect of the Boot-Shaped Injection Rates
temperature on the combustion chemistry, i.e. a linear decrease in the scalar
dissipation rate also shortens the ignition delay in a linear fashion. Decreasing the
χst from 40 to 10 s-1, ignition occurs 0.7 degrees CA earlier.
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Figure 9.3: Effect of the flamelet parameters on the temperature history at stoi-
chiometric mixture
The above two figures show that either the increasing oxidizer temperature or
the decreasing scalar dissipation rate accelerates the ignition chemistry and even-
tually raises the peak flame temperature. Therefore, one may anticipate that the
higher oxidizer temperature of the later flamelets on the one hand may reduce the
ignition delay, and on the other hand may result in the overall higher in-cylinder
temperatures with the application of the M-RIF model compared to the RIF model.
Moreover, the gradient of the temperature (in the mixture fraction space) near the
oxidizer side would become steeper with the higher oxidizer temperature.
It is well known that the formation of soot and is rather a slow process compared
to the other species involved in the combustion chemistry. Thus, the formation
history of soot and NOx may be different using the M-RIF and the RIF model as
a result of the different history of each flamelet. Next, the results of one flamelet
(using RIF model) are compared with the results using two flamelets (using M-RIF
model) each assigned to both stages of the boot-shaped rate.
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9.2.2 Comparison of the RIF Model with the M-RIF
Model
The rate shape shown in the Fig. 9.1 is used in the simulation to compare the
predictions from both models. In the figure, the first stage has 33.33 percent
of the total injected mass, and the rest 66.67 percent of the total fuel mass was
injected in the second stage. Data pertaining to an engine operating point, for
which the simulations were performed, is shown in Table 9.1.
Engine speed 2400 rpm
Start of injection -2.0◦ ATDC
End of injection ≈20◦ ATDC
Injected fuel mass 35.66 mg
EGR 27.80 - 29.33%
Global air/fuel ratio 29.50 - 30.30
IMEP 14.7 bar
Table 9.1: Engine operating condition
Figure 9.4 shows the influence of the number of flamelets on the cylinder pressure
variation over degrees crank angle. The figure also shows the corresponding mea-
sured pressure data. The duration of both stages along with the start of ignition
of each flamelet are also shown in the figure. The injection, also stage-1, began at
-2.0◦ ATDC, stage-2 started at 8.3◦ ATDC, and the injection, also stage-2, ended
at 20.0◦ ATDC. As shown in the Fig. 9.4, pressure data with one flamelet and with
two flamelets are nearly the same, and are in good agreement with the measured
data. One flamelet case and the first flamelet in two flamelets case initialized
with the oxidizer temperature of 903.0 K. The ignition in both cases occurred at
3.66◦ ATDC, and the pressure history remained constant until 9.0◦ ATDC. This
behavior can be understood by examining the history of the scalar dissipation rate
for the flamelets in both cases. The scalar dissipation rate χst conditioned on the
stoichiometric mixture for each flamelet is shown in Fig. 9.5. In the case of two
flamelets, each flamelet has its own history of the scalar dissipation rate due to
taking different path in the turbulent and mixing fields. Before the start of the
second flamelet in the two flamelets case, the scalar dissipation rate remains same
in both cases. Consequently, their flamelet history comes out to be the same due
to the equal diffusive transport in the mixture fraction space and the same initial
and boundary conditions for flamelet equations. After 9.0◦ ATDC, history of the
scalar dissipation rate in the two flamelets case started to deviate from the case
with one flamelet. Thus, their flamelet histories would likely be different too. Due
to the heat release from the first flamelet, the second flamelet initialized with the
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oxidizer temperature of 952.0 K. A higher oxidizer temperature stepped up the ig-
nition chemistry, as noticed in Fig. 9.3(a). As a result, the second flamelet needed
only 3.0◦ CA to ignite whereas the first flamelet needed 5.0◦ CA (see Fig. 9.4).
Interestingly, these values are in the similar time scale as shown in Fig. 9.5. Due
to different flamelet histories in both cases after the start of the second flamelet,
pressure data differs slightly in both cases (though the difference is negligible). As
we know that, the liquid spray needs the time for droplets breakup and for the sub-
sequent evaporation before the molecular mixing and chemistry begins. Therefore,
one can argue that in the limit of a fast chemistry the consideration of no exchange
of the heat and mass between the flamelets is an acceptable argument. However,
the second flamelet did realize the heat released from the first flamelet when its
oxidizer temperature became higher than for the first flamelet. Hence, there is
no surprise that the simulated pressure in both cases is almost identical, though
their scalar dissipation rates (or the diffusive transport in the mixture fraction
space) is different compared to the case with the one flamelet. However, the scalar
dissipation rate can affect the slow processes of the pollutants chemistry like NOx
and soot formations. Using M-RIF model, the additional information about the
pollutants formation can be obtained that single flamelet approach (RIF model)
can not provide.
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Figure 9.4: Influence of the number of flamelets on the pressure history; and a
comparison with the experimental data
Next two figures compare the formation of soot and NOx over crank angle in both
simulations. The comparison with the measured data at exhaust valve opening is
shown in the next section. Figure 9.6 shows the history of net soot formation in
the cylinder (in gram per kilogram of fuel) in the one flamelet and two flamelets
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Figure 9.5: History of the scalar dissipation rate conditioned on the stoichiometric
mixture for each flamelet
cases. The effect of the flamelet history is evident in the figure in both cases.
Before the start of the second flamelet, soot formation was the same in both cases.
Compared to the first flamelet, the second flamelet in the two flamelets case had
higher scalar dissipation rates at the beginning, but the rates also decayed rapidly
indicating the faster mixing of the injected mass belonging to the second stage
of the boot shape (see Fig. 9.5). Therefore, once the second flamelet ignited the
soot formation started to deviate from the solution with the one flamelet case.
Consequently, the case with two flamelets predicts lower peak soot formation.
Nevertheless, after 30.0◦ ATDC the deviation in the soot concentration for both
cases became smaller, such that at exhaust valve opening the values are the same.
History of the in-cylinder NOx formation (expressed in ppm) is shown for both
cases in Fig. 9.7. Similar to the in-cylinder soot formation in Fig. 9.6, formation of
NOx is also identical in both cases before the ignition of the second flamelet in the
two flamelets case. The case with two flamelets predicts circa 7.7 percent higher
amount at exhaust valve opening. This outcome can be explained by studying
the Fig. 9.3(a) where the increase in the oxidizer temperature elevates the peak
flame temperature. Accordingly, the contribution due to thermal mechanism in
the formation of NOx would also increase. This causes the higher NOx formation
for the two flamelets case compared to the case with the one flamelet.
The above shown results justify the use of M-RIF model for the investigation
of the transient effect of the rate shapes on combustion behavior and pollutants
formation, as presented in the next section.
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Figure 9.7: Effect of the flamelets on NOxformation history in the one flamelet
and two flamelets case
9.2.3 Transient Effect of the Rate Shapes
In this section, we investigate the transient effect of the rate shapes, boot-shaped
injection profiles, on combustion and pollutants formation. Experiments were car-
ried out in a single-cylinder diesel engine as described in the experimental setup.
Figure 9.8 shows the injection rate (in mg per deg. CA) of the investigated boot-
shaped rates over crank angle. For the fixed injection duration, the total injected
mass and the overall spray momentum were constant in all the rate shapes. There-
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fore, the increase in the injection rates of the first stage meant the decrease in the
injection rates of the second stage of a rate shape (compare rate shapes in Fig. 9.8).
For the sake of simplicity, the rate shapes are named as BH1, BH2 and BH3 ac-
cording to their peak injection-rate (height) in the first stage. Test case BH1
(boot-height 1) has the lowest peak injection-rate in the first stage and the highest
peak injection- rate in the second stage among the rate shapes. Whereas, BH3 has
the highest peak injection-rate in the first stage and the lowest peak injection-rate
in the second stage among the rate shapes. Test case BH2 is in the middle of BH1
and BH3. Simulations were performed using multiple-flamelet (M-RIF) model for
all the rate shapes. The injection in all the cases started at -2.0◦ ATDC and ended
at 20.0◦ ATDC (as also written in Table 9.1). Table 9.2 provides the information of
the injected fuel mass in each stage of the investigated rate shapes, as percentage
of the total fuel mass.
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Figure 9.8: Injection profiles showing variation in the height of the first stage
and the second stage of the boot-shaped rates
Figure 9.9 shows the fuel evaporation rate (in mg per deg. CA) over crank angle
in all the test cases. Interestingly, the fuel evaporation rate in all the cases shows
similarity with the respective injection-rate shape. The initial higher injection
rates in the case of BH3 shows the initial higher evaporation rates among the test
cases too. Since, higher injection rates would enhance the droplets disintegration,
and subsequently the evaporation of the smaller droplets would be faster. In the
second stage of the rate shapes, the profiles of the evaporation rate are also similar
to their injection-rate shapes (see Fig. 9.9). One can say that at the investigated
engine test-point, the injection rate has a significant influence on the rate of fuel
evaporation.
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Percentage Percentage Oxidizer Oxidizer
Test cases of the total of the total temperature of temperature of
injected mass injected mass the 1st flamelet the 2nd flamelet
in part 1 in part 2 [K] [K]
BH1 33.36 66.64 903.0 952.2
BH2 32.69 67.31 910.6 960.7
BH3 31.62 68.38 922.9 973.1
Table 9.2: Injected fuel mass in each stage of the rate shape, and the oxidizer
temperature for each flamelet
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Figure 9.9: Fuel evaporation rates corresponding to BH1, BH2 and BH3 test
cases
In Fig. 9.10, measured cylinder pressure (in bar) variations over crank angle are
shown for the rate shapes (see Fig. 9.8). Among the investigated rate shapes, BH3
has the maximum peak cylinder pressure, and by lowering the initial injection rates
in the first stage, the peak cylinder pressure decreases. The simulated cylinder
pressure variations and heat release profiles are shown in Fig. 13 for all the rate
shapes.
A comparison with the measured data (see Fig. 9.10) shows that the simulated
pressure data adequately predict the ignition delay and the cylinder peak pressure
in all the test cases. Similar to the measured data, ignition occurs first in the
case of BH3. This is mainly due to slightly higher cylinder temperature at the
onset of ignition (as shown in terms of oxidizer temperature for the first flamelet
in Table 9.2). In the figure, the cylinder peak pressure increases with higher
injection rates in the first stage of the rate shape. This trend can be understood
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Figure 9.10: Measured cylinder pressure variations over crank angle for all the
rate shapes
by looking at the heat release rates (expressed in Joule per deg. CA) in all the
cases (see Fig. 9.11). One finds the similarity between the heat release rates and
the evaporation rates in all the cases.
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Figure 9.11: Comparison of simulated cylinder pressure traces and heat release
rate for all rate shapes
Initial higher evaporation rates in the case of BH3 also show higher rates of heat
release after the start of ignition (often called the premixed combustion phase).
The premixed spike in the heat release is the highest in BH3 and is the lowest
in BH1. This characteristic is also linked to their evaporation rates (and the
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injected mass). Therefore, a higher cylinder peak pressure in the case of BH3
is due to the higher heat release rates near top dead center. A comparison of
the diffusion-controlled combustion (after the premixed spike) also shows that the
heat release rates resemble with their evaporation rates. One can conclude that the
transient behavior of the rate shape has a profound influence on the heat-release
and accordingly on the cylinder pressure. The scalar dissipation rate for the first
and second flamelets in all the rate shapes are shown in Fig. 9.12. As mentioned
above, the scalar dissipation rate represents the effect of the turbulent and mixing
fields in the flamelet equation by influencing the diffusive transport.
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Figure 9.12: The scalar dissipation rate over crank angle in all the test cases
The scalar dissipation rate started at first in BH3 (similar to the trend in
the initial evaporation rate) and then followed by BH2 and BH1 test cases (see
Fig. 9.12(a)). Among the test cases, BH3 had the highest peak of the scalar dis-
sipation rate, but due to the better mixing its decay was also faster. The rapid
decay of the scalar dissipation rate is expected to accelerate the ignition chemistry
(see subplot in Fig. 9.12(a)). At the onset of ignition, BH3 had the highest ox-
idizer temperature (Table 9.2) and the lowest scalar dissipation rate (subplot in
Fig. 9.12(a)). Figure 9.12(b) shows the history of the scalar dissipation rate over
crank angle for the second flamelet in all the test cases. The levels of the scalar
dissipation rate are significantly higher compared to in the first flamelet. Since,
the second stage (and the evaporation) started first in BH3, the scalar dissipation
rate for this case also appears first in the figure. In all the cases, the scalar dissi-
pation rate decayed faster than in the first flamelet. Nevertheless, at the time of
ignition, as shown in the subplot in Fig. 9.12(b), BH3 had the lowest value of the
scalar dissipation rate, indicating faster mixing in accordance with its injection
rate. Next, the temperature profiles are analyzed in the mixture fraction space for
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both flamelets to identify the combined effect of the boot shapes and the oxidizer
temperature on the chemistry.
Figure 9.13 shows the temperature evolution at the crank angles between -1.0◦
and 7.0◦ ATDC for the first flamelet in all the cases. In the figure, all the cases
achieve their peak temperature at 7.0◦ ATDC. The difference in the temporal
temperature evolution is due to the difference in the levels of the scalar dissipation
rate and the temperature at oxidizer side in the cases (see Fig. 9.12(a)). Due to the
heat release of the first flamelet, the oxidizer temperature of the second flamelet
became higher for each test case as seen in Table 9.2. The oxidizer temperature of
the second flamelet is the highest in BH3. This is a result of a higher heat released
before the start of the second flamelet (see Fig. 9.11). Figure 9.13 shows the
temperature evolution over mixture fraction space in all the rate shapes at some
specific crank angles. Comparing with the temperature profiles in the first flamelet
for any test case, one notices that the chemistry for the second flamelet became
faster. This is a result of a higher oxidizer temperature of the second flamelet and
due to a faster decay of the scalar dissipation rate, thus lower diffusion of the heat
from the reaction zone.
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Figure 9.13: Temperature profile over mixture fraction space in the first flamelet
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Figure 9.14: Temperature profile over mixture fraction space in the second
flamelet
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In Fig. 9.15 contribution of the individual flamelet on the total in-cylinder NOx
emissions at exhaust valve opening is shown for all the test cases. The measured
NOx emissions at exhaust valve opening were nearly constant in all the test cases,
so only one bar in the figure represents all the cases. NOx emissions from simu-
lations are in good agreement with the measurements, and are nearly unaffected
by the variation in the boot shape. Since the investigated shapes have a minor
effect on the total in-cylinder NOx emissions at exhaust valve opening, further
investigation on the NOx formation is not followed in this paper.
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Figure 9.15: Total in-cylinder NOx emissions at the exhaust valve opening in all
the cases; measured NOx amount is also shown
Figure 9.16 compares the normalized soot values (scaled to 1.0) at exhaust valve
opening in the experiments and simulations. In the experiments, lowering the
injection rates in the first stage (i.e. increasing the rates in the second stage) total
in-cylinder soot decreased at exhaust valve opening. This trend is satisfactorily
captured in the simulations, though the level of reduction, with decreasing injection
rates in the first stage, is lower. With increasing the injection rates in the first
stage (BH1 to BH3), the contribution from the first flamelet increased, and at the
same time due to lower injection rates in the second stage, the second flamelet
contributed more. Overall, the model-predicted results are in good agreement
with the measurements. Since the rate shapes influence the soot formation, in the
further part of this section a detailed investigation on soot formation in all the
test cases is presented.
Figure 9.17(a) shows the history of soot formation for the mass belonging to the
first stage over crank angle in all the test cases. The figure provides the temporal
distribution of the soot formation in each test case. In the figure, BH3 has the
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Figure 9.16:Model-predicted and measured soot emissions at exhaust valve open-
ing in all the cases (scaled to 1.0)
lowest, and BH1 has the highest peak soot formation. One can say that the
higher injection rates in the first stage resulted in a lower peak in soot formation.
However, at exhaust valve opening BH3 predicted higher soot emission among all
test cases.
In the second stage (Fig. 9.17(b)), the soot formation started earlier for BH3
due to the early start of ignition. The peak in soot formation shows rather a weak
dependence on the injection rates compared to in the first stage. Compared to
the first stage, higher soot was formed in the second stage. Owing to the better
mixing, the oxidation of the soot formed was also efficient. Overall, rate shape
corresponding to BH1 shows the improved soot oxidation among the rate shapes.
The soot formation in the cylinder is mainly a result of two factors: the first is
the soot chemistry and the second is the state of the mixture. Therefore, it would
be interesting to find out the effect of both factors in the soot formation for both
stages. Figures 9.18 and 9.19 demonstrate these effects.
In the figures, the mass weighted PDF of the mixture fraction describes the
state of the mixture, and the first soot moment relates to the soot chemistry. The
region of overlap between the profiles of the PDF and the soot moment contributes
to the soot concentration in the cylinder. Figure 9.18 corresponds to the crank
angle where soot formation reaches its peak in all the cases for the stage-1 and
stage-2. In Fig. 9.18(a), in the region of overlap soot concentration in all the cases
is nearly the same but the profile of PDF is different in each case. This indicates
the different levels of mixing in each case. In the case of BH3, the region of overlap
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(a) First stage (b) Second stage
Figure 9.17: Soot formation history for both stages in all the test cases
is smaller compared to the other cases, which resulted in the lowest peak in soot
formation. In Fig. 9.18(b), profiles of PDF and soot moment are quite the same in
all the cases. This explains the nearly same peak of soot formation in the second
stage for all the cases. Therefore, one can conclude that in the first stage mixing
plays a significant role in determining the soot formation, whereas in the second
stage soot mixing as well as soot chemistry is a controlling mechanism for the soot
formation.
Figure 9.19 shows the mass weighted PDF and the first soot moment concen-
tration at exhaust valve opening in all the cases for the first and second stages.
Since both the figures are plotted for the same crank angle, their PDFs, unlike
to Fig. 9.18, are the identical in both figures. BH3 shows the largest overlap of
the profiles, and this overlap decreases with increasing rates in the second stage
of the rate shapes (BH2 and then BH1). In the end, the soot formation is mainly
controlled by the mixing in all the test cases, since the soot chemistry does not
differ much for both flamelets.
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Figure 9.18: Mass weighted PDF of the mixture fraction in the cylinder with the
profile of the first soot moment; crank angles corresponding to their peak in the
soot formation
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Figure 9.19: Mass weighted PDF of the mixture fraction in the cylinder with the
profile of the first soot moment at exhaust valve opening
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9.3 Conclusions
To study the varying rates in each stage of the boot shapes, multiple-flamelet
based representative interactive flamelet model (M-RIF) is proposed in this work.
In this approach, two flamelets, assigned to each stage of the boot shape, were
solved to account the influence of the varying injection rates on the chemistry.
In flamelet equations, the scalar dissipation rate represents the transient nature
of the rate shapes. Thus in the applied modeling approach, each flamelet has its
own history of the scalar dissipation rate. From the results, it was found that the
investigated rate shapes have a noticeable influence on in-cylinder soot formation,
but in-cylinder NOx emissions at exhaust valve opening were nearly unaffected.
Therefore, a detailed analysis of soot formation in both stages of the boot shapes
was pursued. The key conclusions of this study are as follows:
• A comparison between the RIF and M-RIF model showed that the predic-
tions of cylinder pressure traces were almost identical, but the temporal
solution of NOx and soot formations (slow processes in the chemistry) in the
cylinder were different from both models due to the different history of each
flamelet.
• Profiles of the heat release were well correlated to the rate shapes in an
analogous fashion. Higher injection rates in the first stage resulted in the
initial higher heat release rates, and higher injection rates in the second stage
lead to the higher injection rates in the diffusion-controlled combustion.
• Compared to other cases, rate shape combining the lower injection rates in
the first stage and the higher injection rates in the second stage resulted
in the lowest soot emissions at exhaust valve opening. NOx emissions at
exhaust valve opening showed insignificant effect of all the investigated rate
shapes.
• Lower injection rates in the first stage caused higher peak in soot formation
in the first stage, and the peak in soot formation in the second stage was
less affected by the injection rates. Through the mass weighted PDF of
the mixture fraction (it describes the state of the mixture) and the first
moment of soot concentration (it relates to the soot chemistry), it was shown
that the mixing process controlled the soot formation in the first stage, and
the soot chemistry as well as the mixing process was the dominant factor
in determining the soot formation in the second stage. At exhaust valve
opening, net soot in both stages was the combined effect of soot chemistry
and PDF, though PDF showed the greater variation in the test cases.
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• Finally, this study suggests that through the multiple-flamelet approach the
transient effect of rate shapes can be described in detail.
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10 Effect of Soot Modeling Approaches
In the previous two chapters, a strong influence of the injection-rate shapes on
the soot formation and oxidation was noticed. Therefore, a better understanding
of these processes also necessitates a revision of the soot modeling in the flamelet
model. Thus, the purpose of this chapter is to evaluate two approaches to pre-
dict soot in diesel engines using the RIF model. Both approaches are based on
the detailed kinetic soot model. In the first approach, the transient soot moment
equations are solved in the mixture fraction space, and the mean soot concen-
tration in physical space is then an integral of the convolution of the flamelet
solution for soot and the PDF of mixture fraction in physical space. The fast
chemistry assumption may become questionable for slow processes like soot for-
mation. Therefore, the second approach is aimed to address this issue. The second
approach solves transport equations for soot moments in physical space and source
terms for the equations are derived from the instantaneous flamelet solution. In
both approaches, the first two soot moment equations were solved.
10.1 Introduction
To evaluate both approaches, the simulations were performed for the same three
different injection-rate shapes, investigated in chapter 9 at the same load point.
Therefore, the computed results for the pressure, heat release rate and pollutants
except soot are not shown to avoid the redundancy. Results of this study show that
both approaches correctly predicted the trend in soot at exhaust valve opening as
seen in the measured data. However, the second approach, a transport equation
based, was more accurate.
The unsteady flamelet equations for soot moments in mixture fraction space were
described in Sec. 4.5 and Sec. 4.7 presented the mathematical formulation for the
transport equation for soot moments in physical space. The detailed kinetic soot
model used in this work to calculate soot processes is described in Chapter 5. Since
the experimental conditions are the same as in chapter 9, the next section compares
the soot predictions from both approaches with the measured soot emissions at
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exhaust valve opening. After that, conclusions from this study are summarized.
10.2 Results and Discussion
As mentioned in the previous section, the simulations were performed for the
three injection-rate shapes, investigated in chapter 9 at the same load point. As
mentioned previously, the first two soot moments were computed in this work.
The Zeroth soot moment corresponds to number density of all soot particles, and
the first order moment relates to soot volume fraction. Figure 10.1 compares
the net in-cylinder soot (expressed in gram per kilogram of fuel) at exhaust valve
opening in the experiments and simulations. In the experiments, changing the rate
shape from BH1 to BH3 resulted in a higher net in-cylinder soot at exhaust valve
opening. This trend is also captured in the simulations. Soot values obtained from
the first approach, computed directly from the flamelet equations for soot, show
a satisfactory agreement with the measured data, though the level of increment
in net in-cylinder soot is lower when the rate shape is changed from BH1 to BH2
or to BH3. Predicted in-cylinder soot values from the transport equation for soot
in physical space improve the quantitative agreement with the measurements. In
the following part of this section, soot formation in all the test cases is further
investigated.
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Figure 10.1: Comparison between the measured and computed net in-cylinder
soot at exhaust valve opening
A time-dependent net in-cylinder soot evolution in the simulations is shown
in Fig. 10.2. The figure compares the profiles obtained from both approaches
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to calculate soot concentration in the simulations. Since all the three rate shapes
showed similar differences between the soot profiles obtained from both approaches,
that is why here the comparison is shown only for BH3 where the differences were
the largest. The soot profiles show that the initial soot-formation is lower for
the case of transport equation for soot (second approach), and the peak of soot-
formation obtained in the case of transport equation also occurs slightly later in
the expansion stroke. Nevertheless, the value of the soot-formation peak does not
differ much in both approaches. The soot-oxidation after the soot-formation peak
is different in both approaches. The case with flamelet equation for soot (first
approach) predicted higher soot oxidation resulting in lower increment in the net
in-cylinder soot at exhaust valve opening in Fig. 10.1 for BH3 compared to the
measured data. The soot profile obtained from the transport equation for soot
shows rather a sluggish soot oxidation, thus showing a higher sensitivity to the
changes in the rate shapes. Due to the fact that the soot formation (describes all
sub-processes) is itself a slow process. Additionally, as a result of falling cylinder
pressures and temperatures in the expansion stroke the interaction between soot
chemistry and flow field could be inevitable. That can be best addressed by the
transport equation in physical space. Therefore, the comparison in Fig. 10.1 is in
excellent agreement with the trend in soot at exhaust valve opening.
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Figure 10.2: Temporal net in-cylinder soot in the test case BH3: computed from
both strategies
Next, a lower initial soot formation (see Fig. 10.2) in the case of transport
equation for soot is examined through the spatial distribution of soot obtained
from both approaches at 7◦ ATDC, as shown in Fig. 10.3. The cut plane shown
in the figure is at the center of spray. In the figure, a unit of soot as well as the
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color range are also shown. The color range for both spatial soot distribution is
the same. Soot in the case of transport equation forms far from the nozzle exit
(left end of the cut plane) and the soot field is also narrow compared to the case
of flamelet equation. This difference in the distribution can be attributed to the
accounting of soot surface dependence in physical space for soot surface growth
and oxidation source terms in the case of transport equation.
Figure 10.3: Computed spatial soot distribution from both strategies at 7◦ATDC
for the rate shape BH3
Figure 10.4 shows a spatial distribution of soot on vertical cut plane at the center
of the combustion chamber at exhaust valve opening for all the three test cases.
In the figure, colors representing soot-field range from blue to red. The blue color
represents minimum soot, i.e. no soot formation at all, and the red corresponds to
maximum soot formation. In all the three cases, soot is located inside the central
volume (between cylinder head and piston top) of the combustion chamber and
inside the piston-bowl volume. The soot-field became broader when rate shape was
changed from BH1 to BH2 and from BH2 to BH3. Therefore, one can say that
at this engine load point by injecting more mass in the later phase of injection
(compare rate shapes in Fig. 9.8) the soot amount increased inside the central
volume of the combustion chamber.
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Figure 10.4: Computed spatial soot distribution at exhaust valve opening for all
three rate shapes
10.3 Conclusions
The detailed kinetic soot model, describing particle formation, growth and oxida-
tion, along with the method of moments to compute soot particle size distribution
was used in this study. Within the Representative Interactive Flamelet model,
the equations for the first two moments, corresponding to number density of all
soot particles and soot volume fraction, were solved. In this study, two different
approaches are presented to predict soot in turbulent non-premixed combustion in
diesel engines. In the first approach, soot in physical space was computed based
on soot profiles obtained in the mixture fraction space, similar to other species
involved in the chemistry.
The fast chemistry assumption may become questionable for slow processes like
soot formation. Therefore, the second approach solved a transport equation in
physical space for each soot moment, and source terms for the equations were
calculated from the instantaneous flamelet solution. To evaluate these two ap-
proaches, numerical simulations for three different injection-rate shapes were per-
formed at a high-load point of a small-bore direct-injection diesel engine. The
computed results of soot were compared with the experimental results.
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Soot emissions predicted from both approaches showed similar trend as in the
measured soot emissions. However, the second approach, based on a transport
equation, predicted an excellent qualitative agreement. The soot distribution,
computed from both approaches, differed spatially. In the second approach, soot
was formed at the downstream of the nozzle exit, and mainly near the piston
bowl wall. Whereas, soot from the first approach was also found near the nozzle
exit. Moreover, soot oxidation was found to be more sensitive to the changes in
injection rates in the second approach. Thus, one can conclude that though both
approaches showed the correct trend in soot emissions at exhaust valve opening,
the predictions became more accurate with the second approach.
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A major step in the recent advancement of diesel engine performance and emissions
was the introduction of Common Rail injection systems, which provided the much-
needed higher flexibility for optimizing combustion system design. In addition,
injectors capable of injection-rate shaping added an additional degree of freedom
to the injection system. Injection-rate shaping, one of the measures to control fuel-
air mixing, results in a specific temporal distribution of fuel for a given injection
duration. Thus, theoretically a multitude of injection rate shapes are possible
besides the conventional top-hat shape. In this work, the effect of injection-rate
shaping on mixture formation, combustion process and the formation of pollutants
was investigated. Special emphasis was given to the processes related to soot
formation. In the experiments, different injection-rate shapes were generated using
the CoraRS (Common rail Rate Shaping) injector. Numerical simulations were
carried out in a single-cylinder small-bore diesel engine at a high-load point of the
engine. The Representative Interactive Flamelet model, which couples the solution
of the flamelet equations to the solutions of the turbulent flow field, was applied
to simulate the diesel engine combustion.
Better understanding of soot formation processes also requires a better descrip-
tion of soot processes in numerical simulations. Therefore, a soot model coupled
with flamelet equations was reviewed and enhanced. The model uses the method
of moments to describe the soot particle size distribution function, providing the
number density of particles according to their sizes. Soot formation and oxidation
processes are described by the kinetics-based model. Flamelet equations for soot
moments in mixture fraction space were derived. Calculation of higher order soot
moments can be difficult due to the large magnitude of higher order soot mo-
ments. Therefore, two alternative flamelet equations for computing soot moments
are suggested in this work. Additionally, a transport equation for a soot moment
in physical space is presented.
The computed results of the baseline rate shapes (top-hat and boot) were an-
alyzed for the flow and mixing field, in-cylinder averaged results, soot formation
and oxidation processes. Additionally, the new method – two-part analysis – was
applied to quantify the spatial distribution of processes parallel to the temporal
evolution. The results showed a strong coupling between the heat release and the
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injection-rate shape at this load point. The top-hat hat shape, due to initial higher
injection rates, showed higher premixed spike in heat release rate, whereas the boot
shape resulted in higher heat release rates during the diffusion-controlled combus-
tion. Accordingly, the simultaneously improvement in combustion-generated noise
and reduction in emissions was possible at exhaust valve opening. The analysis of
soot formation and oxidation suggested that the in-cylinder soot history strongly
depends upon the injection-rate shape.
The numerical simulations were also performed for three different boot-shaped
injection rates. To study the varying rates in each stage of the boot shapes,
multiple-flamelet based representative interactive flamelet model (M-RIF) is pro-
posed in this work. In this approach, two flamelets, assigned to each stage of the
boot shape, were solved to account the influence of the varying injection rates on
the chemistry. A detailed analysis of soot formation in both stages of the boot
shapes was also pursued. Lowering the injection rates in the first stage has the
tendency to increase soot formation due to a lower injection rate and spray mo-
mentum. The enhancement in soot oxidation with increasing injection rates in the
second stage is due to the higher injection rate and spray momentum. Therefore,
depending on the boot shape, net soot at exhaust valve opening could be increased
or decreased.
Two different approaches were evaluated to predict soot in diesel engines. In the
first approach, soot predictions were on soot profiles obtained in the mixture frac-
tion space, and in the second approach soot predictions were obtained by solving a
transport equation in physical space for each soot moment. It was concluded that
though both approaches showed the correct trend in soot emissions at exhaust
valve opening, the predictions became more accurate with the second approach.
Based on the abovementioned summary, one can state that the temporal distri-
bution of fuel for a given injection duration (and depending on the engine operating
point) could be a dynamic control parameter in diesel engine combustion.
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A PSDF from Moments
The particle size distribution function can be completely reconstructed if all the
moments are available. Practically it is only possible to include the first few
moments in calculations. Still the first few moments provide some salient features
of the PSDF, which will be shown here. It is to be noted that the size distribution
function, hence all the parameters below are based on the size in number of C2
units.
Mean Size :
µ =
∑
∞
i=1 iNi∑
∞
i=1 Ni
=
M1
M0
.
Variance :
σ2 =
∑
∞
i=1(i− µ)2Ni∑
∞
i=1 Ni
=
(
1
M0
) ∞∑
i=1
(i2Ni − 2iµNi + µ2Ni)
=
(
1
M0
)( ∞∑
i=1
i2Ni − 2µ
∞∑
i=1
iNi + µ
2
∞∑
i=1
Ni
)
=
(
1
M0
)(
M2 − 2µM1 + µ2M0
)
=
(
1
M0
)(
M2 − 2
(
M1
M0
)
M1 +
(
M1
M0
)2
M0
)
=
(
1
M0
)(
M2 − M
2
1
M0
)
=
M2
M0
−
(
M1
M0
)2
.
Similarly skewness and kurtosis can be calculated using soot moments up to 3rd
and 4th order respectively.
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A PSDF from Moments
Skewness :
γ1 =
∑
∞
i=1(i− µ)3Ni
σ3
.
Kurtosis :
γ2 =
∑
∞
i=1(i− µ)4Ni
σ4
.
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B Calculation of Knudsen number
The Knudsen number is a dimensionless number defined as the ratio of the mean
free path to the particle radius:
Kn =
λ
d/2
=
2λ
d
, (B.1)
where λ is the mean free path (in m)and d is the particle diameter (in m). The
dynamic viscosity is related to the mean free path as:
η =
1
2
ρcλ , (B.2)
where η is the dynamic viscosity (in kg/m−s), ρ is the density (in kg/m3) and c is
the average molecular speed (in m/s). The average molecular speed is given by
Maxwell-Boltzmann distribution as:
c =
√
8kBT
πm
, (B.3)
where kBis the Boltzmann constant (in J/K), T is the temperature (in K) and m
is the molecular mass (in kg). This leads to:
λ =
2η
ρ
√
πm
8kBT
=
2η
p
(R/M)T
√
πm
8kBT
; since ρ =
p
(R/M)T
=
2η
p
√
πm
8kBT
R2T 2
M2
=
2η
p
√
πRT
8M
(
R
kB
m
M
)
=
2η
p
√
πRT
8M
(
NA
1
1
NA
)
; since R = NAkB; and M = NAm
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=
2η
p
√
πRT
8M
. (B.4)
Here p is the pressure (in Pa), R is the universal gas constant (in J/kmol−K), M
the molar mass (in kg/kmol) and NA is the Avogadro number (in 1/kmol). Thus the
mean free path can be calculated as a function of the mixture viscosity, pressure,
temperature and the molar mass of the mixture.
To calculate the particle diameter we assume that the particles are spherical and
then calculate the diameter by using the mass of the particle and density of soot.
mi =ρsVi = ρs
1
6
πd3i
or
di =
(
6mi
πρs
) 1
3
=
(
6m1i
πρs
) 1
3
=
(
6m1
πρs
) 1
3
(i)
1
3 ; since mi = m1i (B.5)
= d1 (i)
1
3 (B.6)
where mi is the mass of i sized particle (in kg), ρs is the density of soot (1800kg/m3),
Vi is the volume of the i sized particle and m1 is the mass of the particle of size 1
(a C − 2 unit).
Thus we can calculate the Knudsen number for particles of size i as:
Kni =
2
(
2η
p
√
piRT
8M
)
(
6m1
piρs
) 1
3
(i)
1
3
. (B.7)
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C Abbreviations
ATDC After Top Dead Center
BTDC Before Top Dead Center
CA Crank Angle
CFD Computational Fluid Dynamics
CO Carbon Monoxide
CRL Collaborative Research Laboratory
DDM Discrete Droplet Model
EGR Exhaust Gas Recirculation
EOI End of Injection
EVO Exhaust Valve Opening
IMEP Indicated Mean Effective Pressure
IVC Intake Valve Closure
NOx Nitrogen Oxides
PCCI Premixed Charge Compression Ignition
PDF Probability Density Function
rpm Revolutions per Minute
RI Ringing Intensity
RIF Representative Interactive Flamelet
RWTH Rheinisch Westfa¨lische Technische Hochschule Aachen
SOI Start of Injection
TDC Top Dead Center
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