Abstract. The spectral analysis of the dissipative linear transport (Boltzmann) operator with polynomial collision integral by the Szőkefalvi-NagyFoiaş functional model is given. An exact estimate for the reminder in the asymptotic of the corresponding evolution semigroup is proved in the isotropic case. In the general case, it is shown that the operator has finitely many eigenvalues and spectral singularities and an absolutely continuous essential spectrum, and an upper estimate for the reminder is established.
Introduction
This paper is devoted to study of the large time asymptotics for the linear Boltzmann (transport) equation by methods of the Szőkefalvi-Nagy -Foiaş [16] functional model. After elimination of a constant absorption term the equation takes the form ∂ ∂t u t (x, µ) = −µ ∂ ∂x u t (x, µ) + c(x)
x ∈ R, µ ∈ [−1, 1].
The notation is explained in Preliminaries. This equation describes, for instance, the neutron transport in a slab of multiplicative medium under appropriate simplifying assumptions. The problem involves two parameters: the local mean number of the secondary particles per collision c, a nonnegative compactly supported function on the real line, and the collision operator K ∈ BL 2 (−1, 1) which describes the angle distributions of the secondaries. It was first considered in [2, 3, 4] in the case of the isotropic distribution, which corresponds to the kernel Kµ, µ ′ ) ≡ const. The result of Lehner and Wing says there exists a finite set of β j > 0 and finite rank projections P j such that for any u 0 ∈ L 2 (R × [−1, 1]) for all δ > 0 (2) u t = j e βjt P j u 0 + O e δt , t → +∞.
The main problem now is to analyze the reminder. Lehner and Wing [4] proved that the reminder decays pointwise for x from the support of c for u from a set of initial data dense in a subspace and erroneously claimed a resolvent estimate [4, Lemma 6] which implies that the reminder is u O(ln t). It turned out [1] that the estimate does not hold in general. To the best of our knowledge, no results on precise estimates of the reminder in the L 2 -norm have appeared since then, and the later work in the field dealt with other types of transport operator. In the present 0 AMS Subject Classification: 47A45, 35Q20. 1 paper we analyze the structure of the reminder and, in particular, give power upper estimates in the case of a polynomial collision integral, and precise estimates in the isotropic case.
In terms of the generator, the problem is about the structure of its essential spectrum. Our first main result (Theorem 1) can be stated as follows (the formulation of the theorem in the body of the paper is slightly more detailed).
Theorem. Let L be the operator in H = L 2 (R × [−1, 1]) corresponding to the equation (1) in the sense that e itL u 0 = u t for u 0 ∈ H. Assume that the kernel K is polynomial, and the operator K ≥ 0. Then L is similar to an orthogonal sum of three operators, L 1 , L 2 and L d , such that 1. L d is a finite rank operator; 2. L 2 is an absolutely continuous (a. c.) operator with spectrum of finite multiplicity;
3. L 1 is the orthogonal sum of infinitely many copies of the operator of multiplication by the independent variable in L 2 (R). The operator L has at most finitely many spectral singularities. All the singularities are of at most finite power order.
Corollary. (i)
There exist finite l, n such that the group e itL satisfies (3)
Here λ j ∈ C + , the O refers to the operator norm, and P j , j ≤ l, are finite rank operators.
(ii) sup t>0 e itL u is finite for any u from a dense set in ∩ j ker P j In the previous paper [1] we established assertions 2 and 3 of the Theorem in the isotropic case by a different method. The finiteness of the discrete spectrum in the anisotropic case also appears to be a new result. The argument used for that in [2, 3] exploits some sign definiteness property of the bordered resolvent discovered by Lehner and Wing, which is specific for the isotropic problem, and thus cannot be applied in the general case.
To explain the assertions of the Theorem, recall [11] that the invariant subspace of a dissipative operator corresponding to the essential spectrum in general is a sum of the a. c. subspace and an invariant subspace, H s , corresponding to a sort of singular spectrum. The simplest example of the subspace H s being non-trivial is given by the Volterra operator. Assertion 2 says that in the situation under consideration H s is trivial. This implies claim (ii) in the Corollary by an abstract theorem. The finite multiplicity of L 2 means that the linear set of data for which the reminder in (3) may actually grow is, in a sense, thin. The notion of spectral singularity comes from the Szőkefalvi-Nagy -Foiaş criterion [16] , according to which a dissipative operator is similar to a self-adjoint one if, and only if, its resolvent, R(z), in the upper half plane satisfies R(z) ≤ C (ℑz) −1 . By definition, spectral singularities are those points on the real axis at which the resolvent of the absolutely continuous component of the operator grows faster than (ℑz) −1 . In applications, spectral singularities were first discovered and studied for the Schrödinger operator with a complex potential by Naȋmark [8] and later analyzed by means of the Nagy -Foiaş functional model by Pavlov (see [12] and references therein).
Our second main result concerns the isotropic case. In the isotropic case the operator can only have a single spectral singularity located at zero [1, 4] . The singularity does occur. Namely, if we denote by E the set of c's for which there is a spectral singularity, then in [1] we showed that for any nonzero compactly supported c ∈ L ∞ the function κc, κ > 0, belongs to E for an infinite discrete set of values of the constant κ. Theorem 2 in the present paper says that this singularity is either logarithmic or of the first order and gives asymptotics of the inverse of the characteristic function of the operator at the singularity. It implies the following assertion (Corollary 11 in the main text).
Proposition. In the case of isotropic scattering, let c ∈ E, and let
in the notation of (2). Then
for all t > 0, and one of the following alternatives takes place.
(i) For any sufficiently small ε > 0 there exists a u ∈ H such that
(ii) The estimate Z t ≤ C ln t holds for all t ≥ 2, and is exact in the sense that for any sufficiently small ε > 0 there exists a u ∈ H such that
The alternative (i) takes place if, and only if, there is an eigenfunction of the integral operator in L 2 (R) with the kernel 1 2 c(x) ln |x−y| c(y) with the eigenvalue −1 orthogonal to the vector √ c.
The proof of Theorem 1 is based on the analysis of the characteristic function of the operator. The characteristic function, S, of a dissipative operator L is a contractive analytic operator function in the upper half plane defined in terms of the resolvent of L * . In the problem under consideration, the characteristic function is analytic one the real axis except at point z = 0. This implies that all non-zero spectral singularities correspond to poles of the characteristic function. The main problem is to analyze the behaviour of the characteristic function at z = 0. It turns out that although z = 0 is not an isolated singularity, S −1 (z) admits power estimate at it. These assertions combined with the asymptotics of S(z) at infinity imply the absolute continuity of the spectrum. The splitting of the absolutely continuous component is obtained by application of an abstract construction of invariant subspaces of operators with absolutely continuous spectrum suggested in [1] . The proof of Theorem 2 comes from analysis of the remainder in the asymptotics of the characteristic function.
The structure of the paper is the following. In section 2 we give a brief description of the abstract construction of separation of the absolutely continuous subspace from [1] . Sections 3 and 4 are devoted to proofs of Theorems 1 and 2, respectively. The estimate for the semigroup resulting from Theorem 2 is given in corollary 11.
1.1. Notation and Preliminaries. The following notation is used throughout the paper.
· 2 -the Hilbert-Schmidt norm of operators. Let L 0 be a selfadjoint operator,
It satisfies ℜQ(z) ≤ 0. A version of the Weyl theorem on relatively compact perturbations holds.
is a compact operator (at least at one point z ∈ C + and then at all points) then
Throughout, we use the same notation, Q(z), for the restriction of the operator Q(z) to the subspace Ran V .
Let Φ : C + → B(E), E being a Hilbert space, be a bounded analytic operator -function. A scalar function m(z) ≡ 0 in C + is called a scalar multiple for Φ if there exists a bounded analytic operator -function Ω(z) in C + such that m(z)I = Φ(z)Ω(z) = Ω(z)Φ(z) for all z ∈ C + [5] . A bounded analytic function Φ :
. Any contractive analytic function Φ : C + → B(E) admits the canonical factorization in a product of two contractive analytic B(E) -valued functions of the form Φ = Φ i Φ e where Φ e is an outer function, and Φ i (k) is isometric for a.e. k ∈ R.
Absolutely continuous subspace
Let L be a maximal dissipative operator in a Hilbert space H with a bounded imaginary part V = ℑL such that σ ess (L) ⊂ R. The operator L can be represented as an orthogonal sum of a selfadjoint operator and a completely non-selfadjoint one [16] . The operators in this sum are called the selfadjoint and completely nonselfadjoint parts of L, respectively.
The absolutely continuous subspace H ac (L) ⊂ H of the operator L [11, 15, 17] is the closure of the linear set H w ac of weak smooth vectors:
We call the operator L absolutely continuous (a. c.
Motivations and analysis of the definition of the a. c. subspace from various viewpoints including scattering theory can be found in [5, 10, 12, 6, 15, 17] . One of them is that H ac (L) is the minimal invariant subspace of L containing all the invariant subspaces X of it such that the restriction L| X is similar to an a. c. selfadjoint operator A X . If L is completely non-selfadjoint then the subspace H ac (L) coincides with the invariant subspace of L corresponding to the canonical factorization of its characteristic function (to be defined shortly) in the sense that the characteristic function of L| Hac coincides with the pure part of the outer factor of S (see [5, 14] ).
Let E stand for the subspace RanV ⊂ H. The characteristic function S(z) : E → E, z ∈ C + , of the operator L is defined by the formula
This function is analytic and contractive in C + . It has nontangential boundary values, S(k) ≡ S(k + i0), on the real axis in the strong sense for a.e. k ∈ R. For z ∈ C + ρ(L) the operator S(z) is boundedly invertible on E. It can easily be derived by direct calculation that
In the next section we will need the following result to show that the operator corresponding to (1) 
Let S = S i S e be the canonical factorization of the characteristic function.
We call a point k ∈ R a spectral singularity if is not proper. This definition, first suggested in [11] , can be shown to be equivalent to the one described in Introduction, see [16, 11] .
Proposition (Nagy -Foiaş criterion [16] ). The operator L| Hac is similar to a self-adjoint operator if and only if ess sup k∈R S −1 (k) < ∞. This criterion implies that L| Hac is not similar to a self-adjoint operator if it has spectral singularities, since for an outer function, Θ, the function Θ −1 (z) is bounded in C + if, and only if, ess sup k∈R Θ −1 (k) is finite. A point k 0 ∈ R is said to be a spectral singularity of at most power order if there exists a p > 0 such that
for a. e. k in a vicinity of k 0 on the real axis, a spectral singularity of order p > 0 in the strict sense, if (6) is satisfied, and for some nonzero e 0 ∈ E and C 1 > 0
We now sketch the construction of splitting of H ac into a sum of invariant subspaces of L from [1] . The subspaces obtained make nonzero angle and have the property that the restriction of the operator to one of them is similar to a selfadjoint operator while the other contains all the information about the spectral singularities. The result is formulated in Lemma 3. The detailed proofs can be found in [1] . The reader not interested in the construction may prefer to take Lemma 3 for a granted existence result, and proceed to the next section.
Consider the function ∆(k) = I − S * (k)S(k). Define the subspace X ⊂ L 2 (R; E) to be the closure of ∆L 2 (R; E). Let A 0 be the operator of multiplication by the independent variable in X . 
, and for any g ∈ X
the norms of Sg and g being in L 2 (R, E).
For a reader familiar with the functional model we would like to notice that in a spectral representation of the selfadjoint dilation of L ′ the operator W essentially coincides with the restriction of the projection on orthogonal complement of incoming and outgoing subspaces to the residual part of the dilation. For others, we just say that the operator W is constructed, in a sense, explicitly from the operator L via its characteristic function.
Define
By the intertwining relation (7), H 1,2 = W X 1,2 are invariant subspaces of the operator L. As is clear from (8) , the operator L
is similar to the restriction of A 0 to X 2 because the restriction of W to X 2 is boundedly invertible, W u ≥ β u for all u ∈ X 2 . Let us estimate the angle between H 1 and H 2 . For any nonzero u ∈ X 2 , v ∈ X 1 on account of (8) we have
Here we have used the fact that Su ⊥ Sv for our choice of subspaces X 1,2 . The last inequality in the chain is just the definition of the angle between subspaces of a Hilbert space. Thus, sin(H
Lemma 3. [1, Corollary 2.8] Suppose that S is norm continuous in the closed upper half plane, S(k) − I ∈ S ∞ for all k ∈ R, and S(k) → I in the operator norm as |k| → ∞. Then H ac can be represented as a linear sum H ac = H 1+ H 2 of invariant subspaces H 1,2 of the operator L such that 1. The multiplicity of spectrum of the restriction L 1 = L| H1 is finite and coincides with the number max k∈R dim ker S(k), 2. L 2 = L| H2 is similar to the a.c. selfadjoint operator of multiplication by the independent variable restricted to the subspace X 2 ⊂ L 2 (R, E) in the construction above.
3. is not greater than the maximum of dim ker S(k). It is easy to see [1] that under the imposed assumptions ker W = {0}, and therefore m L β 1 , in fact, equals to the maximum of dim ker S(k). Thus, the subspaces H β 1,2 possess the properties 1 through 3.
Transport Operator for Slab: Anysotropic Case
The phase space of the transport problem for a slab is Γ = R × Ω, Ω ≡ [−1, 1]. The variables x ∈ R and µ ∈ Ω make sense of the position and the cosine of the angle between the momentum and the coordinate axis, respectively. The densities of particles are elements of H = L 2 (R × Ω). Let c ∈ L ∞ (R) be an a. e. nonnegative compactly supported function, and K be an integral operator in L 2 (Ω) with a degenerate nonnegative polynomial kernel, that is, of the form
where P i are polynomials of unit norm in L 2 (Ω), and k i > 0 for all i ≤ N . It is supposed throughout that the constant function is an eigenfunction of K. The physical meaning of parameters c and K is explained in Introduction. The case of isotropic scattering corresponds to the operator K of the form K = We do not distinguish between the operator K and the operator
(Ω) in our notation. Using the basis of polynomials {P i } one can naturally identify the range of K in H with the space
. We assume that the units are chosen so that the absorption cross-section equals to 1. Let v t ∈ H be the density of particles at the moment t, and let u t = v t e t . Then the evolution of the effective density u t in the space H is given by the solution of the Cauchy problem for the Boltzmann equation (1) . Define the one-speed transport operator L in the space H by the following expression,
The imaginary part of L is obviously bounded, and the group e itL is defined for all t ∈ R. With this notation, we have
Instead of L, it is convenient to deal with the dissipative operator T = L * . The spectral analysis of operators L is reduced to that of operators T since L is unitarily equivalent to the operator − T where
The subspace E ≡ Ran V is then naturally identified with a subspace in L 2 (R, C N ) via the basis of eigenfunctions of the operator K. Let
Plugging this into the definition of Q(z), we find after a change of variable that
where T j (z) are integral operators in the space L 2 (R) of scalar functions with the kernels t j (x, y) = c(x) (sign(x − y)) j E j (−iz|x−y|) c(y), respectively, restricted to the closures of their ranges,
for ℜs > 0, and G j are N × N -matrices with real entries. Notice that the matrix G 0 = 0 by the assumption that the constant is an eigenfunction of the operator K. Since c is compactly supported, the operator Q(z) is of the Hilbert -Schmidt class for all z ∈ C + . In the following lemma we gather the required properties of the operator Q(z). The superscript 0 is omitted throughout for j = 0 so E stands for the function E 0 .
Lemma 4. (i)
The function Q(z) admits the representation
where B is a Hilbert-Schmidt operator, ℓ ∈ E is given by
and Θ(z) is an analytic function in O ≡ C\{−it, t > 0} such that Θ(z) ≤ C|z ln z| for |z| ≤ 1/2. This formula defines an analytical continuation of the function Q(z) from C + to O.
(
Proof. Integrating by parts, we obtain that E j (s) = p j−1 (s)e −s + c j s j E(s) where p j−1 is a polynomial of degree j − 1 and c j = (−1) j /j!. The function E(s) admits the representation [3] (13)
is an entire function and γ is the Euler constant. This formula defines an analytical continuation of the function E, and hence of all E j 's, to C \ {t ∈ R : t < 0}. Plugging these representations for E j into (10), re-grouping terms according to their behaviour in the z variable, and taking into account that
, we obtain the assertion (i). To establish the assertion (ii), we are going to show that T j (z) 2 → 0 as |z| → ∞ uniformly in arg z for all j. First, we once integrate by parts in (11) (in the direction opposite to the one used in (i)) to find out that there exists a C > 0 such that |E(s)| ≤ C |s| −1 for all s with ℜs ≥ 0. Let χ ε be the indicator function of the interval [0, ε) ⊂ R. Split the operator T j into the sum T j = T ε j + R ε j where T ε j is the integral operator with the kernel t j (x, y)χ ε (|x − y|). The estimate on E we have just found implies that R ε j 2 ≤ C |z| −1 ε −1 . On the other hand, by direct inspection of (11) and (13) we notice that T ε j 2 ≤ Cε 1/2 for j ≥ 1, and T ε 0 2 ≤ Cε 1/2 (1 + | ln(ε|z|))|. Now setting, for instance, ε = |z| −1/2 , we obtain (ii).
Let S be the characteristic function of the operator T , and define Q(z) to be the sum of the first two terms in the right hand side of (12), so
Fix an arbitrary δ > 0 such that I − Q(iδ) is boundedly invertible. Such a δ exists since ℜQ(z) ≤ 0 for all z ∈ C + , and Θ(z) → 0 when z → 0.
Proposition 5. The function S is analytic on the real axis except at the point 0, continuous in C + in the operator norm, and admits analytic continuation from C + to the set Π = {z ∈ C : arg z = −π/2, |z| ≤ δ 0 } for some δ 0 > 0. The following asymptotics holds for this analytic continuation in the operator norm uniformly in arg z,
Proof. From (5) we infer that the function S is analytic on the real axis off z = 0 since such is the function Q(z). Let us establish the required analytic continuation and find an asymptotic at 0 for the function (I − Q(z)) −1 . Then the corresponding result for S reads from (5) rewritten as (17) S(z) = −I + 2(I − Q(z)) −1 .
We have Q(z) = Q(iδ) + α(z) ·, ℓ ℓ. A straightforward computation gives
The constant ϑ c is nonzero, for otherwise the norm of I − Q(z) −1 would be unbounded in a vicinity of z = 0, which is not the case since ℜQ(z) ≤ 0 for all z ∈ C + . The right hand side of this formula is continuous at 0 in C + , admits analytic extension to the set Π when δ 0 > 0 is small enough, and this extension is bounded in norm when z ranges over Π. Hence, the function I − Q(z)
admits analytic extension to the set Π and is O(|z ln z|) in that set by Lemma 4.
Now, we express (I
through the resolvent identity,
It shows that the function (I − Q(z)) −1 also extends analytically to the set Π, and its extension admits the representation
On account of (17) , this asymptotics implies continuity of S at zero and the formulae (15), (16) .
The required δ can be estimated explicitly in terms of c and K.
Remark. Proposition 5 holds with any positive δ such that
where |c| 1 = R c(x)dx, a is the diameter of the support of the function c, and C N is a number constant depending on N only.
Proof. Notice that for 0 < s ≤ 1 from the definition of E j 's we have |E j (s) − E j (0)| ≤ c j s 1/2 for j ≥ 1, and |θ(s)| ≤ s, and that G j ≤ C K for all j with a constant C depending on N only. Hence from (10) and (13) we have Θ(z)
|2az| provided that 2a|z| ≤ 1, and the assertion follows.
Theorem 1. The essential spectrum of the operator T coincides with the real axis: σ ess (T ) = R. The non-real spectrum σ(T ) ∩ C + is discrete and consists of at most finitely many eigenvalues. Let H ess be the invariant subspace of T corresponding to the essential spectrum defined in Preliminaries. Then the restriction T | Hess is absolutely continuous, H ess = H ac (T ). The operator T has at most finitely many spectral singularities. If z = 0 is a spectral singularity then it is of finite power order. All other spectral singularities are of finite power order in the strict sense. There exist invariant subspaces H 1,2 ⊂ H ess forming a nonzero angle and such that H ess = H 1+ H 2 and the restrictions T 1,2 = T | H1,2 satisfy 1. The spectrum of T 1 has finite multiplicity equal to max kj ∈σ0 dim ker S(k j ), where σ 0 is the set of spectral singularities.
2. T 2 is similar to a self-adjoint operator with Lebesgue spectrum of infinite multiplicity on the real line.
Proof. By the Weyl theorem, the essential spectrum of T coincides with that of L 0 , so σ ess (T ) = R. The analyticity of Q(z) on the real axis off z = 0 implies that σ 0 and σ + (T ) do not accumulate to a real k = 0. Then, by Lemma 3 there exist subspaces H 1,2 ⊂ H ac such that H ac = H 1+ H 2 , property 1 is satisfied and T 2 = T | H2 is similar to the restriction of the operator of multiplication by the independent variable to the subspace {f ∈ L 2 (R,
, X 2 (k) being the range of spectral projection of the operator S * (k)S(k) corresponding to the interval [β 2 , 1). Thus, property 2 will be established if we show that rank∆(k) = ∞ for all k ∈ R. Indeed, it is obvious from (5) that
The operator ℜQ(k) has infinite rank since its integral kernel for any real k has a logarithmic singularity at the diagonal by virtue of the fact that the matrix G 0 in (10) is non-zero. Hence (19) is satisfied on a subspace of f 's of infinite dimension. Property 2 is proved. Let us show that sets σ + (T ) and σ 0 are finite. We will actually show that the points z ∈ C + such that ker (I + Q(z)) = {0} do not accumulate at 0. Throughout the rest of the proof, P is a rank 1 operator independent of z exact form of which is not required. Let P be the Riesz projection of the operator I + B, the B being the one from (12), corresponding to the point 0, Q = I − P. Then I + BQ is boundedly invertible, and
where Θ(z) is an analytic function in O admitting the representation
with entire functions Θ 1,2 such that Θ 1 (z) = Θ 2 (z) = 0. Thus, ker(I + Q(z)) is nontrivial if, and only if, such is the kernel of I + BP + ln(−iz)P + Θ(z) = (I + Θ 1 (z)) I + H 1 (z)P + ln(−iz) (P + H 2 (z)) where H 1,2 (z) are functions analytic in a vicinity of z = 0, and H 2 (0) = 0. Let P be the orthogonal projection on the orthogonal complement of ker P ∩ ker P. Continuing to factor out invertible terms and developing the inverses of I + small operators in the Neumann series we have,
where
with functions F j and G analytic in a vicinity of zero, and satisfying F j (z) ≤ (C|z|) j−1 for j ≥ 1 and z in that vicinity. Here we took into account that PP = P, PP = P. Because of its triangle structure, the operator I +H(z)P has a non-trivial kernel if, and only if, the restriction of I + P H(z) to the range of P has. Thus, there is a vicinity U
• of zero such that ker(I + Q(z)) = {0} for z ∈ U • if, and only if, det(I + P H(z)P ) = 0, and
where C depends on rank P only. On developing the determinant,
with functions f j (z) analytic in U • and satisfying |f j (z)| ≤ (C |z|) j−M , j > M , for an M large enough (M > rankP will do). Suppose now that there is a sequence z l → 0, z l ∈ C + , such that det(I + P H(z l )P ) → 0. Taking the limit z l → 0, we find consecutively that f M (0) = 0, f M−1 (0) = 0, . . . , f 0 (0) = 0. Since f j (0) = 0 if j > M , this means that f j (0) = 0 for all j ≥ 0. Consider the function g(z) = z −1 det(I + P H(z)P ). The modulus of g(z) is either bounded away from 0, or there exists a sequence z
In first case we have, |det(I + P H(z)P )| ≥ C|z|. In the second one, arguing as above, we find that f ′ j (0) = 0 for all j ≥ 0. Then, we consider the function z −2 det(I + P H(z)P ). This function either has the modulus bounded away from zero, or f ′′ j (0) = 0 for all j, etc. This process must terminate after finitely many steps, for otherwise we obtain that all of f j 's, and hence the determinant, vanish identically in the vicinity U
• which contradicts the discreteness of σ + . Thus, there exists an n < ∞ such that |det(I + P H(z)P )| ≥ C |z| n for z ∈ C + in a vicinity of 0. This implies that σ + (L) and σ 0 do not accumulate at 0 and hence are finite. Plugging this inequality into (20), and taking into account that H(z) = O(| ln z|) in a vicinity of 0, we find that
Proof. We only sketch the proof referring to [3, 1] for details. For ℑz > 0 consider the operator Ξ(z) = iKR 0 (z)| KH acting in the space KH. In the Fourier representation with respect to the variable x, this operator acts as the multiplication by the function
On calculating the integral, we find that ℑξ(p, z) is positive (resp. negative) if ℜz is negative (resp. positive), and thus ±ℑΞ(z) is a positive operator when ∓ℜz > 0. It then follows that ±ℑQ(z) > 0 when ∓ℜz > 0, since
is the operator of multiplication by the function √ c. The assertion for ℑz = 0 is verified by the taking the limit ℑz ↓ 0 in the expression for ℑξ(p, z). This limit also turns out to be a strictly positive or negative function, depending on the sign of ℜz, which can be easily shown to imply that ±Q(k) > 0 when ∓k > 0.
The lemma implies immediately that the nonreal spectrum σ + (T ) of the operator T lies on the imaginary axis [2] . Combined with the fact that Q(k) → I in norm as |k| → ∞ established by lemma 4, it also implies that Corollary 7. For any real k = 0 the operator S(k) has a bounded inverse, and The monotonicity claimed by this corollary provides another, historically first, proof of finiteness of σ + (T ) [2, 3] .
From now on ·, · stands for the inner product in L 2 (R). The assertion of Proposition 5 then holds with ℓ =
, be the eigenvalues of the operator Q(iε), and let B c = {k n = lim ε↓0 η n (ε)}. Applying the Nagy-Foias criterion and taking into account Corollary 7, we find that [1, Proposition 3.9 and Corollary 3.7]
Corollary 9. The following are equivalent (i) 0 is a spectral singularity, (ii) T ess is not similar to a self-adjoint operator,
We say that c ∈ E if any of these equivalent conditions is satisfied. Note that for any nonzero c the function κc belongs to E if −1/κ ∈ B c , as was mentioned in Introduction.
Let Y and Y 1 be the integral operators in E with kernels 1 2 c(x)(γ + ln |x − y|) c(y) and 1 2 c(x)|x−y| c(y), respectively, N = {u ∈ ker(I +Y ) : u, √ c = 0}, and P N be the orthogonal projection on N in E. Further analysis splits into two cases depending on whether the subspace N is trivial or not. Theorem 2. Let c ∈ E. If the subspace N is trivial, then for all ξ > 0 save for at most one the number p(ξ) ≡ dist −1, σ( Q(iξ)) = 0, and for any such ξ the following asymptotics holds in the operator norm when z → 0 in C + ,
If the subspace N is non-trivial, then the operator M = P N Y 1 | N in the space N is invertible, and the following asymptotics holds in the operator norm when z → 0 in C + , provided that the restriction of I + Y to its reducing subspace N ⊥ is invertible,
Notice that the first alternative in this theorem includes the case when ker(I +Y ) is trivial. It is easy to see [1] that there are c's such that N is non-trivial and hence the second alternative in the theorem is realized. For instance, this is the case for c(x) = κ 1, |x| < a 0, |x| > a with an appropriate constant κ > 0.
Proof. Let the subspace N be trivial. Then p(ξ) ≡ dist −1, σ( Q(iξ)) = 0 for all ξ > 0 except for at most one, for otherwise a non-zero linear combination of two elements of ker I + Q(iξ) corresponding to two different ξ would belong to
calculate the inverse of I + Q(z) to obtain,
where ̺ c = ẽ, √ c . Since c ∈ E, the number ̺ c = 0, for otherwise the func-
would be bounded at z = 0. Expressing (I + Q(z)) −1 via
through the resolvent identity and taking into account that Θ(z) = O(z) when z → 0, we infer
and (22) follows from (5) rewritten as
Now, let the subspace N be non-trivial. First, we shall show that M is invertible. Indeed, let h ∈ E be real and such that √ c, h = 0, and let f = √ ch. Then, on integrating by parts we find,
The boundary term in the right hand side vanishes, because f (x)dx = 0 by the orthogonality condition, to give 
Using the invertibility of M , we solve the second equation with respect to f N , and plug the result into the first one to find out
where V is an operator in N ⊥ such that V = (I + Y )| N ⊥ +O(|z|). Let ϑ = 0. Solving the second equation taking into account that V is invertible and V −1 = G + O(|z|), and substituting the result back, we obtain
Now, that the asymptotics of f = (I + Q 1 (z)) −1 g is found, we notice that Q(z) − Q 1 (z) = O |z| 2 , and therefore the asymptotics of (I + Q(z)) −1 g is the same. The asymptotics (23) follows from (24). The case ϑ = 0 is treated similarly.
The assumption of invertibility of I + Y on the subspace N ⊥ in the second part of the theorem is only made for convenience. If the restriction of I + Y to N ⊥ is not invertible, then the restriction of I +Ỹ ,Ỹ = Y + This corollary is immediate from asymptotics (22) and (23). One can now apply results from [7] . Theorem 3 in that paper states that If a maximal dissipative operator D has a spectral singularity of order p > 0 in the strict sense then for any sufficiently small ε > 0 there exists a u ∈ H ac (D) such that e −itD u = t 1−ε (1 + o(1)), t → +∞.
An assertion similar to this theorem and [7, Corollary 2] cited at the end of section 3, holds for logarithmic singularities [1, Corollary 4 and Theorem 5]. Combining these and taking into account the unitary equivalence between L and −T , we arrive at the following conclusion. for some c = 0. If N is non-trivial, then for any sufficiently small ε > 0 there exists a u ∈ JH ess such that (27) e itL u = t 1−ε (1 + o(1)), t → +∞.
If N is trivial, then e itL JHess ≤ C ln t for all t ≥ 2, and for any sufficiently small ε > 0 there exists a u ∈ JH ess such that e itL u = (ln t) 1−ε (1 + o(1)), t → +∞.
It is worth mentioning that in the three-dimensional problem with compactly supported c the characteristic function is analytic on the real axis [1] , and has a simple zero at z = 0 when c ∈ E. The appearance of the logarithmic case in Theorem 2 is specific for the slab problem.
Remark. It is to be expected that there exist polynomial collision integrals K such that the operator has non-zero spectral singularities. Indeed, the reason for their absence in the isotropic case given by lemma 6 is no longer in force in the anisotropic case.
