Damage process in engineering systems is strongly affected by spatial heterogeneity and local 11 discontinuities in the materials, which are significantly influencing the reliability and integrity 12 of the systems. In this paper, we present a new stochastic approach as a tool for performing 13 uncertainty quantification in simulating damage evolution in heterogeneous brittle materials. 14 One of the advantages of the proposed method is its ability to capture the influence of 15 uncertainty in the mechanical properties of whole simulation domain, not just the properties of 16 the immediate neighbourhood around the crack tip, on direction of crack propagation. In fact, 17 through this approach the direction of crack propagation at a specified point of localised 18 damage can be probabilistically determined based on nonlocal mechanics theory, in which the 19 influence of local discontinuities and weak points located at further distances from the crack 
Introduction 33
In recent years, many researchers have focused on the problem of modelling heterogeneous 34 material systems containing discontinuities. Numerous methodologies for inclusion of 35 heterogeneity in numerical frameworks for simulating material failure behaviour have been 36 developed, which can be grouped into two main categories: multi-scale models and stochastic 37 approaches. 38
Multi-scale methods have offered a significant progress in explicitly describing local 39 heterogeneities [1] . In fact, for the heterogeneous materials, like concrete, rocks or composites, 40 often a local fine-scale definition of micro-structure of the materials that influence their 41 macroscopic mechanical response is needed [2] . Developed understanding of multiple phase 42 concepts is used in multi-scale techniques, where it is aimed to predict the joint multi-phase 43 response of structures. Although multi-scale modelling has been proved to be a powerful 44 method for incorporation of the heterogeneity, difficulties may arise when a detailed 45 knowledge of the material micro-structure for identifying the representative elementary 46 volume, is not available. For this reason, an increasing interest has now been directed towards 47 any translation function for sampling random values of these material properties [4] [5] . 134 135
Fracture advancement methodology and damage state of the body 136
In this section, the basic ingredients of the phase-field model used to determine the initiation 137 and propagation of fracture are presented. The variational model proposed in [27] [28] is 138 considered, where smeared fracture in an elastic body  is described by means of a scalar 139 damage field s, which assumes values in the range (0, 1); when s = 1 the material is sound, and, 140 when s = 0, it is totally damaged. The internal energy assigned to  is 141 
143 which depends on the displacement field u and on the damage s. The first integral in Eq. (1) 144 represents the bulk energy, where = + 2 /3 is the bulk modulus,  and  are the Lame's 145 coefficients, and the decomposition tr + (∇ ) = max{tr(∇ ), 0} and tr − (∇ ) = {tr(∇ ), 0} in 146 positive and negative parts of the trace of ∇ is used. The second integral is the fracture energy, 147 which is the sum of a local and a non-local contributions. Gf is the unit fracture energy, and  148 is an internal length associated to damage non-locality. The length  is related to the size of the 149 process zone, as discussed in the following. The energy (1) is minimised under the 150 irreversibility condition ̇≤ 0, introduced to forbid material self-healing. 151
By using the energy (1), different fracture processes are reproduced when tensile or 152 compressive loadings are applied. Indeed, in regions of  subjected to tensile states, where 153 volume changes are positive, the opening and evolution of brittle fractures are allowed; while, 154 in compressed regions, where volume changes are negative, cracks are partially forbidden, and 155 only shear fractures can develop, when shear stresses are generated by compressive loadings. 156
When a fracture forms, the damage parameter s assumes the value s = 0 on the fracture surface, 157
and it increases by moving away from that surface. The optimal profile of s in the direction 158 normal to the fracture surface was determined in [29] , and its expression is
161 where x is the coordinate in the direction normal to the surface, and x0 is the intersection point 162 between the normal axis and the surface. From Eq. (2), at distances larger than 2.5 from the 163 surface (|x-x0| > 2.5), damage attains values s > 0.9, and the material can be considered 164 practically sound. Thus the damaged band around the fracture surface has a thickness of about 165 5, which represents the size of the process zone. 166
The functional (1) is numerically minimised by using the incremental procedure first proposed 167 in [30] , and described in the following. We denote with t the loading parameter of the problem 168 (load or displacement applied on a portion of the body boundary), which is monotonically 169 increased from 0 by means of finite increments. At each loading step, an iterative procedure is 170 performed. Let (ui1,si1) be the solution at the (i-1)th loading step, the pair (ui,si) at the ith step 171 is evaluated by solving the iterative double minimisation procedure shown below. 172
ii.
compute si j by minimizing (ui
iii.
Irreversibility condition: set si j (x)=min{ si j (x) , si-1(x)}, x 177 3. Iterate step 2 until | si j -si j-1 |L∞<smax, with smax being a fixed tolerance. 178
At the step i = 0 it is set that (u0,s0) = (0,1), so the body is assumed undeformed and uncracked 179 in the initial configuration. 180
The minimizations at steps i. and ii. are performed by finding the stationarity point of (1) 
where r and are the polar coordinates of a point with respect to the crack tip, KI and KII are 209 the SIFs for mode I and II respectively and T is the T-stress, which is a constant term defining 210 the stress parallel to the crack and independent of r, the higher order term (√ ) of the 211 expansion can be neglected in proximity of the crack tip. 212
Recalling that crack initiates and propagates in the direction of maximum tangential stress, the 213 
231
The expression in Eq. (7) General expression for and takes the general form 235
237 where * represents the stress field in correspondence of the crack tip, a provides information 238 about the position and the length of the crack, W is a measure of the body geometry, ( ) 239 and ( ) are dimensionless functions of the geometry of the notched body and of the 240 experimental setup. For calculating the values for , one of the most common methods is based 241 on its calculation from finite element analysis as shown by Ayatollahi et al. [26] . 242 (1) cos ( 1 1 + 2 2 + 1 2
(1)( ) )
248 where 1 2 (1)( ) and 1 2 (2)( ) are the realisation for the ith simulation of the independent random 249 phase angles which follow a uniform distribution. Furthermore, 250
253 with 254 
PDF of the crack initiation angle 268
The uncertainty in the material behaviour is related to heterogeneity of the materials strength 269 that is modelled by defining a random distribution of damage inside of simulation domain. 270
Therefore, similar to the work presented by Gutierrez and de Borst [45] , damage parameter 271 instead of material stiffness or fracture energy has been selected as a random parameter. 272
However, due to lack of experimental data and information about the statistics of damage 273 distribution throughout of the material, a computational model has been used to generate a 274 hypothetical possible spatially random field for damage parameters associated to materials with 275 different micro-structure and length scales. The random distribution of damage parameter is 276 linked with the material length scale and particle size distribution (as an index of material 277 heterogeneity) through specifying several threshold values for ̅ . This aspect also overcomes 278 the issue of the mesh dependency, as the size of the mesh is directly connected to the material 279 length scale as shown in Section 6 in the definition of the parameters for Eq. (1). Different 280 threshold values for damage parameter ̅ have been selected in a way to take into account both 281 the influence of distribution of imperfection in the whole specimen and the possible variations 282 in the size of the specimens. Without this, the approach would not be non-local, as it would 283 consider only the damage in proximity of the crack tip. 284 285 Therefore, for a given body discretised in finite elements and for a given crack initiation point, 286
positions of the finite element nodes with respect to the crack tip and associated values of s are 287 considered. In order to accurately take into account the contribution of the damage state of the 288 body in the definition of θ 0 , the so-called fracture process zone (FPZ) should be adequately 289 identified. The FPZ can be identified numerically with the phase-field theory described above. 290
In fact, the damage will spread from the crack tip at a distance which will be included within
The values for damage in each node provide information about the direction that the crack is 293 most likely to initiate and propagate: in particular, it is likely that the crack spreads through 294 those nodes with a lower value of damage. Therefore, the degree of damage that develops in 295 the body is considered in the procedure formed by the following steps: 296 
which is developed based on the theories of Griffith [7] . In the Eq. 18, ′ = for the plane 316 stress conditions, and ′ = /(1 − 2 ) for the plane strain conditions with being Young's 317 modulus and Poisson's ratio. 318
In order to verify the proposed methodology, the first example considered in this study is a 322 finite element model of a concrete slab with size of 500 mm x 400 mm (see Fig. 1 The mean value and standard deviation shown in Table 1 are then considered as an estimate to 366 sample random values for 0 using the Gaussian process shown in Eq. (10). 367
In the first instance, a deterministic value of the fracture toughness is calculated using Eq. (7) 368 and the mean value of 0 . The fracture toughness is therefore equal to 60.9 N/mm 3/2 . Griffith's 369
Energy Gf is then calculated as Gf = 0.14 N/mm, consistent with the range of values of Gf for 370 concrete found in literature [3, 42] . 371
This example is one of those used in literature to study mixed-mode conditions for the 372 materials. For this reason, this example has been used with the main purpose of comparing the 373 crack initiation angle available in literature with the value crack initiation angle as mean value 374 of the probabilistic distribution obtained. 375
With regards to the parameters involved in the stochastic approach described in section 4, the 376 number of terms used for the spectral representation series is chosen as N1 = N2 = 20, the cut-377 off wave numbers 1 = 2 = 2 and b1 = b2 = 1 [30] . Once the mean value and standard 378 deviation for 0 are defined, they are used to sample values of 0 according to a Gaussian 379 distribution, as shown in Fig. 3 . This sample for 0 is then substituted into the expression for This trend is consistent with the conclusion from several works [3, 5] that heterogeneous 387 distributions of Gf follow a non-Gaussian (either lognormal or Weibull) distributions. This 388 results show that the proposed methodology is capable to automatically capture the non-389
Gaussian distribution of a given normally-distributed statistical information (e.g. mean value, 390 standard deviation, correlations), using the translation field functions, which satisfy specific 391 constrains and compatibility conditions associated to the related random field [5] . In fact, 392 despite the simplicity of the Gaussian distributions for sampling from simple statistical 393 information, their use for creating a sample of fracture toughness may lead to the generation of 394 negative, and therefore physically meaningless, values. With the method proposed in this work, 395
we will be able to benefit from the simplicity of Gaussian field theory while generating a 396 realistic and physically meaningful distribution for KIC. 397 398
The four-point Single-Edge Notched Shear (SENS) beam 399
The second example used in this study is the four-point SENS beam studied in [43] . This 400 benchmark is one of the most widely used to validate numerical models for simulating mixed-401 mode crack propagation in concrete. A wide range of experimental data is available in 402 literature, and a satisfactory crack scatter is available and has been summed up in [44] . 403 Specimen geometry, boundary conditions and material properties about this benchmark are 404 shown in Fig. 6 . Young's modulus E is equal to 24800 N/mm 2 , and Poisson's ratio is equal to 405 0.18. Because also for this second case study a concrete specimen is considered, a value for 406  mm is again selected, while the size of the mesh is chosen equal to 5 mm. For the same The obtained mean value of 0 is equal to 74.1º with respect to the direction of the initial notch. 437
The value of 0 calculated using Eq. (20) is equal to 72.2º, which is in good agreement with 438 the value obtained numerically. As for the previous example, the deterministic values of 439 fracture toughness and fracture energy are first calculated: KIc is equal to 48.1 N/mm 3/2 while 440
Griffith's Energy Gf is then calculated as Gf = 0.095 N/mm. 441
Once the mean value and standard deviation for 0 are defined as listed in Table 2, different  442 values of crack initiation angle are sampled using the spectral approach, as shown in Figure 9 . 
