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A hierarchical, fuzzy inference approach 
to data filtration and feature prioritization 
in the connected manufacturing enterprise
Phillip M. LaCasse1* , Wilkistar Otieno1 and Francisco P. Maturana2
Introduction
Rockwell Automation, a global manufacturing and consultation corporation headquar-
tered in Milwaukee, WI, employs a term, The Connected Enterprise (CE), to describe its 
strategy of corporate shared vision for the future of industrial automation [1]. CE strate-
gies address the problem of disconnect by linking people, equipment, and processes for 
real-time learning of enterprise status in order to enable informed, adaptive, and proac-
tive decisions [2].
The term “big data” may be loosely defined as information such that the size, struc-
ture, or variety strain the capability of traditional software or database tools to capture, 
store, manage, and analyze it [3, 4]. Not only does big data pose a challenge to software 
systems and tools, but also the volume of data challenges the ability of human operators, 
analysts, and leaders to grasp, consume, and understand the critical pieces. Research in 
fields as diverse as psychology [5], economics [6], and literature [7] have identified limi-
tations in human ability to process, visualize, and synthesize meaning from data. George 
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A. Miller observes that, in a study for which subjects were asked to quickly count the 
number of dots as they were flashed on a screen, the subjects’ performance on fewer 
than seven dots so starkly contrasted with performance on more than seven dots that 
it was given a special name. With fewer than seven dots, subjects “subitized” whereas 
with above seven dots, subjects “estimated” [5, 8]. Herbert A. Simon observes that infor-
mation requires attention, and as information increases it necessarily requires the con-
sumer to engage in prioritization, ranking, or filtering to digest it. He also observed that 
human beings are essentially “serial” creatures, capable of focused attention on only one 
thing at a time [6]. Finally, the iconic Mortimer J. Adler, in the second edition of How to 
Read a Book, laments the evolution of a society with vast quantities of knowledge but lit-
tle depth of understanding [7]. It is interesting to note that these gentlemen wrote their 
pieces in 1956, 1971, and 1970, respectively. The exploding volume of data captured by 
modern systems exacerbates this challenge to a degree likely not conceived of at that 
time [9].
From the definition of big data and the strategies for CE, big data can be seen both as 
an enabler of the CE as well as an impediment. It is an impediment in that, by defini-
tion, it requires innovation and effort to truly harness; it is an enabler in that the suc-
cessful capture, consumption, and application of big data are precisely the necessary 
prerequisites to harness the power of the CE to its full potential. The balance between 
big data as a challenge versus an enabler is illustrated by the “less is more” or “more is 
less” paradigm. In one sense, the goal is to extrapolate trends from a sample of data, 
with the smaller the sample the better. Too much data can run the risk of overfitting a 
model. On the other hand, reducing the data down to a small sample is only a good idea 
if there is a clear sense of the focus of the analysis. In the quest for latent factors of inter-
est, this strategy may not be advisable. Paradoxically, it may require vast quantities of 
data in order to train models to identify the narrow sliver of highly valuable information 
[10]. This is particularly true for highly unbalanced datasets such as defects in a mature 
manufacturing process. If a small number of key features can be identified to capture the 
critical information for the decision of interest, then monitoring those key features in 
the steady state can address the large volume of data [11].
The purpose of this document is to describe and explain a proposed hierarchical data 
filtration framework for specific application to the connected manufacturing enter-
prise but that may be generally applied to any big data context. In smart manufactur-
ing, a common observation is that companies collect vast amounts of data but do not 
effectively analyze or interpret it [12]. This framework addresses a practical aspect of 
the big-data problem in filtering or discarding data that is not beneficial to the prob-
lem at hand; it also speaks to the “human” side of the big-data problem by providing a 
systematic method to assign a descriptive label to features in a dataset. The value is in 
providing both analysts and decision-makers additional depth of knowledge regarding 
the data at their disposal. “Background” section provides background on the concepts 
underlying the framework. “Methods: proposed framework” section describes the pro-
posed framework. “Results and discussion” section contains application to a dataset, and 
“Conclusions” section provides concluding remarks and directions for future research. 
This framework contributes to the big data problem by providing a mechanism to iden-
tify value-added features for the problem of interest and, most importantly, quantify 
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the usefulness of those features both numerically and descriptively. At a high level, the 
framework reduces the number of features to consider by applying a series of filters that 
first identify features to discard and then highlight quality features to retain for predic-
tion purposes.
Background
The proposed framework integrates four diverse concepts: statistical measures of asso-
ciation, applied metaheuristics, machine learning, and fuzzy inference systems (FIS).
Statistical measures of association
Statistical measures of association attempt to quantify the strength of relationship 
between sets of data. Four cases are relevant to this paper, indicated in Table 1.
The first case is encountered when both the predictor and response variables are cat-
egorical. A categorical variable is one that takes on nominal or ordinal values. In this 
circumstance, the test that immediately comes to mind is Pearson’s Chi Square Test 
[13]. This hypothesis test computes a test statistic by computing the squared deviation 
between observed and expected frequencies and then dividing by the expected fre-
quency. This quantity, summed over all possible groups, follows the Chi square distribu-
tion and may be tested using conventional hypothesis test procedures.
Pearson’s Chi Square Test, however, is based on the assumption that, within every 
group, the sample frequencies are normally distributed about the expected population 
value [14]. Because observed frequencies are nonnegative quantities, small values in any 
group cast doubt on the validity of the normality assumption. For this reason, Fisher’s 
Exact Test [15, 16] may be preferable to Pearson’s Chi Square Test when low frequencies 
are expected in one or more groups. For additional discussion, [17] surveys the develop-
ment and usage of exact inferential methods for contingency tables.
In the second and third cases, the Kolmogorov–Smirnov Test [18] is used to test 
whether the distribution of the continuous variable at each level of the categorical vari-
able is the same. In Case 2, the null hypothesis is that the distribution of the response 
variable is the same when conditioning on each possible level of the predictor. Case 3 
uses similar reasoning except that it transposes the target and feature for the purposes of 
the test. The continuous predictor serves as the target, with its conditional distribution 
determined at each level of the categorical response.
Finally, in the case of a continuous predictor and a continuous response, Kendall’s rank 
test [19] is applied.
For a more in-depth treatment of the preceding discussion, as well as application to 
features extracted from time series data, see [20].
Table 1 Relevant cases for statistical measures of association
Predictor Response
Case 1 Categorical Categorical
Case 2 Categorical Continuous
Case 3 Continuous Categorical
Case 4 Continuous Continuous
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Applied metaheuristics
The question of how to select the best subset of features to apply to a model is an 
application of the optimal subset problem, which is NP-hard [21] because the number 
of possible subsets grows exponentially to the size of the domain. For this reason, it is 
necessary to explore heuristic-based techniques that attempt to achieve good, if not 
optimal, solutions.
At the most basic level, a local search can be performed. This can be summarized by 
the following “hill-climbing” process:
1. Generate a feasible solution and associated cost function.
2. Generate neighborhood solution and associated cost function.
3. If cost function improves, store current solution.
4. Repeat Step 2 and Step 3 until stopping criteria is achieved.
Most simply, the initial feasible solution and neighborhood solutions may be com-
puted randomly. Alternatively, neighborhood solutions may be computed by slightly 
perturbing one or more elements of the feasible solution. For example, given an initial 
feasible solution that includes some number of features out of many possible features, 
the neighborhood solution might keep all but one feature, drop one feature, and add 
one feature not previously included.
Clearly, the process described above is crude and, while leading to iteratively-
improving feasible solutions, is susceptible to stopping at mediocre solutions found 
at local optima. Three options to achieve superior results are Tabu Search, Simulated 
Annealing, and Genetic Algorithm.
Tabu search
Tabu search extends hill-climbing methods by intentionally allowing for the selec-
tion of worse solutions when a local optima is obtained, with the incorporation of 
short-term memory to ensure that previously-visited solutions are not repeated [22]. 
For detailed background and theory, see [23–26]. The following procedure, outlined 
in [24], describes a simple Tabu search. Key to the Tabu search process is the estab-
lishment of a set of “off limits” moves that prevent the algorithm from selecting a 
recently-selected solution.
Notation: 
• Let f(x) be the cost function and f*(x) be the best-known objective function value.
• Let x be the current solution.
• Let x* be the best-known solution.
• Let S(x) be the set of all neighborhood solutions about x.
• Let T be the set of prohibited moves, known as the Tabu list.
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Procedure: 
1. As in the hill-climbing process, begin with an initial feasible solution, x0 , and associ-
ated cost function, f (x0) . Initially define x* = x = x0 and f* = f (x0).
2. Generate neighborhood solutions, S(x) and select the best cost function from the set 
S(x) − T.
3. If the cost function improves, define x* = x; if not, no change to x*.
4. Update T.
5. Repeat Step 2 through Step 4 until stopping criteria is achieved.
Note that there is nothing in the algorithm about local optima. If the best cost func-
tion attainable from the neighborhood solutions in Step 2 is worse than the best cost 
function at x = x*, then the algorithm simply generates a new set of neighborhood 
solutions and continues until the stopping criteria occurs. Stopping criteria might be 
some fixed number of iterations, some consecutive number of iterations without an 
improvement, or some predefined threshold value for the objective function to attain.
Additionally, it should be noted that Tabu search provides significant flexibility to 
the modeler with respect to how T is defined and how S(x) is defined. The neighbor-
hood structure and tabu list structure can heavily influence the algorithm’s perfor-
mance. In particular, a neighborhood structure should attempt to move the solution 
in an intuitively correct direction [22].
Simulated annealing
A second option for achieving superior results to a traditional hill-climbing heuristic 
is simulated annealing, a term coined for its parallelism with the annealing process in 
metallurgy. In metallurgy, the process of annealing is a heat treatment procedure by 
which the alloy is first heated, then held at a certain temperature called the annealing 
temperature, and then cooled in a controlled manner [27]. The purpose of annealing 
is to relieve internal stresses, soften, and transform the grain structure of the metal 
into a more stable state [27].
In simulated annealing, the heuristic allows an inferior solution to be retained 
according to some probabilistic determination. This helps reduce the risk of con-
verging at a local optimum. As the number of iterations increases, the probability 
of accepting an inferior solution decreases. The high-level procedure for simulated 
annealing is as follows [28].
Notation: 
• Let f(x) be the cost function and f*(x) be the best-known objective function value.
• Let x be the current solution.
• Let x* be the best-known solution.
• Let S(x) be the set of all neighborhood solutions about x.
• Let k be the index of the current iteration.
• Let T(k) be a temperature parameter.
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Note that T(k) is a function of the number of iterations that have taken place. In keep-
ing with the analogy of metallurgical annealing, T begins at a high temperature and 
gradually decreases over time.
Procedure: 
1. As previously, begin with an initial feasible solution, x0 , and associated cost function, 
f (x0) . Initially define x* = x = x0 and f* = f (x0) . Initialize k = 0.
2. Generate neighborhood solutions, xk+1 , from S(xk) and the associated f (xk+1) . As 
previously, the manner of generating neighborhood solutions will likely have a sig-
nificant effect on the quality of results and the speed of convergence.
3. If f (xk+1) improves from the previous iteration, then x* = xk+1 and f* = f (xk+1).
4. If f (xk+1) does not improve from the previous iteration:
a. Compute p = random (0, 1)
b. If p < exp
(
f (xk)−f (xk+1)
T (k)
)
 , then x* = xk+1 and f* = f (xk+1).
5. Increment k = k + 1 and update T accordingly.
6. Repeat Step 2 through Step 5 until stopping criteria is achieved.
Note that the above procedure assumes a minimization problem, so that an improve-
ment to f from xk to xk+1 implies that f (xk+1) < f (xk) . Thus, in Step 4, the quantity 
f (xk)− f
(
xk+1
)
 is negative, which is necessary for the parallelism with metallurgical 
annealing to hold. Higher values of T(k) result in higher probabilities that an inferior 
solution will be selected; lower values of T(k) result in lower probabilities.
Simulated annealing has been the subject of extensive research, both theoretical and 
applied. For additional reading on the theory and application of simulated annealing, see 
[29, 30]. For textbooks on the subject, see [31, 32].
Genetic algorithms
Genetic algorithms, so named because they employ terminology and techniques that 
are based on principles of natural selection and genetics, are search methods that evalu-
ate a group of candidate solutions and then evolve subsequent solutions based on the 
observed attributes in the individual member solutions. The desire is to select and pass 
on attributes from better solutions and discard the poor solutions and the latent attrib-
utes that they carry [33].
Terms and definitions: 
• Candidate solutions are referred to as chromosomes and are analogous to the feasible 
solutions discussed in previous heuristics.
• Elements or sub-components of the chromosomes are referred to as genes, and the 
values assigned to genes are called alleles.
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• Selection refers to the process by which candidate solutions with better fitness values 
are assigned preference, imposing a survival-of-the-fittest mechanism to the algo-
rithm.
• Recombination refers to the generation of new candidate solutions by merging select 
elements of two or more solutions identified as having traits conducive to fitness. 
Solutions designated by the selection process as good are then designated as parent 
solutions to be combined to produce offspring or child solutions.
• Mutation refers to the process by which the algorithm will randomly modify a child 
solution by slightly altering one or more of its elements.
Procedure: 
1. Begin with an initial population of feasible candidate solutions. The starting popu-
lation is typically obtained randomly, although it is possible to use a more guided 
method.
2. Evaluate each candidate solution using some predefined cost function or measure.
3. Select a subset of the population with superior fitness to serve as parent solutions 
to create the next population of candidate solutions. A number of possible selection 
strategies exist [34], including but not limited to:
a. Select the best n candidate solutions.
b. Randomly select n candidate solutions, where the probability that a specific can-
didate solution is selected is proportional to its fitness.
c. Randomly select n groups of k candidate solutions. In each group, the k solu-
tions are compared, and the most fit solution is selected.
4. Perform recombination on the selected candidate solutions to generate the next pop-
ulation of candidate solutions. As with selection, there are a number of recombina-
tion strategies [35]. Figure 1 illustrates the one-point crossover method.
a. Select a crossover point. The offspring takes on gene values (alleles) from Parent 
A (B) for all genes on one side of the crossover point and alleles from Parent B 
(A) for all genes on the other side of the cross-over point. Two parents produce 
a total of two offspring.
Fig. 1 Illustration of one-point crossover recombination
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b. Uniform crossover [36]. For each gene, randomly select whether to pass the 
allele from Parent A or Parent B to the first offspring. The allele from the parent 
not selected is passed to the second offspring.
5. Add variation to the new population through mutation.
6. Replace the current population of candidate solutions with the newly-generated pop-
ulation.
7. Repeat Step 2 through Step 6 until stopping criteria is achieved.
It could be asked why Step 3(b) and Step 3(c) are options, as they might select infe-
rior candidate solutions to be parents. The reason is simply for the purposes of main-
taining genetic variety and maximizing diversity in the gene pool. Additionally, different 
selection techniques may offer benefits in terms of performance, time to convergence, or 
computational complexity [34].
Machine learning
Machine learning, as a discipline, intersects several other academic disciplines, most 
notably computer science, engineering, statistics, and mathematics, with applications in 
fields as diverse as manufacturing, biology, finance, medicine, and chemistry [37, 38].
It is not the intent of this section to provide a comprehensive overview or tutorial on 
machine learning, but rather simply to note that the proposed data filtration framework 
is inextricably linked to the execution of some machine learning algorithm in order to 
solve some particular problem of interest, initially in the arena of smart manufacturing 
but not restricted to that discipline.
Specifically relevant to this research are supervised machine learning algorithms 
for classification or regression. In supervised learning, a set of data exists with known 
outcomes provided. This data set, called a training set, is then used by the algorithm 
to develop generalizations or identify patterns in the independent variables to predict 
the dependent variable. Those generalizations or patterns are then validated using a test 
set and the model is judged based on appropriate metrics depending on whether the 
goal is classification (categorical response variable) or regression (continuous response 
variable).
Fuzzy inference systems
A fuzzy inference system (FIS) is a nonlinear mapping from a given input to a given out-
put established using fuzzy logic and fuzzy set theory [39]. A fuzzy set, in contrast to a 
crisp set, is a set such that membership is defined along some spectrum or degree [40]. 
An example of a crisp set might be a component’s status with respect to specification 
limits. A component is either in tolerance or not in tolerance, and there is no continuum 
between the two. An example of a fuzzy set might be height status. A person can be 
considered tall, short, average height, or some other label. Furthermore, a specific indi-
vidual’s height, such as 5′–6″, might be considered tall in some contexts, short in some 
contexts, or average in some contexts. A kindergartner who is 5′–6″ tall would be con-
sidered tall; a professional basketball player that height would be considered short.
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Fuzzy models have been used in applications such as selection, evaluation, decision 
making, classification, optimization, and prioritization in a diverse array of disciplines 
[41]. Pioneering work in fuzzy systems was performed by Mamdani, where a Mamdani 
FIS [42] typically contains four elements: fuzzification, rules, inferencing, and defuzzifi-
cation [43].
Fuzzification is the process by which a membership function is applied to a crisp input 
in order to determine the degree of membership in a fuzzy set. For notation purposes, 
µA(x) denotes the degree of membership in fuzzy set A and is represented by a value 
between 0 and 1.
Consider a simple example. Suppose that one wishes to use a FIS to label the comfort 
level of a room. Two important input variables are identified, temperature and humid-
ity, where each can be set at two fuzzy linguistic descriptors: LOW and HIGH. Suppose 
that the output is the room’s comfort level, which can also be categorized as LOW and 
HIGH.
The first step would be to define appropriate membership functions for the predic-
tor variables. There are many different options for membership functions [44], includ-
ing uniform, triangular, trapezoidal, or Gaussian. See Fig. 2 for hypothetical membership 
functions for this example.
In Fig. 2, the membership function for temperature is trapezoidal, where a tempera-
ture of 40 degrees or less represents full membership in LOW and no membership in 
HIGH. A temperature of 80 degrees or higher represents full membership in HIGH and 
no membership in LOW. Temperatures between 40 and 80 vary the degree of member-
ship linearly between LOW and HIGH. A similar interpretation applies to humidity. The 
response variable, comfort level, is evaluated on a scale from 0 to 100, with a triangular 
membership function.
Suppose that it is of interest to assign a comfort level to 73° and 65% humidity. Using 
the above membership functions, fuzzification maps a crisp temperature input of 73° to 
0.825 membership in HIGH and 0.175 membership in LOW. A humidity of 65% maps to 
0.75 in HIGH and 0.25 in LOW.
Rules are statements in if–then form that relate the input variables to the output vari-
able. For example, a rule might be:
If the temperature is HIGH and the humidity is HIGH, then the comfort level of the 
room is LOW.
A second rule might be:
If the temperature is LOW and the humidity is LOW, then the comfort level of the 
room is HIGH.
Inferencing is the application of rules to determine degree of membership in the out-
put. Fuzzy inference systems use logical operators such as AND, OR, or NOT, with dif-
ferent options for how to interpret them. In this example, the operator AND will be 
defined as the minimum of the two degrees of membership, and OR will be defined as 
the maximum of the two degrees of membership.
Considering the first rule in our example, the temperature has a degree of member-
ship of 0.825 in HIGH and humidity has a degree of membership of 0.75 in HIGH. 
This gives the comfort a degree of membership of 0.75 in LOW. Applying the second 
rule takes the minimum of 0.175 (the temperature’s degree of membership in LOW) 
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and 0.25 (the humidity’s degree of membership in LOW) and assigns it to the degree 
of membership in HIGH comfort. Figure 3 contains a plot of the membership func-
tion of the output variable that accounts for the two rules.
Defuzzification is a process that takes the fuzzy output and translates it back to a 
single crisp value. Depending on the context or specific problem of interest, defuzzi-
fication may or may not take place. A number of different defuzzification techniques 
exist [45]. In this example, the centroid technique will be used. The centroid tech-
nique computes the center of gravity of the output distribution function and outputs 
the x-coordinate.
Note that the distributions for each level overlap. Aggregation of rules is typically 
performed as an OR operation, as illustrated in Fig. 4. Figure 4 also inserts the crisp 
output based on defuzzification as a vertical line.
Fig. 2 Membership functions
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In our example, the crisp output following defuzzification via the centroid technique 
is approximately 36.87 out of 100, designated by the vertical line in Fig. 4. This maps to a 
degree of membership of approximately 0.63 in LOW comfort.
It should be pointed out that the number 36.87 has little meaning in isolation. The 
contrived example sets an arbitrary scale from 0 to 100 for comfort level. The value 
would be in comparing the metric derived by 73 degrees and 65 humidity with the met-
ric derived by a different temperature and humidity combination.
Methods: proposed framework
The starting point for the proposed framework, shown in Fig. 5, is a problem of inter-
est and the existence of a population of available data for use both as feature(s) and 
response(s).
Data analysis and preprocessing
The first step is initial data analysis and preprocessing. Of primary interest in this step is 
the initial identification of a base set of features to apply to the problem of interest. This 
necessarily involves a high degree of human, subject matter expert involvement. There 
may arrive a point at which automated processes anticipate future questions and define 
their own future problems of interest, but, at this point, the initial formulation of the 
base problem and base set of features is difficult to separate from the human element.
Fig. 3 Membership function for output based on model rules
Fig. 4 Aggregated output membership with defuzzified result
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Additional activities during this step may include putting data in a desired format, 
screening out features based on subject matter expertise, consolidating data from 
multiple sources, or extracting features of interest from predictor variables. For exam-
ple, identification of whether any predictor information is time series and extracting 
time series features would be appropriate for this stage. The algorithm TSFRESH [20], 
[46] is an excellent tool for extracting features from time series data.
An additional action that may be necessary to perform in this stage is the identifica-
tion and encoding of data containing categorical features. Different machine learn-
ing tools have degrees to which they are compatible with categorical features; some 
require that each level of the categorical feature be converted to a numeric quantity.
Options exists for how to encode categorical variables, and different techniques 
have different advantages and disadvantages. A few examples include one-hot encod-
ing, label or ordinal encoding, target mean encoding, and leave-one-out encoding. 
One-hot encoding replaces N levels with N-1 binary features equal to 1 if the cat-
egorical features is at that level and 0 if not. Label or ordinal encoding replaces each 
level with an integer. Target mean encoding replaces each level with its proportion 
of occurrence in the target categories. For example, if the categorical variable is gen-
der (M, F) and the response is binary (0, 1), then M and F would be replaced by the 
proportion of time each gender equals one. Leave-one-out encoding is similar to tar-
get mean encoding except that it leaves out the specific record when calculating the 
proportions.
The output of Step 1: data analysis and preprocessing is a data set that satisfies the 
preconditions for whichever algorithm or tool is to be applied to the problem of interest. 
At this point, most frameworks for applied machine learning proceed to identifying the 
appropriate technique, developing the model, tuning the hyperparameters if necessary, 
obtaining the model’s results, and then scoring the model using whichever metrics hap-
pen to be of interest.
In this case, however, the “problem of interest” is not the only “problem” of “interest”. 
We are also interested in the data itself and how useful each piece of data is with respect 
to obtaining the ultimate solution. For this reason, the proposed framework inserts fil-
ters that successively eliminate factors from consideration for use in model training.
Fig. 5 Proposed framework for data reduction and feature prioritization
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Filter #1: individual strength of association
The first filter is to apply strength of association hypothesis tests between each feature 
under consideration and the response variable. This filter individually tests each fea-
ture against the response, where the null hypothesis is that the two variables are sta-
tistically independent, having no relationship to each other. The hypothesis tests will 
each produce a p value, which is then compared to the Benjamini–Hochberg thresh-
old [47]; features whose p-values are in tolerance are retained and features whose 
p-values are not in tolerance are discarded.
The Benjamini–Hochberg test controls the false discovery rate (FDR) at a prede-
fined threshold. The FDR is simply the rate by which random chance allows for the 
hypothesis test to indicate a significant relationship when there is none. For example, 
suppose that patients are tested for a disease, where the test has a significance level of 
0.05. If 100 patients known to be disease-free are given the test, then by randomness 
one would expect approximately 5 patients to be erroneously flagged as ill. It is not 
possible to fully eliminate Type I error, but the Benjamini–Hochberg procedure con-
trols the rate at which it occurs.
Equation (1) contains the formula for the Benjamini–Hochberg threshold, where 
ri is the rank of the p-value associated with feature i, n is the number of tests per-
formed, and Q is the required FDR, typically 0.05.
Alternative criteria for determining a threshold p-value do exist, such as the Bon-
ferroni adjustment. The Bonferroni adjustment seeks to control the familywise error 
rate by proportionately reducing the p-value threshold based on the number of tests 
performed [48]. If a familywise error rate of 0.05 is desired, and five tests are to be 
performed, then each test is independently performed with a p-value of 0.01. This is 
different from Benjamini–Hochberg in that it controls the probability that at least one 
test will produce a false discovery, in contrast to controlling the rate of false discov-
ery. As a result, the Bonferroni adjustment is more restrictive than Benjamini-Hoch-
berg, allowing fewer features to pass forward. Benjamini–Hochberg is selected for use 
in this framework because the presence of a second filter makes it less damaging for 
one or more poor features to be mistakenly lumped in with good features.
Machine learning problem formulation
Up to this point, the specific problem of interest has received only superficial treat-
ment. In Step 1, subject matter expertise was employed to shape the initial set of fea-
tures, and the data was prepared for use. Step 2 is agnostic to the larger problem of 
interest or machine learning technique to employ, rather focusing exclusively on any 
statistical dependence that may exist between an individual feature and the response 
variable.
At this point, it is necessary to formulate with some degree of specificity the 
machine learning model to apply to the problem of interest. This includes, at a mini-
mum, designating the machine learning technique and specifying the metrics by 
(1)pBH =
ri
n
∗ Q
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which it will be scored. Some techniques, such as random forest, contain hyperpa-
rameters that may require tuning.
This step is technically outside the scope of this paper’s primary interest but is included 
in the framework as a prerequisite to the next filter.
Filter #2: membership in solution groups
After initially testing each feature in isolation against the response variable to deter-
mine if there is a statistical dependence between the two, a second filter is applied to 
the remaining features that examines performance as a member of a collective group. A 
subset of features is selected, either randomly or according to some intentional process, 
and used as input for the machine learning algorithm selected in the previous step. The 
selected features may yield a high-quality solution or a low-quality solution, with quality 
measured according to those predetermined metrics of interest identified in Step 3. This 
process is then repeated some number of times until there exists a sufficiently substan-
tial body of high-quality solutions and low-quality solutions to make inferences regard-
ing the specific features that tend to appear in each group.
The proposed convention for computing a numeric value to quantify a feature’s ten-
dency to appear in a group is presented in Eq. (2), where x(j)i  represents the membership 
of feature j in group i, Ki represents the number of subsets in group i , and I(
j)
k  represents 
an indicator function equal to 1 if feature j is contained in subset k , where k = 1 . . .Ki 
and 0 if it is not.
There are at least two potentially desirable outcomes from this step. One might sim-
ply be to obtain a high-quality solution to the problem of interest. If the set of available 
features is large, this is a non-trivial undertaking, as the problem to obtain an optimal 
subset is NP-Hard. In this case, it may be advisable to employ a metaheuristic such as 
Tabu search, Simulated Annealing, or Genetic Algorithm to allow the solutions to evolve 
and improve. This approach might best apply when the problem of interest is relatively 
self-contained and there is not the expectation to extensively generalize its results. If the 
set of available features is not especially large, it may be economical simply to enumerate 
every possible combination of features and then select the combination that produces 
the best result.
A second outcome, more directly aligning with the purpose of this research, is to make 
a quantified statement of knowledge regarding how useful each remaining feature is 
with respect to its contribution to the model. For this outcome, achieving a near-optimal 
subset presents only a partial picture. Suppose, for example, that application of Genetic 
Algorithm in this step produces an optimal or near-optimal subset of features. A fea-
ture’s presence in or absence from that single superior subset does not tell us the same 
thing about its general usefulness as would the observation that that feature habitu-
ally appears in subsets that tend to be good versus subsets that tend to be bad. There 
will always be the nagging uncertainty as to whether a feature is in the superior subset 
(2)x(j)i =
∑
k I
(j)
k
Ki
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because it is broadly useful or because its interaction with the other members of the sub-
set produces a uniquely outstanding result.
Feature categorization through fuzzy inference
At this point, the initial set of features has been reduced once by eliminating all fea-
tures with strong evidence of statistical independence from the response variable. The 
reduced set of features has subsequently served as the population from which sampling 
with replacement has created subsets, which have been used as inputs into a machine 
learning model as appropriate for the problem of interest. As each model is scored by 
some quality metric, there is a one to one mapping from each feature subset to a scoring 
metric. Finally, for each feature, a single value has been computed using Eq. (2) for that 
feature’s association with each group.
Step 5 takes that single value and employs it as a crisp input to a FIS for the purpose of 
generating a label. This label, applied to each feature, will qualitatively describe the use-
fulness of the feature. The following set of output labels is proposed for consideration.
• Level 1. This label is for features that produce high quality solutions in single-variable 
models. Other features receiving this highest level would be those appearing consist-
ently in high-quality solutions but exhibit low or nonexistent membership in low-
quality solutions.
• Level 2. This label is for features that exhibit strong membership in high-quality solu-
tions but also exhibit some non-trivial membership in low-quality solutions. This is 
an indicator that the value contributed by these features is in their interaction with 
other features in producing a high-quality result.
• Level 3. This label is for features tending not to appear in the best solutions but also 
tending not to appear in the worst solutions. Rather, these features tend to appear 
in the “squishy middle”, the subsets of features producing generally unremarkable 
results.
• Level 4. This label is for features that exhibit strong membership in low-quality solu-
tions but exhibit non-trivial membership in high-quality solutions.
• Level 5: this label is for features that perform poorly regardless of circumstance, 
exhibiting strong membership in low-quality solutions and low or nonexistent mem-
bership in high-quality solutions. These features only contribute to non-poor solu-
tions when they happen to be combined with especially high-performing features.
The strength of this set of labels is in the information it provides. It may be useful to 
distinguish between features that perform well in isolation and features that only per-
form well when interacting with other features. Figure 6 contains a plot of the member-
ship function for the more descriptive, 5-level output.
The FIS in this step is constructed according to the following procedure.
1. Identification of inputs.
2. Definition of input membership functions.
3. Definition of rules.
4. Fuzzification.
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5. Activation of rules to create output distribution.
6. Defuzzification.
FIS step (1): identification of inputs
It is proposed to employ two fuzzy input variables for each metric of interest. One of the 
fuzzy input variables will be the feature’s membership in feature subsets producing high 
quality results and the other fuzzy input variables will be the feature’s membership in 
feature subsets producing low quality results. Crisp inputs for the FIS are the numerical 
values obtained by Eq. (2) for each feature’s membership in the high-quality group and 
the low-quality group.
For example, suppose that the metrics of interest for a classification problem are preci-
sion and recall. This FIS would require four fuzzy input variables, as indicated by Table 2.
FIS step (2): definition of input membership functions
Fuzzy input variables require membership functions, which take the crisp inputs com-
puted in Eq. (2) and convert them into degrees of membership in linguistic labels. For 
this framework, two linguistic labels are proposed: strong and Weak. One or more 
middle-ground labels could certainly be considered, but they are omitted because the 
extra labels add unnecessary complexity to the rule generation step, as will be illustrated 
below.
Fig. 6 Membership function, 5-level output
Table 2 Example fuzzy input variables
Fuzzy input Description
X1 Feature’s membership in high precision group
X2 Feature’s membership in low precision group
X3 Feature’s membership in high recall group
X4 Feature’s membership in low recall group
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As discussed in “Fuzzy inference systems” section, analysts have a host of different 
membership functions from which to choose. It is proposed to use trapezoidal member-
ship functions, where membership in Low (High) equals one (zero) for x(j)i < 0.25 and 
equals zero (one) for x(j)i > 0.75 . Figure 7 illustrates for a generic, 2-level fuzzy input.
The trapezoidal membership function is selected because it is reasonable to declare 
a feature as definitively weak or strong when its crisp input is outside of certain 
parameters.
FIS step (3): definition of rules
The rules definition stage is arguably the most important piece of the FIS because the 
rules drive the construction of the output distribution. As discussed in “Fuzzy inference 
systems” section, rules take the IF–THEN form and use logical operators such as AND, 
OR, and NOT. Table  3 contains the conventions to be employed for the fuzzy logical 
operators.
In Table 3, µA(x) refers to the degree of membership of fuzzy input variable A given a 
crisp input x.
Suggested rules for the five-level output labels are as follows.
1. If (Metric = High) is STRONG and (Metric = Low) is WEAK, then Utility is Level 1.
2. If (Metric = High) is STRONG and (Metric = Low) is NOT WEAK, then Utility is 
Level 2.
3. If (Metric = High) is WEAK and (Metric = Low) is WEAK, then Utility is Level 3.
4. If (Metric = High) is NOT STRONG and (Metric = Low) is NOT WEAK, then Util-
ity is Level 4.
Fig. 7 Membership function, 2-level input
Table 3 Fuzzy logical operator conventions
Logical operator Convention
AND min(µA(x),µB(x))
OR max(µA(x),µB(x))
NOT 1− µA(x)
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5. If (Metric = High) is WEAK and (Metric = Low) is STRONG, then Utility is Level 5.
FIS step (4): fuzzification
The proposed framework imposes no constraints regarding fuzzification. Fuzzification 
should be implemented as per established FIS conventions as described in “Fuzzy infer-
ence systems” section.
FIS step (5): activation of rules
The proposed framework imposes no constraints regarding activation of rules to gener-
ate the output distribution. Activation of rules should take place as per established FIS 
conventions as described in “Fuzzy inference systems” section.
FIS step (6): defuzzification
The proposed framework imposes no constraints regarding defuzzification. Selection 
of defuzzification technique should take place as per established FIS conventions as 
described in “Fuzzy inference systems” section.
Results and discussion
Example 1: robot execution failures
Description of data
The proposed framework will be illustrated using a multivariate time series dataset that 
contains force and torque measurements on a robot after failure detection, obtained via 
the University of California Machine Learning Archive (https ://archi ve.ics.uci.edu/ml/
machi ne-learn ing-datab ases/robot failu re-mld/robot failu re.data.html) [49]. The data-
set consists of fifteen instances for each of six different time series variables. There is 
a variable for force and a variable for torque in each of the x-, y-, and z-directions. The 
response variable is whether the failure detection turned out to be an actual failure or 
turned out to be nothing wrong. Out of 88 failures detected, there are 21 false alarms 
and 67 actual faults.
Data analysis and preprocessing
For this dataset, it is necessary to address two elements. The first element is that the 
data is divided into two sources, a source for the time series data and a source for the 
outcome. The second element is that time series data requires an initial step of feature 
extraction. The Python TSFRESH library is used to extract features from time series 
data. The algorithm allows for a total of 794 potential features [46] to be extracted from a 
single time series. For detailed discussion and definitions of potential extracted features, 
the reader is referred to TSFRESH documentation (https ://media .readt hedoc s.org/pdf/
tsfre sh/lates t/tsfre sh.pdf). For this example, TSFRESH extracts a total of 4764 features 
from the six different time series. The 88 records for each of the new 4764 features are 
then linked to the corresponding 88 instances of the response variable and then split 
into training and test sets.
Because the extracted features are all numerical values, it is not necessary to encode 
any categorical variables.
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First filter
Initial filtration through testing each feature individually for statistical dependence with 
the response variable and then applying the Benjamini–Hochberg threshold reduces the 
available features from 4764 to 441. This is a reduction of more than 90% in terms of the 
raw number of features and a reduction of approximately 80% in terms of the size of the 
data. As for feature extraction, the Python TSFRESH library has user-friendly function-
ality to quickly cycle through the hypothesis tests in this step [46].
Machine learning problem formulation
At this point, the dataset containing the 88 records for the reduced set of features could 
be used to train a classification model. For the proposed framework, formulation of the 
machine learning problem is a necessary precondition to applying the second filter.
Our example of attempting to predict robot execution failures is a classification problem 
with a binary response variable. Somewhat arbitrarily, support vector machines (SVM) is 
selected as the technique, with the software engine being Python’s “sklearn” [50] library 
and the “svm” package. Because the proposed framework is concerned with features’ rela-
tive value compared to each other, there was no attempt made in this example of tune or 
optimize hyperparameters; rather, default settings were used. In sklearn, the kernel func-
tion defaults to radial bias function (RBF) and a kernel coefficient of 1/(# features) [51].
The 88 records were divided 80% into the training set and 20% into the test set. Due to 
rounding, this translates to 70 records in the training set and 18 records in the test set.
Second filter
The number of features remaining after the first filter in Step 2 is 441, a number that is 
prohibitively large if the desire is to obtain the optimal subset of features. The number of 
subsets that could be generated by a set of this size is approximately 5 × 10133. If it were 
possible to check one million subsets every second, it would still take approximately 
1.8 × 10119 years to iterate through every possible subset.
A total of N = 1000 subsets of size K = 5 each were randomly generated and used to 
train the machine learning algorithm described in “Summary of results” section. Apply-
ing the trained model to a test set and scoring the results in each of the 1000 subsets 
using Cohen’s Kappa, subsets were either designated as “High Quality”, “Low Quality” or 
discarded. High Quality solutions were defined as those with a Cohen’s Kappa statistic 
greater than 0.85. Low Quality solutions were defined as those with a Cohen’s Kappa sta-
tistic less than 0.15. Out of 1000 subsets, 58 were placed in the High Quality group and 
446 were placed in the Low Quality group. The remaining 496 subsets scored between 
0.15 and 0.85 and were not placed in either group. Crisp inputs for each feature in each 
group were obtained using Eq. (2).
Due to the high number of subsets in the two groups, one adjustment was necessary to 
Eq. (2). The large Ki for each group resulted in very small values for the x(
j)
i  . To reward 
the better-performing features, the value obtained in Eq. (2) was normalized by dividing 
each one by the highest x(j)i  attained, as indicated by Eq. (3).
(3)x′
(j)
i =
x
(j)
i
max
(
x
(j)
i
)
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This adjustment better allows the crisp inputs to map to intuitive fuzzy labels in the 
FIS stage of the framework.
Fuzzy inference system
The FIS for this problem contains two input variables. High Quality group member-
ship and Low Quality group membership. For each variable, a 2-level membership 
function was employed as indicated by Fig. 8. The crisp input for each input variable 
is calculated using Eq. (3).
The output variable is denoted as Value and uses five levels as described in “Meth-
ods: proposed framework” section. Figure  8 contains an extract from a Microsoft 
Excel spreadsheet of the FIS crisp inputs, degrees of membership determined by fuzz-
ification, rule results, crisp output calculated in the defuzzification step using the cen-
troid method, and finally a degree of membership for the crisp output based on the 
aggregated output distribution generated by the FIS.
Consider the output for Row 2, corresponding to Feature 0. Out of the 58 subsets 
in the High Group, exactly two contained Feature 0. The highest number of subsets 
in which any of the 441 features appears is five, giving a normalized crisp input of 
0.4. Applying the trapezoidal membership function for the High Group fuzzy input, 
degrees of membership of 0.7 in WEAK and 0.3 in STRONG are obtained and found 
in cells C2 and D2 respectively.
Similar reasoning and calculations give the values in cells E2, F2, and G2. For cell E2, 
Feature 0 is present in 4 out of 446 Low Group subsets; this value is normalized by divid-
ing by the maximum number for any feature, which happens to be 15 in this case.
Columns H2, I2, J2, K2, and L2 give the outputs for each rule applied to Feature 0. 
To illustrate, consider cell H2 for Rule 1. Rule 1 takes the minimum of the feature’s 
degree of membership in High_STRONG (0.3) and Low_WEAK (0.967) and applies 
it to L1. This applies a value of 0.3 to the output distribution for the L1 label. Similar 
application of rules two through five give the remaining values.
Column M provides the crisp, defuzzified output, calculated using the centroid 
technique. The centroid technique computes the center of mass of the output distri-
bution and returns the coordinate for the horizontal axis. For this model, defuzzi-
fication was performed using Python’s skfuzzy [52] package, a fuzzy toolkit for the 
scikit-learn [50] library.
Fig. 8 FIS results for Robot Failure example
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Finally, Column N gives the degree of membership of the crisp output in the output 
distribution. Let DOMo be the output degree of membership. If this value is less than 
one, then the interpretation is to apply it to whichever label is indicated by the output 
distribution. In this problem, the output membership function is defined such that not 
more than two labels will overlap. It is possible to interpret the quantity 1− DOMo as be 
the degree of membership in the other label. However, caution should be applied when 
doing so because this could result in conflict with one or more rule results. Figure  9 
illustrates for Feature 0.
The black vertical line represents the crisp output, and its point of intersection with 
the L3 label boundary corresponds to a value of approximately 0.5237 on the vertical 
axis, as indicated in Cell N2 of Fig. 8.
Note that the highlighted portions of the output distribution correspond to the rule 
outputs, with overlaps defaulting to the higher value. In this case, it is not advisable to 
interpret Feature 0 as having a degree of membership of 0.5237 in L3 and 0.4763 in L2 
because that would conflict with Rule 2, which applies a value of only 0.033 to the output 
distribution for L2. Stated differently, because Rule 2 prohibits Feature 0 from having a 
degree of membership in L2 that exceeds 0.033, one cannot infer a degree of member-
ship of 0.4763 from the defuzzified output.
Results
Out of 441 features, the model categorizes 15 at Level 1, or features of the highest value. 
The model categorizes 76 features at either Level 5 or Level 4, the two lowest-value 
labels. Table 4 summarizes the results.
Fig. 9 Output distribution and crisp output for Feature 0 in Robot Failure example
Table 4 Feature classification summary for robot failure example
Label Number 
of features
Level 1 (highest value) 15
Level 2 2
Level 3 348
Level 4 76
Level 5 (lowest value) 0
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Discussion
The first immediate observation from this example is that none of the 441 features were 
classified as L5 and only two are classified as L2. This may be a sound result or it may be 
indicative of an anomaly or suboptimal element in the FIS.
It is possible that sampling only 1000 subsets was not a sufficient number to ensure 
that the features are appropriately distributed across the output labels. This hypothesis 
may be supported by the large number of features in the “squishy middle”, showing nei-
ther strong membership in the High Quality group nor weak membership in the Low 
Quality group. To test this, the model was run again, this time taking 200,000 random 
subsets instead of the initial 1000. Results are displayed in Table 5.
The results in Table 5 are not substantially different from those obtained in Table 3, the 
most noticeable difference being features shifted from Level 3 to Level 4.
A second possible explanation is that a 2-level fuzzy input variable is not sufficiently 
descriptive to give adequate treatment to one or more rules. For example, Rule 2 
attempts to capture the situation by which a feature shows strong presence in high qual-
ity solutions and a not-weak presence in low quality solutions. However, with only two 
labels for the fuzzy input variables, a not-weak presence in low quality solutions is not 
distinguishable from a strong presence in low quality solutions.
Figure 10 contains an alternative membership function for the two fuzzy input vari-
ables, this time containing three levels: STRONG, MODERATE, and WEAK.
Table 5 FIS results (200,000 subsets)
Label Number 
of features
Level 1 (highest value) 13
Level 2 2
Level 3 312
Level 4 114
Level 5 (lowest value) 0
Fig. 10 Membership function for 3-level input membership function
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Table 6 contains model results for the modified FIS, generated using 1000 subsets.
This small change to the FIS results in a marked improvement in the results from a 
plausibility perspective. It is entirely reasonable to expect that the smallest number 
of features will reside at the extremes; in this case, two features are designated Level 
1 and no features are designated Level 5. It is also reasonable to expect that most 
features would not be especially useful. Considering the Pareto principle [53–55]—if 
most variation can truly be explained by a relatively small number of variables, then it 
is natural to expect increasing numbers of features to be classified in the lower value 
categories.
A second point of discussion is sensitivity analysis. It has already been demonstrated 
that increasing the number of randomly generated subsets from 1000 to 200,000 does 
not substantially change the numbers of features assigned to each level of value. How-
ever, upon closer examination, it is revealed that the two scenarios do not necessary 
flag the same features in the same way. Put in different words, it is not clear the extent 
to which model replications consistently assign the same labels to the same features. 
Table 7 lists the top 15 features for each scenario, rank ordered by their defuzzified crisp 
outputs.
Table 6 Modified FIS results, using 3-level input membership function
Label Number 
of features
Level 1 (highest value) 2
Level 2 13
Level 3 181
Level 4 245
Level 5 (lowest value) 0
Table 7 Comparison of best feature categorization, 2-level input membership functions
Rank order Scenario 1: 1000 subsets Scenario 2: 200,000 subsets
Feature Crisp output Feature Crisp output
1 15 0.891666667 22 0.881925144
2 95 0.891666667 21 0.874986572
3 182 0.891666667 4 0.869815795
4 22 0.881298879 417 0.863758421
5 330 0.881298879 42 0.863278371
6 108 0.813182504 156 0.858847362
7 129 0.733510773 12 0.846923559
8 138 0.733510773 95 0.845564336
9 370 0.733510773 6 0.829632339
10 68 0.711872842 47 0.814060738
11 107 0.711872842 230 0.753711779
12 159 0.711872842 125 0.73260824
13 169 0.711872842 82 0.707993795
14 226 0.711872842 201 0.69445375
15 386 0.711872842 28 0.684691585
Page 24 of 31LaCasse et al. J Big Data            (2018) 5:45 
Table 7 shows that there is almost no overlap between the top fifteen features in each 
scenario, with only one feature, Feature 22, appearing in both lists. One possible expla-
nation might, again, be the number of subsets in the two samples. Perhaps, for 441 fea-
tures to consider, 1000 subsets is too few to generate consistent results.
To test this hypothesis, the model was run n = 10 times with k = 10,000 subsets each 
run. Figure  11 contains an extract of Microsoft Excel output with the top performing 
features in each run and the aggregated results.
Columns L and M give aggregated counts for how many times each feature appears 
in the Top 15 performing features, summed over the ten runs. Out of 441 features, 427 
appear fewer than three times, and only five features appear seven or more times. Those 
five features, which consistently score highly in the FIS, are candidates to retain.
A third point of discussion follows directly from the sensitivity analysis. The example 
in this paper that began in “Example 1: robot execution failures” section started with 
4764 features, reduced to 441 following Filter #1, and has been potentially reduced to five 
at the culmination of the proposed framework. However, this reduction is only accept-
able if the remaining features produce acceptable solutions to the problem of interest.
Two questions are necessary to answer. The first is if solutions produced by the final, 
reduced set of features will generate comparable results to the solutions produced by the 
full set of features. The second is if those solutions are acceptable to be used for their 
intended decision-making purposes.
The full model, using all 441 features, performs extremely poorly in this case. Likely 
due to overfitting, a model trained on 80% of the dataset and tested on 20% of the data-
set makes the same prediction for all records in the test set. Table 8 contains the confu-
sion matrix.
In contrast, Table 9 contains the confusion matrix for a model generated using the top 
five features from Fig. 12. The refined model perfectly classifies the 18-record test set.
Fig. 11 Highest-ranked FIS output for 10 runs, 10,000 subsets per run
Table 8 Confusion matrix using all 441 features
Actual (down)\predicted (across) 0 1
0 11 0
1 7 0
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It should be clarified that, for this example, support vector machines was selected as 
the machine learning algorithm to use not because it is ideal or performs especially well, 
but rather to illustrate the contrast between model performance with the full set of fea-
tures versus the reduced set of features. Had an alternative technique been chosen, such 
as classification trees or random forest, the contrast may have been less pronounced.
A final point of discussion will be the introduction of a metric to quantify the relation-
ship between relative performance and relative size of the different models generated by 
the various stages and filters in the framework.
This metric, denoted as PSR, is the performance-size ratio for a given model at some 
stage in the framework. In Eq.  (4), Mi represents the performance of the model after 
Step i in the proposed framework, M0 represents the performance of the base model 
with no feature reduction, Si represents the size of the model after Step i, and S0 repre-
sents the size of the base model with no reduction.
Example 2: single proton emission computed tomography (SPECT) images
Description of data
A second example illustrates the proposed framework on a dataset describing the diag-
nosing of cardiac SPECT images, obtained from the University of California Machine 
Learning Archive (http://archi ve.ics.uci.edu/ml/machi ne-learn ing-datab ases/spect /
SPECT .names ) [49]. The dataset consists of 267 SPECT image sets, each image set corre-
sponding to a single patient. The response variable is a binary classification of normal (0) 
(4)PSR =
Model relative performance
Model relative size
=
Mi
/
M0
Si
/
S0
Table 9 Confusion matrix using best-rated features from FIS
Actual (down)\predicted (across) 0 1
0 11 0
1 0 7
Fig. 12 Consolidated FIS results
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or abnormal (1). A total of 22 binary feature patterns serve as the initial set of predictor 
variables.
Of the 267 SPECT image sets, 55 are classified as normal and 212 are classified as 
abnormal. The breakdown of data by classification after splitting the data into training 
and test sets is provided in Table 10.
Problem formulation
For Step 1: data analysis and preprocessing, this dataset requires relatively little action. 
There is no time series component, requiring no feature extraction step. Likewise, there 
are no categorical features, requiring no encoding of categorical variables.
For Step 3, classification trees are selected as the machine learning technique, with 
default Python sklearn.tree.DecisionTreeClassifier() settings applied.
For Step 4, classification accuracy was employed as the metric for determining 
whether a subset falls into the High Quality group or the Low Quality group. Classifica-
tion accuracy is defined as the number of correctly predicted test set records divided by 
the total number of test set records.
For 1000 subsets of N = 5 features per subset, the range of classification accuracies was 
approximately 0.62–0.87. Given these values, a threshold of 0.75 was set, where subsets 
whose solution’s classification accuracy exceed 0.75 were placed in the High Quality 
group and those not were placed in the Low Quality group.
For Step 5, ten runs of N = 1000 subsets with k = 5 features per subset were run, and 
the top five scoring features were recorded. This is largely the same as in “Example 1: 
robot execution failures” section, with the exception that the top 15 features in that 
example were truncated due to the large number of features remaining. FIS parameters 
such as membership functions and rules were unchanged.
Figure  12 contains a screen shot of a Microsoft Excel spreadsheet summarizing the 
results.
Summary of results
Filter #1 reduced the initial set of 22 features to 15. After applying Filter #2 and FIS clas-
sification, six features stood out predominantly as consistently being scored by the FIS as 
among the top five features in a given run.
Table  11 summarizes the model performance for each of three cases: the original 
model with no feature reduction, the reduced feature set after Filter #1, and the final 
reduced feature set following the FIS.
Using the original, unfiltered model as a baseline, Table 11 shows that the model, after 
applying Filter #1, displays a slight degradation in performance regarding classification 
accuracy but ends up with a higher PSR due to the reduced size required in the model. 
Table 10 Composition of SPECT data for example 2
Class Training set Test set Full set
0 42 13 55
1 171 41 212
Total 203 54 267
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The final model produces a superior classification accuracy with 0.2727 the input size, 
resulting in a PSR of approximately 3.8416.
Example 3: single proton emission computed tomography image features (SPECTF)
Description of data
A third example uses the SPECTF dataset (http://archi ve.ics.uci.edu/ml/machi ne-learn 
ing-datab ases/spect /SPECT F.names ), obtained using the same 267 SPECT images from 
“Example 2: single proton emission computed tomography (SPECT) images” section. 
The difference is that, in this case, 44 continuous features instead of 22 binary features 
are extracted from each image. No change to the response variable.
Problem formulation
For Step 1: data analysis and preprocessing, this dataset requires relatively little action. 
There is no time series component, requiring no feature extraction step. Likewise, there 
are no categorical features, requiring no encoding of categorical variables.
For Step 3, random forest is selected as the machine learning technique, with default 
Python sklearn.ensemble.RandomForestClassifier() settings applied. As with the previ-
ous two examples, the specific machine learning technique is not central to the model. 
Any algorithm for classification could have been chosen.
For Step 4, classification accuracy was again employed as the metric for determining 
whether a subset falls into the High Quality group or the Low Quality group.
For 1000 subsets of N = 5 features per subset, the range of classification accuracies 
was approximately 0.62–0.87. Given these values, a threshold of 0.75 was set, where sub-
sets whose solution’s classification accuracy exceeds 0.75 are placed in the High Quality 
group and those not are placed in the Low Quality group.
For Step 5, ten runs of N = 1000 subsets with k = 5 features per subset were run, and 
the top five scoring features were recorded. FIS parameters such as membership func-
tions and rules are unchanged from the previous two examples.
Summary of results
Filter #1 reduced the initial set of 44 features to 18. After applying Filter #2 and FIS clas-
sification, five features stood out predominantly as consistently being scored by the FIS 
as among the top five features in a run.
Table  12 summarizes the model performance for each of three cases: the original 
model with no feature reduction, the reduced feature set after Filter #1, and the final 
reduced feature set following the FIS.
Table 11 Summary of model performance
Model Number 
of features
Classification 
accuracy
relative size Relative 
performance
PSR
Original 22 0.7778 1 1 1
Filter #1 15 0.7222 0.6818 0.9285 1.3618
Final 6 0.8148 0.2727 1.0476 3.8416
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Using the original, unfiltered model as a baseline, Table 12 illustrates that the model 
after applying Filter #1 displays a slight degradation in performance. This is similar to the 
results observed in the SPECT example in “Example 2: single proton emission computed 
tomography (SPECT) images” section. Examining the confusion matrices produced by 
the original model and the model after applying Filter #1, the difference amounts to four 
additional misclassified records. This near-attaining of the performance of the original 
model happens at an almost 60% reduction in the size of the feature set.
Two “final” models are defined and scored. The first keeps the best features, as identi-
fied by the FIS. This final model produces a slightly improved classification accuracy of 
0.8703 with 0.1364 the input size, resulting in a PSR equal to approximately 7.8308. A 
second way to determine the final feature set to retain is to drop the worst-performing 
features as ranked by the FIS. This model produces a slightly superior classification accu-
racy of 0.8333. This is an improvement over both the original feature set and equal to the 
performance of the set of best-performing FIS features. The PSR for the two “final” mod-
els favors the model obtained by keeping the best-performing features by virtue of the 
smaller size of its feature set. This result also demonstrates, for this dataset, that there is 
a middle-ground subset of features that are not classified as “worst” by the FIS but offer 
no added value to the overall scoring of the solution.
Conclusions
This paper’s contribution is in the integration of diverse techniques and disciplines of 
statistical independence tests, applied machine learning, and fuzzy inference systems in 
such a way that, as yet, has not been undertaken previously.
The proposed framework presented in this paper attempts to rank and classify poten-
tial predictor variables according to their value for use in training machine learning 
models for some problem of interest. This contributes to the general methodology of 
machine learning design and adds a dimension of knowledge related to the dataset for 
analysts and decisionmakers to apply not only to the current problem but also in subse-
quent analyses or related projects.
Up to this point, the proposed framework has only been tested on publicly available 
machine learning datasets. The next step is to test the framework on a practical, applied 
case study in the CE.
Future research will explore the proposed framework in the context of electronic 
assembly manufacture, specifically the pick-and-place (P&P) operation in the assem-
bly process of printed circuit boards (PCBs). The P&P operation uses surface mount 
technology (SMT) to mount parts, especially the smaller low-voltage, low-power 
Table 12 SPECTF example results
Model Number 
of features
Classification 
accuracy
Relative size Relative 
performance
PSR
Original 44 0.8148 1 1 1
Filter #1 18 0.7407 0.4091 0.9091 2.2222
Final (keep best) 6 0.8703 0.1364 1.0681 7.8308
Final (drop worst) 10 0.8333 0.2273 1.0227 4.5
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components onto a PCB. Typically, the P&P process involves the stages presented 
in Fig. 13. Though the process may vary from company to company and by compo-
nent size, generally, the boards are loaded, screen-printed, and inspected for sol-
der defects. Next, chips and components are surface mounted onto the PCB at the 
P&P machines, hereby named Mach 1 and Mach 2. Generally, components vary 
size-wise from less than an eighth of a millimeter to several centimeters in diameter 
(length). They are mounted onto the PCBs through automated control systems. Once 
mounted, the PCBs are conveyed to the reflow oven where, at high temperatures, the 
solder is melted to bind the components onto the PBCs. Finally, the PCBs are opti-
cally inspected and sent further downstream either for assembly or warehousing.
Continued miniaturization and increased density of components on a PCB have 
increased the potential for quality defects, thus the criticality of P&P process in the 
PCB assembly process.
Additionally, future research can explore and quantify the sensitivity of the pro-
posed framework to the machine learning problem formulation in Step 3, the hyper-
parameters in Step 4: filter #2, and the FIS parameters in Step 5 in order to identify 
rules of thumb for hyperparameter tuning. In particular, there is tremendous variety 
in how Filter #2 could be applied. This paper randomly generated feasible solutions of 
a fixed size; using a metaheuristic such as Tabu Search, Genetic Algorithm, or Simu-
lated Annealing could provide advantages to the feature selection that might influ-
ence how the FIS in Step 5 is constructed.
Finally, the proposed framework is entirely in the realm of supervised learning. 
Additional research can explore extending the framework to problems of interest in 
the realms of unsupervised or reinforcement machine learning.
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