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I S u m m a r y ^ ^ ^ ^ ^ ^  m — — —
Supremacy of the digital technology to the analogue in terms of performance, flexibility of 
design and robustness, accompanied with the technological advances in the solid state micro­
electronics have played a major role for the present evolution of wireless and mobile 
communication systems.
The work in this thesis has been motivated by the challenges of the third-generation mobile 
communication systems using high data rates, in particular the challenges of the mobile radio 
channel. One of the major advantages of orthogonal frequency division multiplexing (OFDM) is 
its robustness to multipath dispersion.
This thesis has focussed on two major issues associated with the OFDM technique. These were, 
channel estimation/equalisation and adaptive modulation.
Several channel estimation techniques have been investigated. These included the decision 
directed feedback and pilot symbol assisted channel estimation techniques. By modifying such a 
technique to include a time-domain based predictor, a significant reduction in the irreducible 
BER floor was achieved especially in the presence of high Doppler. A new channel estimation 
technique which is based on the simultaneous transmission of two spreading sequences, one for 
the data symbols and the other for the channel estimation, have been proposed as an alternative 
technique. A comparison between the three techniques has shown that the decision feedback 
channel estimator provided the best overall performance under slowly time varying channels. 
On the other hand, the pilot assisted technique was found to be robust against Doppler 
spreading, at the expense of system capacity. In channels with large coherence bandwidth and 
moderate Doppler spreading, the new technique was found to provide a good trade-off between 
performance and system capacity.
Chapter seven of this thesis concentrated on studying three adaptive OFDM techniques. A fast 
converging algorithm for adaptive constellation was proposed. An improvement in excess of 7 
dB in terms of signal to noise ratio was achieved compared to an OFDM system which uses a 
fixed modulation technique. It was also found that by careful arrangement between the 
transmitter and the receiver such degradation due to channel errors could be kept to a minimum 
of ldB. A comparison between the three adaptive techniques shows that power adaptation using 
channel inversion provides the best compromise between complexity and BER performance.
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1.1. Overview of Current Advances in Mobile Communications
With well over 100 million public mobile users today, and more new mobile systems being 
rapidly installed all over the world, there is very little doubt that wireless will be the main 
access of choice for the future.
The rapid progress in digital and RF technology making available highly compact and 
integrated terminal devices, and the introduction of sophisticated wireless data software, are 
providing more value and making wireless access more user friendly.
At present, wireless networks support the first-generation analogue systems such as AMPS, 
TACS and NMT as well as the second-generation digital systems, which include D-AMPS, 
GSM, PDC, CDMA and DCS 1800, [l]-[4]. While the first generation systems are limited in 
terms of services and freedom of mobility, the second-generation systems such as the pan 
European GSM system allow users to roam through most countries in Europe, with the same 
handset in addition to providing services such as paging, fax and data facilities.
The phenomenal growth of the Internet, however, and the ever increasing reliance on 
personal computers and timely availability of information has demanded an expansion in the 
current wireless networks in order to accommodate many of the new requirements of today’s 
modem world. Although many new services have been supported by the second generation 
systems, current mobile users are served by a wide range of different technical standards in 
many different parts of the radio frequency spectrum, (e.g. cellular, paging, cordless phones, 
mobile data and wireless LAN). In addition, numerous planned or operational satellite 
services further complicate the equipment choice for mobile users despite the availability of 
ways to link some of these services via, for instance, multimode and multiband mobile 
terminal products. In other words, the present situation cannot be described as providing 
seamless mobile service “anywhere- anytime”.
The most extensive efforts to provide an integrated system which provides compatibility as 
well as supporting high bit rates can be found among the third generation, 3G, projects 
around the world, [1]. The International Telecommunication Union, ITU, programme EMT- 
2000, formally called FPLMTS, was initiated in 1986 with a goal of producing a global 
standard for third generation wireless access, using the frequency bands 1885-2025 MHz and
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2110-2200 MHz. In Europe, the concepts of UMTS, [4] [5][6], and MBS [7], have been the 
subjects of extensive research carried out within the European community research program 
RACE and ACTS, [8]. The main design objective for the 3G systems is to extend the 
services provided by current second-generation systems with high rate data capabilities. In 
particular, the goals are to provide 144 Kbps (preferably 344 Kbps) for high mobility users 
with wide area coverage and 2 Mbps for low mobility users with local coverage. The main 
application will initially be wireless packet transfer, particularly for wireless Internet access. 
However, supported services include circuit voice, circuit video, e-mail, short messages, 
multimedia, simultaneous voice and data and the broadband integrated service digital 
network (B-ISDN) access. In the search for the most appropriate multiple access technology 
for third generation wireless systems, a wide range of new multiple access schemes have 
been proposed for the ITU, [9]. These efforts have resulted in proposals based on wideband 
code division multiple access (WCDMA) and CDMA2000 using 5 MHz channels and 
EDGE using 200 kHz channels. Current efforts and consensus among GSM carriers and IS- 
136 carriers to converge GSM and IS-136 onto a common platform of EDGE general packet 
radio service (GPRS) creates the most backward compatibility among the 3G proposals with 
600-800 million subscribers expected to be using GSM or time division multiple access 
services by 2003. Moreover, the EDGE/GPRS 3G proposal requires the minimum spectrum 
for 3G services. Because of these advantages of EDGE/GPRS, IS-136 carriers such as AT & 
T Wireless Services and many GSM carriers have committed to and planned to deploy such 
systems to provide their customers with 3G specified services.
By 1997, the proposals for UTRA have been narrowed down to only two candidates. These 
were W-CDMA and W-TD/CDMA, [10]. WCDMA being used for paired spectrum bands 
and TD/CDMA for the unpaired bands. Because there is more paired than unpaired 
spectrum, in effect, WCDMA will be the dominant air interface within UMTS. WCDMA 
will utilise a chip rate of 4.096 Mbps enabling each carrier to fit within a 5 MHz bandwidth. 
With the current expectation that most operators will be awarded either 2 X 1 5  MHz or 2 X 
20 MHz, this will enable operators to deploy three to four carriers in total. As with existing 
CDMA technologies, the same frequency will be re-used in each section of each cell. 
However, in the case of microcells, separate carrier frequencies will normally need to be 
used with one being used for the microcells and a separate frequency used for the macrocells 
due to the very different levels of power that will be used in these two environments.
Among the proposals of FRAMES for the next generation air interface technique was the 
OFDMA technique examined by group Gamma of ETSI. This however, had not been 
selected for the final round for the reason that there was not a test bed for such technique to
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hard-prove its potentials. Furthermore, it lacked the support of strong manufacturers because 
of its lack of compatibility with the present systems.
The changes that wireless communications is undergoing has been likened with that which 
personal computers have undergone [11]. In the early 1980’s, personal computers supported 
a large number of features and a high degree of functionality, but the level of knowledge 
required to exploit these features to the full prohibited their use by the layman. With the 
advent of applications such as MS Windows, PCs suddenly became far more accessible and 
personal computing was revolutionised. In wireless communications many of the services 
that a user might wish for exist at the current time, but it will take a unifying concept, such as 
UMTS, to make them accessible to everyone. Ultimately, this world-wide digital 
telecommunications system will offer wireless telephone and other digital services, such as 
data transmission, paging facsimile and position location. The phrase “personal digital 
assistant”, PDA, has been given to describe the portable device that will integrate all of these 
communications services.
1.2. Common Multiple Access Techniques
The terms multiple access and multiplexing are usually used in the contents of multi-user 
systems. The subtle difference between these two terms is the fact that multiplexing is 
normally used when the communication resource allocations are known a priori and are 
fixed. Whereas, the term multiple access usually involves the remote sharing of a 
communication resource, such as, a satellite or a base-station. Because in a multiple access 
system the users needs are dynamically changing, the system controller must always be 
aware of these changes and quickly adapt. The amount of time required for adaptation 
constitutes an overhead and sets an upper limit on the efficiency of the utilisation of the 
communication resource.
The most desirable way of increasing the efficiency of a multi-user communication system is 
the use of an efficient multiple access technique that optimises the available communication 
resource. There are at least five major multiple access techniques in use today. These 
include:
• Frequency division multiple access, FDMA. Each user is allocated a particular frequency 
[12]
• Time division multiple access, TDMA. Each user is given a time slot [13].
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• Code division multiple access, CDMA. Each user is given a specific code having a low 
cross correlation with other codes [14].
• Space division multiple access, SDMA. Uses spot beams antennas pointing in different 
directions.
• Polarisation division multiple access, PDMA. Orthogonal polarisation is used to separate 
different users.
The common factor for all such techniques is that various users share the same 
communication resource without creating unmanageable interference to each other in the 
detection process. While the FDMA, TDMA and CDMA techniques are the most common 
for many users-to-one station link and vice-versa, SDMA and PDMA are more commonly 
used for satellite-to-ground station up-downlink. Each of these techniques has its proponents 
and antagonists, and the debate over which technique offers the greatest bandwidths 
efficiency that can support the largest number of simultaneous users with the lowest 
complexity will continue for some time.
While broadcasting is a one-to-many channel, with one transmitter serving many users, 
multiple access is a many-to-one channel, with one serving base station or satellite hub 
station receiving from or transmitting to multiple users. Until the advent of cellular wireless 
telephony, multiple access systems were limited to one cell. The implementation of cellular 
services have made frequency reuse central to realising multiple access for a much larger 
user population scattered over a large area.
FDMA, TDMA and CDMA differ in the way in which they apportion time and frequency to 
users. In FDMA users are allocated differing frequencies in the available bandwidth and 
transmit simultaneously. Usually this entails the use of guard intervals in the frequency 
domain between users to avoid cross talk between adjacent channels. In TDMA, users 
occupy the entire available bandwidth but transmit sequentially in time, which requires 
accurate synchronisation of all users in the network. In CDMA, the signal may be multiplied 
by a high rate PN code, (direct sequence CDMA), or pseudo-randomly hopped in frequency. 
In both techniques the effect is to spread the information across the entire available 
bandwidth. Multiple users can be supported in the same bandwidth as the average power for 
each user is low. Interference between users is minimised by using different spreading codes 
with very low cross-correlation for each user.
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While in FDMA and TDMA systems, the performance is independent of the number of 
users, in CDMA it gradually degrades as the number of users is increased. On the other hand, 
while CDMA systems can theoretically accommodate an infinite number of users, TDMA 
and FDMA systems can only support a fixed number of users determined by the available 
time slots or frequency bands.
The requirements of the future generation systems of continually higher data rates and 
greater freedom of mobility will always demand more research into advanced and robust 
new strategies. The harshness of the channel and increased levels of intersymbol interference 
are the main limiting factors on the data rates that can be accomplished. With second 
generation mobile systems, in particular, this requires more complex equalisation, coding 
and modulation strategies, and therefore this thesis pays particular attention to these issues. 
For the next generation digital radio services, it will be necessary to suggest simpler 
alternative solutions that will accomplish these tasks, and current research is focussing on 
systems that will be simpler to implement in practice and at the same time provide adequate 
data throughput.
Multicarrier orthogonal frequency division multiplexing systems are one alternative solution 
that has received considerable attention with regard to these issues. These systems solve the 
problem of increased equaliser complexity by shifting the problem of ISI from the time 
domain into the frequency domain. The problem of the channel frequency selectivity thus 
presents a smaller problem for multicarrier systems than their conventional single carrier 
counterparts. A number of articles have shown that the use of multicarrier based designs 
provide better performance in frequency selective fading channels, e.g. [11]-[22].
1.3. Thesis Outline
This thesis is concerned with the theory, design and implementation of broadband 
multicarrier based systems employing forward error correction techniques, frequency 
equalisation and adaptive modulation. The proposed schemes are intended to provide an 
alternative solution to conventional single carrier techniques using time domain equalisers.
Chapter two serves as an intrbduction to the mobile radio environment. The statistics of 
Rayleigh and Ricean fading are presented together with some more fundamental work on the 
properties of time and frequency selective fading. The categorisation of the different channel 
properties through the time-delay spread, Doppler spread, rms delay spread, number of taps 
and the different COST channel models is presented with an outline on how to simulate a
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continuous power delay profile in the discrete time domain. A brief description of channel 
countermeasures including, diversity techniques, equalisation, channel coding and high order 
modulation techniques is also presented.
Chapter three gives a concise mathematical description of the generation and reception of 
OFDM signals and provides an analysis into the theoretical performance of such systems in 
multipath Rayleigh fading channels in the presence of ICI, ISI and AWGN.
Chapter four is concerned with the performance of OFDM systems under a variety of 
different channel conditions. This includes the effect of varying the number of sub-carriers 
and Doppler frequency on the average bit error rate of the system. Also the impact of 
forward error correction coding and different types of interleaving is examined. The 
importance of using the cyclic prefix to combat ISI is assessed and compared to an 
alternative technique based on decision feedback. The use of different forms of differential 
modulation was also discussed and its performance relative to coherent modulation was 
assessed.
In chapter five, the use of decision directed adaptive feedback based channel estimation and 
tracking technique is investigated. The structure of the system that uses such technique is 
firstly presented and described. Then, a mathematical model of the mean square error (MSE) 
of the channel estimate and the bit error rate (BER) performance for QPSK is derived. The 
performance of the system is then more comprehensively analysed using computer 
simulations. This included the effect of increasing the time variation of the channel through 
increasing the Doppler frequency or increasing the block duration. An estimate of the best 
compromise between the bandwidth efficiency and training sequence channel estimation is 
also given. It is shown that filtering the channel estimate is essential and hence some sub- 
optimal filtering techniques will be analysed in terms of the mean square error. The analysis 
is based on a transmission rate of 25Mbps in an AWGN and time varying frequency 
selective fading channel using QPSK and DQPSK. Finally the impact of using a time domain 
based predictor on the estimators performance was investigated.
In chapter six, the basic principle of the scattered pilots based channel estimation method for 
OFDM transmission is presented. The use of different estimation criteria, such as, zero 
forcing, ZF, minimum mean square error, MMSE, and Fourier transform domain, FTD, are 
discussed and a comparison on the basis of BER performance is given in both urban and 
hilly channels. The impact of increasing the pilot tones power level on the system’s overall 
BER performance was evaluated. The sensitivity of such channel estimation technique to
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frame misalignment and its impact on the system performance are analysed using computer 
simulation. Finally, a new alternative method that is based on orthogonal code spreading for 
simultaneous channel estimation and data transmission is presented. Such method allows the 
transmission of 100% pilot tones without altering the data throughput. Thus alleviating some 
of the problems associated with the scattered pilot tone technique.
The aim of chapter seven is to provide an insight into fixed-throughput adaptive modulation 
schemes for OFDM based systems. Mainly, we concentrate on variable constellation 
adaptive modulation and compare it to fixed modulation, channel inversion and adaptive 
subcarrier allocation schemes. A comparison between three sub-optimal bit-loading 
algorithms in terms of performance and speed of convergence will be provided. The 
sensitivity of such system to channel estimation errors and high Doppler frequency is also 
evaluated. Finally a comparison between three adaptive techniques in terms of performance 
and complexity is given.




[1] J. E. Padgett, C. G. Gunther and T. Hattori, “Overview of Wireless Personal 
Communications”, IEEE Communications Magazine, Vol. 33, pp. 28-41, January 1995.
[2] K. Kinoshita, M. Kuramoto, and N. Nakajima, “Development of a TDM A Digital 
Cellular System Based on a Japanese Standard ”, Proceedings of the IEEE VTC’91 
Conference, pp. 642-645,1991.
[3] G. Calhoum, “Digital Cellular Radio", Norwood, MA, Artech House, 1998.
[4] R. Prasad, “Universal Wireless Personal Communications”, Boston-London, Artech 
House, 1998.
[5] R. Prasad and T. Ojanpera, “ Development of UMTS in Europe”, Proceedings of the 
IEEE Fourth Symposium on Communications and Vehicular Technology in the Benelux, 
Gent, Belgium, pp. 6-11, Oct. 1996.
[6] T. Ojanpera and R. Prasad, “An Overview of Third-generation Wireless Personal 
Communications: A European perspective”, IEEE Personal Communications, Vol. 5. 
No. 5, pp. 59-65, Dec. 1998.
[7] L. M. Correia and R. Prasad, “An Overview of Wireless Broadband Communications”, 
IEEE Communications Magazine, Vol. 45, pp. 28-33, January 1997.
[8] J. S. Da silva, D. Arroyo-Femandez, B. Barani, J Pereira and D Ikonomou, “Mobile and 
Personal Communications: Acts and beyond\ Proceedings of the IEEE PIMRC’97, 
Helsinki, Finland, Sept. 1997.
[9] http://www.itu/imt/2-radio-dev/index.html
[10] M. Gallagher and W. Web, “UMTS: The Next Generation of Mobile Radio ”, IEE 
Review, pp. 59-63, March 99.
[11] P. Radley, “The Time to Change is Now”, MTN, p. 22, September 1993.
[12] I. Rubm”Message Delay in FDMA and TDM A Communication Channels”, IEEE 
Transactions on Communications, Vol. COM27, no. 5, pp. 769-777, May 1979.
[13] S. Campanella and D. Schaefer, “Time Division Multiple Access Systems (TDMA)”, 
Prentice-Hall, Inc,. Englewood Cliffs, N. J., 1983.
[14] R. Prasad, “CDMA for Wireless Personal Communications”, Norwood, MA, Artech 
House, 1996.
[15] N. Yee, J-P. Linnartz and G. Fettweis, ” Multicarrier CDMA in Indoor Wireless Radio 
Networks”, IEEE PIMRC’93, Conference Proceedings, pp. 109-113, Yokohama, Japan, 
Sept. 1993.
[16] K. Fazel and L. Papake, “On the Performance of Convolutionally Coded CDMA/OFDM 
For Mobile Communications Systems”, IEEE PIMRC’93, Conference Proceedings, pp. 
468-472, Yokohama, Japan, Sept. 1993.
8
Chapter One: Introduction
[17]V. M. DaSilva and E. S. Sousa, “Performance of Orthogonal CDMA Codes for Quasi- 
synchronous Communication Systems”, IEEE ICUPC’93, Conference Proceedings pp. 
995-999, Ottawa, Canada, Oct. 1993.
[18] S. Kondo and L. B. Milstein, “ Performance of Multicarrier DS CDMA Systems”, IEEE 
Transactions on Communications, Vol. 44, No. 2, pp. 238-246, February 1996.
[19]E. Sourour and M. Nakagawa, “Performance of Multicarrier CDMA in Multipath 
Fading Channel”, IEEE Transactions on Communications, Vol. 44, No. 3, pp. 356-67, 
March 1996.
[20] L. Vandendorpe, “Multitone Direct Sequence CDMA in an Indoor Wireless 
Environment ”,IEEE Proceedings of the First Symposium of Communications and 
Vehicular Technology in the Benelux, pp. 4.1-1.4.1.8, Delft, The Netherlands, Oct. 
1993.
[21]R. Prasad and S. Hara, “An Overview of Multicarrier CDMA”, IEEE ISSSTA’96 
Conference Proceedings, pp. 107-113, 1996.
[22] S. Hara, “Transmission Performance Analysis of Multicarrier Modulation in Frequency 
Selective Fast Rayleigh Fading Channel”, Wireless Personal Communications, Vol. 2, 
No. 4, pp. 335-356, 1995/1996
9
Chapter Two 
The Mobile Radio Channel
Chapter Two: The Mobile Radio Channel
2 Chapter Two
2.1 Introduction
The mobile radio propagation channel is the physical medium that supports the 
electromagnetic wave propagation between a transmitter and a receiver. When transmitting a 
signal in such channel, a number of factors indirectly contribute to changing the nature of the 
signal. These include the geometry of the surrounding environment, the movement of the 
receiver and the carrier frequency of the signal. The geometry of the environment is dictated 
by obstacles, such as, buildings, mountains, cars, etc. present in the vicinity of the receiver 
giving rise to effects such as reflection, diffraction, shadowing and scattering. These effects 
force the transmitted signal to follow a number of different propagation paths before arriving 
at the receiver as depicted in Figure 2.1.1. The impact of these effects on the received signal 
is to impose a range of attenuations, delays and phase and frequency shifts.
At the receiving antenna a voltage is produced that represents a vector summation of these 
amplitude-scaled and phase-shifted signals. This will lead to either, constructive additions, in 
which case the signal is amplified, or destructive cancellations in which case the signal is 
attenuated and is considered to be in fade. When this occurs, a multipath situation is said to 
exist. If the mobile user is in motion a situation known as “dynamic multipath” arises. In 
such situations a continuous change in the electrical length of every propagation path will be 
inflicted and the relative phase shifts between the different paths will be changing as a 
function of the spatial location. The resulting signal’s envelope is one in which some 
positions have constructive additions whilst at others there might be complete cancellation. 
An example of such signal envelope and phase variations is shown in Figure 2.1.2 and 
Figure 2.1.3.
A :  D i r e c t  L i n e  o f  S i g h t  
B : D i f f r a c t i o n ,
C :  R e f l e c t i o n ,
D :  D o u b l e  r e f l e c t i o n
Figure 2.1.1: A Typical Urban Environment
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While the geometry of the environment and movement of the mobile receiver together 
determine the nature of the channel to transmit through, the carrier frequency of the 
transmitted signal dictates the propagation characteristics as well as how fast the signal 
changes.
When using the same carrier frequency for both the uplink and downlink, it can always be 
assumed that the mobile radio propagation channel is both linear and reciprocal [5]. The 
linearity property of the channel implies that the output of the channel for a signal made 
from the sum of two separate signals is the same as the sum of the outputs of the two signals 
transmitted separately. The reciprocity of the channel implies that the impact of the channel 
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Figure 2.1.2: Received Signal’s Envelope Due to Multipath
i! 002  -0.5
Time
Figure 2.1.3: Received Signal’s Phase Variations Due to Multipath
This chapter introduces concepts in understanding, modelling and utilising mobile radio 
channels.
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2.2 Multipath Channels
The multipath phenomenon arises as mentioned earlier due to obstacles in the vicinity of the 
mobile station causing several copies (echoes) of the same signal to arrive at the receiver 
within relatively short intervals of time. The difference between the arrival times of the first 
and the last of these echoes is termed the maximum delay spread of the channel, rm. This, 
together with the transmission rate of the data determine whether the channel is narrowband 
or wideband. If the data rate is narrower than the coherence bandwidth of the channel, 
Bc= l/(rm), then all the frequency components of the transmitted signal encounter nearly 
identical propagation delays and the channel is termed narrowband [1]. If on the other hand, 
the transmission rate is sufficiently high such that some of the echoes of one symbol arrive at 
the same time as those of other consecutive symbols, the channel is termed wideband and 
inter-symbol interference (ISF) is said to exist. When such a situation is present, the signal 
can be recovered by removing the ISI, a process that requires the estimation of the impulse 
response of the channel. The wideband channel can be fully characterised by its impulse 
response, which is defined as the received power versus excess time delay for a transmitted 
impulse. Mathematically, the impulse response of a time variant multipath channel can be 
written as:
c ( t ; 0  = ] £ a . ( r ) e ~'fl'(0 2.2.1
i
Where 0, (t ) = 2 7tfcTi (f)
Where cCi(t), Tt(t) and (pt(t) are the amplitude, arrival time and phase of the received signal 
from the ith path, respectively. Assuming that there is a finite number of propagation paths, 
the received signal is given as the convolution of the transmitted signal with the impulse 
response of the channel as shown in equation 2.2.2.
y(t)  = x (0  * c( T, t ) + n (t) = %
N - 1
1=0
e J2^  + n (t) \  2.2.2
Where * stands for convolution, n(t) is the additive white Gaussian noise (AWGN),
stands for the real part only and x(t) = ( t)e jl7*ct ]. The rate at which both a(t) and (p,(t)
will be varying is dependent on the Doppler frequency which is a function of the carrier 
frequency, f c, vehicle speed, v, and the angle of incidence, cp, as given by equation 2.2.3.
f D ~~ ~~ * cos (pt 2.2.3
c
Where c is the speed of light.
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2.3 Fast Fading
Fast fading refers to the instantaneous variations in the envelope of the transmitted signal. 
These variations can be as much as a few tens of decibels below the local mean of the 
signal’s level. The presence of fast fading is a direct result of the arrival of a number of 
copies of the same signal each with a different phase shift, amplitude and time of arrival. The 
complex baseband signal’s amplitude and phase can be given by:
a 0)  -  + a*(t)
s a ( t ) \  2.3.1
(p{t) = tan -i
a i( 0  ,
Where alt) and aq(t) are the inphase and quadrature components of the signal. Assuming 
there are many independent echoes arriving at the receiver via different paths results in 
making the distribution of alt) and aq(t) become Gaussian [2]. Depending on whether a line 
of sight exists or not, the distribution of the amplitude can therefore be either Ricean or 
Rayleigh [4], while the distribution of the phase will be uniform over the range -n to  n. In 
urban areas, the possibility of having a direct line of sight is small and therefore the 
distribution of the amplitude is always assumed to be Rayleigh. Whereas, in rural not hilly 
areas, the chance of having a strong line of sight is high and thus the amplitude distribution 
is approximated to be Ricean. The Ricean and Rayleigh distribution may be given by a 
single formula as shown in equation 2.3.2:
a
/=« 2  (l -> 2.3.2
K - ^ I T a 1
*2 = f e 2
1=1
Where a i and o2 is the corresponding means and variance of the different paths,
respectively. The factor K  gives a measure of the ratio of the power received in the direct 
line of sight to the total power received via other indirect paths. Thus, when there is no line 
of sight, ie. K=0, and the distribution of the received signal’s amplitude becomes Rayleigh. 
On the other hand if there is only one line of sight and no indirect paths then the received 
signal will have a constant amplitude and the channel is then termed Gaussian for the simple 
reason that it will mainly be corrupted by the additive white Gaussian noise (AWGN).
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Figure 2.3.1: Probability Density Function of a Rayleigh and Gaussian Distributions
2.4 Slow fading
Slow fading is defined as the variation in the average field strength of the transmitted signal. 
Such fading is mainly caused by the configurations of the terrain and the built environment 
between the base station and the mobile unit. Unlike the fast fading phenomenon, slow 
fading is not affected by the speed of the mobile unit, instead it is only sensitive to the nature 
of the location of the mobile unit with respect to the base station. It was shown by a number 
of people [4]-[9] that slow fading could be, in most, cases modelled as a log-normal 
distribution with a standard deviation of 5 to 12dB. The log-normal distribution is given by 
equation 2.4.1 which is plotted on Figure 2.4.1.
P (x) = - = = L ---------exp
V 2n <7 • x
/  i  \
2- 1
2cr
( ln ( x )  -  fi) 2.4.1
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Figure 2.4.1: Log-Normal Distribution, p  = 0, a  = 1
2.5 Channel Characterisation
In mobile radio multipath channels, there are two main kinds of spread. These are, the 
Doppler frequency spread caused by the movement of the mobile unit and other moving 
objects in its vicinity, and the time delay spread caused by the multiple arrival of many 
signal echoes. The Doppler spreading gives rise to both time selective fading and frequency 
dispersion. Whereas the time delay spread results in time dispersion and hence frequency 
selective fading. Although all of the above mentioned channel effects are almost always 
present, the classification of the channel is based upon the transmitted signal’s nature and the 
most dominant of these effects.
2.5.1 Time dispersive/Frequency selective
This kind of channels results from the presence of significant multipath delay spread which 
leads to stretching the signal in time so that the duration of the received signal is greater than 
that of the transmitted one. Time dispersive channels are also called frequency selective 
fading channels for the reason that the frequencies that constitute the signal could be faded 
by significantly different amounts. The impact of the time dispersion and frequency selective 
fading increases as the bandwiijth of the transmitted signal is increased.
The minimum transmission bandwidth at which time dispersion is observable is inversely 
proportional to the maximum excess delay of the channel, Tm, where the excess delay is the 
actual delay minus the delay of the first arrival path. Similarly, the transmission bandwidth at 
which frequency selective fading becomes significant is often based on the channels
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coherence bandwidth, Bc, which may be defined as the frequency separation at which the 
correlation coefficient between the attenuations of two signal frequency components 
becomes less than 0.5 [4]. The sensitivity of the system to the correlation coefficient is 
mainly dependent on the order of modulation used. For example, a certain QAM 
constellation may perform perfectly satisfactorily at a correlation coefficient value of 0.5 
whereas the performance of a higher order QAM system may be severely degraded at that 
value. The main impact of such channel on the transmitted signal is the intersymbol 
interference effect which imposes a limit on the maximum allowable transmission rate.
2.5.2 Frequency dispersive/Time selective
Frequency dispersion is a direct result of the Doppler spread phenomenon that is created due 
to the relative movement of the transmitter and receiver. On the contrary of the time 
spreading, the Doppler effect changes the bandwidth of the transmitted signal to greater or 
less than that of the original one. The presence of the Doppler effect gives rise to time 
selective fading due to the fact that the channel changes characteristics while the signal is 
still in flight and hence different parts of the signal may be subjected to different levels of 
fading. To illustrate the Doppler effect, consider a simple case in which an un-modulated 
carrier frequency f c is transmitted from a base station. When this carrier arrives at a mobile 
station at an angle of <p„ where the subscript i stands for the i,h path, it introduces a relative 
carrier phase shift. This phase shift is proportional to the amount by which the wavelength of 
the carrier is changed. This is depicted in Figure 2.5.2.1.
Figure 2.5.2.1: Doppler Effect
If the wavelength is shortened by At = A, where A = c/fc with c being the speed of light, this 
corresponds to a phase change of 2n. In the general case when Al is arbitrary, the phase 
change is given by
A 6  = ± 2 n  —  
A 2.5.2.1
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Where the minus and plus signs correspond to the cases in which the mobile station is 
travelling in the direction of the base station or away from the base station respectively. 
Using Figure 2.5.2.1 it is evident that AI = d-coscpi, where d  = vAt, v is the speed of the
mobile station and At is the time taken by the mobile station to cross from point A to point B.
Thus, The Doppler frequency is defined as the phase change due to the movement of the 
mobile station during the time interval A t . That is
f  1 AO v
/ D= ± — =T-C0Sft 2.5.22
2k  At A
In general, the received RF Doppler spectrum, S(fD), can be expressed as:
S ( f D) = --------j- - 1----------■■■. 2.5.22
which when plotted results in the well-known Jake’s [9] U shaped spectrum as shown in 
Figure 2.5.2.2.
The minimum signal duration at which frequency dispersion becomes noticeable is inversely 
proportional to the magnitude of the maximum Doppler shift f m experienced by the signal. 
Similarly, the minimum signal duration at which time selective fading becomes apparent is 
related to the channel’s coherence time Tc(t), which is defined as [5]:
Tc(t) = — —  2.5.2.4
The presence of the Doppler spread makes carrier recovery difficult in coherent systems and 
may also give errors in non-coherent systems.
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Figure 2.5.2.2: Doppler Spectrum
2.5.3 Non-dispersive
Another name for this type of channels is flat-flat or doubly-flat channels. In such channels 
the signal does not fade with either time or frequency. For a signal to be subjected to doubly- 
flat channel its bandwidth and duration must be less than the coherence bandwidth and the 
coherence time of the mobile channel, respectively. This type of channels might arise when 
the data transmission rate does not exceed a few kilobits per second and a very strong line of 
sight path exists.
2.5.4 Doubly dispersive
This kind of channels exhibits both frequency selective fading and time selective fading due 
to long propagation delays and high mobile unit speed, respectively. An example of such 
channels is the communication link between an aircraft and a satellite, where the high 
Doppler frequencies arise due to the high aircraft speed and the long delays are due to strong 
reflections from the surface of the earth.
2.6 Channel modelling
The models presented here are based on the assumption that the echoes of the signal are
uncorrelated and have Gaussian distributions. This model is better known as the Gaussian
wide-sense stationary uncorrelated scatters (GWSSUS) model [3]. In this section we start by 
developing a model for the narrowband channel where the received signal echoes all arrive 
within short intervals of each other such that the impulse response of the channel may be 
modelled as a single multiplicative complex Gaussian random time variant variable. Then a
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model of the multipath (wideband) channel based on that of the narrowband channel is 
developed.
2.6.1 Narrowband Channel
The generation of the real and imaginary parts of the multiplicative narrowband coefficient 
can be achieved by using two uncorrelated Gaussian distributed random numbers. In order to 
account for the Doppler effect, the real and imaginary parts are passed through a lowpass 
filter with a frequency response defined by the Doppler spectrum. The inclusion of the filter 
does not affect the statistical distribution of the random numbers [4], but may affect their 
variances. This, however, can be corrected for by inserting an appropriate scaling factor [12]. 
The cutoff frequency of the lowpass filter is the maximum Doppler frequency to be used. 
Filtering inserts some correlation between the output samples and the amount of correlation 
changes according to the cutoff frequency. The cutoff frequency is inversely proportional to 
the correlation factor. The generation of the Gaussian random numbers can be achieved 
using the Box-Muller algorithm [4] described in appendix 2. The filtering of the random 
numbers may be done in either the frequency domain or the time domain as discussed below.
2.6.1.1 Time domain implementation
In this type of simulation, the time domain Gaussian numbers are convolved with the 
impulse response of the Doppler filter of equation 2.5.2.3. A time domain based filter having 
the Doppler spectrum can be implemented using two cascaded second order Butterworth 
filters. Using one filter to ring at the wanted cutoff frequency and another to act as a normal 
lowpass filter was found to give a very good approximation. The s-domain approximation of 
this two-stage filter is given by [14]:
1 1H (s )= — t =  =--------------  2.6.1.1.1
/+V 2J+ 1  s + 0.02s+ 1
The steps involved in the design of this filter are fully explained in appendix 2B at the end of 
this chapter. The theoretical and resulting simulated filter’s spectral characteristics at a 
maximum Doppler frequency o’f 50Hz and sampling frequency of 2KHz are shown in Figure 
2.6.1.1.1 below.
One major drawback of this type of method is the need to use possibly, thousands of tap 
values when the Doppler bandwidth is much smaller than that of the sampling frequency in
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order to accommodate for the slowly decaying impulse response of the filter. This drawback, 
however, can be overcome by using a relatively small sampling frequency combined with an 
interpolation algorithm to increase the sampling frequency to the wanted value without 
inflicting a significant change on the statistics of the coefficient.
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Figure 2.6.1.1.1: Simulated and Theoretical Response of the Doppler Lowpass Filter
2.6.1.2 Frequency domain Implementation
This method is based on the discrete Fourier transform, in which the real and imaginary parts 
of the complex multiplicative coefficient are multiplied by the Doppler transfer function of 
equation 2.5.2.3. Exploiting the fact that the Fourier transform of a Gaussian process is 
another Gaussian process, transformation is only need once. Similar to the time domain 
method, when the Doppler bandwidth is much smaller than that of the sampling frequency, a 
very large Fourier transform size is needed in order to ensure that a significant proportion of 
the input samples would fall in the Doppler’s bandwidth[4]. At the output of the Fourier 
transform, a scaling factor is used to ensure that the variance of the output samples is not 
changed.
2.6.2 Wideband Channel
This type of channels arises when the path delay differences are longer than the symbol 
duration resulting in the arrival of one symbol’s echoes at the time of arrival of other 
consecutive symbols. The impulse response of such channel may be represented in discrete 
form as consisting of a number of delta functions whose amplitude have Rayleigh/Ricean 
distribution. A typical wideband channel impulse response is shown in Figure 2.6.2.1 below.
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Although various impulse response models have been used in the past, the best known ones 
are those of the COST 207 specified by the Group Special Mobile committee (GSM) for 
different environments, such as, typical urban, bad urban, rural and hilly terrain. The sets of 
six tap GSM impulse responses for the two most common channel models are summarised in 
the table 2.6.2.1.
Since the response of the channel outside the signal’s bandwidth is of little importance, the 
channel can be sampled at the symbol rate leading to the tapped delay line model [3] as 
shown in Figure 2.6.2.2. When the baseband signal is applied to the series of delays, the 
output from each tap is multiplied by a time varying coefficient, R, that characterises the fast 
fading and by a further gain, A, in order to keep the average power of that path at a certain 
wanted level. The outputs from all the taps are then added together using a complex summer 
and combined with some additive Gaussian noise before being passed to the output.
1
Propagation M aximum  D elay  
D elay Spread, rm
Figure 2.6.2.1: Typical Wideband Impulse Response
Path 1 2 3 4 5 6
Spectrum Ravleigh Rayleigh Ravleieh Rayleigh Ravleigh Ravleigh
Delav usee 0.0 0.2 0.4 0.6 15.0 17.2
Attenuation 0 2.0 4.0 7.0 6.0 12.0
Correlation 0 0 0 0 0 0
(a)
Path 1 2 3 4 5 6
Spectrum Ravleigh Ravleigh Ravleigh Ravleigh Ravleigh Ravleigh
Delav usee 0.0 0.2 0.6 1.6 2.4 5.0
Attenuation 3.0 0.0 2.0 6.0 8.0 10.0
Correlation 0 0 0 0 0 0
(b)
Table 2.6.2.1: Table of Channel Parameters, (a) Hilly Terrain, (b) Typical Urban
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Figure 2.6.2.2: Schematic of the Channel Simulator
2.7 Additive White Gaussian Channel (AWGN)
As is the case with all forms of signal transmission, additive noise is always present to 
contribute in the corruption of the signal. The sources of such noise are many, some of which 
are human made impulsive noise, galactic noise and noise generated at the receiver due to 
temperature. It is almost universally agreed that such impairments have the characteristics of 
additive white Gaussian noise. The probability distribution of such noise is derived from the 
zero mean Gaussian distribution function as shown below:
p ( x )  =
1
exp 2 n 2.7.1
Where rj, is the noise power. For a system bandwidth of W, the noise power is related to the 
two sided channel noise power-spectral density, No/2, by:
Tj = W  - N  o 2.7.2
Where N0 is given in units of Watts/Hz. The Gaussian channel is usually used to provide an 
upper bound on the system’s BER performance.
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2.8 Channel’s Countermeasures
A number of techniques for combating many of the challenges dictated by the 
communication channels have been and still are the subject of intense research to produce 
better and more efficient communication systems. These techniques vary in complexity, 
BER performance, bandwidth efficiency and type of channel designed for. The choice of 
which technique to use is based on the type of the dominant channel characteristics present 
as well as the type of application intended. In this section, the principles and drawbacks of 
some of these techniques are briefly reviewed.
2.8.1 Diversity[1]
Diversity is one of the ways to achieve a lower BER at some cost. The idea of diversity is to 
transmit a signal simultaneously via more than one way so the composite signal received at 
the other end has gone through independent channels. It is then very likely that the fades 
imposed by one channel will be at different locations from those of the other channels and 
hence satisfactory error ratio may be maintained. There are three main different techniques 
of diversity, namely, frequency, space and time diversity. The most commonly used diversity 
technique is space diversity in which a few antennas separated apart are used [23], Since the 
channel imposed fading is mainly due to phase difference between the received echoes, it is 
most likely to find the fading on different antennas separated a few wavelength apart 
completely uncorrelated. This type of diversity technique is usually used at base stations but 
not at mobile hand portable phones. In the case of frequency and time diversity, the 
information signal is transmitted simultaneously at different frequencies, or in different time 
slots, respectively. To achieve best performance when using these two techniques it is 
important to transmit at frequencies separated by at least the coherence bandwidth of the 
channel or in the case of time diversity on time slots separated by at least the coherence time 
of the channel. Below is a brief description of these techniques.
2.8.1.1 Time Diversity [15]
Time diversity is mainly suitable for rapidly changing channels. If such condition is satisfied 
it is easy to spread an information symbol over more than one data symbol separated in time. 
The success of such technique, is however not only dependent on the speed of the mobile 
receiver, but also the carrier frequency used and the data transmission rate. If for instance the 
carrier frequency used was 100 MHz and the mobile receiver is travelling at 70 miles per 
hour, the maximum Doppler frequency is about 10 Hz. To get two independent fading, the 
two symbols must be separated by at least half the coherence time of the channel (0.1 
second), or alternatively half a wavelength of the carrier frequency, (1.5 meters). For a data
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rate of lOksps, this corresponds to 500 symbols. For a carrier frequency of 1 GHz, the 
maximum Doppler frequency is 100 Hz, therefore the symbols need to be separated by at 
least 50 symbols. It is clear from the above example that the practicality of such diversity 
technique depends on systems parameters used as well as the maximum tolerable delay. The 
point to stress here is that time diversity depends on a number of factors, some of which are 
beyond the designers control, such as the speed of the mobile receiver, and therefore may be 
very difficult to optimally utilise.
2.8.1.2 Frequency Diversity [18]
In a wideband system, the mobile radio channel becomes frequency selective. The presence 
of such phenomenon makes frequency diversity highly desirable since one can use more than 
one carrier to deliver the same signal to the receiver. In order to fully utilise such diversity 
technique, the carriers have to be separated in frequency such that they are subjected to 
independent fading. This is related to the coherence bandwidth of the channel, which is 
governed by the type of environment present. For example, in urban or hilly environments, 
the coherence bandwidth can be on the average about, 200kHz and 50kHz, respectively. 
Therefore the frequency diversity will lower the average probability of error. In sub-urban 
environments however, the coherence bandwidths can be in excess of 1 MHz, which requires 
a set of very widely separated carriers to fully exploit such diversity technique. This may 
prove to be spectrum in efficient.
2.8.1.3 Space Diversity [16][17]
Space diversity, unlike the previous forms of diversity techniques, does not depend on the 
coherence time or bandwidth of the channel. This technique uses an array of antennas spaced 
by a half wavelength or more apart. Although such diversity technique is independent of the 
channel conditions present, it has one major drawback. This is the need to have enough 
receiver area to accommodate all the antennas spaced by half a wavelength. The practicality 
of such technique is largely governed by the carrier frequency used, which in turn determines 
the minimum size of the receiver. For instance, if the carrier frequency is 1 GHz, the 
receiver’s size cannot be smaller than 0.3 meter if space diversity is to be used. If on the 
other hand, the carrier frequency used is 100 MHz, the minimum receiver’s area required is 3 
meters. Although, such diversity technique is independent of the channel coherence time and 
bandwidths, it relies on the reception different multipath rays by the different antennas.
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2.8.1.4 Diversity Combining Techniques
There are two basic ways of exploiting diversity. These are diversity combining, which 
include maximum ratio combing, (MRC), and equal gain combing, (EGC), and selection 
diversity combing, (SDC) [1]. The most common of these is the MRC technique in which the 
diversity branches are weighted proportionately to the signal’s amplitude before being 
summed. In the case of EGC, the diversity branches are all given equal weights whereas the 
SDC technique chooses only one branch at a time depending on which has the strongest 
signal. Assuming F independent signals, in a flat-fading environment, y0 y lt • • • y F_i, where:
y, = h,x, + w,
‘ * ' 2.8.1.4.1
i = 0,1 • • • F  - 1
and x is the transmitted signal, h is a complex Gaussian random variable and n is AWGN. 
Using maximum ratio combining on the received signals in the same fashion as in [1]:
1=0 2.8.1.4.2
= 2 1 *. 12 + 5 > ; » ,
/=o /=o










Where G is the variance of the AWGN
It is clear from 2.8.1.4.3 that the received SNR, y , is governed by the distribution of the 
random variable h. Proakis, [1], has derived, the probability distribution of such parameter, 
which was:
P(Y) = 7 r  F ' Y F~' ■e~1lsm 2.8.1.4.4
(L - l) -S N R F
Using selection diversity combining, the received signal would be:
Z - h  m^x + n 2.8.1.4.5
where |2 > |Af|2, 0 < i < F . Therefore, the SNR of the received signal is [1]:
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While diversity techniques are for combating channel fading, equalisation is responsible for 
compensating for the linear distortions caused by the filtering processes at the transmitter 
and receiver, and the dispersion of the channel. The presence of the combined effect of this 
chain of distortions gives rise to ISI, which unless compensated for can cause serious 
degradation in the system’s performance. This is the task of the equaliser, which is usually in 
the form of a filter with a frequency response equal to the inverse of the combined frequency 
response of the channel, transmitter filter and receiver filter. The most common types of 
equalisers are the linear, feedback and the Viterbi equaliser, a brief description of which is 
given below.
2.8.2.1 Linear Equaliser
The principle of this type of equaliser is to linearly combine the received signal’s samples in 
such a way that ISI is minimised. It is usually in the form of a finite impulse response filter 
whose coefficients are updated using a suitable adaptive algorithm that takes account of the 
channel’s time variations. This type of equalisers is mainly used in the case of static channels 
such as telephone lines [21]. In channels with rapid time variations and deep nulls due to the 
absence of the line of sight, this type of equalisers is disadvantageous. This is because the 
equaliser may not be able to keep up with the time variations of the channel and also the 
presence of deep nulls in the channel’s response gives rise to compensatory peaks in the 
equaliser’s response resulting in noise enhancement.
2.8.2.2 Feedback Equaliser
This type of equalisers is made up of two sections whose combined operation results in 
minimising the ISI effect. The first section is used to condition the received signal, then the 
ISI term due to previous symbols, fed back from the feedback section, is subtracted from the 
conditioned signal to produce the equalised symbol. A copy of the equalised signal is then 
fed to the output as well as the feedback section to calculate the ISI term of this symbol on
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the new received one, and so on. The main disadvantage of this type of equalisers is the 
feedback error propagation resulting from an erroneous detection of a few symbols. This 
type of equalisers was studied by [22]-[24] and found to be more appropriate than the linear 
equaliser for mobile radio channels.
2.8.2.3 Maximum Likelihood Sequence Estimator (MLSE)
This type of equalisers is based on the Viterbi algorithm in which the channel is treated as a 
finite state machine where the different states represent the different combinations of input 
data. The Viterbi algorithm is used to trace all the possible data sequences and select the one 
that was most likely to have been transmitted. Although the MLSE method is considered to 
be the optimum estimator, its application is limited as its complexity increases exponentially 
with the channel memory length. This type of equalisation has been investigated by a 
number of researchers, some of whom are Omura and Forney [25] [26], respectively.
2.8.3 Channel Coding [30]
The idea behind channel coding is to create a relationship between the transmitted 
information symbols such that when some of these symbols are received in error, the FEC 
relationship may be used to detect or correct those errors. The basic principle of this 
relationship is to increase the separation between possible sequences of symbols in a 
bandwidth efficient manner. While, in static channels, increasing the distance between the 
sequences may be sufficient it is not the case in time variant channels which require one to 
also increase the diversity factor of the received signal. One way to do this is by using well- 
designed interleavers.
There are two main families of codes that have been developed for the AWGN channels. 
These are the block codes and the convolutional codes, which also includes Trellis coded 
modulation. Both types take &-input bits and output n coded bits giving a rate k/n code. A 
decoder can either use the sliced bit values, 0 or 1, or the received noisy symbol values. If 
the sliced bits are used, this is called hard decoding, because the demodulator takes a hard 
decision before sending the bits to the decoder. If on the other hand the noisy symbols are 
fed straight in the decoder, this is called soft decoding, because no hard decision was made 
on the symbols. In the hard decoding system some information is usually lost by the receiver, 
which may consequently impact on the decoder’s performance. In general, a soft-decoder 
outperforms a hard-decoder, but at the expense of extra receiver complexity. While block 
codes and convolutional codes require an increase in bandwidth or alternatively a reduction 
in throughput, trellis coded modulation requires neither but uses an expanded constellation to
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transmit the coded symbols. The field of coding is a subject of its own rights and has been 
intensively investigated by many authors [30] [31] [32].
2.8.4 Interleaving [27]
Diversity to the received signal can be added by combining coding with interleaving. Such 
diversity is a key to improving the performance of the coding scheme in a fading channel. 
When interleaving is used, one ensures that all the symbols in a given codeword are not 
transmitted at the same time. In a system without interleaving, given a code word with the 
codeword symbols, yi, y2, ...ym, the system could transmit each element of the codeword in 
order and receive them in order. If all codewords are transmitted together one codeword may 
be subjected to many errors. Error correction codes can only correct a limited number of 
errors. The presence of error bursts can cause the code to fail.
Interleaving the symbols of a given codeword with the symbols of other codewords can 
distribute these bursts more evenly, so that fewer errors occur in more codewords. If the 
number of errors per codeword is reduced sufficiently, then the code has a better chance of 
correcting the errors. This is one way interleaving can help reduce bursty errors.
A parameter for describing interleaving in a given coded system is the interleaving depth, D. 
For a convolutional code, to interleave at a depth D, one replaces the delays in the encoding 
circuit by delays of length D. That is if the convolutional encoder is C(X) = (1 + X, 1+X + 
X2), the interleaving encoder is C(X) = (1 + X°, 1 + XD + X2D). Rather than implement D 
independent encoders, this is implemented with the original encoder and an interleaver in 
front of the encoder. For a block code of length n, with an interleaver depth of D, the 
effective length of the code is nD. Rather than transmit each successive code symbol, one 
would transmit first y}, yD+], ... y(n.i)D+i, y2, ..., y nD-
For a fading channel, if fading is changing rapidly enough, interleaving can ensure that the 
SNRs of the codeword symbols in a given code are independent. If the SNR of each 
codeword symbol entering the decoder is uncorrelated with the SNRs of the rest of the 
codeword symbols, we say that the system has perfect interleaving. Unfortunately, not all 
wireless channels are rapidly changing, and therefore one cannot rely on such parameter for 
design the optimum interleaver. This is one of the design trade-offs of wireless systems.
2.8.5 High Level Modulation [4]
The use of high level modulation, such as MQAM and MPSK, allows the transmission of 
more data bits per symbol and hence a much reduced transmission bandwidth. For example,
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instead of transmitting 1kbps on a bandwidth of 1kHz using BPSK, the same amount of data 
can be transmitted using 64QAM at just 200Hz resulting in a five time more bandwidth 
efficient scheme. Such reduction in the transmission bandwidth is translated into a reduction 
into the ISI effect.
There are three main drawbacks of using high-level modulation techniques. The first is that 
high level modulation techniques are more sensitive to additive noise and therefore the 
bandwidth efficiency provided is merely at the expense of higher SNR. Secondly, the fact 
that high-level modulation techniques are non-constant envelope makes them more 
susceptible to severe distortions when used with high power non-linear amplifiers. Finally, 
the use of high level modulation techniques imposes a restriction on exploiting the inherent 
diversity in wideband transmission as it uses narrowband signals.
Extensive studies have been carried out to examine the feasibility of using of QAM 
modulation for audio and TV broadcasting [33] [34].
2.8.6 Spread Spectrum SS [28]
Spread spectrum systems are characterised by two major features. The first is the fact that 
their transmission bandwidth is much greater than that of the information rate. Although, 
such bandwidth expansion may make the system arguably spectrum inefficient, it is what 
makes the system able to overcome many of the different levels of interference that are 
encountered in the transmission of digital signals over the mobile radio channel. The other 
distinctive feature of such system is its pseudo-randomness, which makes the signals appear 
similar to random noise and difficult to demodulate by receivers other than the intended 
ones. Such feature is intimately related to the application or purpose of such signals. While 
for non-civilian applications, SS is employed to achieve privacy and protection against 
jamming, for the commercial applications it is mainly used to achieve multi-user multiple 
access systems. The sub-class of SS systems used for this purpose is called Code Division 
Multiple Access, CDMA.
In general, the most popular spread spectrum techniques are categorised into three groups, 
these are direct sequence, DS, frequency hopping, FH, and a hybrid, DS/FH. In the DS type, 
the data stream first modulates the carrier and then the resultant carrier is combined with a 
pseudo-noise, PN, sequence. The elements of the PN sequence are normally chosen such that 
the cross-correlation between different PN sequences is kept very small. Only the intended 
receiver has a replica of the PN sequence, which is used to extract the transmitted 
information using a correlator. In FH, the modulated carrier is shifted periodically according
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to some predetermined pattern. There are two sub-classes of such system, slow frequency 
hopping, SFH, and fast frequency hopping, FFH. While for the SFH, the hopping rate is of 
the order of one hop every many symbols, the FFH system completes many hops per symbol. 
Similar to the DS case, the intended receiver knows the exact hopping pattern and therefore 
hops in synchronism with the transmitter to extract the data.
Finally, the DS/FH hybrid technique utilises both of the former two techniques to achieve 
both time and frequency diversity, but of course at the expense of extra system complexity. 
In this system, first DS spreading is employed followed by FH.
A typical DS-CDMA transmitter spreads the individual symbols of the serial data stream 
using a given spreading code in the time domain. The capability of the receiver suppressing 
the multi-user interference effect is determined by the cross-correlation characteristic of the 
used spreading codes. In the presence of multipath channels, the auto-correlation property of 
the individual spreading codes plays a very important role in distinguishing the different 
components of the composite received signal. Figure 2.8.6.1 shows the DS-CDMA 
transceiver structure of the f h user for a coherent BPSK based system, where GDs represents
the processing gain and d ( t) - [d i ,  @2, ... dcDs] is the spreading code for the f h user.
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Figure 2.8.6.1: DS-CDMA Transceiver
In general, spread spectrum techniques are usually used in conjunction with the rake receiver 
to combat ISI and at the same time exploit the inherent diversity of wideband transmission
[38] [39]. The idea of the rake receiver is to correlate the signal with delayed replicas of the
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user’s signature, where the delays correspond to the channel delays and thus each 
synchronises with a different multipath component. The outputs are then corrected in phase 
and amplitude before being combined together.
2.8.7 Multicarrier Modulation [55][56]
Multicarrier modulation, MC, also known as Orthogonal Frequency Division Multiplexing, 
OFDM, is a modulation technique that is known for its spectrum efficiency, hi such 
techniques a given spectrum is divided into several overlapping sub-bands in the aim to 
convert a highly frequency selective channel into many flat fading sub-channels. Thus, a 
high rate bit stream may be transmitted simultaneously on narrowband subchannels at much 
lower rate. Because the data is transmitted in parallel over the individual sub-bands, the 
symbol duration is now stretched in time and therefore the signal is much more robust 
against the dispersive behaviour of the channel [40] [41]. An OFDM signal may be easily 
generated and demodulated using the fast Fourier transform and its inverse, which has shown 
to be a more practical alternative to using a bank of filters [42] [43].
In order to preserve the orthogonality of the sub-carriers and ensure that the received 
symbols are ISI free, a cyclic prefix of the same length as the maximum delay spread of the 
channel may be added at the beginning of every symbol. Although the addition of the cyclic 
prefix reduces the spectrum efficiency of the system, its advantages outweighs the 
drawbacks since it can be used for more than just ISI elimination, such as, channel 
estimation and synchronisation.
MCM combined with differential demodulation eliminates the need for equalisation 
completely. Although, in the case of coherent modulation, it is necessary to equalise, the 
kind of equalisation required is much simpler than that required for high data rate 
transmission. In addition, in the case of slowly time varying channel, it is possible to use 
decision directed adaptive feedback techniques with high bandwidth efficient and very good 
BER performance.
There are two main special forms of OFDM that have attracted a lot of attention in practice. 
These are the coded OFDM and the code division multiple access OFDM, CDMA/OFDM. 
Below is a brief description of each.
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2.8.8 Coded OFDM, COFDM
The presence of frequency selective fading in mobile radio channels implies that some of the 
OFDM signal’s subcarriers would be attenuated much more than others and therefore the 
data carried on those subcarriers might be completely destroyed. In order to avoid such 
situations, the diversity inherent in the OFDM system can be fully exploited by using coding 
and interleaving across the subcarriers. This introduces a relationship between the 
information carried on the different subcarriers such that at the receiver this relationship can 
be used to recover the data affected by deep nulls in the channel’s frequency response. This 
issue was mentioned by sari et al in [48], who warned against over enthusiastic pursuit of 
OFDM. Techniques than coding and interleaving can also be used to counteract this 
problem. These include the use of adaptive bit-loading, [35] [36], in which different signal 
constellations are used on different subcarriers depending on the positions of the deep nulls 
in the frequency response of the channel. In contrary to adaptive bit-loading, pre-equalisation 
using the channel inversion technique, [37], can also be used in the aim to keep the power 
spectral density of the received composite signal, almost, uniformly distributed. Signal 
spreading across the subcarriers can also be used, for example according to a linear matrix 
operation as proposed in orthogonal multicarrier code division multiplexing.
2.8.9 Multicarrier Code division Multipie access, MCDMA [50]-[56]
The use of OFDM in conjunction with other schemes for establishing reliable multiple 
access communication links has attracted a lot of attention in the 1990s, [43]. Three main 
schemes based on the combination of CDMA and OFDM have been proposed and analysed 
by different researchers. These were, multicarrier-code-division multiple access, MC- 
CDMA, by [49] and [50], multicarrier direct sequence code division multiple access, MC- 
DS-CDMA, by [51] [52] and multitone code division multiple access, MT-CDMA, by
[53] [54]. A brief description of each of these techniques along with the original DS-CDMA 
technique is given below.
2.8.9.1 MC-CDMA Scheme
This scheme is based on the first category described above in which the spreading code is 
assumed to be in the frequency domain [49] [50]. The use of orthogonal codes, such as 
Walsh-Hadamard codes for such a system guarantees the absence of multiple access 
interference (MAI) in an ISI-free channel [50] [55]. Because this scheme uses all the received 
signal’s energy scattered in the frequency domain, it has an additional degree of freedom 
compared to the single carrier DS-CDMA scheme.
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Figure 2.8.9.1.1 shows the MC-CDMA transmitter of the j th user for a coherent BPSK based 
system along with the power spectrum of the transmitted signal. G mc i s  the processing gain, 
Nc is the number of subcarriers and d(t)  is the spreading code of the f h user.
Although the system described in [49] assumes that the spreading code length is equal to the 
number of subcarriers, this is not a condition that has to be satisfied [55]. A modified version 
of this technique was proposed by [55], in which the number of subcarriers is P times the 
spreading code length. Figure 2.8.9.1.2 shows the modification needed to cope when the 
number of subcarriers exceeds the code length.
fo fl fa ■■■ fN'!















Figure 2.8.9.1.1: MC-DS-CDMA Transmitter
Proper choice of the number of subcarriers and guard interval is important in order to 
increase the robustness of the system to frequency selective fading and possible ISI. Given 
the characteristic of the radio channel, [56] proposes an ‘optimal’ way of minimising the 
BER as a function of the number of subcarriers and guard interval duration.
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Figure 2.8.9.1.2: Modified MC-CDMA Transceiver
2.8.9.2 MC-DS-CDMA Scheme
This type of multicarrier scheme spreads the serial to parallel converted symbols in the time 
domain using a given spreading code such that the resulting spectrum of the individual 
carriers satisfies the orthogonality condition [51]. This scheme was proposed as a candidate 
technique for the uplink communication channel. Although this scheme benefits from time 
diversity, the frequency diversity option can only be utilised if coding and interleaving is 
employed. Alternatively, frequency interleaving can be exploited by using subcarrier 
hopping techniques or transmitting the same information simultaneously on more than one 
subcarrier.
Figure 2.8.9.2.1 shows the structure of the transceiver of such system and the power spectral 
density of the resulting signal. In [52] a multicarrier based DS-CDMA system with a larger 
subcarrier separation was proposed in order to yield both frequency diversity improvement 
and narrowband interference suppression. In order to provide frequency diversity a MC-DS- 
CDMA system was examined by Sourour et al, [53], in which the data symbol was sent on 
more than one subcarrier.
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Figure 2.8.9.2.1: MC-DS-CDMA Transceiver
2.8.9.3 MT-CDMA Scheme
The multitone CDMA, MT-CDMA, technique is based on spreading the serial to parallel 
converted symbols using a spreading code in the time domain so that the spectrum of the 
subcarriers prior to spreading satisfies the orthogonality condition [54]. Thus, the spectrum 
of the individual subcarriers after spreading no longer satisfies the orthogonality condition. 
Normally, MT-CDMA systems use longer spreading codes in proportion to the number of 
subcarriers as compared to single carrier DS-CDMA systems and therefore can 
accommodate more users. In Figure 2.8.9.3.1 a block diagram of an MT-CDMA based 
system is presented where Gmt is the processing gain of the spreading code used. The fact 
that the spectrum of the transmitted signal consists of more densely spaced subcarriers than 
that of the other techniques gives rise to ICI. On the other hand, the use of longer codes helps 
to reduce self-interference as well as multiple access interference that are normally 
associated with CDMA transmission. Since this type of transmission is more likely to 
experience frequency selective fading, rake receivers are normally used for proper signal 
detection.
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2.9 Summary
In this section the mechanism of signal transmission through the mobile radio channel has 
been described. It was shown how the impact of the multipath phenomenon could severely 
degrade the quality of the transmitted signal. The worst scenario of a mobile radio channel is 
when there no line of sight in which case the channel is termed Rayleigh. The impact of the 
multipath effect is worsened when the mobile user is in motion due to the Doppler spreading 
which makes it difficult for the receiver to track the carrier frequency of the transmitted 
signal. In wideband systems, the phenomenon of multipath gives rise to intersymbol 
interference and imposes a constraint on the maximum transmission rate. Intersymbol 
interference can be reduced by the use of channel equalisation, which requires an up to date 
estimate of the channel frequency response. A channel is termed narrowband when the 
transmission bandwidth is less than the coherence bandwidth of the channel, otherwise it is 
referred to as wideband. The signal fading resulting from the distance travelled by the signal 
and the multipath effect may be split into two categories, namely, fast fading and slow 
fading. Fast fading refers to the instantaneous changes in the signal’s amplitude and may be 
approximated to be Ricean or Rayleigh distributed depending on whether a line of exists or 
not, respectively. Slow fading, on the other hand, refers to the variations in the average 
signal’s field strength and may be approximated to have a Log normal distribution.
The COST 207 channels delay profiles for typical urban and hilly terrain environments have 
been outlined for a discrete GWSSUS tapped delay line channel model. The time varying 
properties of the channel is modelled by generating time varying complex multiplicative 
coefficients. These are produced by using pairs of uncorrelated AWGN generators, where 
each pair represents the real and imaginary part of one coefficient. The Doppler effect is 
simulated by passing the coefficients though a lowpass filter with a frequency response 
defined by the Doppler spectrum.
A number of techniques for combating the channel’s imposed limitations have been briefly 
reviewed. These included techniques such as diversity, equalisation, forward error correcting 
coding, spread spectrum and multicarrier modulation.
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3.1 Introduction
The mobile radio channel is a hostile transmission environment that simultaneously contains 
multiple paths, interference and impulsive noise. As described in the previous chapter, the 
impulse response of the channel can be represented as the sum of Dirac pulses each with a 
Rayleigh/Rican distributed amplitude and different delay. As the impulse response of the 
mobile channel may extend over many microseconds it makes the transmission of data at 
high rates (several Mbps) a difficult task. Several techniques have been investigated in order 
to make the transmission of data at high rates successful. These are mainly based on 
extending the duration of the transmitted symbol (in the time domain or frequency domain) 
by increasing the dimension of the symbol alphabet. Among these techniques is spread 
spectrum. The principle of this technique is to stretch the spectrum of the transmitted 
symbols and maintain the autocorrelation function of these symbols narrow so that the 
different paths that compose the signal are separable at the receiver. The principle is to 
define an alphabet of M  pseudo-random orthogonal sequences and to transmit one of these 
sequences, which is equivalent to log2 M bits. However, the constraint of intercorrelation 
between different sequences leads to an important increase in the bandwidth which is far 
from being compensated by increasing the number of bits per symbol, hence this technique is 
considered to be relatively spectrally inefficient [23].
Another approach that has found considerable attention stretches the signal in the time 
domain by transmitting a high bit rate stream of data simultaneously on many parallel low 
rate subchannels [3], thus, transforming a highly selective wideband channel into a large 
number of parallel non-selective narrowband channels. Furthermore, the use of coding and 
interleaving techniques that are adapted to the fading nature of the channel improves the 
performance of such a system considerably.
The advantages and principles of this technique will be the theme of this chapter. In the next 
section, a brief description of the up to date history of this technique, which is known as 
Orthogonal Frequency Division Multiplexing, OFDM will be presented. This will be 
followed by a review of the implementation issues of OFDM as well as a mathematical 
analysis. Finally, the theoretical performance of OFDM in both time and frequency selective 
fading channels will be presented.
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3.2 History of OFDM
The history of OFDM can be dated back as far as the 1950s when it was considered for 
bandwidth efficient data transmission over telephone and HF radio channels [1][2]. The 
concept of parallel transmission attracted more attention in the 1960s when Chang followed 
by Saltzberg, [3] [4], published their work on the synthesis of bandlimited signals for 
multichannel transmission and on the performance of such system, respectively. The 
contribution of Weinstein et al [5] was a turning point in the history of OFDM when it was 
shown that the modulation and demodulation of the baseband OFDM signals can be 
performed using the discrete Fourier transform. This contribution mainly focussed on the 
processing efficiency of generating the OFDM signals eliminating the need to use a bank of 
oscillators and filters as initially proposed. In addition, a completely digital implementation 
could be built around special purpose hardware performing the Fast Fourier Transform 
(FFT). Although Weinstein et al proposed the use of a time guard interval to combat ISI over 
dispersive channels, their system did not have perfect orthogonality between the subcarriers 
and it was Peled et al [6] who solved this problem by . proposing the use of a cyclic prefix, 
CP. Because now the time guard interval is filled with a cyclic extension of the OFDM 
symbol, this method effectively simulates a channel performing cyclic convolution with the 
transmitted symbol, in which case when the CP is longer than the maximum delay spread, 
the subcarriers remain orthogonal.
The use of different pulse shaping techniques for the purpose of reducing the impact ICI 
have been investigated by a number of authors e.g. [7] [8].
Although OFDM suffers from high peak to average power ratios, a number of techniques 
such as the use of special block codes, [9], and selective scrambling, [10], have been 
investigated and shown to be potential solutions.
A number of researchers have proposed the use of OFDM for various applications. Hirosaki,
[12], has designed and tested a 19.2 Kbps voiceband data modem using orthogonally 
multiplexed QAM. A number of other OFDM based modems for telephone lines have also 
been investigated, e.g. [13][14].
OFDM, under the name of discrete multitone transmission, DMT, has attracted a lot of 
attention as a potential technique for high-speed transmission on the existing telephone 
network [15][16].
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In the non-transmission applications, Feig et al explored the use of discrete multitone 
technique using DFT for applications in the linearised magnetic storage channel [17] [18].
In the 1990s, OFDM has been investigated for wideband data communications over the 
mobile radio channels, high bit rate digital subscriber lines (HDSL), asymmetric digital 
subscriber lines (ADSL), very high-speed digital subscriber lines, (VHDSL), digital audio 
broadcasting, (DAB), digital television and HDTV terrestrial broadcasting, [20].
Casas et al [19], proposed OFDM/FM for data communication over mobile radio channels. It 
was claimed that OFDM/FM systems could be implemented simply and inexpensively by 
retrofitting existing FM radio systems.
Chow et al [20], analysed the multitone modulation with discrete Fourier transform in 
transceiver design and showed that it is an excellent method for delivering high speed data to 
customers, both in terms of performance and cost for ADSL (1.536Mbps), HDSL (1.6Mbps) 
and VHDSL (100Mbps).
In response to the intensive research into practical high-speed data OFDM based systems for 
wireless applications [21]-[25], the use of OFDM modulation for two digital terrestrial 
broadcasting services has been standardised in Europe. These systems are the digital audio 
broadcasting, DAB, and digital terrestrial video broadcasting, DTVB. Both are pure 
broadcasting services that transmit data over broadband radio channels. DAB is suited for 
mobile receivers and the total data rate is 1.7 Mbps. DTVB has a net data rate of more than 
20Mbps and is designed for stationary reception only. Furthermore, it is now being discussed 
for extending DAB in order to enable high data rates for multimedia services [21]. Recently, 
OFDM was also standardised in Japan for digital TV broadcasting [26].
At present, the application of OFDM modulation is discussed for various broadband 
communication systems and services. OFDM is now considered the physical layer 
modulation scheme for the wireless ATM/LAN [28]. In 1998, the IEEE 802.11 
standardisation group decided to select OFDM as the basis for a new physical layer standard 
extension to the existing 802. U  MAC standard. The new standard is targeting a range of 
data rates from 6 up to 54 Mbps in the 5 GHz band. Following this, ETSI-BRAN in Europe 
and MMAC in Japan also based their new standards on OFDM with the aim of creating a 
single international standard for wireless LAN. J.J Van de Beek et al [30], have proposed 
OFDM for the universal mobile telecommunication systems, UMTS. This however has not
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been selected for the final round on standardising the 3G air-interface technique due to lack 
of support from manufacturers amongst other reasons.
The application of adaptive OFDM systems has been the subject of intense interest for the 
past few years until present. The use of adaptive constellation, coding, power allocation, 
subcarrier allocation or any combination of such parameters has shown to greatly improve 
the performance of such system, see for example [31]-[38].
The use of OFDM in environments containing intentional interference as well as Rayleigh 
fading has been investigated by a number of researchers [39]-[43]. While multicarrier 
systems proposed in [39] [40] consider receivers with sub-optimal combining techniques, the 
receivers considered in [41]-[43] are designed to selectively root out the effects of the 
intentional interference.
3.3 Basic Principle Of OFDM
In conventional serial data transmission systems the symbols are transmitted sequentially 
such that the frequency spectrum of each symbol is allowed to occupy the entire available 
bandwidth.
The OFDM technique is one in which several sequential streams of data are transmitted 
simultaneously, so that at any instant in time many data symbols are being transmitted. In 
such a system, the bandwidth of every individual stream, which is known as the subchannel, 
occupies a small fraction of the available bandwidth. By transmitting the data simultaneously 
over many low rate subchannels, the wideband transmission system is now converted into 
many narrowband systems, which individually experience mainly flat fading. To obtain high 
spectral efficiency, the frequency response of the subchannels are allowed to partially 
overlap with specific orthogonality constraints to facilitate the separation of the carriers at 
the receiver. The orthogonality between the subchannels can be maintained, even if the 
signal is passed through a time-dispersive channel, by appending a cyclic prefix at the front 
of every OFDM symbol. The cyclic prefix is a copy of the last part of the OFDM symbol of 
length equal to or greater than the maximum delay spread of the channel. Although the 
insertion of a cyclic prefix imposes a penalty in terms of transmitted power and available 
bandwidth, it is well agreed that it’s the best compromise between performance and 
efficiency in the presence of ISI. A more detailed discussion of this topic will be presented 
later. An OFDM signal can be generated as shown in Figure 3.3.1 below.
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The M-bit groupings at the output of the serial to parallel converter are applied to a signal 
mapper to set the amplitude and phase of each subchannel in the form of complex values 
according to some predetermined constellation. The IFFT is then used to convert the 
ffequency-domain phase and amplitude data for each subchannel into a block of N time 
domain samples. The samples are then parallel to serial converted before being appended a 
cyclic prefix. The resulting time domain samples are then appropriately converted to an 
analogue modulating signal, which is then input to the RF modulator. At the receiver the 
reverse process is implemented. The FFT is used to extract the phase and amplitude of each 
received subchannel from the block of received samples. The larger N  is made the longer the 
symbol period becomes and the less susceptible the system is to burst errors and delay 
spread. The number of subcarriers N, however, is in practice limited by the limitations in the 
filtering process, computational time, the available transmission bandwidth of the mobile 
channel and the Doppler frequency which imposes limits on the separation band as will be 
explained later in this report.
The Fast Fourier Transform (FFT) and the Inverse FFT (IFFT) are in practice used instead of 
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Figure 3.3.1: Schematic of the OFDM Transceiver
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3.4 Mathematical Modelling of OFDM
The difficulties associated with a complete analysis of this system make it rather awkward 
for theoretical studies. Thus, it is common practice to use simplified models resulting in 
tractable analysis. These are classified as the continuous time and discrete time models.
3.4.1 Continuous Time Model
Since the first OFDM system was not implemented in a digital form, the continuous time 
model presented here is considered the ideal OFDM system. For simplicity, it is initially 
assumed that no ISI is present and hence no cyclic prefix is needed.
The continuous OFDM signal can be formed using the following set of elementary 
orthogonal signals:
<?...=  g A t - m T ) ’ 3'4 1 1
where
— o o < m < ° °
0 < k <  N
N = number of carriers to be considered,
T is the duration of the symbol,
gift) is a rectangular pulse modulated onto N  subcarriers and defined as:
^  f o r O < t< T  
0 Otherwise
3.4 .1.2
where f t  =  ^  °r f kT NTS
And Ts is the serial symbol duration.
Therefore, the transmitted OFDM baseband signal of the mth symbol is represented as
= ^ xkJn<Pk(t - mT)> 3.4. 1.3
k=0
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where xkm are a set of complex numbers having values taken from a finite alphabet and 
representing the emitted data signal.





m=-«> k - 0
The demodulation of the OFDM signals is achieved using a bank of filters matched to 
(pk{ t ) , that is
3.4.1.5
The generation of a continuous time OFDM signal can be represented in a block diagram as 

















Figure 3.4.1.1: Baseband Continuous OFDM System Model 
The transmitted energy per subcarrier, Es, can be given by:
E, = )\cpt ( t f d t , 3.4.1.6
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In the presence of ISI, the duration of the OFDM symbols is usually extended by appending 
a cyclic prefix of length equal to the maximum significant delay spread of the channel. 
Taking this into account, the new OFDM duration, T \ is given as:
to be transmitted is encoded into complex symbols, dn, such that dn=an+jbn, then the signal at 
the output of the OFDM transmitter can represented mathematically as:
where an and bn are the inphase and quadrature components of the signal and con = 2nfn is 
the subcarrier frequency. It can be shown mathematically that taking the DFT of the parallel 
data input symbols, dn, and transmitting the output in series is equivalent to the operation 
done at the OFDM transmitter of Figure 3.4.1.1 [54].
Using the complex conjugate equality equation 3.4.2.1 can be rewritten as
T '= T  + Teye 3.4.1.7
where 7 ^  is the duration of the cyclic prefix.






3.4.2 Discrete Time Model
A discrete time model of the OFDM system is shown in Figure 3.3.1. Assuming that the data
X(t )  = Xfl. cos(cot) + bn sin(conf)
3.4.2.1
3.4.2.2
Which is equivalent to
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^  n=(-N+l)
3A2.3
where n = 0,1,....,N-1
A f=  subcarrier spacing 
fn= nAf
d  = d *  , d n = 0 , f , >. = — f  , f n = 0-  n rc ’ 0  ’ J  ( -  n )  J  n ’ J  0
In order to simplify the above, a new coefficient, F„, can be included which is defined as
[54]:
j d ,  if l < n < ( N -1)
if (~N + l ) < n Z - l  
0 if n = 0
Using this new coefficient and substituting the discrete equivalent of t, iAt, and nAf for 
equation 3.4.2.3 can be rearranged in a form that very closely resembles the DFT as shown 
below.
M - 1 , j 2 m i
X m )  =  ^ F ne "  , 3.4.2.4
n=0
Where M = 2(N-1) and i = 0,1,...M-l




Fn-M= K - n if ( y  + l ) < « < M - l
0 if N - \ < n <  —
2
3.5 The Cyclic Prefix Implementation
The transient response of the channel gives rise to ISI, which results in the loss of 
orthogonality between the subcarriers and hence a higher bit error rate. One way of 
eliminating this channel impairment is by increasing the duration of the OFDM symbol until 
the duration of the delay spread is comparatively much shorter. This method, however, 
cannot be enough on its own in practice since the maximum possible duration of the OFDM 
symbol is limited by a number of factors such as, the Doppler frequency, the coherence 
bandwidth of the channel and some technical limitation such as phase offsets and time delay. 
A more practical approach to solve this problem is by sacrificing some of the emitted energy
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by preceding each signal by a time guard interval, which is used to absorb any intersymbol 
interference present and hence make the OFDM symbols completely independent of each 
other. During the guard interval a copy from the rear end of the signal is transmitted to allow 
cyclic convolution with the channel impulse response. At the receiver, the guard interval is 
discarded and only the useful symbol is considered. This method is more commonly known 
as the cyclic prefix method [6].
The cyclic prefix can be implemented as follows, let x be an OFDM symbol of N  samples 
and h(n) be the channel impulse response of length M, where N < M. In order to eliminate 
ISI, x has to be cyclically extended by M-1 samples. This is done by taking a copy from the 
back of the same OFDM symbol of length M-l and inserting it at the front in the guard 
interval to form the new extended symbol x as shown below
x = {x(N-M+l) x(N-M+2) x(N-M+3) ... x(N-l) x(0) x (l)... x(N-l)} 
where x = {x(0) x(l) x(2) ... x(N-l)},
For example if M = 3 ( ie a channel is of the form 1 + D2) and N  = 6, then the new cyclically 
extended symbol is of length 8 and has the following form: x(0) = x(4), x ( l)  = x(5), x (2) = 
x(0), x (3) = x(l), x(4) = x(2), x(5) = x(3), x(6) = x(4), x(7) = x(5). Thus the cyclically 
extended OFDM symbol looks as if it is periodical and hence cyclic convolution with the 
channel impulse response is achieved. In other words, the following DFT transform pair 
holds:
h(n)*x <=> H (k)-X
where * denotes convolution, X and H(k) are the DFT of x and h(n) respectively.
For the previous example, after discarding the cyclic extension, at the receiver the following 
subset of six samples is obtained:
h{ 0) h( 1) h( 2) 0 0 0
0 K  0) /*(!) h{ 2) 0 0
0 0 h{ 0) h{ 1) h{ 2) 0
0 0 0 fc(0) h( 1) h{ 2)
h{2) 0 0 0 K 0 ) h{ 1)
h{ 1) h{ 2) 0 0 0 h( 0)
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It has to be said here that the cyclic extension only removes the intersymbol interference 
between the OFDM symbols, whereas interbin interference within each symbol will still 
exist due to the channel transient response and still has to be compensated for.
The main disadvantages of using a cyclic prefix in combating ISI is the resulting wastes in 
channel capacity as well as transmitted power. The signal to noise ratio loss due to the 
insertion of the cyclic extension is given by:
f  N  + M - l \
S N R = 10  l o g   ------
I  N  J
The interchannel interference may be eliminated if the frequency response of the channel, 
H(k), at each bin was known. There are a number of ways to estimate H(k). Two of the most 
common ones are the use of a pseudo random training sequences that are known both at the 
receiver and transmitter, and the other one is the use of pilot tones which act as reference 
signals within the OFDM symbol, which are then used by the receiver to estimate H(k). 
These two methods and others will be discussed in a subsequent chapter.
3.6 System’s Waveforms
In this section we intend to provide a description of the OFDM signal’s time and frequency 
domain waveforms in order to give a better understanding of its physical meaning.
The time domain waveform of an OFDM signal contains random variations and its 
amplitude has a Gaussian distribution. Figure 3.6.1 and Figure 3.6.2 show an example of the 
time domain structure of an OFDM signal and its power, respectively. It can be seen from 
these two figures that the OFDM signal can exhibit a high peak to mean power ratio 
(PMEPR) which imposes a limit on using non-linear amplifiers and requires the use of the 
less power efficient linear ones. This issue has attracted a lot of attention and several 
methods have been investigated, which included the use of special block codes, scrambling 
techniques, amplitude limiting and m-sequences [9] [10] [44] [53]. As this is an important 
issue for OFDM systems, it will be revisited and discussed more in a subsequent chapter.
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Figure 3.6.2 : OFDM Signal's Power (dB), FFT = 256
The envelope distribution of the OFDM signal is shown in Figure 3.6.3. It can be seen that as 
the number of subcarriers is increased, the distribution converges to Gaussian.
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Figure 3.6.3 : OFDM Signal Distribution, (a) FFT = 4096, (b) FFT = 256
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Figure 3.6.4 displays a picture of the frequency response of the individual subchannels of an 
OFDM signal. It can be seen that due to the rectangular windowing of the transmitted 
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Figure 3.6.4 : Spectrum of Individual Subchannels, FFT = 16
In Figure 3.6.5 it can be seen that the spectrum of an OFDM signal tends asymptotically 
towards a rectangular shape. In some cases, it is required that the edges of the OFDM 
signal’s spectrum fall much quicker than this, therefore other pulse shaping techniques may 
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Figure 3.6.5 : Power Spectral Density of an OFDM Signal, FFT = 32
It can also be noted from Figure 3.6.5 that the secondary lobes can have high amplitude. 
Nevertheless, their widths depend on the OFDM symbol duration and therefore their relative 
value decreases as the FFT size is increased.
3.7 OFDM Bandwidth Efficiency
The spectral efficiency of an OFDM system may be given by:
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and N, L and f3 are the Number of subcarriers, cyclic prefix length and the shaping filter roll 
off factor, respectively.
The bandwidth efficiency approaches the Nyquist rate as ratio of UN  and (3 approaches zero. 
If Rs is the symbol rate of the serial stream at the input of the S/P converter and it is aimed to 
keep the rate of the actual data the same, then the transmission rate at the input of the 
channel has to be increased in order to accommodate of the cyclic prefix. Thus the new data 
rate, Rp, is given by:
Using equation 3.7.2 and 3.7.3 it is easy to show that the corresponding length of the cyclic 
prefix, Lnew, is given by:
Where rm is the maximum delay spread of the channel.
When assuming an ideal OFDM system, the maximum achievable bandwidth efficiency is 
given by:
L R,T”new 3.7.4
Log2M  bits / s i  H z, 3.7.5
where M refers to the number of bits used in an M-ary digital modulation scheme.
3.8 OFDM Received Signals
In this section, an expression of the received OFDM signal in two types of channels, namely 
time selective and frequency selective channels, is presented.
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3.8.1 T im e S e le c tiv e  C hannel
As the name implies, this type of channel results in producing variations in the transmitted 
signal’s amplitude and phase but does not result in any ISI.
The impulse response of such channel is given by:
hi = h i -ej<pi i = 0,1* - *, iV — 1, 3.8.1.1
Where, as discussed in chapter 2, the amplitude, ht and phase, <pb have Gaussian and uniform 
distributions, respectively. The index, i, is a time index and it is inserted here to emphasise 
on the time domain correlation of the channel. Assuming that the OFDM symbol’s duration 
is less than the coherence time of the channel, then the subcarriers will undergo almost 
identical attenuation and phase shift. Therefore, The transfer function of this cannel, H(f), 
may be approximated by
H ( f )  = h„erage-e Ir— , 3.8.1.2
Assuming that X is a vector of complex coefficients representing the symbols to be 
transmitted, the samples of the f h OFDM symbol at the input of the channel is given by:
1 N - 1
_  1  V *  y  j 2 m n k / N
,x  ~ t w  a  ■
3.8.1.3
The received samples at the input of the receiver’s FFT are thus then given by:
r«  = - / = - £ X ™ ■*. , 3.8.1.4
V N  m=o
Where for simplicity the additive noise term has been omitted here. When these samples are 
applied to the FFT, the resulting decision variable samples, Z, are given by:
1 N~l  ^ N~l(  N~l 1 ZlI= - i - y I X a *1 * J
k=0
1 a t 1 1)
= T 7 - E i X  A  * - 3.8.1.5
N  k=0  m=Q
= X l -ht ■e J<Pl + « /
And therefore, an estimate of the transmitted samples, X , may be constructed as shown 
below:
771=0V
e ~ j 2 n l k / N
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3.8.1.6
3.8.2 Frequency Selective Channel
In a frequency selective fading channel, the situation is more complicated as the finite 
impulse response duration of the channel results in ISI and much less correlated channel 
frequency response than that of the time selective. Since the OFDM technique stretches the
occurs between pairs of OFDM symbols only. In other words, the impulse response 
dispersion does not exceed more than one consecutive symbol at a time. In this type of 
channels, the impulse response, h(t), may be represented as a vector of samples as shown 
below:
period equal to the OFDM symbol duration. In addition, the individual samples of the 
channel impulse response are assumed to be uncorrelated Gaussian random variables. Using 
this definition of the impulse response, the received signal at the input of the FFT may be 
given as:
If we substitute for x and h using equation 3.8.1.1, 3.8.1.3 and 3.8.1.4 the resulting 
expression at the output of the receiver’s FFT will look very complicated and difficult to 
follow therefore we use a different strategy here to represent the signal at he the output of the 
receiver’s FFT. Since the transpiitted signal vector, x, can be represented in a matrix form as 
x = CDFT1' X where CDFT1 is an NXN matrix representing the complex inverse Fourier 
transform and X  is a vector of the complex symbols to be transmitted, equation 3.8.2.1 can 
be rewritten as:
duration of the transmitted symbols in time, the analysis presented here assumes that the ISI
h{t) — »
where it is assumed that the h(t) is causal and sampled at a Nyquist sampling rate over a
k N - 1
3.8.2.1
k = 0,1 • • •, N  - 1, m = 0,1, • • •, L - 1, i = 0,1, • • •, <»
The above equation may be broken further into the following form:
i-i




C D F T ~ \X i_hm) + nl
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jfc-i N - 1







Therefore, the received vector at the input of the receiver’s FFT is given by:
m l
n = h , ■ CDFT-' ■ X, + h i  ■ CDFT-' ■ X M + n ,,
ml m2 .
Where, h , h and CDTF are three NXN matrices defined as given below:
3.8.2.4
and
h Q 0 0 .. . ' '0 h  hN - l  n N - 2 K
II K ^0 0 »
m2 
/*  =
0 0 h N _ x -  h 2
A -i ^ N - 2 V 0 0 0 . . .  0
r  d ° - °N D 1-0N D™^ N
n ( N - D-0 
N
D °i
N D uN D 21N . . . N
CDFT1 = D0"2
N D 12 D22^ N
n (AM )-2
N » =
d o - (N -
-  N
1) r )l- (A f- l)
N
n 2 < N - i )
U N
. . . n ( N - l H N - \ )
N
■Jn
2 j n l N
At the output of the receiver’s FFT, the signal is given by:
{  m l m 2
Rt = CDFT(/;.) = CDFT k  ■ CDFT'1 ■ X, + h; ■ CDFT-' • XM + nt
m l m 2
= (CDFT h  ■ CDFT~') • X , + (CDFT h  • CDFT'') • XM + CDFT -n.
i i 3.8.2.5






where Wt = CDFT • h { * CDFT'1 (N X N  matrix)
m 2
Vt = CDFT • h { • CDFT'1 (N X N  matrix)
and N ; = CDFT • n; ( N X N  matrix),
The matrices W and V are both triangular and may be written in an iterative form as:
A ~\1 N- 1
wk ,m = --  2 :N n=0
1 N- 1
=  — ■ 2
N  n = 0
-  jlnknlN • E hN+n_pe
p=0
N-jljdat/N  y  i ,  jlnmp/N
°  ' 2j  n n - p e
p=n+1
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Therefore an estimate of the transmitted signal can be obtained provided a good estimate of 
W and V is available. This may be given in a matrix form as:
3.8.2.6
3.9 Theoretical BER Performance
The approach followed here to establish a bound for the BER of an OFDM system is based 
on finding the average signal to noise plus interference ratio, SNIR. The individual 
components making up the received signal are given by expanding equation 3.8.2.5:
Ru = N
f  M - L - l  k + L  \
- j l m m  /  N  j 2 j i k ( n - l ) I N
N - l  
n=0
+
X X v »
jfc=0 m = 0  
N - l  M - 1
X IX*.« e
^  k = M - L  m =  0
N - l  M - L - l  M - l
. g - 1 N  .  g  j 2 t d c i n - l )  I N
+
t - j 2 n m n /  N  j 2 n k ( n - l ) / N
n=  0 k = 0  m = k + L + 1 
N - li  -
- j 2  i d d / N 3.9.1




and x ik — X  ikn j 2 i m k  /  N - L < k < N ,
m=0
and the four distinct components equation are:
RIJ= H u - X i J + I C I l J +I SI u + N u ,
where
H n = ~  l'1 N
1 (  N - l  M - l  M - L - l  k + L
-1 ^  1 .  - j 2 j d m / NX X X*u-
^ k = M - L  m =  0 k=Q m = 0
C N - l  M - l
IC1U = — V x ,  „ .
i , i  x t  /  /  i ,n »
N  Tii
k = M - L  m =0
M - L - l  k + L
X 'Z hi.k,m-e—j 2 i d m ! N  ' — j 2 j d ( n - l )  /  N
k = 0  m = 0
1 N - l  M - L - l  M - l
ISIu =77'X • X X ■ e' t2miL~m ) / N  ' g j 2 j i k { n - l ) l N
71=0 k = 0  m = k + L + 1
and
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Because the tap coefficients, hixm are samples from an independent zero-mean complex 
Gaussian process, the fading term H^m can be considered a zero-mean Gaussian complex 
process. The underlying assumption here is that each subchannel is a Rayleigh fading 
channel. Also, since the Fourier transform of a Gaussian noise process is another Gaussian 
noise process, the noise term, NiXm is Gaussian. Although, the ICI and ISI terms are made of 
correlated components, it is widely acceptable to model them as Gaussian variables when the 
input data symbols are i.i.d and have a mean of zero and variance of Es [56] [57]. To calculate 
the average BER, it is first required to find the average SNIR of the system in the presence of 
all the aforementioned interference terms.
Under the isotropic scattering assumption, the autocorrelation of the tap coefficients is [58]:
3.9.2
where power of the channel tap and the zeroth-order Bessel
function.
Therefore, the variance of the ICI term is [57]:
■ j l n ( k
j l x ( k - u y ( . n - \ ) I N
+
where
Similarly the variance of ISI and H is given by:
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M - L - l  M - l
N k = 0  m = t + L + 1
and
a " = l F
N - l  N - l  M - l..................................................................................  M - L - l  N - l  k + LX X Eff^ o(2^ 0 + 2' X X 'Z(Ti J«(27^ DTt,u)+
- M - L  u = M - L  m = 0 k =  0  u = M - L m = 0
t - L - l M - L - l m i n ( . k , u ) + L
X X ECT™-/o(2^ DnJ
fc=0 u = 0  m = 0
3.9.3
Assuming that the channel transfer function was estimated perfectly, the BER performance 
can be estimated using the following average SNIR,
Y =
E . - cr;
G  ICI "I~ O  ISI ^ 0
3.9.4
®  ici & isi r> ' +  E f  N }
In [59] the BER for an AWGN channel with MQAM modulation and ideal coherent phase 
detection is tight bounded to within ldB for 0 < SNR < 30 dB by:
1 ( - 3 - SNR']  „ „ „
BERa w g n  ~  ^‘ exP 2 ^  ^  ’ 3.9.5
In fact this serves as a lower bound for M  = 2 and an upper bound for M  > 4 .
Assuming that the SNIR is Rayleigh distributed, then the probability density function of the 
instantaneous SNIR, y , is given by:
p(y)=--e"r'f r>o,
Y
Therefore, using 3.9.5, the average BER can be calculated as:
3.9.6
BER Ray V i '
1 /5 3.9.7
1 +
2 • (M - 1)
where y  is defined in 3.9.4.
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3.10 Conclusion
In this chapter an up to date history of the OFDM technique and its related recent 
applications was provided. A brief description of the principle of this modulation scheme has 
then been presented. It was shown how the use of such technique could make wideband 
transmission over frequency selective fading channel achievable. The fact that OFDM can be 
implemented using the fast Fourier transform and its inverse makes the implementation of 
this technique a reality and avoids the need to use a bank of oscillators and filters. Since the 
subcarriers are allowed to partially overlap in an OFDM system, the available bandwidth is 
more efficiently utilised. Although the performance and bandwidth efficiency of such system 
improves as the number of subcarriers used increases, there is a limit on the maximum 
number of subcarriers that can be used. This is determined by the Doppler spread and the 
computational time required. It has been shown that in order to preserve the orthogonality 
between the subcarriers and prevent significant ISI, the use of a cyclic prefix is 
indispensable. A simplified description of the mathematical representation of an OFDM 
signal in the presence of time and frequency selective fading channel has been given. In 
addition, a theoretical analysis of the BER performance of MQAM/OFDM has been 
provided, which could be used to show the trade off between the system BER performance, 
number of subcarriers and duration of the cyclic prefix.
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Chapter Four: OFDM Performance Evaluation
4. Chapter Four
4.1. Introduction
In the previous chapters the characteristics of the mobile radio channel and the theoretical 
description of the OFDM system were given. In this chapter, the aim is to study the 
behaviour of this modulation technique in the presence of various channels and receiver 
impairments. In particular this chapter will show the impact of channel time variation and 
frequency selectivity on the system performance and how these factors influences the system 
parameters. The advantages and disadvantages of using the cyclic prefix in the aim to reduce 
ISI are then discussed and an alternative technique that is based on feedback compensation is 
presented. The sensitivity of OFDM systems to some synchronisation errors, such as 
frequency, phase and timing are also discussed and a number of estimation algorithms are 
presented. The influence of time and frequency interleaving combined with convolutional 
coding is also analysed under different channel conditions. Finally a comparison between 
two OFDM based differential detector structures, namely, serial OFDM-DPSK and parallel 
OFDM-DPSK, is presented along with the relative advantages and disadvantages of each 
technique.
In conventional serial data transmission schemes, the symbols are transmitted sequentially, 
with the frequency spectrum of each symbol allowed to occupy the entire available 
transmission bandwidth. Since the duration of each transmitted symbol is inversely 
proportional to the symbol transmission rate, this scheme imposes a limit on the maximum 
allowable transmission bandwidth, BW. This is because the system’s susceptibility to 
channel dispersion increases in proportion to the transmission rate. In addition, in the 
presence of dispersive channels, serial transmission schemes require the use of complicated 
equalisers when transmitting at high data rates in order to ensure a successful recovery of the 
transmitted data.
Unlike the serial transmission scheme, parallel transmission increases the duration of each 
transmitted symbol to N  times longer than the reciprocal of the total transmission bandwidth 
without altering the total data throughput of the system. Therefore, a parallel approach has 
the advantage of spreading out a fade or a burst of errors over many symbols so that instead 
of several adjacent symbols becoming completely destroyed, many symbols are only slightly 
affected and thus may be successfully reconstructed. In addition, because of dividing the 
channel bandwidth into many narrow sub-bands, the channel frequency response over each
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of these sub-bands becomes relatively flat. This makes equalisation potentially simpler than 
in the serial system case. Another advantage of the parallel scheme is the possibility of being 
able to avoid the use of equalisers when differential decoding is employed, thus severely 
reducing the complexity of the receiver’s structure.
4.2. Impact of System Parameters
Unless otherwise stated, the main parameters used in the simulations here are summarised in 
Table 4.2.1 below. In addition, for the following simulations it is assumed that errors arising 
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Table 4.2.1: Simulation’s Parameters
4.2.1. Number of Sub-carriers Versus Multipath
The aim of this section is to highlight the impact of varying the number of subcarriers in the 
presence of both time and frequency dispersion. To assess the degradation caused by each 
one, the simulation was repeated for each one individually and then for the combined effect 
of the two together. For the time dispersive scenario time-invariant channels with a 
maximum delay spread of 5psec and ll .lp sec  were used. On the other hand, for the 
frequency dispersive channels, a frequency-flat-time-selective channel with a Doppler 
frequency of 100Hz was used. It can be seen from Figure 4.2.1.1 (a) and (b) that the 
degradation caused by time dispersion decreases as the number of subcarriers increases. This 
is because the effect of the resulting ISI becomes negligible as the length of the data symbols 
increases in proportion to the increase in the number of subcarriers. It is worth noting that in 
the case of the urban channel, figure (b), the performance improvement is starting to saturate 
as the number of subcarriers reaches 4096. This implies that as the symbol duration to the
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time dispersion ratio reaches a certain threshold (in this case about 164), very little 
improvement would be obtained by further increasing the number of subcarriers.
In the case of the time dispersive scenario, it can be seen that the detrimental effect takes an 
opposite direction. In other words, as the symbol period is increased more ICI is generated 
and hence a higher performance degradation. It can be seen from this figure that the impact 
of such channel impairment can degrade the system's performance from 10'3 to 10'1, when 
the number of subcarriers is increased from 128 or below to 4096 subcarriers.
In order to find the optimum number of subcarriers that produces the best performance in the 
presence of both time and frequency dispersion, the simulation test was repeated in a time- 
varying-frequency selective fading channel. It was found that the best compromise 
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Figure 4.2.1.1 : Effect of No. of Sub-carriers in Both Hilly and Urban Channels
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4.2.2. Impact of the Cyclic Prefix
In this section it is intended to highlight the impact of ISI, or alternatively the importance of 
the cyclic prefix on the OFDM system BER performance. The mathematical relationship 
relating the impact of the channel’s delay spread to the theoretical BER performance of the 
OFDM system was presented in the previous chapter.
It is important to note that the use of the cyclic prefix is at least twofold. In addition to 
resulting in ISI-free OFDM blocks, the remaining impact of the channel’s transient response 
on the individual sub-carriers may be resolved by a single multiplication operation using a 
copy of the inverse of the channel’s frequency response. If however, a time guard-interval 
was used instead, i.e. during which no data is transmitted, the received OFDM blocks will be 
ISI free but in order to completely resolve the remaining impact of the channel on the 
individual sub-carriers, matrix inversion may be essential. Thus the number of multiplication 
operations is increased to N  times that needed in the case of the cyclic prefix and that is 
excluding the number of multiplication and addition operations required in the matrix 
inversion process. In addition, because in the case of the time-guard-interval the ISI-free 
received OFDM blocks are masked with a waveform that contains high frequency 
components, this makes good channel estimation rather difficult and in the case of frequency 
domain differential modulation may result in higher bit error rates Figure 4.2.2.1 shows the 
time and frequency waveforms that mask each OFDM block in the presence of a cyclic 
prefix and a guard interval, respectively. It can be seen from (a) that unlike in the case of 
using a cyclic prefix, the frequency spectrum of the mask resulting from using a guard 
interval contains all frequency components up to the highest one in the available bandwidth.
0.8









Figure 4.2.2. l:Comparsion Between the Cyclic Prefix and Guard Interval methods
Figure 4.2.2.2 shows the impact of ISI is the absence and presence of the cyclic prefix. It can 
be noted that the cyclic prefix offers a huge improvement even if its length is less than that 
of the maximum delay spread of the channel.
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The graphs shown in Figure 4.2.2.3 are intended to highlight the impact of increasing the 
power of the secondary paths in a multipath environment. In this case a simple two-tap 
channel with a maximum delay spread of 17.2|isec was used and the power of the second 
path was varied from 20dB below the power of the main path to OdB. It can be seen from 
this figure that when the power concentration in the main path is significantly higher than 
that in the secondary path, the impact of ISI is not severe and the cyclic prefix may be 
unnecessary.
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On the other hand, when the power in the second path starts approaching the level of power 
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Figure 4.2.2.3: Impact of Multipath in the Presence and Absence of a Cyclic Prefix (CP) for 
Different Et/N0 Ratios, Maximum delay = 17.2ps.
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4.2.2.1. Alternative solution to the Cyclic Prefix
The use of a cyclic prefix entails penalties in the form of bandwidth and energy. Besides, the 
maximum delay spread of the channel may sometimes in practice exceed the length of the 
cyclic prefix resulting in a higher irreducible bit error rate floor. In addition, in cases where 
privacy is of prime importance, the use of a cyclic prefix is totally undesirable as it increases 
the probability of intercept. In view of this, in this work a method has been investigated 
where no cyclic prefix is needed and thus bandwidth, energy and privacy may be conserved. 
This method is feedback based as it performs tail cancellation using information from 
previous OFDM blocks [1]. One big advantage of the cyclic prefix is that provided that it 
completely absorbs the ISI term, the ISI free received OFDM block can then be easily 
equalised using an inverse of the channel frequency response. The frequency response of the 
channel usually contains a finite number of dominant frequency components and thus makes 
channel estimation an easier task. Because the alternative method discussed here does not 
use a cyclic prefix at the transmitter, the use of a simple equaliser that uses an estimate of the 
channel frequency response may not be sufficient and matrix inversion may be needed. 
However, this weakness of the feedback tail cancellation method may be overcome by re­
storing the cyclic nature of the transmitted symbol before the receiver’s FFT. Following 
from the analysis in chapter three, assuming that the OFDM block duration is long enough 
such that ISI can only exist between contiguous pairs of OFDM blocks, the received OFDM 
signal can be represented as follows:
i - 1 A M
ru  = x i4 'hifi + 'hu - t + + nu  4.2.2.1.1
'— «— ' k=o it=/+i vr r J
desired  ' -------------- v------------------  v----------------v------------------- ' additive
sample ISI, ISI, noise
within the block due to previous block
where
r is the received symbol before the FFT, 
x is the transmitted time domain data sample, 
h is the channel impulse response 
n is the additive white Gaussian noise, 
and j  is the OFDM block index.
If a good estimate of the channel impulse response and the previous OFDM block is 
available, the ISI term on the "received symbol can be removed by reconstructing the third 
term at the receiver and subtracting it from 4.2.2.1.1. Although in practice, a perfect estimate 
of the channel impulse response and the previous block may not be available, it will be 
shown that using estimates will produce good performance especially at high SNRs. Once
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the ISI term due to the previous OFDM block is removed, the periodicity of the received 




r is the ISI free received samples,
L is the maximum delay spread of the channel.
It can be seen from equation 4.2.2.1.2 that in order to restore periodicity of the transmitted 
symbol knowledge of the actual symbol itself is needed. This condition is met in certain 
receivers discussed in [5] where the exact symbol may be known in advance. In this case 
however no knowledge of the actual symbol is available a priori and an estimate has to be 
established. An estimate can be established by first equalising the received signal using the 
simple channel frequency response based equaliser then reconstructing the time domain 
samples which are fed back to be used in the periodicity restoration process. Some of the 
samples will be in error and therefore the cyclic restoration is imperfect.
This technique of ISI removal and periodicity restoration may be summarised in the 
following steps:
1: An initial estimate of the channel impulse response and the previous symbol is 
obtained from sending one comb of frequency-domain pilot tones at the beginning of 
transmission.
2: Use the reconstructed time domain samples of the previous block, xj_i ,• to 
remove the ISI term from the newly arriving time domain samples, Xjt using the following 
relationship:
hi = rU “  ‘V i - .  4.2.2.1.3
n=/+1
3: These ISI free samples are then converted back to the frequency domain using the 
receiver’s FFT, equalised and used to construct an estimate of the originally transmitted
symbols, X j . These are then converted back to the time domain using the IFFT, Xj ,•, in 
order to use in the periodicity restoration process as shown below:
hi = hi + ’ExtJi-m  4.2.2.1.4
m=1
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4: The resulting time domain samples are then converted to the frequency domain 
using the FFT, equalised and demapped to recover the transmitted data bits. A copy of these 
bits is fed back and used for removing the ISI term on the next symbol.
A simplified block diagram of the part of the OFDM receiver that deals with the ISI removal 




















Figure 4.2.2.1.1: Part of the OFDM Receiver that Deals with ISI Removal
The process of ISI cancellation and periodicity restoration can also be done in the frequency 
domain after the receiver’s FFT using the following relationships:
1 N - l
* » **i -rO
N - i f  N - l
l2 j7 tk l lN  j ,  g l j T B n p /N
t = 0
N  + t - p  
p = t+ ( N - M ) / J
■Xj-u 4.2.2.1.5
ISF
R f c = R j + V R j
i  N - lv = —-• V
k,m N  Z j
n=0
j l j t k n / N
S V
A
-  jlrn n p  ! N
p= n + l
4.2.2.1.6
Its clear from both equation 4.2.2.1.5 and 4.2.2.1.6 that the frequency domain based method 
of tail cancellation and periodicity restoration requires more calculations and entails a higher 
risk of making errors since now the whole symbol is being operated upon, rather than just the 
fraction of the symbol that corresponds to the maximum delay spread of the channel as is the 
case with the time domain method. Therefore if an error is made it will affect the whole
75
Chapter Four: OFDM Performance Evaluation
symbol and then due to the feedback nature of the process, the error will propagate to the 
other symbols causing catastrophic failure. In addition the periodicity restoration process is 
useful for simplifying the feedback channel impulse response estimation process.
4.2.2.2. Adaptive Algorithm
Because of the nature of the method used to cancel the ISI term and to restore the periodicity 
of the received signals, a good estimate of the channel impulse response is vital. In this 
section we examine the performance of the least mean square, LMS, CIR estimation on the 
systems performance, see appendix at the end of the chapter. The method implemented here 
to estimate the channel response uses an LMS algorithm for each sub-carrier as given by 
4.2.2.2.1:
W ^ W ^ + 2 - n - E ^ - X l
4.2.2.2.1
E  = Z -W.  X.i,n i fn t,n i fn
where, i is a time index,
n is a frequency index,
W is the tap weight,
X* is the complex conjugate of the transmitted symbol, in the frequency-
domain.
p  is speed of convergence control factor, 
and Z is the received corrupted symbol after ISI cancellation and periodicity
restoration.
The LMS algorithm is used in a feedback channel modelling mode as shown in figure . In 
order to achieve a fast start of the algorithm, an initial estimate of the coefficients is 
established by dividing the first received block of frequency domain pilot tones by its 
corresponding transmitted one. It will be shown this will reduce the conversion time of the 
LMS algorithm significantly. After each block update of the LMS algorithm, the frequency- 
domain coefficients of the transfer function should be inverse FFT transformed to the time 
domain for use in the ISI cancellation and periodicity restoration processes. In addition, this 
set of time domain coefficients’should be windowed by a rectangular window of length equal 
to the maximum delay spread of the channel, M. Then the coefficients should be replaced by 
the FFT transform of the windowed time domain coefficients. This process has the 
advantage of reducing the residual noise resulting from imperfect ISI cancellation and
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periodicity restoration as well the receiver’s additive noise, by as much as lOlog(M/N) dB. 
Therefore, the effective update including the effects of windowing is given by:
w;+i„=w;„+2-iU-a-£, -X*i+i,n i,n r  i,n i,n
4.2.2.12















Figure 2.2.2.1: Schematic of LMS-Channel Estimator
4.2.2.3. Simulation Results
Except for the Doppler frequency, the simulation parameters used in the simulation below 
are given in Table 4.2.1 provided before. The Doppler frequency was chosen to be 25Hz for 
the purpose of allowing an adaptive algorithm such as the LMS algorithm to converge. 
Figure 4.2.2.3.1 below shows the advantage of initialising the LMS weights by directly 
dividing the received signal by the transmitted one at the beginning of transmission. The 
advantage of using such initialisation technique however only pays off at high SNR (> 
lOdB), as shown in figure 4.2.2.3.1 part (b).
The choice of the control factor p  is very important in the presence of time-varying 
multipath channels. For the simulation results below, the optimum value for p  was found by 
trial and error to be 0.05. Figure 4.2.2.3.2 shows a few samples of the tests carried out to 
examine the impact of different p  values on the convergence rate of the LMS algorithm in 
the type of channel used here.
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Figure 4.2.2.3.1: Convergence Time of the LMS Algorithm in Static Typical Urban GSM 
Channel, (a) at SNR= OdB, (b) at SNR =10dB
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Figure 4.2.2.3.2: Convergence Time of the LMS Algorithm in Time-Varying Typical Urban 
GSM Channel at SNR= lOdB, Doppler=25Hz
where the MSE on the y-axis is defined as the time-average of the difference between the 
estimated and actual channel estimate.
Figure 4.2.2.3.3 and Figure 4.2.2.3.4 illustrate the performance of the feedback-based ISI 
cancellation technique and compare it to the cyclic prefix method in both static and time- 
varying channels, respectively. The comparison on both figures includes results LMS 
algorithm, averaging technique and perfect channel knowledge. For the averaging technique, 
the channel estimate was obtained by averaging over a hundred samples for the static 
channel and only one sample for the time varying channel. The feedback-based ISI 
cancellation technique offers a good performance and may be considered as a potential
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alternative to the cyclic prefix technique if the extra computational complexity is not of 
paramount importance. The secret of a successful implementation of this technique however 
lies in the availability of a good channel estimate as can be seen form Figure 4.2 .23A.
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Figure 4.2.2.3.3: Comparison in the Presence and Absence of the Cyclic Prefix in Static 6 tap
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Figure 4.2.2.3.4: Comparison in the Presence and Absence of the Cyclic Prefix in Time- 
Varying 6 tap Urban Multipath Channel
In order to prevent instability due to erroneous ISI cancellation and periodicity restoration, 
pilot sequences were periodically transmitted at a rate of 5% of the used bandwidth. The 
pilot sequences were also used for preventing the channel estimate from diverging 
catastrophically from the correct one.
♦ avrg ,ptt=5%
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4.2.3. Synchronisation issues
The sensitivity of OFDM based systems to synchronisation errors, in particular frequency 
errors, is one of the major drawbacks of this technique. In this section a brief overview of the 
main synchronisation errors is presented. This includes frequency synchronisation, time 
synchronisation and phase noise.
4.2.3.1. Frequency Synchronisation
Frequency offset between the transmission frequency, f T, and the receiving frequency fR, 
(/offset = fr  -f id,  is generally caused by a synchronisation mismatch of the two oscillators at 
the transmitter and receiver. One of the principal disadvantages of OFDM is its high 
sensitivity to frequency offset. Such impairment is exacerbated in the case of asynchronous 
transmission, where subcarriers are shared by more than one user. In such a case, the 
oscillators of all users must be matched, [16]. In this section, however, the frequency offset 
is assumed to be the same for all subcarriers.
Furthermore, it is frequently stated that the time variant influence of the radio channel in the 
form of Doppler shifts also contributes to frequency offsets [17].
There are a few detrimental effects associated with frequency offset. These include phase 
rotation and amplitude reduction of signal at each of the subcarriers (the sine functions are 
shifted and are no longer sampled at the peak) as illustrated in Figure 4.2.3.1.1. In addition, 
frequency offset results in introducing ICI between the subcarriers and hence causes loss of 
orthogonality. Because in OFDM the carriers may be very closely spaced in frequency 
compared to the channel bandwidth, the tolerable frequency offset becomes a very small 
fraction of the channel bandwidth. Maintaining sufficient open loop frequency accuracy can 
therefore become difficult in links, such as, satellites with multiple frequency translations or 





Figure 4.2.3.1.1: Impact of Frequency Offset
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k=  0
g 2 j im k ! N  ' j im e /N 4.2.3.1.1
where
£ is the ratio of the actual frequency offset to the intercarrier spacing.
The use of a cyclic prefix in this situation merely helps maintain adjacent frames orthogonal, 
but the orthogonality with each frame is no longer complete due to the frequency offset. The 
signal at the output of the FFT is therefore:
N - 1
Rk = ' Z rn
- 2  jjtkn  /  N
n= 0
sm (;ice)
N  -sin(^e/ N )
+ I+TJ
4.2.23.2
The first term of equation 4.2.2.3.2 is the wanted signal modified by the channel transfer 
function. This component is also amplitude and phase shifted due to the frequency offset. 
The second term is the ICI term, which (assuming that the impulse response of the channel is 
fixed over one frame) is entirely due to frequency offset and is given by:
N - 1




_N sm (7 t ( l -k  + e) lN)_
4.2.233
In [19], an analytical expression for the SNR degradation due to carrier frequency offset and 
carrier phase noise was derived. It is found that an OFDM based system is much more 
sensitive than a single-carrier based system. The SNR degradation due to the frequency 
offset can be approximated by:
10 / \2 Es
-----------------(7l£) -------- ,
3111(10) v ' N a
4.2.2.3.4
In the presence of fading and dispersive channels, the impact of frequency offset is slightly 
different. An upper bound for the degradation caused in such environment is given by [22]:
DfadUte(dB)<  lOlog10
(  Es  N




In Figure 4.2.2.3.2, the associated SNR degradation is plotted as a function of the normalised 
frequency offset for both AWGN and dispersive channels. It can be concluded from this
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figure that a synchronisation accuracy of as good as within 2% of the actual subcarrier 
frequency may be needed to avoid severe SNR degradation.
AWGN channel
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Figure 4.2.2.3.2: Degradation in SNR Due to Frequency Offset
Most, if not all, frequency offset estimation algorithms are based on using training 
sequences, or pilot tones. In [22] a maximum likelihood algorithm that involves repetition of 
a data symbol and comparison of the phases of each of the subcarriers between the 
successive symbols is presented. Since the modulation phase values are not changed, the 
phase shift of each of the subcarriers between successive repeated symbols is due to the 
frequency offset. It was shown that the estimate obtained using this technique is 
conditionally unbiased and is consistent in the sense that the variance is inversely 
proportional to the number of subcarriers in the OFDM signal. In [23] [24] an algorithm that 
is based on scanning a certain frequency range for the training data distributed evenly over 
the subcarriers was suggested. The most difficult aspect of this algorithm however is to find 
a scanning range and step-size that time allow a precise-enough estimation and a fast search 
at the same time. This method was found to be successful at finding large frequency offsets, 
as long as they are within the search range, even in difficult mobile environments.
4.2.3.2. Carrier Phase Noise
In the absence of frequency offset, phase shifts can occur due to phase noise, which arises 
due to imperfections in the transmitter and receiver oscillators. An analysis of the impact of 
phase noise on the system’s BER performance was carried out in [19]-[21]. There it was
modelled as a Wiener process 6(t) with £ ’{l9(0}= Oand E ^6(t0 + 0 _ ^(*o))2 = 4 ^ |? |} ,
where (3 denotes the one sided 3 dB linewidth of the Lorentzian power density spectrum of 
the free running oscillator.
The degradation in SNR due to such impairments was approximated to be [20]:
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where W is the subcarrier bandwidth.
Equation 4.2.2.3.1 implies that the impact of phase noise increases in proportion to 
increasing the number of subcarriers.
As the statistical characteristics of such noise are usually device dependent, a white Gaussian 
noise generator was used for the purpose of illustrating the impact of such effect. Figure 
4.2.2.3.1 shows how the BER performance of an OFDM-16QAM system is degraded as the 
variance of the phase noise is increased from 0.0 to 0.25. It can be seen from these figures 
that the performance of the system is rapidly degraded, as the phase noise variance is 
increased.
-1
Impact of phase noise in AWGN Channel!
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Figure 4.2.2.3.1: Impact of Phase Noise on Parallel QAM, (a) Static Urban & (b) AWGN
4.2.3.3. Frame Synchronisation
In general, every OFDM block contains N + G number of samples (useful + cyclic prefix 
samples). For correct reception, only the useful N samples have to be detected. If the 
detected samples contained some of the cyclic prefix components or even samples from an 
adjacent block, then a timing synchronisation error is caused. Assuming that the cyclic prefix 
is longer than the impulse response of the channel, then frame misalignment will be 
contained within one OFDM block. If the samples of the cyclic prefix included in the 
detection are contaminated with samples from an adjacent block, then the detected block will 
be ISI infected making the problem even more serious. Some effects of the transmission 
channel can also be seen as frame synchronisation errors as, for example, in the presence of a 
line of sight that is suddenly shadowed [17].
83
Chapter Four: OFDM Performance Evaluation
Input OFDM blocks • • •  JC/.y cp
Correct 
FFT-window




CD  X i+ 1 C p
Ioffset
Figure 4.2.3.3.1: Frame Offset 
A timing offset of toffse, > 0 causes the received OFDM signal to have the following form:
X k+iojfu, N ,i ' e
- j l ia n k I N
N - 1
X k,iOJfKlN - N , i+ 1 * e
- j2 n m k lN 4.2.3.3.11
where
i0ffset = 10ffSet/Ts is the discrete time shift of the block.




^  ioffset y
-1 4.2.3.3.2
It can be seen from equation 4.2.3.3.2, which is plotted in Figure 4.2.3.3.2 that the 
performance of OFDM based systems degrades in proportion to increasing the frame offset.
1
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Figure 4.2.3.3.2: Impact of Frame Misaligment in the Absence of ISI
Several methods for frame synchronisation have been investigated [25]-[32]. The use of pilot 
tones was one of the first techniques proposed. It is based on sending known symbols in 
certain positions in the time-frequency grid [25] [26]. As well as assisting in estimating the 
frame position, such technique can also provide an estimate of the channel transfer function.
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The drawbacks of this technique however lie in the fact that precious bandwidth is used up 
by the insertion of the pilot tones. In addition, when frequency offset is present, it can 
become very difficult to detect the pilot tones after the receivers FFT due to the resulting loss 
of orthogonality.
The other most common technique investigated is based on the cyclic prefix [29] [32]. This 
method relies on the fact that the cyclic prefix carries repeated data and therefore can be used 
as a reference. In [32] the difference between the received samples spaced N  samples apart is 
calculated, r* -  r k+N and when one of the samples belong to the cyclic prefix and the other 
one to the useful OFDM symbol, the difference should be small. Otherwise the difference 
will have twice the power. By windowing this difference with a rectangular window of the 
same length as that of the cyclic prefix, the output will have a minimum when a new OFDM 
symbol starts.
4.2.4. Impact of Coding and Interleaving
The use of forward error correction coding [31] combined with interleaving to combat fading 
in the mobile channel is a key feature of the OFDM technique. Fades will always be present 
and when they occur they can result in the destruction of many contiguous sub-carriers, 
causing erroneous bits in the receiver. To prevent this, the information bits are protected with 
a suitable code, usually convolutional or may be even a concatenation of convolutional and 
Reed-Solomon codes. Prior to transmission, the coded bits are interleaved in time (over 
several OFDM blocks) or frequency (within the same OFDM block) or even both depending 
on the type of channel encountered. These two interleaving processes will ensure that most 
of the bursts of errors produced in the channel will be reduced to single random errors in the 
receiver after the de-interleaving process taking place. The single errors may then be more 
easily corrected using the decoder.
Time and frequency interleaving provide the OFDM system with both time and frequency 
diversity, respectively. In the presence of dominantly frequency selective channels, however, 
(i.e. when the receiver is not in motion), time interleaving becomes much less effective and 
therefore may be avoided. On the other hand, frequency interleaving in this type of channels 
is essential as it averages the impact of the nulls in the frequency response of the channel 
over many bits making it easier for the decoder at the receiver to recover the transmitted 
data. From this viewpoint, the presence of multipath is an advantage for the COFDM system 
as it makes the channel frequency selective and hence brings in frequency diversity.
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Two types of interleavers have been examined. The first is a block interleaver in which the 
data is stored in a (N X  N) matrix row-wise and read out column-wise. At the deinterleaver, 
the reverse process is implemented. The other type of interleavers examined here uses a 
special relationship to link between the interleaved bits. This relationship given by [4]:
For the interleaver delay_i(i)=  b it reverse ( i m od N o f s )  4.2.4.1
For the deinterleaver delay_d( i)=  N o f s  - I -  delay_i( i) 4.2.4.2
where:
N o f s  is the number of OFDM blocks involved in the interleaving process.
m od  stands for modulo N o f s  operation, in this case used as modulo N o f s  addition,
which is defined as:
m odulo (i/NoFs) =  remainder(i/NoFs)
reverse b it  operation swaps around the binary-representation of (i m od N 0 f s )• e.g. if 
the binary representation of (i m od N o f s ) is 1010, the reverse b it operation would 
produce 0101. i.e. it swapped the leftmost with the rightmost and the second leftmost 
with the second rightmost.
The number of OFDM blocks involved in the interleaving process determines the minimum 
number of binary bits required to represent the value of (i m od N 0fs)• For example if N0fs 
was 32 blocks, then the minimum number of bits required is 5.
The interleaver randomises the coded bits over the specified number of OFDM blocks. The 
total number of bits involved in the interleaving process is given by:
Nj =  N o f s  X  N X I 4.2.4.3
where:
N is the number of sub-carriers,
I is related to the mapping scheme used, i.e. number of bits per sub-carrier
The position of a given bit in a frame, e.g. i, determines the delay, in number of frames, to be 
applied to this bit before transmission. At the deinterleaver a complementary delay is applied 
to the incoming bits in order to restore the original bit order before interleaving. Table
4.2.4.1 lists the delays to be applied to the first 16 bits entering the interleaver and 
deinterleaver as a function of bit index L Because of the cyclic nature of the modulo-16 
operation, the delays to be applied for the next 16 bits are identical.
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Table 4.2.4.1: Delays Applied to Bits Entering the Interleaver and Deinterleaver
In order to show the effectiveness of both frequency and time interleaving, a number of 
simulations have been conducted for both static and dynamic channels. In Figure 4.2.4.1 the 
impact of interleaving in a static channel is presented. A considerable improvement is 
obtained at SNR > lOdB when interleaving is used. This figure also shows that the use of 
time interleaving in this type of channel results in an insignificant improvement over the 
frequency interleaving.
In a dynamic multipath channel however the situation is rather different. Figure 4.2.4.2 
shows how time interleaving is vital in this type of channel as it results in significant 
improvement in terms of SNR.
freq.intrlvng.,ID = 0.2048ms 
-•-ID  = 0.8192ms 
-A- ID = 3.2768ms 






Figure 4.2.4.1: Impact of Coding and Interleaving in Static COST’207 Typical Urban
Channel
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The purpose Figure 4.2.4.3 is to provide a measure of the optimum interleaving depth for the 
systems parameters used here, highlight the impact of frequency interleaving on both 
interleaver types and compare the performance of both interleavers under such conditions. It 
is evident from this figure that the optimum interleaving depth to obtain a BER of 10'3 is 
about 400 msec. It is also clear that frequency interleaving increases the convergence rate of 
the non-block interleaver. Finally, this figure suggests that the non-block interleaver 
combined with frequency interleaving can outperform the block interleaver by about ldB.
 1 1 --------------
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Figure 4.2.4.2: Impact of Coding and Interleaving in Time-Varying COST’207 Urban
Channel
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Figure 4.2.4.3: Impact of Interleaving Depth in Urban COST'207 at Doppler = 200Hz
4.3. Non-Coherent OFDM modulation
The main reason for using non-coherent/differential modulation is because differential 
modulation techniques do not require any information about the channel and thus result in 
less computational complexity and overhead at the receiver. A classical and well-known
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example of differential modulation technique is the differential phase shift keying, DPSK, 
technique which only requires the phase information for encoding and decoding the data bits. 
Other differential techniques include differential amplitude phase modulation, DAPM [9],
The use of differential encoding with OFDM systems may be implemented in two ways. The 
first is referred to as parallel implementation, in which the symbols in one block are 
differentially encoded with the corresponding symbols in the previous block. In other words, 
N differential encoders are required in this case, where N  is the number of sub-carriers used. 
This form of DPSK/OFDM encoding is depicted in Figure 4.3.1.
S/P TO O lF'FT FFT P/S
Transmitter Receiver
Figure 4.3.1: Schematic of the DBPSK (in Parallel) Encoder/Decoder
The other way of implementing DPSK/OFDM may be referred to as serial implementation, 
in which only one encoder is used before the serial to parallel converter at the transmitter and 
one decoder after the parallel to serial converter at the receiver. In other words, the parallel 
DPSK scheme is a time domain based one as it links between consecutive symbols in time 
whereas the serial scheme is based on the frequency domain as it links between symbols in 
frequency. The two implementations have both their advantages and disadvantages. In the 
parallel scheme case, the advantages are high tolerance of the system to the coherence 
bandwidth of the channel and secondly the high bandwidth efficiency achieved as it only 
requires one single block of reference symbols at the beginning of transmission. On the other 
hand, the disadvantages of this scheme are the higher complexity resulting from the use of N 
encoders/decoders at both the transmitter and receiver and the higher sensitive to Doppler 
effects due to its time dependence.
The advantages of using the serial scheme are the much simpler transmitter and receiver 
structures as it only requires one encoder/decoder and its high tolerance to Doppler effects. 
However, the disadvantages of this scheme are its high sensitivity to the coherence 
bandwidth of the channel and its bandwidth inefficiency as it requires to devote one sub­
carrier with ever OFDM block throughout transmission as a reference symbol.
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The differential encoding and decoding of the data may be described in the following steps: 
Encoding:
1- separate the data bits into groups of m bits
2- translate each group of m bits into a complex number, Bjti .according to a certain 
predefined constellation
3- the differentially encoded complex symbol is given by:
X j j  = X jj_i • Bj i for serial implementation or
X j i = X j_x i • Bj i for parallel implementation
At the receiver the data bits are extracted from the received symbols, Rjj, by using the 
following:
Y y  _  ^  j  J ' H j j  _  B j , i  '  X  j , i - l  '  H  j i
14 ~ Rj,m  ~ x u _v HjM  ~ x j m -h j m
-  Bjj , Hji~Hj i  _!
where Hjti is the channel frequency response
Due to the interdependency of the differentially encoded symbols, errors occur in pairs 
resulting in performance loss of about 3dB when compared to its coherent counterpart. 
Figure 4.3.2 shows a comparison between the performance of BPSK and DBPSK in an 
additive white Gaussian noise channel, AWGN. It is clear from this figure that BPSK 
outperforms its differential counterpart by about 3dB at low Eb/N0 values. As the noise 
power decreases with respect to the signal power, the performance difference between BPSK 
and DBPSK shrinks gradually to less than ldB.
In multipath channels, coherent modulation requires an estimate of the channel frequency 
response and therefore the performance of the system is governed by the goodness of the 
channel estimate provided. On the contrary, differential modulation does not require 
knowledge of the channel but may suffer from error propagation between pairs of symbols as 
explained earlier. In order to eliminate errors due to imperfect channel estimation, perfect 
knowledge of the channel is assumed for the coherent modulation case.
In Figure 4.3.3, a comparison of both parallel and serial DBPSK at a BER of 10'3 and 10'4 as 
a function of Eb/N0 versus number of subcarriers is shown. A number of conclusions may be 
drawn from those figures. Firstly, the fact that BPSK outperforms both DBPSK schemes by
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as much as 3-4 dB at BER=10'3, figure (b). In practice however, this penalty may be less 
than 3dB, as the channel estimate used to equalise the multipath effect cannot be perfect.
It can also be seen that at BER = 10‘4, the difference in performance between BPSK and both 
parallel and serial DBPSK shrinks to about ldB especially at N>512.
dbpsk.awgn
bpsk,awgn
•5 -3 1 1 3 5 7 9 11
Eb/No(dB)
Figure 4.3.2: Comparison between BPSK and DBPSK in AWGN Channel
The final conclusion that may be drawn from this figure is the fact that the parallel DBPSK 
scheme outperforms the serial one when Ak512, a direct result of the higher sensitivity of the 
serial scheme to the coherence bandwidth of the channel. The impact of the channel’s 
frequency selectivity on the serial scheme is more destructive as it will subject consecutive 
pairs of DBPSK symbols to significantly different fades which will result in erroneous 



















Figure 4.3.3: Performance Comparison Between Coherent and Differential BPSK in 6 tap 
Urban GSM Channel, (a) Log(BER)=-4, (b) Log(BER)= -3
Figure 4.3.4 gives a comparison between the two schemes for different Eb/N0 ratios and 
reveals the significant improvement in terms of BER obtained when using the parallel
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scheme especially at N< 256. It is evident from this figure that the improvement of the 
parallel scheme over the serial one becomes more significant as the BER sought is lower. 
For example, if the BER required is between 10'4 and 10'5, this can be achieved at Eb/N0 < 
25dB using Ak256 when the parallel scheme is employed whereas if the serial scheme is to 
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Figure 4.3.4: Comparison Between Parallel and Serial DBPSK for Different Eb/N0
4.3.1. Impact of Doppler Frequency
In order to emphasise on the effect of the channel’s time variations on the OFDM system 
BER performance, a flat-fading-time-varying channel was used here. The fading 
encountered in such a channel is classified as time selective (and frequency non-selective). 
Generally in designing OFDM based systems the duration of each OFDM symbol is such 
that the channel is effectively time-invariant during the transmission of each symbol. 
Nevertheless, it is intended here to produce a measure of when a significant degradation 
begins to occur in relation to a fixed Doppler frequency and variable number of sub-carriers 
when using the parallel DBPSK/OFDM scheme. Since this scheme relates the samples of 
one OFDM symbol to their corresponding ones in the previous symbol, it will be shown how 
the BER performance of the system degrades as the number of sub-carriers is increased. This 
is because an increase in the symbol duration means more time for the channel to change 
significantly. It can be seen from Figure 4.3.1.1 how the impact of the Doppler frequency 
becomes more evident at large N values. Unlike in the case of the static multipath channel, 
the serial scheme outperforms the parallel one in this type of channels, especially at large 
values of N. This is because the time delay between the pairs of DBPSK symbols for the 
serial scheme is N  times less than that for the parallel scheme.
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Figure 4.3.1.1: Comparison Between Parallel and Serial DBPSK
in the Presence of Multipath 
Figure 4.3.1.2 further highlights the higher sensitivity of the parallel scheme to Doppler as a 
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Figure 4.3.1.2: Sensitivity of DBPSK Schemes to Doppler
Therefore, it can be said that the use of the serial DBPSK/OFDM scheme in time varying 
and frequency selective fading channels not only produces a much less complicated and 
more commercially economical system but also may outperform its parallel DBPSK/OFDM 
counterpart.
4.3.2. Impact of time-varying multipath
In this section the combined effect of multipath and Doppler on both the serial and parallel 
DPSK schemes is investigated. The channel used in the simulation below is the urban GSM 
model with a maximum delay spread of 5psec. As can be seen from Figure 4.3.2.1, the two
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schemes behave in a completely opposite sense to each other. In the case of the parallel 
scheme the performance degrades rapidly as soon as the number of sub-carriers exceeds 256. 
On the contrary, in the case of the serial scheme, the performance significantly improves as 
the number of sub-carriers reaches 512 and beyond. This figure also suggests that both 
schemes can be applied in such channel provided that the necessary measures in choosing 
the right number of sub-carriers are met. If the number of sub-carriers to be used is small 
such as in the cases where it is essential to keep the size of the FFT as small as possible to 
reduce the computation overhead, then the parallel scheme must be used. On the other hand, 
if its necessary to have many sub-carriers such as in the case of DAB, then the serial scheme 
would be the better option.
Log(BER)=-3,s-dbpsk,200Hz 
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Figure 4.3.2.1: Impact of Time-Varying Multipath Channel on Both DBPSK Schemes, (a)
Parallel DBPSK and (b) Serial DBPSK
4.4. Conclusion
The behaviour of OFDM in multipath fading channels was studied in this chapter. The 
performance of OFDM in terms of bit error versus signal to noise ratio was evaluated over 
two types of GSM channel models, namely urban and hilly channels, and the impact of 
increasing the number of subcarriers in time static and time variant channels was 
investigated. It was shown how the performance improves by increasing the number of 
subcarriers when the channel is time-static and degrades when the channel is mainly time 
variant. In the presence of a time varying multipath channel, the choice of the number of 
subcarriers has a major impact on the system’s BER performance.
The use of a cyclic prefix for combating ISI was investigated along with an alternative 
solution based on feedback echo cancellation. It was concluded that some form of ISI 
combating technique must be used when the ratio of the channel’s maximum delay spread to
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the OFDM block duration is significant. The use of a cyclic prefix is the simplest and safest 
technique, but only at the expense of bandwidth and energy. Feedback echo cancellation 
works very well provided that a good channel estimate is obtainable.
A brief overview of the main synchronisation issues concerned with OFDM was presented. 
The presence of frequency offset was shown to have the highest impact on the system’s 
performance making the use of frequency offset estimation techniques a necessity. The 
influence of carrier phase noise on the OFDM system performance was simulated. It was 
shown that for a fixed bit rate the performance degradation of OFDM due to carrier phase 
noise is higher than single carrier transmission.
The importance of coding and interleaving in time varying frequency selective fading 
channels was examined. It was shown how frequency interleaving may be sufficient in 
dominantly frequency selective fading channels. The time diversity achieved through time 
interleaving is very effective in time varying channels. The optimal interleaving depth is a 
function of the coherence time of the channel as well as the minimum distance of the channel 
coding scheme used. Generally speaking, the optimal interleaving depth is that depth after 
which no further significant improvement is achieved. A comparison between the 
performance of an OFDM system and a single carrier system showed that OFDM 
outperforms the single carrier only when combined with coding and interleaving. Finally a 
comparison between differential and coherent modulation was presented. In the presence of a 
perfect channel estimate, coherent modulation outperforms its non-coherent counterpart by 
as much as 3dB at relatively low signal to noise ratio due to the error propagation associated 
with differential modulation. The performance difference gradually shrinks to about ldB at 
higher SNRs. A comparison between the two different ways of implementing differential 
modulation techniques was presented. It was shown that the serial implementation is more 
appropriate in the presence of rapidly time varying channels especially when the coherence 
bandwidth of the channel is much bigger than that of the individual sub-channels. On the 
other hand, the parallel implementation is the better choice when the channel’s coherence 
bandwidth is relatively small.
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5 Chapter Five
5.1 Introduction
Modulation can be classified as differential or coherent. When differential modulation is 
used, channel estimation is not necessary as the information is encoded in the difference 
between consecutive symbols. This is a common technique in wireless communications, 
which reduces the overall complexity of the system by eliminating the need for equalisation. 
Differential modulation is used in the European DAB standard [1]. The drawback of using 
differential modulation is a SNR loss of about l-3dB. An interesting form of differential 
modulation is the differential amplitude and phase shift keying (DAPSK), where a greater 
spectral efficiency is achieved by using differential coding of amplitude as well as phase
[2] [3], Coherent modulation allows a greater range of different signal constellations to be 
used and therefore is normally chosen when the channel is static or very slowly changing in 
time such as the fixed wireless channels. Coherent modulation is used in the European DVB 
standard [4] [5].
There are mainly two problems in the design of channel estimators for coherent OFDM 
systems. The first problem is the choice of a suitable technique to obtain an initial estimate 
of the channel and the second one is the choice of the optimum criteria within fixed 
complexity and performance for utilising this initial estimate to obtain an improved one.
One way of estimating the channel frequency domain transfer function is to insert multiples 
of pilot tones (known symbols) in the spectrum of the transmitted signal. From these 
symbols all the channel attenuations can be estimated using an interpolating filter. This 
technique is called pilot symbol assisted modulation (PSAM) and was introduced for single 
carrier systems by [6]. Since each channel in OFDM is flat fading, PSAM can be generalised 
in two dimensions where pilots are transmitted in certain positions in the time and frequency 
grid of the OFDM signal. An estimate of the full channel response can then be obtained by 
using a single or two-dimensional interpolating filter.
There are a number of parameters that need to be correctly determined in order to use this 
technique efficiently. Such parameters include the optimum pilot tone pattern, estimation 
criteria, pilot tone power level and interpolation order. Correct choice of such parameters is 
very important as they have a direct impact on the system’s efficiency and BER 
performance.
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In this chapter, the basic principle of the scattered pilots based channel estimation for OFDM 
transmission is presented. The use of different estimation criteria, such as, zero forcing, ZF, 
minimum mean square error, MMSE, and Fourier transform domain, FTD, are discussed and 
a comparison on the basis of BER performance is given in both urban and hilly channels. 
The impact of increasing the pilot tones power level on the system’s overall BER 
performance was evaluated. The sensitivity of such channel estimation technique to frame 
misalignment and its impact on the system performance are analysed using computer 
simulation. Finally, a new alternative method that is based on orthogonal code spreading for 
simultaneous channel estimation and data transmission is presented. Such method allows the 
transmission of 100% pilot tones without altering the data throughput. Thus alleviating some 
of the problems associated with the scattered pilot tone technique.
5.2 System Description
Channel estimators usually need some kind of pilot information as points of reference. In the 
case of a time varying fading channel, constant tracking is necessary so pilot signals may 
have to be continuously transmitted. An efficient way of continuously tracking the time 
varying channel is to transmit pilot symbols instead of data at certain locations of the OFDM 
time- frequency lattice, examples of this are shown in Figure 5.2.1, where both scattered and 
continual pilot symbols are shown.
In general, the fading channel frequency domain transfer function can be viewed as a two- 
dimensional signal (time and frequency) which is sampled at pilot positions, and the 
channel’s induced attenuations and phase shifts between pilots are estimated by 
interpolation. This allows us to use the two-dimensional sampling theorem to put limits on 
the density of the pilot tone patterns. However, as in the single carrier transmission case, the 
pilot pattern should be designed so that the channel is not under-sampled at the receiver [7].
When estimating the channel, the pilot tones are firstly extracted from the received signal 
and used along with their known actual values to estimate the channel’s frequency response 
at their positions. Then the channel response over the subcarriers that carry data is estimated 
by interpolation using the estimates provided by the closest neighbouring pilots. This is 
depicted in Figure 5.2.2.
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Figure 5.2.2: Schematic of Channel Estimator Based on Scattered Pilot Pattern
Mathematically, the channel estimation may be described as follows. It is assumed here that 
the received OFDM blocks are independent of each other; in other words the channel 
impulse decayed to near zero during the cyclic prefix. It is also assumed that the scattered 
pilots are evenly spaced in frequency and time. In such a pilot arrangement, the N  subcarriers 
are divided into Np groups, each with L=N/Np adjacent subcarriers. In each group the first 
subcarrier is used to transmit a pilot signal. The OFDM signal modulated on the k‘h 
subcarrier can be expressed as:
m  =*0,1, - N p - 1| Xpm 1, 5.2.1
[ Information data I = 1,2 • • •, L - 1
X t ' = X mU,
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The pilot signals Xpm can be either equal to fixed complex values to reduce the 
computational complexity or random generated data that can also be used for 
synchronisation as well as channel estimation.
Let Hp be the channel response of the pilot subcarriers where,
Hp = [HPa Up,
=  \HqH l _, •  * * H ({Np_,) L_,, 'f
and Yp be the vector of received pilot signals, where this can be expressed in the following 
format:
Yp = [yPo Ypx '"YP(Np_ J
5.2.2







and Np is the vector of Gaussian noise on the pilot subcarriers. Assuming zero-forcing 
criteria, the channel response at the position of the pilot tones is given by:
Hp71 — Xp~l • Yp
Ypo YPl YP(Np-l)
Xp0 Xpl X P (N p -1)
5.2.5
Which corresponds to dividing the received symbols (which are masked by the channel 
frequency domain transfer function) by a copy of the actual transmitted symbols.
To obtain the full channel response, a first or second order polynomial interpolator can be 
used according to equation 5.2.6 and 5.2.7 as shown below.
H k = H mL+l = i - -
L
Hpm+ j ' H p m+l 0 < / < L , 5.2.6
and
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Hit — C0 • Hpm + Cl • Hpm+l + C2 • Hptm++2
Q = a ( 2 - a ) 5.2.7
and
a  = l /N
5.3 Alternative Estimation Criteria
The ZF method of estimating the channel frequency response is susceptible to noise and 
intercarrier interference, ICI. Because the estimation of the full channel response is obtained 
by interpolation using the channel response samples obtained at the pilots positions, the 
performance of such OFDM system is highly dependent on the goodness of the estimate of 
the pilot samples.
The minimum mean-square error (MMSE) estimator has been shown to provide a much 
better performance than the ZF estimator at low SNR [8]. The major drawback of the MMSE 
estimator, however, is its high complexity, which grows exponentially with the number of 
observation samples. The mathematical representation for the MMSE estimator of pilot 
signals is [9]:
The above implies that there is a matrix inversion involved in calculating the MMSE 
estimate of the channel, which must be calculated every time. This problem however, can be 
avoided by using fixed pilot positions resulting in a simplified linear MMSE estimator [9]:
H P lm m se  ~  R HpHp21 R H p H p ^ ^ P ^
5.3.1
where H p ^  is the initial estimate of Hp, <7^  is the variance of the additive noise and the 
covariance matrices are defined by:
5.3.2
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is a constant depending on the signal constellation.




advance, R HpHp HpHp will only need to be calculated once.
Although the MMSE estimator may be implemented without repetetive evaluation of matrix 
inversion, the number of caculations involved may be considered to be very high for many 
applications and the performance of the algorithm depends heavily on the goodness of the 
predetermined statistics of the channel.
Another technique, which is a compromise between the MMSE and ZF techniques, is the 
Fourier Transform Domain, FTD, technique described in chapter six and [10]. This 
technique simply works by taking the inverse Fourier transform o f the pilot tones and zero 
padding the transformed components that extend beyond the impulse response of the 
channel. When the channel is sample-spaced and the maximum delay spread of the channel 
is known, this technique is “almost” equivalent to the MMSE method. On the contrary, when 
the channel is not sample-spaced and the maximum delay spread of the channel approaches 
the duration of the OFDM block, this technique becomes equivalent to ZF. If the zero- 
padded region is extended such that the total size of the block becomes equal to N  samples, 
taking the Fourier transform of this block will give the full channel response and no further 
interpolation will be required. The interpolated samples will have to be scaled by the square 
root of the sampling period to compensate for the difference between the two transforms.
N-Nc-
zero-pad
Figure 5.3.1: Schematic o f FTD Channel Estimator
As shown in figure 5.3.1, the FTD method works as follows. The received pilots are firstly 
grouped into one group of Np and transformed to the time domain. Zero-padding is then 
applied to eliminate the noise-dominant samples. The zero-padding operation takes place
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over Nc samples where Nc is chosen such that Np + Nc = N. Finally, the inverse Fourier 
transform is invoked producing a down scaled version of the channel frequency response. To 




In Figure 5.3.2 a comparison between the three different techniques in time-invariant urban 
and hilly GSM environments is presented. It can be seen that the performance of the FTD 
technique closely matches that of the MMSE in the urban channel but does not perform as 
well in the hilly channel. This is due to the fact that hilly channels have a much longer 
maximum delay spread and therefore the FTD generated estimate is subjected to more noise.













Figure 5.3.2: Comparison between ZF, MMSE and FTD, (a) Hilly Channel, (b) Urban
Channel
The issue of two dimensional channel estimators has been addressed in [16][19]. A number 
of techniques such as using 2-Dimentsional and separable one-dimensional filters have been 
examined. The employment of separable filters instead of 2-D filters is a standard technique 
used to reduce computational complexity in multidimensional signal processing [20] [22]. 
Using this technique the estimation is first obtained in the frequency direction using a 1-D 
filter and then in the time direction using a second 1-D filter. This restricts the obtainable 2- 
D impulse responses to those that are the outer product of the two 1-D filters.
A comparison between 2-D separable and non-separable classes of filters based on the FIR 
Wiener filters and low-rank approximations of the linear MMSE estimators was conducted 
by [16]. While the 2-D Wiener filter is considered to be the optimal solution in a Gaussian 
environment, the low-rank 2-D estimator is an approximation of such filter, which is derived 
using the theory of optimal rank reduction [22].
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Through analytical calculations of the MSE and simulation results of the BER, [16] showed 
that the separable estimators provided the best performance for a fixed complexity. Two 
levels of complexities were investigated, 3 and 13 multiplications per estimated channel 
transfer function attenuation, and it was found that the low-rank separable Wiener filter 
provided the best system performance within about ldB of that obtained using a perfect 
channel estimate.
5.4 Pilot tone Pattern
Pilot spacing has an optimum value, which represents a trade off between, wasting energy in 
unnecessary pilot symbols and sampling the fading process just often enough for good 
channel estimation. By viewing the channel in the time-ffequency grid as a two-dimensional 
interpolation, fundamental limits on the minimum separation between pilots can be derived. 
The scattered pilot symbols can be seen as noisy samples of a two-dimensional image. In 
order to avoid aliasing, these samples have to be placed close enough to fulfil the sampling 
theorem which constraints both, the maximum tolerable excess delay of the channel and the 
maximum tolerable Doppler frequency. It is important to note that the effective SNR is 
lowered as the percentage of pilots used is increased since this corresponds to a decrease in 
the power transmitted in the useful data symbols.
In order to fulfil the sampling theorem [23], in the time-direction, the maximum Doppler 
frequency, f D, has to be smaller than:
f n  Z \ 5.4.1
2-tf , -r, . ( i+A)
Where Ts is the OFDM symbol duration, A is the guard interval and Nt is the pilot spacing in 
the time direction. Similarly, when the interpolation is to be performed in the frequency 
direction, the maximum excess delay of the channel, has to be smaller than:
max
where Nf is the pilot spacing in the frequency direction.
Figure 5.4.1 and Figure 5.4.2 show the sensitivity of an OFDM system to the spacing 
between the pilot tones in both urban and hilly GSM environments using a MMSE based 
estimator for both 16QAM and BPSK modulation schemes. The pilots where chosen to be 
equally spaced in the frequency direction. Not surprisingly, the BER rises steeply when the 
separation between the pilots causes sampling to fall below the Nyquist rate. It can be seen
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that the optimum sampling duration of pilot tones is independent of the modulation scheme 
used and in this case, for both the 16QAM and BPSK schemes, is about 32 samples for the 
urban channel and 8 samples for the hilly channel. It is also clear that when the channel is 
unnecessarily over-sampled, the performance of the system degrades due to the 
corresponding reduction in the effective SNR.
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■m - SNR=18,urbn 
SNR=13,urbn
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Figure 5.4.1: Impact of Pilot Tone Spacing Using 16QAM Modulation(a) Urban GSM, (b) 
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Figure 5.4.2: Impact of Pilot Tone Spacing Using BPSK Modulation(a) Urban GSM, (b) 
Hilly GSM for Varuous SNR’s Expressed in dB
Figure 5.4.3 shows the impact of varying the amount of pilot-tones in the time direction. It 
can be seen that as the percentage of pilots is increased beyond a certain value, the system’s 
performance degrades as the effective SNR decreases. Similarly, if the percentage of pilots is 
well below that value serious performance degradation is incurred. In this case, because the 
Doppler frequency considered is 100Hz, a pilot spacing of 8 seems to provide the best
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compromise between performance and bandwidth. This corresponds to about 5 times the 
sampling frequency of equation 5.4.1. The interpolation in the time direction was done in the 
time domain in order to keep the amount of interpolation needed to a minimum.
0












Figure 5.4.3: Impact of Spacing of Pilots in the Time Direction
As it can be seen from the above results, over-sampling the channel beyond the optimum 
value not only results in a reduction of the system’s efficiency but also a further degradation 
in performance due to a corresponding reduction in the effective SNR of the system. Once 
the optimum pilot tone percentage is obtained, further improvement may be achieved by 
varying the power of the pilots with respect to that of the data signal. Figure 5.4.4 gives a 
measure of the impact of varying the power of the pilot tones with respect to that of data 
signal, PSR. From these results it can be seen that increasing the pilot tone power by 3 to 6 
dB above the signal power results in a significant improvement in the system’s performance. 
It is worth noting that decreasing the pilot tone power much below the optimum level have 
worse consequences than increasing the pilot power beyond the optimum value. This is 
because when the pilots become more sensitive to noise the entire channel estimate is 
affected as the noise power propagates to the interpolated values and therefore the system’s 
performance is degraded. In order to highlight the impact of PSR, the results in Figure 5.4.4 
where shown in two forms, one as a function of Log(BER) versus PSR and the other as 
Log(BER) versus SNR, for both the urban and hilly channels.
When these simulations were repeated for BPSK modulation, similar results were obtained 
giving an optimum value for PSR at around 3 to 6dB.
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Figure 5.4.5 Impact of Increasing Pilot Tone Power Level with Respect to the Data Signal
Power Using BPSK
5.5 Sensitivity to frame timing synchronisation
In OFDM systems detecting the correct beginning and end of every OFDM symbol is very 
important as the impact of any misjudgement may not only be on the data to be conveyed but 
also on the channel estimation which can in some circumstances result in a catastrophic 
failure of the system. Using a cyclic prefix of appropriate length at the beginning of every 
block, however, will significantly reduce the impact of ISI as well as help relax the timing 
requirements of the system. As briefly discussed in chapter four, methods for timing 
synchronisation have been investigated by [25] and [27]. The algorithm suggested by [25] 
uses the difference between the received samples spaced N samples apart to locate the 
beginning of a new OFDM symbol. When one of the samples belongs to the cyclic prefix 
and the other one to the OFDM symbol from which it is copied, the difference should be 
small otherwise the difference will be relatively larger. By windowing the difference with a 
rectangular window of the same length as the cyclic prefix, the output signal has a minimum 
when a new symbol starts. The impact of timing errors has been analysed by many authors
[28] [29] [30].
Assuming that the cyclic prefix is longer than the maximum delay spread of the channel, 
then timing errors may occur in two forms as depicted in Figure 5.5.1. If the start position of 
the FFT window is within region A, then the only effect suffered by the subcarrier symbols 
including the pilot symbols is a change in phase that increases with the subcarrier index. If 
however, the start position were within region B then the symbols will suffer from ISI as 
well as a phase rotation and the orthogonality of the entire system is degraded.
110




Figure 5.5.1: Principle of Frame Synchronisation
The aim of this section is to investigate the impact of timing misalignment on the scattered 
pilots-based channel estimation technique. A shift in the time domain introduces a phase 
shift in the frequency domain. It is argued in [14] that such a phase shift gives rise to a model 
mismatch between the correct channel model and estimated one regardless of whether its in 
the ISI region or outside it. In [12], however, it is stated that so long as the timing error does 
not spill into the ISI contaminated region, the timing error has no effect on the channel 
estimate and may not need to be compensated for. To establish when can timing errors have 
a serious impact on the channel estimate in relation to the interpolation technique used we 
simulated the system with and without frame misalignment.
Assuming that the frame misalignment does not exceed region A, the received signal after 
the FFT may be given by [12]:
Yk =  X t H k - + Wk ■ e ' * ’*, 5.5.1
P
where 0 = 2n(pe -  L) / N and p e is the frame start position within region A , i.e. pE <L.
It was found that when a trigonometric interpolator similar to that of Figure 5.3.1 was used, 
the impact of the timing error only occurred when the misalignment included the ISI region. 
On the other hand, when a polynomial interpolator was used, the effect of timing error was 
very serious. The polynomial interpolation was investigated for both real and imaginary as 
well as phase and amplitude. It was found that in both cases, unless the phase shift was 
compensated for before interpolation, significant performance degradation would be 
incurred.
In order to compensate for the frame mismatch in the absence of ISI, for the pilot symbols, 
an estimate of the phase rotation is required. Considering only the pilot tones, the estimated 
channel frequency response in the presence of group delay can be given by:
Hpm = H p m e » ’"'+E '?  5.5.2
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Where (ff is the change in phase caused by the frame error and E%p is the estimation error.
Assuming that the pilot tones are scattered in the time domain, then Hpm is a sequence with 
a single frequency and therefore (ff can be estimated using the estimator presented in [13]:
r = ' Z w mZ (H PJ - ( H PmJ
where 5.5.3
|
w_ = — ------





2 JN p2 - 1
Once an estimate of the <jf has been obtained, it is then used to compensate the channel 
transfer function at the pilot-tones positions as given below:
HPm = Hpm e li: 5.5.4
The phase change on the interpolated values is then re-introduced using:
- j k ^ / L
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Figure 5.5.2: Impact of Group Delay Compensation (16QAM in TU-GSM) Using (a) 1st 
Order Polynomial Interpolation, (b) 2nd Order Polynomial Interpolation (c) FDT
Interpolation
It is obvious from Figure 5.5.2 that severe performance degradation is incurred in proportion 
to increases in the group delay. When the group delay exceeds the cyclic prefix, ISI arises 
and even when the delay is compensated for, the system performance will degrade due to the 
ISI effect. This however is only obvious at high SNR’s as can be seen form the above 
figures.
5.6 Orthogonal Code Channel Estimator
The scattered pilot-tones channel estimation technique is suitable for situations when the 
channel coherence time and bandwidth are relatively large. For example, systems such as the 
DVB-T [1] find such technique highly applicable, since the application uses very large FFT
,SNR=38dB
polynomial interpolation
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sizes which corresponds to a large channel coherence bandwidth and the application is 
limited to static or, very slowly time varying channels. In applications that involve vehicular 
receivers, however, much smaller FFT sizes are used to accommodate for high velocities and 
keep ICI to a manageable level, making such technique less suitable due to the excessive 
overhead required for a good channel estimate.
In this section we propose and analyse a new channel estimation technique aimed at 
providing an instantaneous channel estimate without reducing the total data throughput. This 
is achieved by simultaneously transmitting the pilot tones and information signal using two 
orthogonal codes. Ideally two one-chip orthogonal codes would be used for the spreading, 
but because this is not possible two two-chip orthogonal codes are the second best 
alternative.
Figure 5.6.1 depicts a functional block diagram of the OFDM system proposed. The figure 
has two main branches, one for the data symbols and the other for the pilot tone symbols. In 
each branch, the incoming signal is spread by a unique two-chip orthogonal code where the 
code CdiCd2 is for the data symbols and CpiCp2 is for the pilot tones. After the spreading, in 
each branch, the chips representing the symbols are separated such that the first chips are 
kept in one block and the second chips are in a second block. The first block of chips 
representing the data symbols is summed with the first block of chips representing the pilot 
tones and similarly the second block of chips representing the data symbols are summed with 
the second block of chips of pilot tones. In other words, the chips representing each symbol 
are transmitted in series on a single sub-carrier. This is in a way analogous to a spread 
spectrum system in which each user is allocated one sub-carrier and a code of length two- 
chips. Therefore, the signal transmitted has the following format:
X M =  Cdt ■ X djM +  Cp, • Xpj t  0 < k < N  
x n u  = Cd2 ' Xdj* + c P i ' x Pi*
x j+2,k = Cd{ ■ X djtUt +  Cp, -XpJtU 5.6.1
X j+u  =  Cd2 ' Xdj2l k +  Cp2 • Xpk+l k
where Xd and Xp represent the data and pilots frames respectively.
At the receiver, the inverse process is implemented. Since the pairs of chips representing the 
parallel symbols are transmitted serially, the receiver requires having two blocks of sub­
carriers before recovering the data and pilot symbols. Thus, a buffer is used to store pairs of 
blocks of chips representing the transmitted data symbols. The received signal is then passed
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through two branches, one is for extracting the data by correlating the received signal with a 
replica of the data spreading code and the other is for extracting the pilot tones by correlating 
the data with a replica of the pilot tone spreading code. Assuming that there is no ISI present 
and that the channel is time-invariant over the duration of two OFDM blocks, then the 
channel transfer function may be obtained by dividing the received pilot tones with the 
originally transmitted pilot tone sequence. Further refinement of the channel estimate may be 
obtained by using one of the estimation techniques described above.
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Figure 5.6.2: Schematic of the OFDM Receiver
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5.6.1 Analysis of the Received Signal
In this analysis it is assumed that the maximum channel dispersion does not exceed the 
OFDM block duration.
Following the analysis in chapter 3, assuming that ISI only occures between pairs of 
consecutive OFDM symbols, the received time domain samples of the combined signal can 
be given by:
N - 1
r» = 5 X *  • V *  + + n t ■
k=0 k=i+1
required signal ISI
Since the data symbols are now delivered over two OFDM blocks instead of one, it will be 
assumed that the data is transmitted in two-block frames. Each OFDM frame is therefore 2N 
samples/chips in duration.
Xfj* = ^
Cdx • X dj j k + Cpx • Xpf j k 
Cd2 • Xdf j k + Cp2 • Xpj j  k
0 < k < N
5.6.1.2
where f  j  and k are the frame, time and frequency indices, respectively. By combining 
equation 5.6.1.1 and 5.6.1.2, the received time domain OFDM frame can therefor be given 
by the two equations below:
rf  J = h) ■ CDFT ' ■ (cd, ■ Xdf j + Cpl ■ Xpf j )+
required data + innerblock ISI 
m2
hj • CDFT 1 • (Cd2 • Xdf _x j_x + Cp2 • Xpf _x j_x)+
interframe ISI
rf,j+1 — hj+l' CDFT • (cd2 • Xdf j  + Cp2 • XP f j )+
required data + interblock ISI 
m2
hj+i' CDFT ' (cd { • Xdf j + Cpx • Xpf j  )+ n;+1
interblock ISI
where
oi 0 0 • • • ' "0 hN-1 hfj-2 *.. V
ml
h =
hi ho 0 • • •
 ^
to
II 0 0 hN-1 *.. h2
_hN_ i hN-2 ” • ho 0 0 0  •" °_
5.6.1.3
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and j  and/are the block and frame index respectively.
The presence of interblock and interfirame ISI terms result in the loss of orthogonality 
between the consecutive OFDM symbols, frames and consequently the spreading codes.
At the receiver, the frequency domain symbols with each frame can be given by:
m l m l
Rf j  =  (CDFT - h r  CDFT ‘ ‘ ) Cdl - XdfJ +  (CDFT ■ hJ ■ CDFT'1) ■ Cp, ■ Xpf  j +
'---------------------------------------------- v--------------------------------------------- ^
required data+innerblock ISI
m 2  m 2
(CDFT - h r  C D F T )  • Cp, • XdM H  +  (CDFT  • hJ ■ C D F T 1)  • Cp2 • Xpf _l H  +
interframe ISI
CDFT -nj
m l m l
R/+1 = (CDFT -hjM- CDFT'' ) -C d 2 ■ XdfJ +  (CDFT ■ hjtl ■ CDFT'' ) -Cp2 • XpfJ +
v---------------------------------------------------------------------------------------------   /
required data+innerblock ISI
m 2  m 2
(CDFT - h r  CDFT ' )  • Ctf, • Xdf j + (CDFT ■ hjn ■ CDFT ‘ ‘ ) ■ Cdt ■ Xpf ] +
interblock ISI
Rewriting the above:
Rf j = M l • (Ctfj • Xdf j + Cpx • Xp/>;.) + 
M2 • (Cd2 ■ XdM  M + Cp2 ■ Xpf _l H ) + CDFT ■ n, 
R/JtI = M 1-(C d2 ■Xd/ j +Cp2 -Xp/ 1 ) + 
M 2• (Cdl • Xdf j  + Cpx • Xpf j ) + CDFT • nj+l
where
m l
M l = CDFT 'hj -  CDFT~l ,
M2 = CDFT X j  • CDFT-1 
Expanding equation 5.6.1.4 and rearranging produces:
C D F T n j+l
5.6.1.4
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Rf j = M l • Cd,  • Xdftj + M2 • Cd2 ■ Xdf_,h , + M l • Cpx • Xpf j + M2 • Cp2 • Xpf _hJ 
RfJ+, = M l • Cd2 • Xdf j  ■ +M2 • Cd, • Xdf J + M l • Cp2 ■ Xpf j + M2 • Cp, • Xpf j
At the receiver, a correlator is used to separate the data symbols from the pilot symbols by 
utilising the orthogonality relationship between the two codes. Assuming that a fixed pilot 
tone sequence was used, ignoring the additive noise term, the data and pilot symbols at the 
output of the correlator are given by:
Xdj t  = M l ■ Xdf j t  ■(Cd2+ C d 2) + M 2 C d , - C d 2(XdMjJl + Xdf Jk) + 
M l • Xpf j k • (Cd, • Cp, • +Cd2 • Cp2) + M2 • Xpf j k  • (Cd, • Cp2 + Cd2 • Cp, ) 
Xp j  = M l • Xpf  M • (Cp,2 • +Cp2 ) + M2 • Xp fJk • (Cp, • Cp2 + Cp, •Cp2) + 
M l • Xdf j k • (Cd, • Cpi + Cd2 • Cp2) + M2 • (Cp, • Cd2 • Xdf_,jk + Cd,  • Cp2 • Xdf J k)
5.6.1.5
5.6.2 Simulation Results
Since in this channel estimation technique, the SNR is effectively halved due to the insertion 
of 100% pilots, the aim of the first simulation test was to find out the best trade off between 
PSR and BER performance of the system. The effective SNR used here includes the signal 
power due to the data symbols, pilots, cyclic prefix and processing gain of the spreading 
code. Figure 5.6.2.1 shows the relationship between PSR, SNR and BER for the system 
parameters used here for both the urban and hilly channels. It can be seen from these figures 
that for both, the urban and hilly channels, the best system BER performance is obtained 
when PSR is kept at around - 8dB. In contrary to the scattered pilot tone method, a worsened 
BER performance is incurred when the power of the pilots is increased beyond the power of 
the actual signal. This is because no interpolation is involved with this technique, therefore 
noise on the individual pilots will only affect the subcarrier at that position, unlike in the case 
of the scattered pilots where the impact of the noise is propagated to the entire OFDM block 
through the interpolation process.
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Figure 5.6.2.1: Impact of Varying PSR for Urban and Hilly Channels
The aim of the rest of the simulations is to compare the performance of this technique to that 
of the scattered pilots and feedback techniques under a variety of different Doppler 
conditions and different number of subcarriers. The type of channel used here is the hilly 6- 
tap GSM model. Throughout the simulation, the bit rate was fixed at 20Mbps regardless of 
the amount of pilot tones inserted. In the case of the scattered pilot tone method, the pilots 
were spaced uniformly in the frequency direction.
Figure 5.6.2.2 and Figure 5.6.2.3 show a comparison between the above three channel 
estimation techniques in a fixed/static channel when the number of subcarriers is kept at 256 
and 1024, respectively. It can be seen from Figure 5.6.2.2 that the scattered-pilots method 
results in the worst performance even when the amount of pilot tones used was increased to
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50% of the total transmitted data. This is because of the rapid variations in the channel’s 
frequency response that even when the percentage of pilot tones was increased to 50% no 
improvement was obtained. When the number of subcarriers was increased to 1024, 
however, the performance of the scattered pilot tone method has improved significantly. 
These two figures suggest that the feedback channel estimation technique is the most robust 
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Figure 5.6.2.2: Comparison Between Feedback (A), Scattered Pilot (B) and Orthogonal Code 
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Figure 5.6.2.3: Comparison Between Feedback (A), Scattered Pilot (B) and Orthogonal Code 
(C) Relative to Perfect Channel Estimate (D), Channel Type is Static Hilly GSM, Block
Length is 1024
In order to test the stability of this new channel estimation technique, the above tests were 
repeated under time variant conditions. Figure 5.6.2.4 to Figure 5.6.2.7 show a comparison 
between the performance of this technique and that of the pilot assisted and feedback
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channel estimation techniques for a Doppler frequency of 50Hz and 100 Hz and FFT length 
of 256 and 1024 points. As in the static channel case, the pilot assisted technique has the 
worst performance when the number of subcarriers is 256 due to the rapid changes in the 
frequency response of the channel. It can also be seen that the feedback technique is more 
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Figure 5.6.2.4: Comparison Between Feedback (A), Scattered Pilot (B) and Orthogonal Code 
(C) Relative to Perfect Channel Estimate (D), Channel Type is Dynamic Hilly GSM, Block 
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Figure 5.6.2.5: Comparison Between Feedback (A), Scattered Pilot (B) and Orthogonal Code 
(C) Relative to Perfect Channel Estimate (D), Channel Type is Dynamic Hilly GSM, Block 
Length is 256, Doppler Frequency is 100Hz
When the number of subcarriers has been increased to 1024, the performance of the pilot 
assisted technique improved significantly. On the other hand, both the new technique and the 
feedback technique have suffered from the time delay imposed by the block length and
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therefore degraded in performance. Having said that, it can be seen that the feedback 
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Figure 5.6.2.6: Comparison Between Feedback (A), Scattered Pilot (B) and Orthogonal Code 
(C) Relative to Perfect Channel Estimate (D), Channel Type is Dynamic Hilly GSM, Block 
Length is 1024, Doppler Frequency is 50Hz
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Figure 5.6.2.7: Comparison Between Feedback (A), Scattered Pilot (B) and Orthogonal Code 
(C) Relative to Perfect Channel Estimate (D), Channel Type is Dynamic Hilly GSM, Block 
Length is 1024, Doppler Frequency is 100Hz
The above results suggest that under completely unknown and unpredictable channel 
conditions, the new channel estimation technique may be the safest choice. If however, the 
channel is known to be very slowly time variant, such as the fixed wireless channel, then the 
feedback technique is the best choice. Alternatively, if the channel is highly time variant and
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the maximum delay spread of the channel is known, then by careful selection of the FFT 
length, pilot tone separation and PSR, the pilot assisted technique may be customised to 
provide the best overall performance.
5.7 Conclusion
In this chapter, various key issues of the pilot assisted channel estimation technique were 
investigated. This included the impact of pilot tone spacing, power level and sensitivity to 
timing errors. It was shown that by increasing the pilot tone power by about 3 to 6 dB above 
that of the signal, a significant performance improvement is achieved. On the contrary, 
increasing the percentage of pilot tones beyond a certain level degrades the systems capacity 
as well as performance due to unnecessary transmission of redundant symbols, which in turn 
reduces the effective SNR of the system. It was also shown that certain types of channel 
interpolators are much more sensitive to timing errors than others. Using the FTD based 
channel interpolator, eliminates the need to phase compensate the pilots prior to 
interpolation, consequently reducing the risk of miss-estimating the phase shift introduced by 
the frame misalignment.
The scattered pilot-tones channel estimation technique is suitable for situations when the 
channel coherence time and bandwidth are relatively large. For example, systems such as the 
DVB-T find such technique very applicable since the application uses very large FFT sizes 
which corresponds to a large channel coherence bandwidth and the application is limited to 
static or, very slowly time varying channels. In applications which involve vehicular 
receivers that require using much smaller FFT sizes to accommodate for high velocities, 
such technique may not be the most suitable due to the excessive overhead required to ensure 
that the channel is oversampled adequately. In view of this a new channel estimation 
technique aimed at providing an instantaneous channel estimate without reducing the total 
data throughput was investigated. This is based on the simultaneous transmission of the pilot 
tones and information signal using two two-chip orthogonal codes. It was shown that under 
unknown channel conditions, the new channel estimation technique is the safest choice. If 
however, the channel is known to be very slowly time variant, such as the fixed wireless 
channel, then the feedback technique will result in the best overall performance provided that 
consecutive OFDM blocks are.perfectly synchronised. Finally, if the channel is highly time 
variant and the coherence bandwidth of the channel is relatively large, then by careful 
selection of the FFT length, pilot tone percentage and PSR, the pilot assisted technique may 
be customised to provide the best overall performance.
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6 Chapter Six
6.1 Introduction
To operate digital terrestrial television broadcasting, high data rates need to be guaranteed 
with high quality of service. In order to achieve that, multi-level QAM or PSK modulation is 
normally employed [1]. The important challenge for these systems is the choice of an 
appropriate channel estimation technique that combines the best trade-off between 
performance and bandwidth efficiency.
In order to avoid the need for channel estimation and continuous tracking, OFDM has to use 
non-coherent modulation techniques, which suffers a significant loss in SNR compared to 
the coherent ones. For example, differential phase shift keying (DPSK) has a 3dB SNR loss 
compared with coherent phase shift keying (PSK).
The use of scattered pilot tones has been investigated by a number of researchers as a 
potential technique for channel estimation [2]-[4]. In this technique, pilot tones (known 
symbols) are periodically inserted between the data symbols for the purpose of providing an 
estimate of the channel response at the frequency corresponding to the position of that tone. 
At the receiver, these pilots are recovered and used in establishing the full channel response 
using interpolation. In order to fully utilise this technique, the use of two-dimensional 
channel estimation methods may have to be used as this will allow the technique to be more 
efficiently implemented with respect to bandwidth and performance.
An alternative to using scattered pilot tones is the use of decision directed feedback based 
techniques [6] [8] [16] [17] [19]. As such techniques rely mainly on the data itself in tracking 
the channel variations, the channel estimate provided is usually a one-block-delayed-noisy 
version of the actual channel transfer function. Initially, an estimate of the channel frequency 
response is obtained using a training signal consisting of either a known modulated sequence 
on each of the subcarriers or unmodulated subcarriers to start off the feedback process. 
Assuming that the channel time variations are slow compared to the data transmission 
bandwidth, it is possible to track the time variations by using decisions at the output of the 
detector or the decoder in a decision directed fashion.
In this chapter, the use of decision directed adaptive feedback based channel estimation and 
tracking technique that provide a very high bandwidth efficiency rate is investigated. The
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structure of the system that uses such technique is first presented and described. Then, a 
mathematical model of the mean square error (MSE) of the produced channel estimate and 
the bit error rate (BEK) performance for QPSK is derived. The performance of the system is 
then more comprehensively analysed using computer simulations. This includes the effect of 
increasing the time variation of the channel through increasing the Doppler frequency or 
increasing the block duration. An estimate of the best compromise between the bandwidth 
efficiency and training sequence channel estimation is also given. It will be shown that 
filtering the channel estimate is essential and hence some sub-optimal filtering techniques 
will be analysed in terms of the mean square error. The analysis is based on a transmission 
rate of 25Mbps (which is in the range of DVB) in an AWGN and time varying frequency 
selective fading channel using QPSK and DQPSK. Finally the impact of using a time domain 
based predictor on the estimators performance will be investigated.
6.2 System model and description
Three feedback channel estimation modes are discussed in this chapter. The first is the 
standard feedback mode, which is referred to here as the uncoded mode. In this mode the 
recovered baseband modulated signal is directly fed back to the channel estimator for use in 
channel tracking. The second channel estimation mode uses the binary error corrected bits 
for channel tracking. This mode, which is referred to as the coded channel estimation mode 
uses the error correction capability of the decoder in order to establish a more reliable 
estimate of the transmitted baseband signal. Finally, the dual channel estimator mode uses 
both the uncoded and coded modes for tracking the channel variations. It selects the most 
appropriate mode depending on the state of the decoder and the available signal to noise 
ratio.
For clarity, the uncoded channel estimator mode is described first. A description of the other 
two modes then follows. A schematic block diagram of this type of estimator is depicted in 
Figure 6.2.1 below.
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Figure 6.2.1: Schematic Diagram of the Channel Estimator
By ensuring that the maximum delay spread of the channel is fully absorbed by the appended 
cyclic-prefix, the signal samples at the output of the FFT represent the transmitted complex 
symbols multiplied by the frequency response of the channel and also corrupted by the 
additive noise of the receiver. This is expressed as:
R = X  -Hn+ N n, 6.2.1n n n n 7
where
Rn is the nth symbol of the received OFDM block prior to equalisation,
X n is the nth symbol of the transmitted OFDM block,
H n is the nth sample of the channel’s frequency response, 
and N n is nth the additive white Gaussian noise.
For the full OFDM block, the received signal may be represented in a vector form as shown 
below:
R = X H  + N ,  6.2.2
Assuming that an initial estimate of the channel transfer function is already established, for 
example, using a training sequence, the received OFDM block of data may be equalised and 
de-mapped. Then, as well as sending a copy of the de-mapped data to the deinterleaver, a 
copy is fed back to the channel estimator, which in turns re-maps the data in order to re­
construct the originally transmitted baseband OFDM block symbols, in this case X  . The 
reason for de-mapping and then re-mapping of the equalised symbols is to hard limit the 
additive noise corrupting the received symbols and consequently improve the channel
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estimate. An initial noisy estimate of the channel is then obtained by dividing the re-mapped 
symbols, X  , by the received corresponding ones at the output of the FFT, R , as shown in 
6.2.3:
r  r f  X  H + N \
X\ / X\ /
The noisy estimate of the channel is then refined using a frequency domain low-pass filter, 
which has a cut-off frequency of the order of the reciprocal of the maximum delay spread, 
which corresponds to the coherence bandwidth of the channel. Consequently, this results in 
reducing the noise power by a factor equal to the ratio of the useful OFDM block duration to 
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Figure 6.2.2: Schematic Diagram of the Frequency Domain Noise Canceller
In order to prevent serious error propagation and ensure conversion of the equaliser’s 
coefficients, pilot tones may be sent periodically to assist the channel estimator. When the 
pilot tones are transmitted, swich A on figure 6.2.1 is left open while switch B is connected 
to point P, otherwise, switch A is closed and switch B is connected to point D. By now it 
should be clear that the decision vector is given by the ratio of the received vector to the 
filtered frequency response of the channel estimate delayed by one OFDM block duration. 
Therefore, the equalised kth decision vector, Z k , can be expressed in the following manner:
2 t  =  Rt H i ,  =  (X t ■ Hk ■ (//*_, + r i ) '  + N k(//*_, ), 6.2.4
where
Tj is the additive noise component on the delayed channel estimate and * stands for the 
complex conjugate.
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In equation 6.2.4 only phase compensation is applied, since the transmitted signal is assumed 
to be phase modulated,
The coded channel estimation technique is very similar to the first one except that the 
channel estimate is made after the received signal has been symbol-deinterleaved and 
decoded, thus making fuller use of the error correction code. Once the received bits are 
decoded and the original data bits are recovered, the inverse process is implemented in which 
the data is re-encoded, symbol-interleaved and modulated in order to re-establish an estimate 
of the originally transmitted baseband signal. This is then used for channel tracking.
The third technique, dual mode, combines the former two techniques in order to achieve the 
best performance. It uses the coded technique if the error correction decoder was successful 
in decoding the received signal, otherwise the uncoded technique is employed. In the case of 
a block code, it is easy to determine how successful the FEC decoder is. On the other hand in 
the case of a convolutional code, the SNR may be the only way to predict how successful the 

























Figure 6.2.3 : Schematic Block Diagram of the Full Channel Estimator
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6.3 Mean Square Error (MSE) calculation
In order to calculate the MSE of the estimator, it is first assumed that the channel is static. 
Once an expression for the static channel is established it will be shown how the time 
variations of the channel can be accounted for. Every OFDM signal consists of F complex 
values grouped in one block, where F is the number of sub-carriers used. The mean square 
error of the channel estimator is defined as [5],
MSE(H) = E\ H - H 6.3.1
where the noisy channel estimate, H , and the actual channel estimate, H, may be given by:
6.3.2
Therefore the MSE may be written in the following form:
MSE(H)  = E<
(  n
H - H \ = E
( f  X H  N \  X H  




Since N  and X are independent random variables, the above equation may be rewritten as:
MSE(H)  = E{ ( N f  ) - £ { ( X ‘)2}, 6.3.4
where
E>{( N )2} = 2(J 2 is the noise power
and E{ {X~x)2) = (X is the modulation noise enhancement factor [6]. Thus, MSE may be 
given by:
MSE(H)  = 2 a 1 a , 6.3.5
Assuming that the average power of the transmitted symbols are normalised to unity and so 
is the channel frequency response, then the resulting SNR is given by the reciprocal of the 
average noise power as shown below:
SNR =
2<t: = r E { ( N Y } = r ' ,
6.3.6
This leads to the conclusion that, the mean square error of the channel estimator due to the 
additive noise only is given by:
132
Chapter Six: Feedback equalisation for OFDM
M S E ( H ) - a - y ~ ' ,  6.3.7
6.4 Impact of noise cancellation
Since OFDM systems are designed such that the symbol time is significantly longer than the 
duration of the channel impulse response, the inverse of the channel attenuation vector, H, 
has most of its power concentrated in a relatively few samples. In Figure 6.4.1 the power 
distribution of two types of channels, namely the sample-spaced and non-sample spaced 
channels is presented. Sample spaced channels are those channels that have all fading 
impulses at integer multiples of the systems sampling rate and for which the FFT gives the 

















Figure 6.4.1 Example of the time domain power distribution of two channel types (1FFT(//))
The effect of low-pass filtering using the FFT based filter on the channel estimate is a further 
reduction in the noise power by a factor of (L/F), where F is the number of sub-carriers and 
L is the cyclic prefix duration. The impact of this on the mean square error is thus a reduction 
of (L/F), giving:
MSE(H)  = L . a . y - \  6.4.1
F
6.4.1 Impact of time variation and Doppler
The impact of the time-varying channel due to Doppler can be assessed as follows. The 
channel coefficients for the block are related to the channel coefficients for the (£-1)* 
block if there is no differential Doppler by [7]:
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6.4.1.1
where f D is the Doppler frequency shift, and TL is the duration of the OFDM block. 
Assuming that £ { //2} = l, it can be shown that the mean square error due to the time 
variation can be given by:
MSF.DT(H l ) = E < { ( H t _l - H k)}2
= £{ (1 -  exp( 2nfDTL))2}, 6.4.1.2 
-  (2nfDTL)2
6.4.2 Loss in received SNR
Using equation 6.4.1 and 6.4.1.2, the total mean square error can be given by
F
6.4.1.3
As can be seen from Figure 6.4.2.1, a plot of the theoretical performance using the above 
equation and the simulated performance shows close resemblance especially when the 
percentage of pilot tones is increased. Where the pilot tones are used to break any 
propagation of errors that might occur.
♦  Theoretical 
■ pilot/data=10% 
A pilot/data=2%
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Figure 6.4.2.1: Comparison Between Simulation and Theorectical Performance
Thus, the loss in the received SNR, ASNR, due to the channel transfer function estimation 
errors can be approximated using
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ASNR = 10 Log
r \




= 10 Log 1 +
6.5 Theoretical analysis of Bit Error Rate (BER) performance
When the number of sub-channels used for transmitting the OFDM signal is large, each sub­
channel will have a narrow bandwidth and therefore the impact of the frequency selective 
fading channel on the individual sub-channels will become flat fading [8]. This implies that 
each sub-carrier will be multiplied by a complex value, H„, that on the average has a 
Rayleigh distributed density function. Having an estimate of this channel gain, the 
probability of bit error for a coherent QPSK detector using the decision variable given by 
6.5.1, may be calculated.
Z = R-H*  6.5.1
The BER analysis for this detector is based on appendix C of [9], which results in the 
following expression:




^ 2 - p c 2
6.5.2
where
Y}Jlc = -----— is the cross-correlation coefficient
1 + y
and y  *s the average received SNR that includes the loss due to estimation errors of the 
channel response.
The full derivation of the BER is presented in appendix G.
The BER performance comparison between the theoretical and simulated OFDM system in 
multipath fading is shown in Figure 6.5.1.
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Figure 6.5.1: Theoretical and simulated performance of OFDM in multipath fading
This figure shows close agreement between the theoretical and simulated performance 
especially as the pilot tone percentage is increased.
6.6 Simulation Results and Discussion
The primary objective of this section is to demonstrate the performance achieved using 
feedback channel estimation techniques. The work here is specifically set to investigate a 
best compromise between pilot tone percentage and bandwidth efficiency. It is also intended 
to give a measure of the impact of time delay on such system and investigate a way of 
reducing the system’s susceptibility to such limiting problem
6.6.1 System Parameters
The simulation parameters used in the tests here are all summarised in Table 6.6.1 below.
Parameter Value Parameter Value
Number of Subcarriers 512 Pilot to Data Ratio ( 1/K) 2%
Transmission Rate 25Mbps Cyclic Prefix 5 psec
Doppler Frequency 100Hz Modulation Scheme QPSK
Prediction Length 100 Samples Prediction Order 4
Maximum Delay Spread 5 psec Coding Rate Vi Rate Convolutional
Table 6.6.1: Simulation Parameters
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The type of channel used is the six-tap-delay-line GSM urban model [11]. For consistency of 
the results, the data throughput was kept constant and therefore a variable transmission 
bandwidth was used. Since the purpose of the simulation is to be able to test the performance 
of the system at a fixed data throughput of 25Mbps, the transmission bandwidth has to be 
altered to accommodate for the redundancy imposed by the cyclic prefix whenever the 
number of subcarriers used is changed. For example, if the number of subcarriers used is 
128, the corresponding OFDM symbol duration is 10.24psec and when a cyclic prefix of 
length Spsec is appended, the resulting OFDM symbol duration will be increased to 
15.24psec. This implies that in this case about one third of every OFDM block transmitted is 
redundant information and thus in order to keep the data throughput fixed at 25Mbps the 
transmission rate of the OFDM symbols has to be increased by one third of the original rate.
To compare the performance of the OFDM system with and without the channel estimation, 
PSK modulation with coherent demodulation and differential PSK, (DPSK), modulation 
with differential demodulation, are used, respectively. Convolutional rate-half encoding and 
the Viterbi decoding algorithm was also implemented at the transmitter and receiver, 
respectively. Hence, the simulated system can transmit about 12Mbps of actual data. The 
data symbols are assumed to be transmitted in frames of M OFDM blocks with each frame 
carrying a block of pilot tones as shown in Figure 6.6.1.1. In addition, the channel is 
assumed to be static throughout the duration of the OFDM block.
The channel transfer function estimators considered here are:
The uncoded channel estimator mode: The channel estimate is derived from the 
demaped symbols without making use of the forward error correction code.
The coded channel estimator mode: Here the channel is estimated after the received 
data has been equalised and decoded using the Viterbi decoder making a fuller use of the 
forward error correction code.
The coded/uncoded dual mode: If the Viterbi decoder was successful in decoding 
the OFDM block the coded mode in estimating the channel response is used, otherwise the 
uncoded mode is used.
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Pilot Cyclic Consecutive OFDM blocks of data 
Tones Prefix
•<-------- >- <--> <-------
OFDM1 CP OFDM2 CP •  •  • OFDMm CP
< ------------------------------------------------------------------------------------►
One OFDM Signaling Frame
 >
Time
Figure 6.6.1.1: Schematic of the OFDM Frame Structure
6.6.2 Simulation Results
The simulation results presented here provide a measure of the BER performance of the 
estimators under a variety of different conditions. To get an insight into the average 
behaviour of the estimators, the BER performance was averaged over 50 000 OFDM blocks.
The sensitivity of both the uncoded and coded estimators to different pilot to data ratios, p, is 
shown in Figure 6.6.2.1 and Figure 6.6.2.2, respectively. As it can be seen from these two 
figures, both estimator modes are sensitive to p, which controls the propagation of feedback 
errors. It is evident from the two figures that both system modes, in particular the coded one, 
can still give an acceptable performance even at as low p  as 0.4% giving a bandwidth 
efficiency of almost 100%. It can also be concluded that the significance of high p  becomes 
less important as the SNR increases. From Figure 6.6.2.2 it is evident that the BER 
performances of the coded mode for different values of p  become identical at SNR greater 
than 21dB. This comparison shows that the coded mode outperforms the uncoded one only at 
high SNR (>17dB).
cn
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Figure 6.6.2.1: Performance of the Uncoded Estimator Mode with Respect to p
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Figure 6.6.2.2: Performance of the Coded Estimator Mode with Respect to p
In Figure 6.6.2.4 the estimators BER performance with respect to different numbers of 
subcarriers is assessed. Theoretically, the OFDM system performance should improve as its 
symbol duration is increased. However, since the channel estimation method examined here 
is sensitive to the feedback delay which is governed by the block duration and transmission 
rate, an extra constraint on the maximum number of subcarriers that can be used is imposed. 
It can be seen from the two figures how the BER performance initially improves as the 
number of subcarriers is increased, but soon starts to degrade as the feedback delay becomes 
more significant. Although both modes are sensitive to the block duration, it is evident that 
the uncoded mode is more susceptible to time delay.
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3  5  7  9  11 1 3  1 5  1 7  1 9  21  2 3  2 5  2 7
SNR(dB)
Figure 6.6.2.3: Performance of the Uncoded Mode with Respect to the Number of
Subcarriers
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Figure 6.6.2.4: Performance of the Coded Mode with Respect to the Number of Subcarriers
In Figure 6.6.2.5, the system performance using differential Phase Shift Keying, DQPSK, 
where channel estimation is not needed, is examined. It can be seen from this figure how the 
BER performance is improved as the number of subcarriers used is increased. This 
improvement in performance is due to a corresponding increase in the system’s frequency 
diversity. The only main constraints on the maximum number of subcarriers are the 
computational time required and Doppler frequency shift, which is related to the vehicle 
speed. It is clear from these three figures that the use of this type of differential modulation 
only outperforms the two estimator modes when the number of subcarriers used is >2048.
3  5  7  9  11 13  15  17 19  21 23  25  27
SNR(dB)
Figure 6.6.2.5: Performance of the Differential QPSK with Respect to the Number of
Subcarriers
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Increasing the Doppler frequency results in increasing the speed of variation of the channel 
response and hence making the mismatch between the estimated and actual channel response 
greater. In Figure 6.6.2.6, Figure 6.62.1  and Figure 6.6.2.8 the BER performance of the 
uncoded, coded and differential modes under different Doppler frequencies are presented, 
respectively. It can be seen that of the three modes, the uncoded mode is the most sensitive 
to the Doppler frequency. The differential mode only outperforms the coded mode at 
Doppler frequencies in excess of 200Hz.
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Figure 6.6.2.7: Performance of the Coded Estimator Mode with Respect to Doppler
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Figure 6.6.2.8: Performance Differential QPSK with respect to Doppler
In Figure 6.6.2.9, a comparison, based on the system parameters presented in Table 6.6.1 
between the four modes is shown. It is evident from this figure that for such system 
parameters, the best performance is obtained when the dual mode is used, followed by the 
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Figure 6.6.2.9: Comparison Between the Four Modes
6.7 Impact of Linear Prediction
As could be seen from the previous results, both estimator modes (coded and uncoded) suffer 
performance degradation as the mismatch between the estimated and actual channel response 
increases due to either high Doppler frequencies or long block duration. In this section we 
propose the use of a prediction algorithm that is based on the time domain correlation vector
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between the estimated samples in order to improve the channel estimate. Since the intention 
here is to reduce the mismatch between the estimated and actual channel response, the results 
are shown in terms of mean square error (MSE) which is defined as the time averaged error 
energy per OFDM symbol between the estimated transfer function and the actual one.
Linear prediction is especially successful at extrapolating oscillatory signals that are not 
necessarily periodic. It is based upon the concept of estimating the value of the Mth sample of 
a signal from the M-l previous samples. Thus, given a set of data ht_{, ht_M , for a
predictor of order Af, the predicted value of ht is given by:
M
h , = Y j - a t ' ht - t ’ 6-7-1
The prediction error is defined as the difference between the predicted and actual values, e, 
given by:






To obtain the predictor coefficients that minimise the mean square prediction error, E(ef,  we 
differentiate 6.7.2 with respect to q,, and equate the partial derivatives to zero. This produces:
m e tf  _
da
= 2 E









= 2 • K k ) = 2 j j ak -<l>,_k =0 ,  1 < t < M
k=0 k=0
Using the fact that ao =1 and the even property of the autocorrelation vector, 
(j)j = E[ht -fy+y ] , equation 6.7.3 can be written in a matrix form as shown in equation 6.7.4
which when solved produces the best predictor’s coefficients, in the minimum mean square 
sense:
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00  01 0 M -2  0M-1
ii 1i
01 00  0 M -3 0M -2 a 2 02
0 M -2  0M -3  02  01 a M - 1 0M -1
I
or17 _ a M 1
To obtain an estimate of the auto-covariance matrix and the cross-covariance vector 
previously estimated channel transfer functions are used. Where the first initial estimate is 
obtained using a comb of pilot tones.
It is well known that the performance of the predictor is remarkably sensitive to exactly how 
the autocorrelation vector is estimated [10]. Two of the most popular algorithms used to 
estimate the predictor coefficients are the Levinson-Durbin and Burg algorithms
[12] [13] [14]. The Burg algorithm is in fact a development of the Levinson-Durbin algorithm. 
It is based on minimising the backward and forward prediction errors simultaneously in for 
calculating the predictor coefficients using a recursive procedure. This procedure exploits the 
Toeplitz symmetry of the autocorrelation matrix to proceed recursively beginning with a 
predictor of order one (ie. One coefficient) and to increase the order recursively using the 
low order solutions to obtain the solutions to the next higher order. This method has been 
proven to be generally a more accurate method than the Levison-Durbin method. For a more 
in depth discussion of these two algorithms and more, references [5] [12] [13] [14] are 
recommended. The steps for implementing the Burg’s algorithm are summarised below:
1. Initial conditions
Tt0 = 0 (0),
eo(n) = h(n)i n = 1,2,...,N-1,
ej(w) = /t(w), n = 0,l,...,N-2.
2. Reflection Coefficients for p  = 1,2,..., P,
'Z{eU(n)f + (ebp_ f n - l ) J
For p  = I: 
<3,(1 ) = fil 
For p > 1:
-\a ,(i)+ft a f p - i )  for i =
[n for i = p
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3. Prediction errors for next order
ep =etp_l(n-)+f_l(n )
6.7.1 Performance of the Prediction Algorithm
In order to implement the technique more efficiently, the prediction was applied on the time 
domain CIR samples of the channel as shown in Figure 6.7.1.1. By doing so, only a small 
fraction of the transformed samples are used and thus the number of calculations is greatly 
reduced. Assuming that the number of samples involved per each predicted value is M, then 
M X L  samples were stored in a matrix, A , as shown below. Then, prediction is performed on 
a row by row basis to produce the time domain samples of the channel estimate. These are 
then passed onto the N size (N-L zero padded) FFT to produce the full channel response, 
where L is the length of the cyclic prefix [19] [20].
n = k + - 1
n = k + l , . . . , N - 2
E v alu a te  
. ^squaliser 
1 c o e fsw indow  p redictoi 
function FFTFFT
x k or x;
Figure 6.7.1.1: Schematic of Estimator with Prediction
The results here are given in terms of MSE versus SNR only. Provided that the relationship 
between BER and MSE are known the system performance of any modulation scheme may 
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In Figure 6.7.1.2 and Figure 6.7.1.3, the impact of the predictor on the system’s performance 
is presented. It can be seen that, especially in the case of the uncoded mode, a very 
significant improvement is achieved (about 20dB at MSE = -lOdB) in the case when the FFT 
length is 2048. The other conclusion that can be drawn from these two figures is the fact that 
the performance of both the coded and uncoded modes became almost identical at SNR > 
15dB when prediction is used.
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Similarly, Figure 6.7.1.4 and Figure 6.7.1.5 show the significant improvement achieved by 
using a predictor in the presence of very high Doppler frequencies. These two figures also 
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Figure 6.7.1.2: Comparison on the Uncoded Mode with Respect to the Block length
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Figure 6.7.1.3: Comparison of the Coded Mode with Respect to the Block length
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Figure 6.7.1.5: Comparison of the Coded Mode with Respect to Doppler
It was initially thought that a better estimate of the predictor weights is achieved when the 
number of samples involved is large. However, it was found that the improvement becomes 
much less significant after a certain number. As can be seen from Figure 6.7.1.6, especially 
at SNR > 15dB, the improvement achieved by increasing the number of samples is 
decreasing in an exponential manner.
coded, 4,100,100Hz 
ncoded, 4 ,100,200Hz 
-A- coded, 4 ,100,320Hz 
. o  coded, 100Hz 
□ coded,200Hz 
- •  coded,320Hz
147
Chapter Six: Feedback equalisation fo r  OFDM
MSE=-40dB MSE=-35dB 
A MSE=-30dB - S -  MSE=-25dB 
- o  MSE=-20dB -# -M S E = -15dB  
^ -M S E = -1 0 d B
10 30 50 70 90 110 130 150 170 190 210
Prediction Length (No. of Sam ples)
Figure 6.7.1.6: Effect of Increasing the Prediction Length
A similar test was carried out to investigate the effect of increasing the order of the predictor. 
The results are shown in Figure 6.7.1.7 and it can be seen that at low signal to noise ratio 
there is a performance improvement achieved by increasing the order from two to four, 
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Figure 6.7.1.7: Effect of Increasing the Order of the Filter
Figure 6.7.1.8 is shows the relationship between the channel MSE and BER performance. It 
can be seen from this figure that the use of a predictor makes it possible to use feedback 
channel tracking and achieve BER of less than 10'5 even under severeconditions.
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Figure 6.7.1.8: Relation of Average BER to the MSE
6.8 Conclusion
The use of decision directed feedback channel estimation was investigated in this chapter. It 
was shown that under certain circumstances this technique can provide a bandwidth 
efficiency of nearly 99% while maintaining acceptable BER performance. The use of coded 
feedback channel estimation was shown to be superior to the uncoded mode under various 
channel conditions. Having said that it was also found that both the coded and uncoded 
channel estimator modes are susceptible to the time delay imposed by the joint effect of the 
duration of the data block and the Doppler effect. The impact of filtering the channel 
estimate was also investigated and it was found to be essential especially at low SNR. A 
theoretical analysis of the system was also presented and an upper bound formula was given.
When compared to the performance of DQPSK under the same conditions, it was realised 
that the choice of such technique may be the best one when the block duration is of the order 
of 2048 and higher or the Doppler frequency in the range of about 200Hz. It was also found 
that this technique is much less sensitive to Doppler shifts than both the coded and uncoded 
modes.
The use of time domain based prediction in view to improve the performance of both the 
coded and uncoded channel estimation modes was found to be significantly helpful.
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Considerable improvement was obtained especially in the case of the uncoded mode under 
severe channel conditions. It was found that both estimator modes would perform identically 
at SNR>15dB when prediction is used. The optimum predictor order was found to be four 
whereas the best prediction length was found to be a hundred samples.
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7 Chapter Seven
7.1 Introduction
The transmission of data over the Rayleigh mobile radio channels is subjected to random 
error bursts due to the presence of deep fades. These fades take two forms; one in the 
frequency domain and the other is in the time domain. The fades in the frequency domain are 
governed by the multipath strength, which is determined by the relative instantaneous power 
levels of the received rays. The time dependent fades are, on the other hand, governed by the 
speed of the mobile station, which may be used to give a measure of the average rate and 
duration of such fades. The presence of such channel impairments alters the power of the 
received signal making the signal more or less vulnerable to noise. This leads to the notion of 
using adaptive modulation methods, which are based on monitoring the integrity of the 
channel and accordingly either increase the system’s capacity without degrading its BER 
performance, or improve the BER performance without altering the required SNR, or a 
combination of both. In general this can be achieved by varying either: the transmitted power 
level of the transmitted carrier(s) according to some optimum criterion [1], the symbol 
transmission rate [2], the constellation order [3][4], the coding rate [5] or any combination of 
such parameters [6]-[8]. Such techniques are applicable to both single-carrier and multi- 
carrier systems and have attracted considerable attention for many applications such as 
digital subscriber line, satellite links and fixed wireless communication systems [9]-[21]. For 
instance, adaptive modulation is part of the V.34 modem standard [16], and is currently used 
in modems to maintain an acceptable BER performance over poor quality telephone lines. 
Also, in [17] a variable-rate QAM for third-generation wireless communication systems was 
proposed. The Enhanced Data rates for GSM Evolution, EDGE, [18] [19], proposed as a 
wireless data enhancement for GSM and IS-136 (North American Time Division Multiple 
Access System) uses a combination of modulation and coding to achieve variable data rates. 
This was shown to be significantly more spectrum-efficient than the standard GSM currently 
in use [20].
If the adaptive modulation scheme used is based on producing a fixed BER, a variable data 
throughput is obtained. Alternatively, if the throughput is held constant, a variable BER 
results.
In general, an adaptive system can only work over a duplex transmission as some method of 
informing the transmitter of the current state of the channel or the quality of the received
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signals required. The transmitter then adapts to such changes according to the criteria used. 
Successful implementation of adaptive OFDM requires that the channel changes slowly 
compared with the transmission rate of the OFDM blocks. Since OFDM is a wide-band 
system, normally adopted for high data rate transmission, such conditions should rarely 
cause any serious concern.
The simplest arrangement for an adaptive modem is Time Division Duplex, (TDD), where 
both the base station, BS, and mobile unit, MU, transmit over the same radio frequency 
channel, but at different times. In this case, both the BS and MU experience similar channel 
fading conditions as their transmissions are typically only one time slot apart. The 
transmission received by the MU is used to estimate the channel frequency response. In order 
to successfully demodulate the received signal, it is critical that both the BS and MU inform 
each other of the adaptation parameters used and that this information does not get corrupted 
by the channel. The other arrangement that can be used is based on the Frequency Division 
Duplex scheme (FDD). In FDD the uplink and the downlink use different propagation 
frequencies that are typically spaced by a few tens of MHz allowing both the transmitter and 
receiver to transmit simultaneously. Both the BS and MU must monitor their incoming 
channels and signal the required adaptation parameters to be used by the other on their 
outgoing channels.
In this chapter, a comparative study of three adaptive techniques, namely, adaptive 
constellation, adaptive power control using channel inversion and adaptive subcarrier 
allocation will be given. In addition, the impact of the channel variation and mismatch errors 
on such techniques will be evaluated using computer simulation.
7.2 Channel Capacity
7.2.1 Ideal Channel (Gaussian Channel)
A Gaussian channel is a combination of a linear filter and additive Gaussian noise. In the 
time domain the output of this channel is given by:
r(t) = x (t) * h(t) + n(t) „ 7.2.1.1
where x(t) is the transmitted signal,
h(t) is the channel impulse response,
* is a convolution operator,
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and
n(t) is zero-mean additive Gaussian noise.
X(f), H(f) and N(f) is the Fourier transform of x(t), H(t) and n(t),
respectively.
The total transmit power is limited by an average power constraint, j X ( f ) d f  < P .
The ideal Gaussian channel is characterised by a brickwall linear filter and by white 
Gaussian noise whose power spectrum N(f) is equal to a constant NqT2 over some frequency 
band B of width W Hz. In this type of channels the frequency response is constant over B, 
and equal to zero elsewhere.
Assuming perfect synchronisation and filtering, the sampled channel outputs rk may be 
given by:
rk ~ xk + nk» 7.2.1.2
rk , xk and nk correspond to the discrete received signal, transmitted signal and 
AWGN sample, respectively.
The average energy per signal symbol, Sx, and noise sample, Sn, for this type of channel is 
given by:
Under an average transmit power constraint, the channel capacity, C, of an ideal Gaussian 
channel may be given by [23]:
where
Sx =  P / W  
Sn = N 0
1.2.13
7.2.1.4
bits per symbol (bits per second per Hz), or equivalently:
C = c  w = w  In 1 + 7.2.1.5
Therefore, an ideal Gaussian channel can be characterised by two parameters, one is its 
bandwidth, W, and the other is its signal to noise ratio (SNR) S/S„ or equivalently its
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capacity C in b/sI Hz. This is normally referred to as the Shannon’s channel capacity, which 
is plotted as a function of bits versus SNR in Figure 7.2.1.1 below.
Shanon's capacity 7 -
■20 -15 -10 -5 0 5 10 15 20 25 30
SNR(dB)
Figure 7.2.1.1: Channel Capacity (bits/Hz) Versus SNR(dB)
This is used as a benchmark to the best possible system performance achievable.
7.2.2 Non-Ideal Channels (Frequency Selective)
The capacity of an arbitrary channel may be determined as follows. Let S(f) be an arbitrary 
transmit power spectrum over a transmission band B. Divide B into many sub-bands of width 
Af, where Af is chosen small enough so that the channel SNR function \H(f)\2/N(f) is 
approximately constant within any one sub-band. Then, given S(f), the capacity within a sub­
band of width Af around frequency f  is:




bits per symbol, or C(fi)Af bits per second. The aggregate capacity across the whole band is 
given by integrating across the entire bandwidth:
f  d  /  J ' \  I TT f  /-X |2
C = X C (/,)A / J C ( f ) d f  = Jin
i
bits per second.
u  S ( f ) - \ H ( f ) \ 2 
N ( f )
df 1 2 .2.2
The optimum transmit power spectrum in this type of channels may be determined by water- 
pouring as shown in [22], and illustrated in Figure 7.2.2.1.
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The optimum transmit spectrum S(f) is nonzero over a band of frequencies B = {f: 
N(f)/\H(f)\2 < KoJ, called the capacity achieving band, and within B is equal to:
7.2.2.3
where K0 is a threshold chosen so that the transmit power spectrum S(f) satisfies the
power constraint J S( f )d f  < P
For ideal brickwall channel, for example, the optimum transmit spectrum is constant over the 
band where \H(f)\2/N(f) > 0 and zero elsewhere, and the capacity expression reduces to:
C = W • In 7.2.2.4
F r e q u  e n c y
Figure 7.2.2.1: Determination of Optimum Water Pouring Spectrum
7.3 Constellation Order Selection
There are two main criteria that an adaptive modulator can use for selecting the constellation 
order. The first is based on the signal to noise ratio resulting in a variable BER performance 
and the second is based on achieving specified BER, resulting in a variable data throughput. 
In the case of the former, the channel frequency response is stylised in such a way that each 
zone corresponds to a different QAM level in the modem. Figure 7.3.1 shows an arbitrary 
segment of the frequency response of the channel and the corresponding number of bits per 
symbol selected per sub-channel.
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Figure 7.3.1: Channel Frequency Response for Adaptive Modulation and 
Equivalent Bit Distribution
7.3.1 Adaptive Modem Structure
A typical OFDM adaptive modem structure is shown in Figure 7.3.1.1 below. The entire 
bandwidth is divided into F parallel sub-channels. An input bit stream of data rate R bits/sec 
is first buffered into blocks of b = RT bits, where T is the symbol period. The adaptive 
algorithm assigns a certain number of bits, to each sub-channel where,
b = Z b i ,  7.3.1.1
1=1
The encoder then translates the bits, into symbols, X„ chosen from the appropriate 
constellations. These symbols are then OFDM transformed, cyclically prefixed and 
transmitted. At the receiver the inverse process is implemented where the cyclic prefix is 
ignored, the signal is OFDM demodulated and the symbols are decoded using simple 
memoryless decoder for each sub-channel. In the case of FDD-OFDM, the bit allocation 
parameters are passed to the receiver separately. On the other hand, in TDD-OFDM, the 
receiver can estimate the bit allocation parameters independently. If the bit allocation is 
updated every OFDM block, then a one-block delay of the channel estimate is imposed at the 
receiver to eliminate the mismatch between the channel parameters used at the transmitter 
and those used at the receiver to estimate the bit allocation parameters.
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Figure 7.3.1.1: Transceiver Block Diagram of An Adaptive Modulator
7.3.2 Existing Bit Loading Algorithms
It has long been known that the capacity achieving energy distribution for a spectrally 
shaped channel corresponds to a '‘waterpouring’ distribution [23]. However, while the water 
pouring energy allocation will yield the optimal solution, it may be difficult to compute and 
it requires infinite granularity in constellation size, which is not realisable.
There are, at least, three multicarrier bit loading algorithms in use today, all of which are 
sub-optimal relative to the water pouring. These are the Hughes-Hartogs [13], Chow [14] 
and Fisher [15].
The Hughes-Hartogs algorithm assigns the bits successively to the sub-carriers until the 
target bit rate is reached. Thereby, that sub-channel is selected, for which the transmission of 
an additional bit can be done with the smallest additional transmit power in order to 
guarantee a desired performance. Unfortunately, due to the extensive sorting and searching 
needed with this algorithm, it is rendered as very slow for applications like mobile radio 
communications, where the channel may be changing very rapidly and the number of 
subcarriers used may be relatively high.
Chow’s algorithm omits most of the extensive sorting and exploits the fact that the 
difference between the optimal water-pouring distribution and the flat-energy distribution is 
minimal. Thus the same amount of energy is assigned to all the channels used:
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£ 7.3.2.1
N
and the number of bits in each sub-channel is given by:
73.2.2
where SNR, is the signal to noise ratio on sub-channel i, T is the SNR gap representing how 
far the system is from achieving capacity, and y m is the system performance margin, which
bit error rate requirement. This iterative algorithm is repeated with a different set of sub­
in each sub-channel equals the required target. The results presented in [14] show that the
The disadvantage of the Chow’s algorithm is mainly concerned with the part of the 
algorithm designed to establish an optimum value of y m which determines the speed of bit- 
allocation. When the wanted optimum value of y m is not found, this results in the possibility 
of having to perform extensive searching and sorting before completing the bit allocation 
process.
The aim of the third algorithm, proposed by Fischer et al, is to minimise the probability of 
error on each sub-channel given by:
for QAM modulated systems. Kn is the number of nearest neighbours, dn is the minimum
The minimum is achieved when all the sub-channels have the same probability of error.
is defined as the amount of noise that the system can tolerate while still achieving the desired
channels turned off at each step, until the optimal margin is achieved and the sum of the bits
Chow’s et al algorithm gives a very similar performance to that of [13] under a variety of 
conditions.
7.3.2.3
distance between constellation points and cr„ is the variance of the noise in sub-channel i.
Setting equal the error probabilities, Fischer arrives at the following equation for determining 
the best bit allocation per sub-carrier:
7.3.2.4
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where F is the block length, TBR is the total bit rate per block and N, is the noise power on 
channel i.
The simulation results of this algorithm show that its performance is almost identical to that 
of Chow et al [14].
The other algorithm examined here is based on the same principle as that of Fisher et al in 
the sense that it aims at achieving a fixed data rate using the best combination of 
constellations. The algorithm establishes a relationship using the information relating the 
BER performance of the modulation schemes to be used with the expected SNR at the 
receiver. In [24], the BER for an AWGN channel with MQAM modulation and identical 
coherent phase detection is bounded by:
B E R < 2 e ~ '5rllu~ '\
Where f  is the average SNR of the received signal.
A tighter bound to within 1 dB, for M  > 4  and 0 < y < 30 dB is [8]:
BER < 0 .2  • , 7 3 2 6
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Figure 7.3.2.1: MQAM BER vs Es/No(dB) vs Capacity
The adaptive algorithm examined here utilises this relationship to allocate a suitable number 
of bits to every usable subcarrier. The first step however is to determine the average SNR 
available as well as an average bit constellation order to fulfil the required target bit rate. The
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latter is a function of both the target bit rate and the number of subcarriers used. Once those 
two parameters are estimated the next step would be to determine an average expected BER 
using equation 73.2.6, After determining all three parameters, the bit allocation is achieved 








The scheme may be summarised in two main steps. First, it determines the (approximately) 
best system performance using the average SNR and constellation order required, then it 
guarantees that the target bit rate is reached using a sub-optimal loop.
Algorithmically, the procedure can be summarised as follows:
1. Compute the average constellation order (AveOrder) required to achieve the target bit 
rate (TBR) using the following:
AveOrder = (TBR/F)
2. Compute the individual signal to noise ratios SNR(i) and determine the average SNR, 
AveSNR, assuming that all sub-channels, F, are used with a normalised energy level of 
unity.
3. Using the above two parameters find an estimate to the average BER using
BER < 0.2 •
4. For i=0 to F, calculate b(i), b ’(i) and dif(i) according to the following:
r \
1.5 • SNR;








dif(i)= b ( i ) - b ’(i)
(MAXMAP= Maximum constellation order used)
5. Calculate the total number of bits allocated, Btot.
6. If Btot > TBR, then subtract one bit at a time from b'(i) on the carrier that has the 
smallest dif(i), adjust dij\i) for that particular carrier and repeat until Btot = TBR.
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7. If Btot > TBR, then add one bit at a time from b’(i) on the carrier that has the largest 
dif(i), adjust dij\i) for that particular carrier and repeat until Btot = TBR.
8. Determine which subcarriers are not used and evenly distribute the power of those 
subcarriers over the used ones.
The determination of an average value for the SNR and the constellation order helps in 
achieving quick convergence to the target bit rate after the first initial bit allocation. In the 
presence of time-varying frequency selective fading channels, the speed of convergence of 
the algorithm may be vital. A comparison between the proposed algorithm and that of Fisher 
shows that both algorithms give similar convergence properties. As can be seen from Figure 
7.3.2.2, the convergence to the targeted bit rate after the initial bit allocation is within about 
90% when the target bit rate is within (20 -  90)% of the maximum achievable bit rate per 
block. The Chow’s algorithm however, even when using 10 loops to establish an optimum 
value for ym, show erratic behaviour compared to the other two algorithms with regard to 
the initial bit allocation. The convergence rate for the three algorithms was measured over 
several different channels with different number of rays and found to be similar to that 
shown in Figure 7.3.2.2. The convergence rate was averaged over a period of one second of 
transmission time for every measurement.
First iteration convergence
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First iteration convergence
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Figure 7.3.2.2: Convergence rate of the Algorithm, 6-tap TU GSM channel, Doppler
100Hz
7.4 Constellation Schemes
The constellations used here range from 1 bit/symbol corresponding to BPSK to 8 
bits/symbol corresponding to 256QAM. These are shown in Figure 7.4.1. The choice of 
square QAM constellations was based on their inherent spectral efficiency and ease of  
implementation [25]. Each constellation scheme was appropriately scaled such that the 
symbols corresponding to different constellation order have the same average power of 
unity. This ensures that all subcarriers are used with the same average power.
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Figure 7.4.1: Constellation Diagrams of the Modulation Schemes Used
7.5 Pre-equalisation Based OFDM Systems [31]
Pre-equalisation is based on the principle of channel compensation of the data symbols prior 
to transmission. This will not only result in a simpler receiver structure, since no equalisation 
will be needed, but also protect the otherwise deeply faded symbols from being completely 
buried in noise. The penalty of such a technique however, is the need to have a good up to 
date estimate of the channel transfer function prior to transmission. Assuming that an 
estimate of the channel response is available and that the channel is ISI free, the optimum 
way of implementing pre-equalisation is to multiply the data symbols by the inverse of the 
channel response. If the estimate of the channel response is perfect, the received symbols 
would be independent of the fading statistics and only suffer from the AWGN present at the 
receiver. The power control policy for channel inversion is:
F - 1 F - 1 O
5 = £ ^ = £ - >to
7.5.1
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Where S , S{, 5, = constant and a, are the average total transmit signal power, signal power
of the ith sub-carrier, the power level of the ith sub-carrier before adaptation and the channel 
fading level at the ith sub-carrier. The channel capacity of such system with this power 
adaptation strategy is derived from the capacity of an AWGN channel with a fixed received 
SNR:
C = B log 2 (l + SNR), 7.5.2
However, with channel inversion, much of the transmit-power may be used to compensate 
for deep fading. This has at least two major effects. The first is the fact that it might lead to 
producing large peak to average power ratios, PAPR, making it necessary to use non-linear 
amplifiers with large dynamic range. The other disadvantage is related to making the 
symbols which are not in deep fade more vulnerable to noise as most of their power may be 
compromised in the process of rescuing the symbols most affected by the deep fades. To 
reduce the impact of such drawbacks of this technique, two approaches can be taken [32]. 
The first approach is to detect the sub-carriers that are most affected by deep fades and 
prohibit their use. This works by monitoring the gain/attenuation of the channel and 
disabling the subcarriers that happen to be affected by the channel attenuations that are 
below a certain threshold as shown in 7.5.3
S{ =
if  Cl; >  &thrsh  - j r f l
, 7 .5 .3
0 Otherwise
This technique may sometimes be referred to as adaptive power allocation with sub-carrier 
blocking. Since only sub-channels where the fading level is > athrsh are used, the average 
power is given by:
—  °° c
S = f —p(a)dcc , 7.5.4
c L  a
Where p(a) is the probability of CL >  CLthrsh
In order to keep the average transmit power constant regardless of the number of useful sub­
carriers, after power allocation, all the used sub-carriers are scaled by a factor such that the 
total transmit power is kept unchanged.
Because some of the subcarriers will not be used, this results in a variable bit rate 
transmission, which may not be a useful technique for applications that require a constant bit
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rate. In other words, this approach compromises the system’s capacity to minimise the BER 
performance of the system.
The second technique that can be used in conjunction with pre-equalisation uses a threshold- 
based estimate of the inverse of the channel transfer function as shown in 7.5.5 below.
S, =







Such system uses what is called controlled channel inversion, and the average transmitted 
power of this system is given by:
a thrsh  M ^ f O
S =   p ( a ) d a +  —p ( a ) d a ,
a ,hr,h CC—  th rsh  a thr,h
7.5.6
In the simulation used here, the complex alphabets representing the modulated symbols are 





-^L if IH, I > thrsh 




— if IH; I > thrsh
thrsh • e
Otherwise
Where, X, is the symbol transmitted on the ith subcarrier and Ht is the corresponding channel 
response at that subcarrier. The threshold level depends on the peak to average power ratio 
of the system. If the mapping used is only phase dependent, the mismatch between the actual 
channel response and that used at the transmitter, produced by the threshold operation, will 
not result in any performance degradation. If, on the other hand, a mapping scheme that uses 
amplitude and phase is used, such as QAM modulation, this mismatch will result in 
irreducible BER floors, unless compensated for at the receiver.
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Figure 7.5.1: Schematic Block Diagram of Pre-Equalisation Based OFDM System
7.5.1 Theoretical BER Performance
For the full channel inversion, the theoretical BER performance is the same as that of an 
AWGN channel. In [8] the BER for an AWGN channel with MQAM modulation and ideal 
coherent phase detection is tight bounded to within ldB for 0 < SNR < 30 dB by:
BER AWGN
1 ( - 3  SNR
— exi
2 • (A/ - 1)
7.5.1.1
In fact 7.5.1.1 serves as a lower bound for M  = 2  and an upper bound for M  > 4 .
For the sub-carrier blocking technique, the average SNR of the system is increased in 
accordance with number of disused sub-carriers. Therefore, assuming a Rayleigh fading 
environment the BER performance may be given by:
BER
1
AWGN  ~  ^  '  e X P
-  3 SNR • (1 + p )
2 • (A7 - 1) J
«<«*»* 7.5.1.2
f ap=  J - y . e x p - a
~2g 2
da
where 0 < p  < 1 is the probability of a < athrsh,
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In the case of controlled channel inversion, the received SNR of some of the sub-carriers will 
be set by the fixed threshold used and the corresponding channel fade at that position. Using
7.5.1.1 and assuming that the sub-carriers which are affected by the threshold have a 
constant SNR, the BER performance of the controlled channel inversion method can be 
approximated by:
B E R ~ - -
5
l' - 3 - S N R l '\ .. . ( - 3  SNR
exp (1 ~ P) + exp P 7.5.1.3
Where p  is as defined in 7.5.1.2 and SNR] and SNR2 correspond to the average SNR of the 
sub-carriers which are above the threshold and those which are below it, respectively.
7.6 Adaptive Subcarrier Allocation
The idea of adaptive subcarrier allocation is based on assigning the subcarriers according to 
the channel transfer function of all users such that the total power received by all users is the 
global maximum In other words, given the channel transfer function of all users, what is the 
best way of allocating the subcarriers such that the total power required at the transmitter to 
achieve a certain performance is the absolute minimum. Mathematically, this can be stated as 
follows:
N - 1 N u -l
** = n u« X 2 X ,  7.6.1
i= 0 n- 0
where
PR is the total power received by all users
cci n is the channel gain of the i,h user at the nth subcarrier and
%i n is a binary number to insure that users do not share the same subcarrier and is 
defined by the following:
N - 1 N u -l
YjX,.„ =Nsut & 5 X „ = 1 ,
n =0  i=0
where
NsU] is the total number of subcarriers of the ith user.
Nu is the total number of users 
The conditions and assumptions sought here are:
1- No more than one user can use the same sub-carrier at the same time.
2- Subcarriers are equally distributed between users
3- Subcarriers are allocated based on maximising the total power received by all users
4- Users have equal data throughput and fixed constellation order
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Although different conditions and assumptions may be used in practice, for example allocate 
different number of subcarriers or allow different quality of services to the active users, the 
basic principle remains valid and is flexible enough to be used under a variety of conditions. 
Once the optimum allocation has been determined, the transmitted power for the individual 
users is adjusted according to the required performance. In this analysis we assume, without 
loss of generality, that all users have equal quality of service and have the same noise power 
level at the receiver. Therefore, the power at the transmitter is distributed between the users 
such that the power received by the individual users is identical.
It is clear form equation 7.6.1 that this is a constrained non-linear optimisation problem for 
which it may be difficult to give a closed-form solution. Instead, iterative numerical 
solutions are normally used. In here we examine two iterative methods of finding an 
optimum distribution of the subcarriers. The first is based on finding the global maximum 
through extensive searching. If equation 5.6.1 is rewritten in the following matrix format:
p * = X ( k a ) = £ p „ ,
Where:
A, X and PR are N X  Nu, N u X N  and I X  Nu matrices, respectively.
A =
0,0 a,0,1 a 0 ,N -l
a,1,0 a i,i a,l.V-1
^Nu-1,0 N^u-1,1 a N u -l,N -l
P „ = fa  P, •• Pj
* o , o * 1 , 0  • X nu-1,0
, K  =
* 0 . 1 * 1 ,1  • X nu-1,1
_ * 0 ,V - 1 X l ,N - l X nu- \ ,N - \
7.6.2
Each row of X contains one 1 and Nu-l 0s where each column contains Nus Is and N- Nu s  
0s. The idea is to find all the possible forms of N and work out the total corresponding 
power using equation 7.6.2. The algorithm keeps a record of only the form of X that 
produces the largest total power. The position of the ones for each user determines the 
allocated subcarriers for that user. Therefore in order to insure that the global maximum is 
reached, all the different combinations must be tested exhaustively. This technique is based 
on the maximum likelihood criterion in the sense that it searches through all possible 
combinations to find the optimum one. Clearly, when the number of users and the number of 
subcarriers are large, such searching method becomes computationally cumbersome.
In a time variant channel, the subcarrier allocation process may be repeated continuously 
every t interval of time. Thus a fast converging algorithm is very desirable. In order to
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achieve a fast subcarrier allocation, a sub-optimal algorithm is sought. The sub-optimal 
algorithm used here is based on searching through every column of A, starting from column 
one, and assigning the best subcarrier to its corresponding user. Once the total number of 
subcarriers for that user is reached, this user is dropped from the rest of the search. Once all 
the users are assigned their subcarriers, the process is repeated starting from the second 
column onwards, and so on. At each stage, only one subcarrier allocation that results in the 
largest total power is kept. The process is then repeated from the N*h subcarrier backwards, 
repeating the same process as before. In other words, this algorithm finds the subcarrier 
allocation that produces the best local maximum out of 2N local maximums. This algorithm 
may be summarised in steps as shown below:
1- Starting from subcarrier one, allocate that subcarrier to the user that has the highest 
channel gain at this position.
2- Repeat step one until all subcarriers are allocated.
3- If the total number of subcarriers is reached for one user, this user is dropped from 
the rest of the search.
4- Once all subcarriers are allocated, find the total power (channel gain)
5- Repeat the above steps, starting from the next subcarrier downwards
6- Compare the total power and keep the subcarrier allocation with the highest total 
power
7- Once all possibilities up to N  are examined the search starts again in the opposite 
direction, i. e the N1*1 downwards repeating step 1 to 6.
To speed up this algorithm, not all the combinations may be used. This however might 
reduce the accuracy of the optimisation algorithm.
When this adaptive technique is used, the users have to be continuously informed of their 
corresponding subcarriers every time the subcarriers are redistributed.
7.7 Simulations and Results
The simulation parameters used are summarised in Table 7.7.1 below. We assume a 
downlink TDD-OFDM multi-user scheme. The symbol rate was chosen such that the system 
can provide twenty users at 2Mbps each at full stretch. It is assumed that the block 
processing time is equal to the block transmission time and that synchronisation errors are 
negligible.
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Symbol Rate lOMsps Maximum Delay 5p,sec
Mapping Scheme QAM16, Variable Cyclic Prefix 5psec
Channel Type GSM 6 tap urban Doppler Frequency 100Hz
No. of sub-carriers 1024 Symbol Duration 100.48psec
Coding Rate Vi Rate Convolutional Constraint Length 7
Table 7.7.1: Simulation’s Parameters
7.7.1 Estimation of Channel Gain and Noise Power
An initial estimate of the channel frequency response and the noise power level at the 
receiver is established using a PN sequence, which is known at both the transmitter and the 
receiver. Once the initial estimate of the channel response is established, the noise power 
level can be determined by equalising the received PN sequence and then correlating it with 
an orthogonal PN sequence of the same length. To up date the channel at both the transmitter 
and receiver, the scattered pilot tone channel estimation technique was used. The percentage 
of pilot tones used is 10% for urban channels and 25% for hilly channels The interpolation 
and filtering was carried out using the FTD based technique described in chapter five. To 
obtain an estimate of the noise power level at the receiver the received symbols are equalised 
and a new estimate of the channel frequency response is generated using decision directed 
feedback. This is then inverse Fourier transformed and the samples beyond the maximum 
delay spread of the channel are then considered to be purely noise and therefore the
maximum likelihood estimate of the noise variance, <7 , is given by:
! i w
a 2 =- . i=M-------- 7.7.1.1
2 F - M
where F and M are the total number of sub-carriers and maximum delay spread of the 
channel, respectively. Such method is usable when the number of subcarriers is large and the 
maximum delay spread of the channel is relatively short.
7.7.2 BER Performance of the Adaptive Modulation Scheme
A comparison between the Chow’s method, Fisher’s method and the proposed algorithm is 
presented in Figure 7.7.2.1 (a), (b), (c) and (d) below. From these figures, it is evident that 
the Chow et al algorithm slightly outperforms the other two. This is however due to the fact
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that Chow’s algorithm includes power adjustment after the bit allocation process. The power 
adjustment is achieved by comparing the allocated number of bits and their corresponding 
SNR on every sub-channel to the required average BER and then adjusting the total average 
power such that it remains unchanged. It can also be seen from these figures that at SNR 
>20dB an average improvement of about 4 -  lOdB is obtained over the fixed modulation 
scheme, depending on the type of channel encountered. For these simulations, the received 
symbols were equalised using a perfect channel estimate.
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Figure 7.7.2.1: Comparison Between Existing and Proposed Algorithm, (a) at Doppler = 
100Hz in Urban Channel and (b) in a Static Urban Channel
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Figure 7.7.2.2: Impact of Channel Mismatch
The wider the constellation range that can be used, the closer to optimum the bit allocation 
will become. However, the complexity of such an adaptive system increases in proportion to 
the maximum constellation order used. Thus, it would be useful to determine a maximum 
constellation order such that the resulting BER degradation incurred by imposing such 
limitation may be considered negligible. Unfortunately, this is largely channel dependent as 
the distribution of power amongst the subcarriers is determined by the relative strength of the 
multipath rays. For both the urban and hilly channels used in these simulations, it was found 
that negligible performance improvement is obtained when the constellation range is 
increased by more than an order of two beyond the minimum constellation order required. 
For instance, in Figure 1.1.23  (a), the minimum constellation order required to fulfil the bit 
rate per block of 2048 bits, is 2 bits per symbol corresponding to QPSK modulation. It can 
be seen from this figure that when the constellation range is increased beyond 4 bits per 
symbol, the improvement obtained is hardly noticeable. Similar results were obtained when 
the minimum required constellation order is increased to 4 (16QAM) and 5 (32QAM) as can 
be seen from Figure 1.1.23  (b) and (c) below.
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Figure 7.7.2.3: Sensitivity to Modulation Diversity Range
The above experiments were repeated using the other two bit-loading algorithms and were 
found to give a similar performance.
In mobile radio communications, the speed of the bit-loading algorithm is vital. Since the 
target bit rate of the system simulated here falls within the 20-90 % of the maximum 
achievable bit rate only a maximum of 10% of the target bit rate is required to be 
added/removed to reach the target bit rate. This is done by recursively adding/removing one 
bit at a time to the subcarrier that requires the least/most amount of energy. Every time one 
bit is added/removed, the subcarriers are re-indexed according to the least/most required 
energy level to add/remove one bit. In order to reduce the repetition of such process to a 
single iteration only, the subcarriers that require the least/most amount of energy are used 
simultaneously to reach the target bit rate in after a single indexing operation only. In Figure
7.7.2.4 it can be seen that limiting the sorting operation to a single iteration almost makes no 
difference to the systems performance.
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Determining how long the channel gains remain within specific regions is of great 
importance when using adaptive modulation as this impact on the total number of 
calculations needed per block. The aim is to establish a theoretical measure of the rate of 
change of the channel such that it can be used as a guide to control the rate of adaptation. 
Lee, [29], gives a measure of the average time that the channel amplitude stays below a 
certain level, better known as the average fade duration, AFD. What is required in this case 
however is the average time, Tav, during which the channel amplitude stays between two 
certain levels. This will be referred to here as the average fade region duration, AFRD. Using 
the finite state Markov channel model derived in [30], Goldsmith et al [8] established a 
relationship relating the AFD of [29] to the average fade region duration. Since the fading in 
[30] was assumed to remain within one region over a symbol period and can only transition 
to the same region or adjacent regions, this assumption is consistent with the model used 
here. The transition probabilities between regions under such assumption are given as:
PjJ+1 ”
lcr^ T, 
n , P u n  =
lcrjTs 
n , 7.7.2.1
P jj = l ~ P u n - P u n
where /cr; = f De / y  is the level crossing rate at level Lj for Rayleigh channels
and 7ij is the steady state distribution corresponding to the /  region. Assuming that the time 
in which the Markov process stays in a given state is geometrically distributed, the value of 
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Table presents the values of AFRD corresponding to five regions (M,=0,2,4,16,64) in 
Rayleigh fading fo r /D = 100Hz and two average power levels y  =10dB and y  =20dB. 
Because in OFDM transmission all the modulation schemes used are transmitted in parallel, 
to reduce the risk of performance degradation, the adaptation rate must not exceed the lowest 
value of AFRD at the corresponding y  .






Table 1.12.2: AFRD at f D = 100Hz for rayleigh Fading
It can be seen from Figure 1.1.2.5 that the systems performance degrades as the re-adaptation 
rate is increased beyond the maximum theoretical value, in this case 0.301ms and the block 
length is 0.1024ms. When the re-adaptation rate reaches the coherence time of the channel 
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Figure 7.7.2.5: Sensitivity Adaptation Time to Doppler
7.7.3 BER Performance of the Pre-equalisation Scheme
Figure 7.7.3.1 shows the impact of using pre-equalisation under static channel conditions. It 
is self evident from this figure that the advantage of employing such technique is 
considerable. It can also be seen that the performance of such system, under the assumption
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of a perfect channel estimate, is equivalent to that of the same mapping scheme in an AWGN 
channel. To reduce the maximum dynamic range of the transmitter’s amplifier, the threshold 
technique of equation 5.5.5 was implemented for two dynamic ranges of 5 dB and 10 dB. 
The results shown in Figure 7.7.3. land Figure 1.13.2  show the impact of using a threshold 
based technique and highlight the importance of compensation for the threshold operation, 
which becomes more important as the dynamic range is reduced. A close inspection of these 
figures show's that although threshold compensation at the receiver significantly improves 
the system’s performance, some degradation (about 6 dB for the 5 dB dynamic range and 
SNR = 20dB) is incurred due to the strength of the deep fade at that location.
The other major drawback of pre-equalisation is its sensitivity to time variations. The impact 
of such drawback becomes more pronounced in proportion to the time variation of the 
channel and increased modulation order. In Figure 1.13 A it can be seen that a time delay of 
one block duration results in severe performance degradation. In fact in such situation pre­
equalisation performs much worse than using equalisation at the receiver. In order to make 
use of pre-equalisation without allowing the time variation influence of the channel to 
degrade its performance, equalisation at the receiver was also used to compensate for the 
channel variation. A one block delayed copy of the channel transfer function is first used to 
undo pre-equalisation, this is then followed by normal equalisation using an up to date 
estimate of the channel response. By doing so, the impact of the noise on the subcarriers 
falling in the deep fade region is reduced by the first step, then the equalisation process takes 
care of the channel induced amplitude and phase shifts.
It can be seen from Figure 7.7.3.4 that channel prediction may be successfully used to 
overcome the effect of time variation on the channel inversion method. It is however clear 
from this figure that although such a technique considerably improves the performance of a 
channel inversion based system, it leads to irreducible BER floors. This is due to the residual 
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7.7.4 Adaptive Subcarrier Allocation
To keep the computational load feasible, the optimum subcarrier allocation method was 
examined under time invariant conditions where the subcarrier allocation needs only to be 
evaluated once. In addition, the number o f subcarriers was kept at 64 and the number of 
users at 6. In Figure 7.7.4.1 it can be seen that degradation incurred by using the sub-optimal 
method is about ldB. It can also be seen that the improvement obtained by using such 
technique is over lOdB in terms of SNR. The same simulation test was then redone in a time 
variant channel using only the sub-optimal technique and the parameters given in Table 
7.7.1. It can be seen from Figure 7.7.4.2 that the improvement gained in this environment is 
in the order of 7 dB. To keep the simulation running-time to a minimum, the sub-optimal 
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7.8 Conclusion
In this chapter the use of adaptive OFDM techniques was examined. In particular three 
adaptation strategies were compared. These were the fixed-power adaptive-constellation, 
fixed-constellation adaptive-power using channel inversion and adaptive subcarrier 
allocation.
For the adaptive constellation scheme, three adaptation algorithms were examined. It was 
shown that all three algorithms have almost identical BER performance. When compared on 
the basis of speed of convergence however, it was found that the Chow’s algorithm can be 
the slowest. This is because there is no guarantee that the sub-optimal loop designed to speed 
up the convergence rate of the algorithm will always converge to the correct starting value. 
We also explored the impact o f restricting the number of constellation levels and found that 
minimum improvement is obtained when the number of levels is increased by more than two 
levels above the average required constellation level. It was shown that using fixed power 
adaptive modulation provides as much as 7dB-performance improvement at BER = 10'3 over 
fixed power fixed modulation techniques. A measure of how fast the transmitter needs to 
adapt to the continuously changing channel was also given. The feasibility o f such measure 
is however dictated by hardware constraints.
The use of adaptive power control using channel inversion has shown very promising results. 
An improvement of as much as 15 -  20 dB was obtained compared with fixed power 
techniques. Such technique is however sensitive to channel variations unless this is 
compensated for at the receiver. The use of controlled channel inversion combined with 
compensation at the receiver has been shown to be a good compromise that provides
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considerable improvement over fixed power techniques as well as limited peak to average 
power ratio. Channel prediction was also examined and it was shown that although it 
provides significant improvement in the absence of channel compensation at the receiver, it 
also leads to irreducible BER floors. This is because of the residual difference between the 
actual and predicted channel transfer function.
The use of subcarrier allocation in a multi-user environment was also investigated. An 
optimum algorithm was suggested. This algorithm however requires a large number of 
computations that may not be desirable especially in a time variant channel. Instead, a sub- 
optimal iterative algorithm that is based on finding the best subcarrier allocation out of 2N 
possibilities was given. Using this scheme an improvement of about 7dB is obtained over 
non-adaptive schemes.
It can be concluded that the adaptive power technique is the simplest to implement and 
provides the best overall performance improvement. Adaptive subcarrier allocation was 
found to be the second best even when using a sub-optimal allocation algorithm. In addition, 
these two techniques only need the channel transfer function and do not require information 
about the noise level at the receiver that the adaptive constellation technique requires.
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The vision of being able to have information “any-form-anytime-anywhere” has been the 
driving force behind the implementation and deployment of wireless-mobile communication 
systems. The challenge faced however is to be able to provide such facility with a high 
quality using the minimum possible resources (power, bandwidth complexity, etc). The main 
obstacle to overcome at the physical layer is the transmission channel, which imposes 
serious constraints on the data throughput. The transmission channel is characterised by two 
major categories. These are the time dispersion due to multipath, which makes the channel 
frequency selective and thus causes parts of the transmitted signal’s spectrum to undergo 
severe fading as well as produces ISI. The second category is the time variation of the 
channel due to the relative movement between the transmitter and the receiver, which makes 
the channel frequency dispersive and gives rise ICI.
In order to overcome such problems, two air-interface techniques have been the subject of 
extensive investigation recently. These are the spread spectrum and the multicarrier (in the 
form of orthogonal frequency division multiplexing, OFDM) techniques. The two techniques 
work in opposite sense in order to achieve the same aim. While spread spectrum systems 
spread the data across a multiple of the original data bandwidth (hence stretching the data in 
frequency), the multicarrier systems divide the original bandwidth into many narrow 
subchannels (hence stretching the data in time). The two techniques allow different channel 
equalisation and receiver structures to establish an efficient and robust communication link. 
The advantages of the OFDM technique include simpler equalisation strategies, robustness 
against time-dispersive channels and inherent frequency diversity when combined with the 
relevant channel coding and interleaving. However, these advantages do not all occur 
without some drawbacks. These include redundancy introduced by the cyclic prefix, channel 
estimation and higher sensitivity to synchronisation.
Due to its robustness against ISI and spectral efficiency the OFDM technique has now found 
many applications for high data rates modems such as DAB, DTVB and DSL in Europe and 
Japan. In addition, it has also been standardised for other applications such as the 
HIPERLANn, and was also proposed for wireless and personal communication systems.
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An OFDM system can be realised using a bank of coherent modulators equally spaced in 
frequency. This however is not the common method of realising such system Instead the 
FFT transform is used due to its efficiency and relative ease of implementation especially 
when the number of subcarriers needed is large. The main disadvantage of the FFT method 
is the increased sensitivity of the system to amplifier non-linearity.
Current demand for wireless internet access is such that there is likely to be a pressing need 
for more bandwidth to be available for the fourth generation cellular radio systems to 
provide WAP and multimedia facilities. This is the issue considered in this thesis.
Following the brief description of the mobile radio channel and the relevant basic 
communication techniques in chapter two, this thesis has focussed on studying mainly 
coherent OFDM systems for applications which require high bit rate modems.
A brief analytical description of the principle of OFDM modulation scheme has then been 
presented in chapter three where it was shown that OFDM could make wideband 
transmission over frequency selective fading channels achievable. Typical system 
waveforms were shown and the system capacity was discussed. It has also been shown 
analytically that in order to preserve the orthogonality between the subcarriers and prevent 
significant ISI, the use of a cyclic prefix is indispensable. A simplified description of the 
mathematical representation of an OFDM signal in the presence of time and frequency 
selective fading channel was also given. In addition, a theoretical analysis of the BER 
performance of MQAM/OFDM has been provided, which could be used to show the trade 
off between the system BER performance, number of subcarriers and duration of the cyclic 
prefix.
An FFT based OFDM system was described and modelled in a multipath-fading 
environment in chapter four. In this chapter the relationship between the FFT-size, channel 
time selectivity and frequency selectivity was established using computer simulation. It was 
concluded that when time selectivity is the dominant factor of the channel, ICI dominates 
and increases in proportion to the number of subcarriers. ICI is not removed by the cyclic 
prefix and can only be reduced by increasing the separation between the subcarriers. In 
contrast, when the channel is dominantly frequency selective, the time selectivity may be 
ignored. The frequency selectivity of the channel yields ISI, which decreases in proportion to 
increasing the number of subcarriers or the duration of the cyclic prefix. In a time-selective-
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frequency-selective channel, the optimum number of subcarriers can be approximated to be 
the crossing point between the performance of the time-flat limit and the frequency-flat limit 
of the considered channel. It was also shown that the use of a cyclic prefix is indispensable, 
especially when using high order modulation. There are however two disadvantages 
associated with using a cyclic prefix. One of these problems is the reduction in spectral 
efficiency and the other is the reduction in effective SNR. As an alternative a feedback based 
technique was proposed which removes the need for a cyclic prefix and this has showed 
encouraging results. This was based on removing the ISI term prior to the receiver’s FFT 
using an estimate of the previous transmitted symbol. The performance of such a technique 
however was found to be highly dependent on the goodness of the channel estimate and 
therefore is recommended for slowly time variant channels where a good channel estimate 
can more easily be obtained. A brief review of the sensitivity of the OFDM system to 
synchronisation errors was also presented in this chapter along with some of the current 
synchronisation techniques proposed in the literature. Coded OFDM was also examined, in 
particular its relationship to interleaving. It was shown that as much as 5-7dB improvement 
is achieved when combining coding with interleaving. The exact interleaving depth is mainly 
a function of the channel Doppler spread and code free distance. The optimum interleaving 
depth is that depth beyond which no further performance improvement is obtained. In slowly 
time varying channels this optimum depth may not be feasible as the delay imposed may be 
very significant and intolerable for real time applications. A comparison between a single 
carrier and an OFDM system in multipath fading showed that only when the OFDM system 
is combined with coding and interleaving it becomes superior to the single carrier system. 
The performance of parallel DPSK/OFDM and serial DPSK/OFDM was studied using 
computer simulation. It was observed that in a dominantly time selective channel, the serial 
DPSK/OFDM is a better method as it relies on consecutive symbols in the encoding and 
decoding operations and therefore 1 IN times less sensitive to time variations. On the other 
hand, in a dominantly frequency selective channel the parallel DPSK/OFDM is the better 
choice when the coherence bandwidth of the channel is relatively large compared to the 
frequency separation between the subcarriers. This is because the correlation between the 
channel response across the time direction is much higher than that across the frequency 
direction.
Chapter 5 focussed on the pilot-symbol-assisted channel estimation technique for OFDM. It 
provided a comparison between three practical estimators and discussed the relative merits 
of each. In this chapter, various key issues of the pilot assisted channel estimation technique 
were investigated. This included the impact of pilot tone spacing, power level and sensitivity
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to timing errors. It was shown that by increasing the pilot tone power by about 3 to 6 dB 
above that of the signal, a significant performance improvement is achieved. In contrast, 
increasing the percentage of pilot tones beyond a certain level degrades the systems capacity 
as well as BER performance due to unnecessary transmission of redundant symbols, which 
in turn reduces the effective SNR of the system. The impact of timing misalignment on this 
channel estimation method was also examined. It was shown that certain types of 
interpolators are much more sensitive to timing errors than others. Using the FTD based 
channel interpolator, eliminates the need to phase compensate the pilots prior to 
interpolation, consequently reducing the risk of incorrectly estimating the phase shift 
introduced by the frame misalignment.
The scattered pilot-tones channel estimation technique is suitable for situations when the 
channel coherence time and bandwidth are relatively large. For example, systems such as the 
DVB-T find such technique very applicable since the application uses very large FFT sizes 
which corresponds to a large channel coherence bandwidth and the application is limited to 
static or, very slowly time varying channels. For applications which involve vehicular 
receivers on the other hand, much smaller FFT sizes are used to accommodate for high 
velocities, such technique may not be the most suitable due to the excessive overhead 
required for a good channel estimate. In view of this a new channel estimation technique 
aimed at providing an instantaneous channel estimate without reducing the total data 
throughput was investigated. This is based on the simultaneous transmission of the pilot 
tones and information signal using two two-chip orthogonal codes. It was shown that under 
unknown channel conditions, the new channel estimation technique is the safest choice. If 
however, the channel is known to be very slowly time variant, such as the fixed wireless 
channel, then the feedback technique will result in the best overall performance provided that 
consecutive OFDM blocks are perfectly synchronised. Finally, if the channel is highly time 
variant and the coherence bandwidth of the channel is relatively large, then by careful 
selection of the FFT length, pilot tone percentage and PSR, the pilot assisted technique may 
be customised to provide the best overall performance.
A highly bandwidth-efficient channel estimator was studied in chapter six. This estimator 
tracks the variations after the initial estimation in a decision directed feedback fashion. Two 
forms of this estimator were examined. The coded mode, which utilises the error correction 
capability of the Viterbi decoder to improve the channel estimate, and the uncoded mode, 
which uses the hard-decision symbols directly before error correction takes place. The coded 
feedback channel estimator was shown to be superior to the uncoded mode under various
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transmitter needs to adapt to the continuously changing channel was also given. The 
feasibility of such measure is however dictated by hardware constraints.
The use of adaptive power control using channel inversion has also shown very promising 
results. An improvement of as much as 15 -  20 dB was obtained over fixed power 
techniques. Such a technique is however sensitive to channel variations unless this is 
compensated for at the receiver. The use of controlled channel inversion combined with 
compensation at the receiver has been shown to be a good compromise that provides 
considerable improvement over fixed power techniques as well as limited peak to average 
power ratio. Channel prediction was also examined and it was shown that although it 
provides significant improvement in the absence of channel compensation at the receiver, it 
also leads to irreducible BER floors. This is because of the residual difference between the 
actual and predicted channel transfer function.
The use of subcarrier allocation in a multi-user environment was also investigated. An 
optimum algorithm was suggested. This algorithm however requires a large number of 
computations that may not be desirable especially in a time variant channel. Instead, a sub- 
optimal iterative algorithm that is based on finding the best subcarrier allocation out of 2N 
possibilities was given. Using this scheme an improvement of about 7dB is obtained over 
non-adaptive schemes.
It can be concluded from this study that the adaptive power technique is the simplest to 
implement and provides the best overall performance improvement. Adaptive subcarrier 
allocation was found to be the second best even when using a sub-optimal allocation 
algorithm. In addition, these two techniques only need the channel transfer function and do 
not require information about the noise level at the receiver that the adaptive constellation 
technique requires.
8.2 Future Work
This work has highlighted a number of potential areas for further research, which will be 
listed below.
8.2.1 Practical Synchronisation Algorithms
It was shown in chapter four that preserving the orthogonality of an OFDM system is a 
formidable task but one that is vital for maintaining the BER performance at the required
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level. It was shown how a small phase offset due to either frequency mismatch or phase 
noise can lead to higher ICI, which ultimately degrades the system performance. Although a 
number of algorithms have been investigated by, for example, [l]-[5], the need for a simpler 
and more effective algorithm is far from over yet.
8.2.2 Multicarrier Techniques
Much research into multicarrier CDMA systems has been focussed on synchronous systems, 
appropriate mainly for a downlink transmission. Meanwhile, there has been comparatively 
little research on asynchronous systems that are appropriate for uplink channels. The 
justification for this is the fact that many of the benefits of the MC-CDMA technique, such 
as the simple detector/equaliser structures, may be lost when an asynchronous approach is 
considered. In the asynchronous case, the required matrix inversions required to implement 
the optimal linear receiver are as complex as those required for DS- CDMA [6]. These 
receivers require near-perfect channel estimation as the performance degrades severely with 
imperfect channel information [7]. If MC-CDMA modulation were to be considered for 
future mobile communication systems, further research into such area would be needed.
8.2.3 Adaptive OFDM Techniques
As OFDM has now become the standard air-interface technique for many applications such 
as DVB, DAB and HIPERLANII, which require high bit rates, the need to maximise the 
spectrum efficiency of such technique is even greater. Adaptive modulation is a key area that 
has lately surfaced again. As DVB and DAB are a one-to-many channel, only adaptive 
techniques that do not require a duplex link are considered useful. On the other hand, 
communication systems that involve a duplex link give more flexibility in the choice of an 
appropriate adaptive scheme.
8.2.4 Diversity Techniques Using Space-time Codes
Space-time codes are designed for efficient transmission using multiple transmit antennas. It 
was shown in [8] [9] that the use of multiple transmit and receive antennas along with 
intelligent signal processing can result in enormous capacities. OFDM systems have the 





A. Box-Muller Algorithm [1]
The Box-Muller algorithm is formulated as follows:
1.Generate two random variables ux and 1/2 and let
s — uf + W2
2.While s > 1  discard s and recompute m15m2 and s
3. If s < 1 is satisfied compute the I and Q components of the noise as follows:
<7 is the standard deviation of the AWGN.
B. 2nd Order Cascaded Butterworth Filter Design [2]
The steps involved are outlined below:
1. Prewarp the critical frequency of the digital filter. In this case the critical frequency is the 
maximum Doppler frequency. This is done as follows:
via tan B.l
Where wp = 27tfm, the critical frequency before prewarpping.
f m — Maximum Doppler frequency. 
f s = Sampling frequency.
s
2. Denormalise by frequency scaling H(s). This is implemented by replacing s by —- .
3. Transform from the s-domain to the z-domain using the Bilinear Transformation to obtain 
the digital filter transfer function H(z). This is done by replacing s by (z-l)/(z+l).
The resulting z-domain transfer function of the above frequency domain transfer function is
Appendices
H(z) := (z+1)____________________________________
[[a2-(z- l)2-hj2-a-(z- l)(z+  l)-h (z+ l)2]-[a2-(z- l)2+ 2. 10'2 a-(z- l)-(z+ 1) + (z+ l)2]]
Where
1
, fd tan 171 —
fs
Using the z-domain transfer function, the difference equation that can be used to model the 
filter can be found as follows:
H(z) = I Q  B.2
X(Z)
Rearranging the above equation and substituting for H(z) produces
Y(z)»--[[(l -i- 4-z"1 -t- 6 - z~ 2 -i-  4 - z '3 h- z’4)-X(z) -  (pi-z' 1 + P2-z'2+p3-z'3 +p4-z'4)-Y(z)]] 
k
From which the difference equation below is deduced.
y(n)a--(x(n) + 4-x(n- l) + 6-x(n- 2) + 4-x(n- 3)-t-x(ii — 4)- pi-y(n- 1)- p2-y(n- 2)- p3-y(n- 3)- p4-y(n- 4)) 
k
Where k:=cc4+ (2.010'2+-$ ) - a  + (2.OIO2^2+- 2.)-a2 + (2.010~2-h^ 2)-<x+- 1.
Pi =-4.-a4-h (-2/^ 2-  4.010 2)-a3-t- (2.-V2-h4.010'2)-<x-h4. 
p2 := (6.-a4-  4.-a2-  4.010'2 'Ji-of-t 6.)
P2 :=6.-a4 + (- 4. -  4.0 1CF %£) -a2 +- 6.
P3 : = -4.-a4-t- (2 . S +  4.010'2)-a3-h (-2 .^2- 4.010'2)-a-h 4.
P4 : = a4+- (-2.010 2-  l.-^ )-a3 + (2.OIO'2 ^2+- 2.)-a2+- (-2.010'2-  l .^ -a - t -  1
C. Important Channel Parameters
a) Root Mean Square, (rms), Delay Spread Calculation
Although the power delay profile of a channel describes completely the variations of the 
received power with time, it is often more convenient to simplify this to a single quantity 
known as the rms delay spread’which is expressed as follows:
=  V t 2 - t 2T rms  YT -T  C.l
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IX IX
n = l n = l
C.2
b) Capacity of Frequency Selective Fading Channels
In this section the capacity of frequency selective fading channels is reported. The derivation 
of such parameter has been provided by Holsinger in 1964 and reprinted in H.
CS =W-  Log2{GM • (l + r  I C (/)  f ))
/  1
GM (l + r I C ( /)  I2 )= exp — • Jln(l + y | C (/)  f  }lf
W
C.1
For a time invariant frequency selective channel, the capacity is given by:
Where W is the available bandwidth of the channel, C(f) is the frequency response of the
channel and yis the signal to noise ratio.
For a time variant Rayleigh frequency selective fading channel it can be shown that the 
capacity can be given by:
W
'T.V.R. ln(2)
J x  1 • exp(-jc)ctc C.2
Where a is a threshold and may be calculated using: 
y  = jx~2 - exp{-x )d x
a
c) Level Crossing Rate and average Duration of fades
The level crossing rate, (ler), may be defined as the number of times the envelope of a signal 
crosses a certain level per second. It is defined by [4] as:
n(R)=n0 ‘ nR
I—  1^  1Where n0 = — , and nR = — ■ p (R ) , V is the vehicle speed, A is the wavelength and
a  2
p(R) is Rayleigh PDF. For example the expected level crossing rate at lOdB below the
average signal’s power level is 0.71 crossings per second.
Appendices
The average duration of fades, (adj), is defined as the sum of N  fades at a certain level, A, 
divided by N. The average duration of fades may be given by:
RJ p(x )d r
adf  =  ----------- C.l
ler
Where the numerator represents the cumulative Rayleigh distribution function (CPD). For
X
the previous example it can be shown that the adf is equal to 0.132 • — sec.
D. The LMS algorithm [2][9]
A common method of optimising adaptive filter parameters is to minimise the mean square 
error, which is defined as the square of the difference between the filter’s output and the 
desired signal. When the mean square error is plotted as a function of the filter’s coefficients 
vector it forms a multidimensional parabolic, (performance surface), with a unique minimum 
corresponding to the Wiener Solution. The Wiener solution can be derived easily as follows. 
Since the error, e, between the desired output, y, and the filter’s output, y , is given by:
T  N - 1
ek = y k - h = y k  - w  -x* = yk -  5> f d .i
i'=0
where Wr is the transpose of the filter’s coefficients vector,
X is a vector of the received signal samples, 
and N  is the number of filter’s coefficients.
The square of the error is given as:
4  = y\ -2 y tx [ w  + w rx tx [ w  D.2
Assuming that both the received and desired signals are stationary and ergodic processes, 
then the mean square error, J, is obtained by taking the expectation of both sides of the above 
equation giving:
J = E[el ] = E [yl ] -  2E[ y t X l W] + £[W rX t X [ W] = (T2 + 2Pr W + Wr RW D.3
where
2 2 <t = E[yk ] is the variance of yk
P = E[ykX k ] is the cross-correlation vector,
R = E[XicX^] is the NxN correlation matrix.
The gradient of the performance surface, A, is given by:
v
Appendices
A = —  = -2P  + 2RW D.4
3W
At the minimum point of the performance surface, the gradient is zero and therefore, the 
filter weight vector has its optimum value given by:
W „„,=R -'P D.5
Widrow and Hopf, have developed a recursive algorithm based on the standard steepest 
decent method to obtain the optimum weights without the need to matrix inversion which is 
a necessity in the direct method discussed above. The steepest decent method is given by :
Wt+1 = W D .6
where p  controls the stability and rate of convergence of the algorithm and must satisfy the 
following relationship [7].
—-— > p  > 0  
A^max
where p ^  is the maximum eigenvalue of R.
In the LMS algorithm instantaneous estimates are used for A. Thus
Ak = - 2P t + 2 R kWt = - 2 X kyk + 2 X kX TkY/t  D 7
= - 2 X k(yk - X Tt Wk) = -2ekX k
Substituting the above equation into the steepest decent algorithm results in the Widrow- 
Hopf LMS algorithm:
W*+1 = W * + 2  pekX k D.8
The Widrow-Hopf LMS algorithm can be extended to complex forms where all the signals 
are complex numbers and the complex conjugate of the reference input is used [8].
W*+1 = W * + 2  pekX \  D.9
In this simple form of the LMS recursion the correction applied to the tap weight is
proportional to the input vector which can give rise to convergence problems when the input
power is high. It is therefore usual to normalise the adaptation constant p  to the input power 
to give the normalised LMS algorithm [9].




E. Performance of Non-coherent OFDM
The system BER performance derived here is based on a differential binary phase shift 
keying, DBPSK, modulation scheme. Assuming that the decision variable at the receiver is 
D, the steps involved in deriving the BER performance of such system can be summarised in 
the following steps:
1. Find the characteristic function of the decision variable D, y/(Q.
2. Calculate the inverse Fourier transform of y/ to find the probability density 
function, pdf, of D, p(D).
3. Assuming that one has been transmitted, the BER probability is obtained by 
integrating p  (D) over the period o f -  to 0.
The method used in deriving the BER performance here follows the same idea as that used in
[5][6].
Since the decision variable, D, may be given by:
E.l
assuming that a 1 has been transmitted implies that Rjti = Rjj.j, then the characteristic 
function, yr(Q, of this variable is given by [10]:
1
det( I - j 2 £ C  F)
E.2
Where
C = ^ E[R* RT]=a- i p  
p  i
is the covariance matrix of R




is a 2X2 matrix.
Substituting for R and C into equation E.2 and calculating the inverse Fourier transform of 
the resulting equation produces the probability density function of D,p(D)  as shown below:
Appendices
p(R)=^lv (Cy iCfd£
B  f  0.5-fA+-J A2+4b \ r  0.s ( A - J A 2+4b \ r  |
= -p J = --------\ e  \ > •u ( - D)  + e \ > •u(D) \
b 1 J
E.3
Where u(x) is a unit step function and
and
. . .  *  (p)
* ~ ^ F i 7 F J
5  = 1
4a2 * (1— | p |2)
The bit error rate is found by integrating p(D) over the period of -  oo to 0 as shown below:
U
P(e)  =  P (D j4 <  0) = J p(D )dD
E.4
(i - p 2 ) ( p + i )  
2
The correlation coefficient of, R, in the presence of a frequency selective fading channel may 
be given in terms of the powers of the different paths and delay spreads as shown below:
P =
bo + o f  +  a t
E.5
Where
/  \  2 Ml M1+M2 I T - t .+CP
bQ =  £ / > , +  2
Z=1 Z=M1+1
V
'Pi .is the power of the desired signal,
M1+M2
< * ,=  2Z=M1+1
-C P '
2 r N-\ • 2 f 7t(l 1s1 o'Pi' Xsmc —Jfc=0 Tu 2\  u J I “ J y
is the power
related to ICI and ISI
Tt is the delay of the Ith path, 
and M l and M2 are the length of the cyclic prefix and the length of the useful symbol 
duration, respectively.
The correlation coefficient for a time selective channel is given by [11]:




Where bo, bj and <7* in this case are defined as:
2 n{m-k){C-n) 
Tu dC/drj
Where Cr(r) is the autocorrelation function of the channel, which assuming the use of an 
omni-directional antenna may be given as:
Where
Tu, Tjqt and f D are the useful symbol duration, the total symbol duration and the Doppler 
frequency, respectively.
F. Channel Autocorrelation Function
The autocorrelation function of the channel is given by [12]:
E.7
Substituting the definition of bO, bl, o 2c and Cr(r) in equation E.5 results in:
E.8
Rhh (A f, A r )=  -  Af ; t  -  A i)}
M
y  e j« * n -O n ) ' e j 2 n ( F Dtt. t - F DH. ( t - A t ) )  m * f ) T n )
F.l
Since all random variables are independent, equation F. 1 can be written as:
R„„ (A /, e ^ 11^  }
M  n=i
= E ^ j,nF^  }= Rf (Af)Rt (At)
F.2
Appendices
Equation F.2 implies that the channel correlation is separable. The expectation can be found 
from a standard Fourier transformation:
R, (A t )  = e {; w  }= J 0 (2kFd^  At)
r n p-fcpb'Tnns+jlnV)) R3
R f (A /) = j2}0fTn }=  7— i-----------r -  *----
{ l - e ^ ,' ~ l \  + j27iAfrnns)
where
J 0 (.) is the Bessel function of the first kind.
The correlation function for a uniform power delay profile can be obtained by letting
T —> ° o :rms
r i  1 -  p - i2nW *
R " ,form(Af ) =  k  ——---------  F.4
7 F 1 j2ntsfTcp
Therefore, the correlation between channel attenuations separated by k subcarriers and I 
OFDM symbols is:
E }=  r/  (k>i (0
where
rf (k) = R
f  k  ^ ‘tnns+jM/N)^
ivr" (l -  e L/T™ + j l n k f ^  /N )
r,(.l) = R, (l{N + L.)Ts )=  J „




/ 7^  is the RMS-spread relative to the sampling interval.
G. Performance of QPSK/OFDM using feedback channel estimation
The BER probability for OFDM signals using phase shift keying modulation is calculated 
here. As already been mentioned earlier in the thesis, each symbol in the OFDM block is 
subjected to flat fading as shown in the expression below:
R = X H  + t i
and therefore, the multiplicative channel coefficient, H, is estimated using
R N  N
H =  —  = H - —





Since this analysis is for PSK, only phase equalisation is required and thus the decision 
variable, Z, is given by
Z  = R H *  = R Y *  = Z_+Z. G.3
where
Zr = 9 UZ}
Z , = 3 { Z }
and the phase, 6, of the decision variable, Z, is given by
9 = tan-i G.4
In calculating the BER probability, we are assuming that the symbols carried by the different 
sub-carriers have equal probability of being in error. To find BER, it is required to calculate 
the probability density function (pdf) of the phase 9. This is calculated using the following 
steps:
1. Find the characteristic function of the joint pdf of Zr and Z„ y/.
2. Find the double Fourier transform of yr to find the joint pdf of Zr and Z„ p(Zr,Zj).
3. Use the equality, r  = -yjz2 + Z f  and 9  = tan' 1 (Z. / Z r) to find the pdf of the envelope r
and phase 9, p(r,9).
4. Integrate over r the joint pdf p(r, 9), to find the pdf of 9, p( 9).
When the above steps are carried out, the results are as follows:
1) The joint pdf function of Zr and Z, can be expressed as
¥ ( P iJ v2) =
C \ 2
2 | j u | c o s £
Vi - J i  —  p-;
I ) j
+ v - J
2 1 jU | sin e
+
2 \ 2





mxx= E { \ R \'} 
m „ = E { \ Y \ ' }  
mv = E [ R - Y }  
m.
P =
xy \ n \ e - “
and L is the number of diversity antennas used.
2) Taking the double Fourier transform of G.5 produces,
p ( Z r, Z , ) =  V _ I ^ I Y  { j z ? + z f  Y '  .eHz'c°“+z‘*“>]- K ^ ( J z f + z f )  G.6
where
Kn(x) is the modified Hankel Function [5] of order n.
3) Substituting r and 0 in G.6 gives
p(r,e) = (1~ Im|2)'  • rL ■ e^ c“'6-e)1 • KL_t (r) 
{ L —\ ) \ n 2
G.7
4) Integrating over r produces the marginal function of 0, p (6), which is given by [5]:
2\L




b - \ p \  cos (6 - e )
+
I p  |cos(0 -£ )
[&- I \l |2 cos2 (0 -  £ )f 2
_x(  |p  |cos(0 -e)^cos 1/2





f { b , p )  |6=1 denotes the Lth partial derivative of the function f(b,p) evaluated at
b =  1.
The BER for any Af-phase signalling is given by:




Since we are only interested in the BER of QPSK modulation, it is the only BER probability 
that is reported here. Assuming that the signal sent represents the code word 00 and that 
Grey coding is used, a single error will occur if n I 4 < 6  < 3 n / 4 and a double error if 
3n / 4 < 6 < n  . Thus, of a binary digit error is
3?r/4
P q p s k  ~ f p ( 6)de + 2 fp(0) G.10
w/4 3n/4
Using G.10 to substitute for q, and assuming no antenna diversity (L = 1), the probability of 
BER for QPSK may be given by
p = Er QPSK 0 1- G.l l
The cross-correlation coefficient, ju, may be approximated by:
f
1 + y G.12
where
E n




[1] W.T. Webb and L. Hanzo, “Modem Quadrature Amplitude Modulation, Principles and 
Applications for Fixed and Wireless Channels”, IEEE Press, 1994.
[2] E. C. Ifeature and B. W. Jervis, “Digital Signal Processing, A Practical 
approach”, Addison W esley publishers ltd, 1993.
[3] R. G. Gallager, “Information Theory and Reliable Communication”, John Wiley, 1968.
[4] W. C. Lee, “Mobile Communications, Design and Fundamentals”, John Wiley and Sons, 
2ed 1993.
[5] J. G. Proakis, “Digital Communications”, 3ed, McGraw Hill, 1992.
[6] R. C. V. Macario, “Modem Personal Radio Systems ”, IEE, 1996.
[7] T. C. Chen, “One Dimentional Signal Processing”, Marcel Decker: New York & Basel, 
Chapter 13,1978.
[8] N. J. Bershad, “On The Real and Complex Mean Square Adaptive Filter Algorithm ”, 
IEEE Proceedings, Vol. 69, pp. 469-470, April 1981.
[9] S. Hay kin, “Adaptive Filter Theory”, Prentice-Hall, 2nd edition, 1991.
[10] M. Schwartz and W. R. Bennet, “Communication Systems and Applications", 2ed, 1987.
[11]M. Okada, S. Hara and N. Morinaga, “Bit error Rate Performance of Multicarrier 
Modulation Radio Transmission Systems”, IEICE Transactions on Communications, 
Vol. E76-B, No. 2, pp. 113-119, Feb. 1993.
[12] J. J. van de Beek, O. Edfors, M. Sandell, S. K. Wilson and P. O Boijesson, “ On 
Channel estimation in OFDM Systems” Proceedings of the IEEE 45th VTC, Chicago, 




The following paper was accepted to be published in the 
proceedings o f the IEEE VTC’OO, Sept. 2000
2
Publications
An Improved Channel Inversion Based Adaptive 
OFDM System in the Presence of Channel Errors and 
Rapid Time variations
E A Al-Susa 
University of Bath 
Department of Electronic and Electrical 
Engineering 
Bath BA2 2AY 
e.alsusa@bath.ac.uk
Abstract
The use of channel inversion for adaptive pre­
equalised OFDM-based systems has been 
introduced by Keller and Hanzo [1 ] and was 
shown to be very sensitive to time variations 
and power clipping at the transmitter. In this 
paper we examine a fixed bit-rate channel 
inversion-based OFDM system and show that 
by combining such a technique with channel 
compensation at the receiver, a performance 
improvement in excess of 7 dB over standard 
OFDM transmission can be obtained when the 
channel characteristics are time varying
1. Introduction
For the past few years, intense interest has 
been focussed on adaptive modulation 
techniques in OFDM systems with the aim of 
achieving high-speed data trans-mission over 
mobile radio channels for applications 
including wireless multimedia, wireless 
internet access and future generation mobile 
communication systems. Adaptive modulation 
methods are based on monitoring the integrity 
of the channel and they generally increase 
either the system’s capacity without degrading 
its BER performance, improve the BER 
performance without altering the required 
SNR, or they may be a combination of both.
R F Ormondroyd 
Cranfield University 
Communications & Wireless Networks 
Group
Royal Military College of Science, Shrivenham, 
Swindon, SN6 8LA, UK 
r.f.ormondrovd@rmcs.cranfield.ac.uk
This can be achieved by varying either: the 
transmitted power level of the transmitted 
carrier(s) according to some optimum 
criterion [1][2], the symbol transmission rate
[3], the constellation order [4] [5], the coding 
rate [6] or any combination of such 
parameters [7]-[9]. Most adaptive techniques 
are only applicable to systems with a duplex 
link as some means of informing the 
transmitter of the received signal quality is 
required, and this is assumed here.
The simplest of these adaptive modulation 
techniques is the variable transmitted power 
method. In this technique, the aim is to maintain 
the power of the received sub-carriers at a constant 
SNR so that the BER performance of all the sub­
carriers is identical. The most efficient way of 
implementing such technique is by weighting the 
sub-carriers by a copy of the reciprocal of the 
channel frequency response. If ISI is negligible 
and the estimate of the channel frequency response 
is accurate, then no equalisation will be needed at 
the receiver. This technique of adaptive power 
transmission is sometimes referred to as pre­
equalisation. A consequence of channel inversion 
pre-equalisation is that the peak to average power 
ratio (PAPR) of the transmitted signal is increased, 
requiring amplifiers with a large dynamic range 
otherwise signal clipping occurs. The aim of this 
paper is to investigate methods of improving the 
performance of a pre-equalisation based OFDM 





Pre-equalisation is based on the principle of 
channel compensation of the data symbols prior to 
transmission. This not only results in a simpler 
receiver structure (since no equalisation is 
needed), but it also protects the otherwise deeply 
faded symbols from being completely buried in 
noise.
The penalty of this method however, is the 
need to have a good up-to-date estimate of the 
channel transfer function prior to transmission. 
Assuming that an estimate of the channel response 
is available and that the channel is ISI free, the 
optimum way of implementing pre-equalisation is 
to multiply the data symbols by the inverse of the 
channel response. If the estimate of the channel 
response is perfect, the received symbols are 
independent of the fading statistics and only suffer 
from the AWGN present at the receiver. The 
power control policy for channel inversion is:
_  F -1 „ F -l s
S = 2  St = 2  ~
i - 0  i'=0
(1)
where 5,5,-,5,- are constant and represent 
respectively: the average total transmit signal 
power, the signal power of the ith sub-carrier 
after adaptation and the power level of the ith 
sub-carrier before adaptation and a, is the 
channel fading level at the ith sub-carrier. The 
channel capacity of such system with this 
power adaptation strategy is derived from the 
capacity of an AWGN channel with a fixed 
received SNR:
C = 5 log 2 (1l + SNR)
(2)
However, with channel inversion, much of the 
transmit-power may be used to compensate for 
deep fading. This has at least two major effects. 
The first is that it might lead to producing signals 
with large peak to average power ratios. The other 
disadvantage is that the symbols which are not in 
deep fades may be now more vulnerable to noise as 
most of the power in those sub-carriers may be 
reduced in the process of rescuing the symbols 
most affected by the deep fades.
To reduce the impact of the drawbacks of 
this technique, two approaches can be taken. 
The first approach is to detect the sub-carriers 
that are most affected by deep fades and not
use them. This is achieved by monitoring the 
gain/attenuation of the channel and disabling 
those sub-carriers affected by the frequency- 
selective channel attenuation where they fall 
below a certain threshold as shown in 
equation (3):
Si =





This technique is sometimes referred to as 
adaptive power allocation with sub-carrier 
blocking. Since only sub-carriers where the 
fading level is > athrsh are used, the average 
power is given by:
  oo Q
S = J —p(a)da
fyhrsh ^
(4)
where p(a) is the probability of a > athrsh. In 
order to keep the average transmit power 
constant, regardless of the number of useful 
sub-carriers after power allocation, all the used 
sub-carriers are scaled by a factor to keep the 
total transmit power unchanged. Because some 
of the sub-carriers may not be used, this results 
in a variable bit rate transmission. This is not 
very useful for applications requiring a 
constant bit rate.
The second technique that can be used in 
conjunction with pre-equalisation uses a 
threshold-based estimate of the inverse of the 
channel transfer function as shown in equation
(5) below.
St =





This system uses controlled channel inversion, 
and the average transmitted power of this 
system is given by:
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— a thrsh $
S=  I —p (a < a thrsh)dcc + 
a
J —p {a > a thrsh)da
athrsh a
(6)
In the simulations presented in this paper, the 
complex alphabets representing the modulated 
symbols are modified according to the channel 
inversion technique used as shown below:
(a) Total channel inversion:
X , - * -Hi
(b) Sub-carrier blocking:
*/ =
if | Hi |> thrsh 
0 Otherwise




if | Hi | > thrsh
thrsh • eAHi
Otherwise
;thwhere, Xt is the symbol transmitted on the i 
sub-carrier and //, is the corresponding 
channel response at that sub-carrier. The 
threshold level depends on the peak to 
average power ratio of the system. If the 
mapping used is only phase dependent, the 
mismatch between the actual channel 
response and that used at the transmitter, 
produced by the threshold operation, does not 
result in any performance degradation. If, on 
the other hand, a mapping scheme that uses 
amplitude and phase is used, such as QAM 
modulation, this mismatch will result in 
irreducible BER floors unless compensated 
for at the receiver.
3. Theoretical BER Performance
For the full channel inversion method, the 
theoretical BER performance is the same as 
that of an AWGN channel. In [9] the BER for
an AWGN channel with MQAM modulation 
and ideal coherent phase detection is tight 
bounded to within ldB for 0 < SNR < 30 dB by:
BERawgn ~ ’ exP 
(7)
' -3 -SNR ' 
2 (M -1)
In fact (7) serves as a lower bound for 
M  = 2 and an upper bound for M  > 4 .
For the sub-carrier blocking technique, the 
average SNR of the system is increased in 
accordance with the number of disused sub­
carriers. Therefore, assuming a Rayleigh fading 
environment the BER performance may be given 
by:
1BERAwgn ~ exP
'  -3-SNR-(\ + p ) '






2 ( M- l )  
2 ^
da
where 0 < p < 1 is the probability of a  < athrsh, 
For the case of controlled channel 
inversion, the received SNR of some of the 
sub-carriers will be set by the fixed threshold 
used and the corresponding channel fade at 
that position. Using (7) and assuming that the 
sub-carriers affected by the threshold have a 
constant SNR, the BER performance of the 
controlled channel inversion method can be 
approximated by:





f -3 • SNR\ " 
2 -(M -l)y
-3 • SNR2 
2 ( M - l )
( l-p )  +
where p is as defined in equation (8) and 
SNRi and SNR2 correspond to the average 
SNR of the sub-carriers which are above the 
threshold and those which are below it, 
respectively.
4. Simulation Results
The performance of the proposed system 
was established using Monte-Carlo simulation.
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A schematic diagram of the adaptive 
modulation system considered in this paper is 
shown in Figure 1. The sub-system blocks of 
the basic system are shown as white boxes. 
The additional blocks required to improve the 


























□  O ptional b locks
□  Essential b locks
Figure 1. Schematic diagram of the 
system
The simulation parameters used are 
summarised in Table 1. We assume a duplex- 
link TDD-TDMA-OFDM multi-user scheme. 
The symbol rate was chosen such that the 
system can provide a maximum of twenty 
users at 2Mbps each when at full capacity. It 
is assumed that the block processing time is 
equal to the OFDM block transmission time 
and that synchronisation errors are negligible.
Symbol















Table 1: Simulation Parameters
Figure (2) shows the impact of SNR on the 
probability of a bit error of using pre­
equalisation under static multipath channel
conditions. The curves correspond to (a) 
controlled channel inversion with a threshold 
chosen to provide a 5dB dynamic range of the 
signal, (b) controlled channel inversion with 
threshold chosen to give a lOdB dynamic 
range, (c) full channel inversion pre­
equalisation and (d) no power adaptation. For 
the case of full channel inversion, it can be 
seen by comparison of the BER performance 
of 16QAM in AWGN (curve (e)), that the 
performance of a full channel inversion 
scheme under the assumption of a perfect 
channel estimate is equivalent to that of the 
same mapping scheme in an AWGN channel. 
For the case of controlled channel inversion, 
the curves of Figure 2 show that while such a 
technique helps to maintain the dynamic range 
within a specific range it results in relatively 
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Figure 2. System performance with 
and without channel inversion
under static multi-path channel 
conditions
To overcome this drawback, compensation 
for the threshold operation must be 
implemented at the receiver. The performance 
of the modified types of system are shown in 
curves (f) and (g) and described below. It can 
be seen from these curves that controlled 
threshold combined with compensation at the 
receiver produces a very good system 
performance. A close comparison between the 
full channel inversion graph (c) and the 
controlled inversion to 5dB with 
compensation (f) shows that a performance
6
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degradation of about 4dB (at SNR = 20dB) is 
incurred. This is due to the strength of the 
deep fades at the location of the subcarriers 
affected by the threshold. When the threshold 
is increased to lOdB as shown in graph (g), 
the performance loss is hardly significant.
The other major drawback of pre­
equalisation is its sensitivity processing delay 
when the channel character-istics are time- 
varying. The impact of such a drawback 
becomes more pronounced in proportion to the 
rate of time variation of the channel, the 
OFDM block length and increases in the 
modulation order. The graphs presented in 
Figure (3) are as follows: curve (a) standard 
non-adaptive OFDM system with zero-forcing 
equalisation and perfect channel knowledge, 
curve (b) standard non-adaptive OFDM 
system with zero-forcing equalisation and one- 
block delayed channel estimate, curve (c) full 
channel inversion with one-block delayed 
channel estimate, curve (d) full channel 
inversion with perfect channel knowledge and 
curve (e) full channel inversion with one-block 
delayed channel estimate and equalisation at 
the receiver.
It can be seen from this figure that using a 
one-block delayed version of the channel 
frequency response results in severe 
performance degradation for the time varying 
channel described by the parameters given in 
Table 1.
In order to make use of pre-equalisation 
without allowing the time variation of the 
channel to degrade its performance, 
equalisation at the receiver was also used to 
compensate for the time variation of the 
channel. Using this method, a one block 
delayed copy of the channel transfer function 
is first used to undo pre-equalisation, this is 
then followed by normal equalisation using an 
up-to-date estimate of the channel response. 
By doing so, the impact of the noise on the 
sub-carriers falling in the deep fade region is 
reduced by the channel inversion step, then the 
equalisation process takes care 6f the channel 
induced amplitude and phase shifts. It can be 
seen from Figure (3) curve (e) that using such 
technique results in a very significant
improvement over the standard non-adaptive 
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Figure 3: System  perform ance with 
and w ithout channel inversion in 
tim e-variant multi-path ch an n els
Figure (4) shows a similar comparison 
except that in this case the channel is 
estimated using scattered pilot tones. Only 6% 
of the total bandwidth was used for the pilot 
tone transmission. It can be seen from this 
figure that an improvement of about 10-20 dB 
is achieved when compared with the standard 
non-adaptive OFDM.
The use of equalisation at the receiver may 
be avoided by using a channel predictor at the 
transmitting end. The predictor used here is 
the same as that described in [10], where the 
predicted channel response, h is given by:
M
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Figure 4: Impact of channel
estim ation  errors, (a) total channel 
inversion using perfect channel estimate, (b) 
total channel inversion using noisy channel 
estimate, (c) total channel inversion + 
equalisation using noisy channel estimate, (d) 
controlled inversion 10dB dynamic range + 
compensation and equalisation using a noisy 
channel estimate, (e) controlled inversion 5dB 
dynamic range + compensation and 
equalisation using a noisy channel estimate, (f) 
non-adaptive OFDM using noisy channel 
estimate
In [10], it was shown that a prediction 
order and length of four poles and a hundred 
samples, respectively, produced the best 
compromise between complexity and system 
performance and hence such parameters were 
used in the simulations here. It can be seen 
from Figure (5) that the use of channel 
prediction may be successfully used to 
overcome the effect of time variation on the 
channel inversion method. It is also clear from 
this figure, however, that although such a 
technique considerably improves the 
performance of a channel inversion based
system, it leads to irreducible BER floors. This 
is due to the residual mismatch between the 
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Figure 5: Channel inversion with 
channel prediction, (a) total channel 
inversion using perfect channel estimate, (b) 
total channel inversion using noisy channel 
estimate and prediction, (c) total channel 
inversion using noisy channel estimate, (d) 
non-adaptive OFDM using noisy channel 
estimate and prediction, (e) non-adaptive 
OFDM using noisy channel estimate, (f) 
controlled inversion 5dB dynamic range using 
noisy channel estimate prediction and 
equalisation, (g) controlled inversion 10dB 
dynamic range using noisy channel estimate 
prediction and equalisation, (h) ) controlled 
inversion 5dB dynamic range using noisy 
channel estimate prediction and compensation 
only, (i) controlled inversion 10dB dynamic 
range using noisy channel estimate prediction 
and compensation only,
5. Conclusions
The use of channel inversion in conjunction 
with an adaptive OFDM system was 
examined. It is clear from the simulation 
results that such a technique is very sensitive 
to time variations in the channel characteristics 
and the technique must be aided with some 
form of compensation when it is used. Two 
solutions were examined, one based on 
equalisation at the receiver and the other based 
on prediction. While the former may result in 
extra signal processing at the receiver, the
latter suffers from irreducible BER floor. In 
either case however, considerable performance 
improvement is obtained. The choice of which 
technique to use is based on the required BER, 
the average SNR and the required level of 
receiver complexity that can be tolerated.
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Abstract: This paper investigates the
performance of a coherent COFDM system in 
the presence of a time-varying frequency- 
selective fading channel using a predictor- 
based channel estimator. The channel 
estimation method is based on a decision- 
directed adaptive technique that uses decisions 
at the output of either the detector (uncoded 
mode) or the decoder (coded mode). The main 
aim is to investigate the effect of using a time- 
domain predictor on the performance of the 
channel estimator and to compare its impact 
on both the coded and uncoded estimator 
modes. It is found that the predictor 
significantly improves the estimator’s 
performance, especially when the channel 
changes rapidly between consecutive OFDM 
symbols. It is also found that the performance 
of both the coded and uncoded estimator 
modes converge for SNR>15dB.
I. Introduction
Coded orthogonal frequency division 
multiplexing (COFDM) is an alternative 
approach to the design of a bandwidth 
efficient communication system in the 
presence of time-varying frequency-selective 
fading. It is based on the principle of 
transmitting a high-rate bit stream of data 
simultaneously on a number of parallel low- 
rate bit streams by sub-dividing the available 
bandwidth into many sub-channels. For 
maximum spectral efficiency, the sub-carriers 
are orthogonally spaced in frequency [l]-[3]. 
Forward error correction (FEC) coding and 
interleaving of the data bits provides 
frequency and time diversity. Since the data is 
now transmitted at a much lower rate, the 
impact of the inter-symbol interference (ISI) is 
significantly reduced. However, the ISI causes 
loss of orthogonality between OFDM blocks.
This may be maintained by the use of a cyclic 
prefix of a duration equal to the maximum 
delay spread of the channel [4]. Although the 
use of the cyclic prefix eliminates ISI between 
OFDM blocks, the impact of inter-channel 
interference (ICI) and local ISI remains and 
may need to be compensated by the use of 
channel equalisation, depending on whether 
coherent or non-coherent modulation is used. 
The penalty of using a non-coherent scheme, 
such as differential modulation, is the loss of 
about 3-4 dB in SNR to achieve a given bit 
error probability.
For a coherent modulation scheme, the use of 
decision-directed feedback adaptive channel 
estim-ation for the purpose of equalisation has 
been investigated by a number of authors
[5] [6] [7]. The estimation of the channel may 
be obtained by using data-bit decisions at the 
output of the detector, prior to decoding 
(uncoded mode), or at the output of the 
decoder {coded mode), which, depending on 
the SNR, takes advantage of the FEC code.
In this paper we investigate the impact of 
using a prediction algorithm based on the 
time-domain autocorrelation function of 
samples of the previous estimates of the 
channel response. We also compare the 
performance of both the uncoded and coded 
channel estimator modes with and without the 
inclusion of the predictor.
In section two, a description of both the 
uncoded and coded channel estimator modes 
is presented. In sections three and four, we 
derive equations for the mean square error of 
the channel transfer function coefficients and 
bit error rate (BER) respectively. A 
description of the proposed prediction scheme 
and the simulation results are presented in
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sections five and six. Finally, the conclusion is 
presented in section seven.
II Operation o f Uncoded and Coded 
Channel Estimator Modes
The feedback channel estimator is shown in 
Figure 1. Both the coded and uncoded modes
are based on the same principle, except that in 
the case of the coded mode the decisions for 
estimating the channel’s response are taken 
after decoding the received symbols whereas 

























Figure 1: Schematic of the Channel Estimator
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Considering the uncoded channel estimator 
mode first, assume that an initial estimate of 
the channel is already established (for 
example, using a training sequence). The 
received OFDM block of symbols at the 
output of the FFT (written in vector notation),
R, is equalised using this initial channel 
estimate and de-mapped. Then, as well as 
sending a copy of the de-mapped data to the 
de-interleaver, a copy is fed-back to the 
channel estimator. Here, the data is re-mapped 
to reconstruct the estimate of the transmitted 
symbols within the OFDM block, X. An 
initial noisy estimate of the channel, H, is 
then obtained from X and R as shown in (1).
(1)
H = I'X-H + N'l
X J
In (2), 77 is the error between the refined 
channel estimate and the actual channel 
transfer function and * is the complex 
conjugate operation.
For the coded mode, the data is de-interleaved 
and decoded in order to correct any possible 
errors in the received block. It is then re- 
encoded, re-interleaved and re-mapped in 
order to reconstruct the originally transmitted 
symbols. These are then passed to the channel 
estimator. This mode provides different 
estimates for X and hence:
z;=R.-HL
=(x* 'H, (H,., +77)*+N, -(H  ^+ r j?
(2)
II. M SE C a lc u la t io n
In this section we derive the mean square error 
of the coefficients of the channel transfer 
function estimate. In this analysis, we assume 
that there are no errors in the data estimates 
(e.g. the system is operated at high Eb/N0) so 
that X = X . First we assume a static channel 
and estimate the impact of the noise. We then 
remove the noise and estimate the mean
square error between consecutive blocks due 
to the time variation of the channel.
The mean square error of the channel 
estimator, before filtering, is defined [9] as,
AfSE(H) =  ^{(h  -  h )^
where H and H , are given by:




Here, R is the block of noise-free symbols, 
but with ICI. By combining equations (3) and




where 2d2 =£{N2} is the noise power,
assuming zero mean AWGN, and a  = E{X} 
is the modulation noise enhancement factor 
[6].
The impact of using the FFT based filter on 
the MSE is a reduction in the additive noise 
power by a factor, L/M, where L is the cut-off 
frequency of the filter and F is the number of 
OFDM symbols in the block. Thus the mean 
square error becomes:
M S E '  ( f t " )  -  —  - 2 a '  - a  
F
(6)
The impact of the time-varying channel due to 
Doppler can be assessed as follows. The 
channel coefficients for the k03 block are 
related to the channel coefficients for the (k- 




Hl = H 1.1-e x p ( - ;2 ^ r t) (7)
where/d is the Doppler frequency shift, and TL 
is the duration of the OFDM block. Assuming
that # {h 2 }= 1, it can be shown that the mean 
square error due to the time variation can be 
given by:




and thus the total mean square error, MSE?ot, is 
given by:
MSS' (ft)= ~ (a -2 a ‘ + )') (9)
estimate, in this section we apply a prediction 
algorithm that is based on the time-domain 
correlation vector between the estimated 
samples. Since the intention here is to reduce 
the mismatch between the estimated and 
actual channel response, the results are shown 
in terms of MSE which is defined as the time 
averaged error energy per OFDM symbol 
between the estimated channel transfer 
function and the actual channel transfer 
function.
Linear prediction is based upon the concept of 
estimating the value of the Mth sample of a 
signal from the previous M-l samples. Thus, 
given a set of data ht.i, for a
predictor of order M, the predicted value of ht 
is given by:
h , = i - a , - h , _ ,  <12>
*-1
III. BER Calculation  
Assuming that a large number of sub-carriers 
are used, the frequency selective fading on the 
individual sub-carriers becomes flat fading
[11], This implies that the n* sub-carrier of the 
OFDM block will be multiplied by a 
complex value, hk<a, that on the average has a 
Rayleigh distributed envelope. Using an 
estimate of the channel coefficients to equalise 
the signal, the probability of bit error rate for a 
coherent QPSK detector using the decision 
variable given by (10) may be calculated.
Z = R  • H '* (10)
The BER analysis for this detector is based on 
appendix C of [11], which results in:
1p  = _* DFD
(ID
1-
is the cross-correlationWhere ^ _ Y_
1 + y
coefficient and y  is the average SNR.
IV. System  D escription
In the previous section, we estimated the error 
due to a simple feedback method of channel 
estimation. In order to improve the channel
The prediction error, e, is defined as the 
difference between the predicted and actual 
values, given by:
/v M
E ,= h t - h i = h - Y . - a l -h^
=  | a ,  A ,  a. = 1
(13)
To obtain the predictor coefficients that 
minimise the mean square prediction error, 
E (ef, we differentiate (13), and equate the 
partial derivatives to zero. It can then be 
shown that the best coefficients, in the 
minimum mean square sense, are obtained by 
solving the following set of linear equation
,13]:
t  ••• ~a ,~ V
a,
"• &  t a*. (bTMA




where = E[ht -ht+j]  is the auto­
correlation vector of the time domain signal 
samples. It is well known that the performance 
of the predictor is very sensitive to the method 
used to estimate the auto-correlation vector
[30]. Two of the most popular algorithms used 
to estimate the predictor coefficients are the 
Levinson-Durbin and Burg algorithms
[15],[16]. The Burg algorithm is in fact a 
development of the Levinson-Durbin algori­
thm. It is based on minimising the backward 
and forward prediction errors simultaneously, 
calcul-ating the predictor coefficients using a 
recursive procedure. This procedure exploits 
the Toeplitz symmetry of the autocorrelation 
matrix to proceed recursively beginning with a 
predictor of order one coefficient and to 
increase the order recursively using the low 
order solutions to obtain the solutions to the 
next higher order. This method has been 
proved to be generally a more accurate method 
than the Levison-Durbin algorithm.
In order to reduce the number of calculations, 
the prediction is applied on the time domain 
samples. Assuming that the number of 
samples involved for each predicted value is 
M, then M ■ L samples are stored in a matrix, 
A, as shown below. The predic-tion is 
performed on a row by row basis to produce 
the time-domain samples of the channel 
estimate. These are then passed onto the F bin 
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V. S imulations and Results
The results presented here examine the MSE 
performance of the coded and uncoded 
estimators, with and without the inclusion of
the time-domain predictor under a variety of 
different conditions. To get an insight into the 
behaviour of the estimators, the MSE was 
averaged over 10,000 OFDM blocks. Unless 
otherwise stated, the parameters used are 
summarised in Table 2. The data was assumed 
to be transmitted in frames of K OFDM blocks 
with each frame carrying a single block of 
pilot tones. Initial channel estimation is carried 
out by the pilot tones, but for the remaining 
(AT-1) blocks channel estimation is via the 
decision directed algorithm. In addition, the 
channel is assumed to be static during each 
OFDM block. The channel model is the 6 tap 
COST 207 ‘urban’ model. The Doppler 
conditions are provided in Table 1.
Number of 
Subcarriers




















5 psec Coding Rate Vi Rate 
Convolutional
Table 2: Simulation Parameters
Figures 2 and 3 show the impact of the 
predictor on the system’s MSE performance 
for two OFDM block lengths for the uncoded 
and coded modes respectively. The two block 
lengths are 512 and 2048 symbols. It can be 
seen, especially for the case of the uncoded 
mode with a block length of 2048, that 
prediction allows almost a 20dB reduction in 
SNR to achieve an MSE of -lOdB. The reason 
why the longer block lengths sometimes have 
a worse performance than the shorter block 
lengths was discussed in [8]. The other 
conclusion that can be drawn from these two 
figures is the fact that the performance of both 
the coded and uncoded modes become almost 
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Figure 2: Performance Comparison on the 
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Figure 3: Performance Comparison of the 
Coded Mode with Respect to the Block 
length
Similarly, Figures 4 and 5 show the significant 
improvement achieved by using a predictor in 
the presence of very high Doppler frequencies. 
It can also be seen that both estimator modes 
have a very good performance even at Doppler 
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Figure 4: Performance Comparison of the 
Uncoded Mode with Respect to Doppler
These two figures also confirm that the 
performance of both estimator modes become 
almost identical at SNR>\5dB with prediction.
15 18 21 24
SNR(dB)
Figure 5: Performance Comparison of the 
Coded Mode with Respect to Doppler
It was found that the improvement obtained by 
increasing the number of prediction samples 
becomes much less significant after a certain 
length. This is illustrated in figure 6, which 
shows that when the prediction length exceeds 
100 samples there is very little improvement 
in MSE performance.
A similar test was carried out to investigate 
the effect of increasing the order of the 
predictor. The results are shown in figure 7. It 
can be seen that at low signal to noise ratios 
there is a performance improvement achieved 
by increasing the order from two to four, 
however by increasing the order beyond four
16
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the improvement achieved is much less 
significant. In fact, at high SNR (>14dB) 
about 1-2 dB performance degradation is 
inflicted by increasing the order from four to 
twelve.
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Figure 7: Effect of Increasing the 
Prediction Filter’s Order
Figure 8 shows the relationship between the 
MSE and the average BER of the system and it 
can be seen that using a predictor makes it 
possible to achieve a BER of less than 10'5 
even under very harsh channel conditions.
s . -3
-30 -27 -24 -21 -18 -15 -12 -9 -6 •3
MSE(dB)
Figure 8: Relation of Average BER to the 
MSE
VI. C onclus ions
In this paper we have investigated the use of a 
time- domain-based predictor with the aim of 
improving the performance of decision 
directed feedback channel estimation based 
methods. It was shown that significant 
improvements are achieved by exploiting the 
time-domain characteristics as well as the 
frequency-domain characteristics of the 
channel. It was shown that the performance of 
both the coded and uncoded channel estimator 
modes behave in a similar manner at 
SNR>15dB when a predictor is used. It was 
also shown that the predictor’s performance 
almost saturates when the predictor’s length is 
increased beyond 100 samples.
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Abstract: This paper investigates the
performance of a coherent COFDM system in 
the presence of a time-varying frequency- 
selective fading channel using a predictor- 
based channel estimator. The channel 
estimation method is based on a decision- 
directed adaptive technique that uses decisions 
at the output of either the detector (uncoded 
mode) or the decoder (coded mode). The main 
aim is to investigate the effect of using a time- 
domain predictor on the performance of the 
channel estimator and to compare its impact 
on both the coded and uncoded estimator 
modes. It is found that the predictor 
significantly improves the estimator’s 
performance, especially when the channel 
changes rapidly between consecutive OFDM 
symbols. It is also found that the performance 
of both the coded and uncoded estimator 
modes converge for SNR>15dB.
VIII. Introduction
Coded orthogonal frequency division 
multiplexing (COFDM) is an alternative 
approach to the design of a bandwidth 
efficient communication system in the 
presence of time-varying frequency-selective 
fading. It is based on the principle of 
transmitting a high-rate bit stream of data 
simultaneously on a number of parallel low- 
rate bit streams by sub-dividing the available 
bandwidth into many sub-channels. For 
maximum spectral efficiency, the sub-carriers 
are orthogonally spaced in frequency 
[1][18][3]. Forward error correction (FEC) 
coding and interleaving of the data bits
provides frequency diversity. Since the data is 
now transmitted at a much lower rate, the 
impact of the inter-symbol interference (ISI) is 
significantly reduced. However, the ISI causes 
loss of orthog-onality between OFDM blocks. 
This may be main-tained by the use of a cyclic 
prefix of a duration equal to the maximum 
delay spread of the channel [4]. Although the 
use of the cyclic prefix eliminates ISI, the 
impact of inter-channel interference (ICI) 
remains and may need to be compensated by 
the use of channel equalisation, depending on 
whether coherent or non-coherent modulation 
is used. The penalty of using a non-coherent 
scheme, such as differential modulation, is the 
loss of about 3-4 dB in SNR to achieve a 
given bit error probability.
For a coherent modulation scheme, the use of 
decis-ion-directed feedback adaptive channel 
estimation for the purpose of equalisation has 
been investigated by a number of researchers
[5] [6] [7]. The estimation of the channel may 
be obtained by using data-bit decisions at the 
output of the detector, prior to decoding 
(uncoded mode), or at the output of the 
decoder (coded mode), which, depending on 
the SNR, takes advantage of the FEC code.
In this paper, using mainly computer 
simulations we begin by evaluating the 
sensitivity of the feedback channel estimator 
to significant channel variation resulting from 
long block duration and high Doppler 
frequencies. Then, we investigate the impact
20
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of using a prediction algorithm based on the 
time-domain autocorrelation function of 
samples of the previous estimates of the 
channel response. We also compare the 
performance of both the uncoded and coded 
channel estimator modes with and without the 
inclusion of the predictor.
This paper is organised as follows. In section 
two, an expression of the OFDM baseband 
received signal is presented. This is followed 
by a description of both the uncoded and 
coded channel estimator modes. In sections 
four and five, we derive equations for the 
mean square error of the channel transfer 
function coefficients and bit error rate, 
respectively. A description of the proposed 
prediction scheme and the simulation results 
are presented in sections six and seven. 
Finally, the conclusion is presented in section 
eight.
IX. Received OFDM Signal 
Structure
Since the OFDM technique stretches the 
duration of the transmitted symbols in time, 
the analysis presented here assumes that the 
ISI occurs between pairs of OFDM symbols 
only. In other words, the impulse response 
dispersion does not exceed more than one 
consecutive symbol at a time. In frequency 
selective fading channels, the impulse 
response, h(t), may be represented as a vector 
of samples as shown below:
—  h  > •>" ’ i h t f - i  ]
Where it is assumed that the h(t) is causal and 
sampled at a Nyquest sampling rate over a 
period equal to the OFDM symbol duration. In 
addition, the individual samples of the channel 
impulse response are assumed to be 
uncorrelated Gaussian random variables. 
Using this definition of the impulse response, 
the received signal at the input of the 
receiver’s FFT may be given as:
i N - 1
r j , i  ~  X  X j , k  ’ h j j - k  -h  X  X j - l , k  ' h j , N + i - k
k = 0  k = i+ 1
+  n j , i
i  =  0 , l - , W - l  
fc = 0,1, — ,L -1
7 = 0,1,•••,*»
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The above equation can be broken further into 
a more descriptive form as shown below:
*-1  AM
r i,k =  X i,k ' b j f i  +  X  X i.m ' h i ,k -m  +  ' ^ i,A !+k-m  +  n i,k
' r"Y : ' m= 0  m=k+1 *7?
d e s ire d  '____ *____ > '----------y----------> add itiv e
sample ISI w ise
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Since the transmitted signal vector, x, can be 
represented in a matrix form as x = CDFT1'
X where CDFT*1 is an NXN matrix 
representing the complex inverse Fourier 
transform and X is a vector of the complex 
symbols to be transmitted, equation 15 can be 
rewritten as:
m l ,
r ;  =  h  y * C D F T  • X j  +
m 2
h j -CDFT-1 X y_, + ny
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Where, h > h and CDTF' are three NXN 
matrices defined as given below:
/io 0 0 •••"
hx hQ 0 —
K -\ hN_2 ••• h$_
0 hN_ i hN_ 2 ••• hY
0 0 hN_i ••• /*2
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Using these matrix and vector notations, the 
received signal at the output of the FFT may 
be given by:
X. Operation of Uncoded and 
Coded Channel Estimator 
Modes
The feedback channel estimator is shown in 
Figure . Both the coded and uncoded modes 
are based on the same principle, except that in 
the case of the coded mode the decisions for 
estimating the channel’s response is taken 
after decoding the received symbols whereas 
for the uncoded mode they are taken 
immediately after detection.
Binary
Source r FBC * Intoieavcr -* Mapper CFDMTX
f  ml m2
= CDFT/:)= CDF r/^ . C D F f-X . +h. CD F t
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ml m2
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Wj = CDFT• h ; . CDFT-1 ( N X N matrix)
m2
Yj  = CDFT h ; CDFT-1 (NXNmatrix)  
and
N ^  = CDFT • Uj (N X I  matrix)
In the rest of the of the paper, it is assumed 
that the ISI term is fully absorbed by the 
inserted cyclic prefix and thus the detected 
signal is only corrupted by ICI and AWGN. 
Therefore, the received OFDM signal may be 
given as:
R j  = H y - X j  + Nj
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Where H, is a vector representing the channel 
transfer function.
Figure 6 : Schematic o f the Channel 
Estimator
Considering the uncoded channel estimator 
mode first, assume that an initial estimate of 
the channel is already established (for 
example, using a training sequence). The 
received OFDM block of symbols at the 
output of the FFT (written in vector notation),
R, is equalised using this initial channel 
estimate and de-mapped. Then, as well as 
sending a copy of the de-mapped data to the 
de-interleaver, a copy is fed-back to the 
channel estimator. Here, the data is re-mapped
in order to reconstruct the estimate, X , of the 
transmitted symbols within the OFDM block. 
An initial noisy estimate of the channel, H , is 









where H is the actual channel response 
vector, X is the vector of transmitted symbols 
within the OFDM block and N is the additive 
white Gaussian noise vector.
The noisy estimate of the channel is then 
refined using a frequency-domain low-pass 
filter [8], which has a cut-off frequency of the 
order of the reciprocal of the maximum 
channel delay-spread. This reduces the error in 
the channel. This refined channel estimate is 
denoted H'.
Assuming that the modulation is QPSK, the 
symbols of the OFDM block, R*, can be 
phase equalised using the (£-1)* refined 
channel estimate, H^_j, giving a decision 
vector, Zk.
z*= R t - K *
= fxt -Ht -(Hw +ij)%Nt -fa_1+»»)*'
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that there are no errors in the data estimates
(e.g. operation at high Eb/N0) so that X = X . 
First we assume a static channel and estimate 
the impact of the noise. Then we remove the 
noise and estimate the mean square error 
between consecutive blocks due to the time 
variation of the channel.
The mean square error of the channel 
estimator, before filtering, is defined as [9],
MS£(H) = £:{(h - h )P
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where H and H, are given by:
H = — & H = — 
X X
23
Here, R is the block of noise-free symbols, 
but with ICI. By combining equations 3 and 4, 
the MSE may be written as:
MSE(H)=E
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In equation 2, r\ is the error between the 
refined channel estimate and the actual 
channel transfer function and * is the 
complex conjugate operation.
For the coded mode, the data is de­
interleaved and decoded in order to 
correct any possible errors in the received 
block. It is then re-encoded, re-interleaved 
and re-mapped in order to reconstruct the 
originally transmitted symbols. These are 
then passed to the channel estimator. 
This mode provides different estimates for 
X and hence rj.
XI. MSE Calculation
In this section we derive the mean square error 
of the coefficients of the channel transfer 
function estimate. In this analysis, we assume
Where 2CT2 =£{N2} is the noise power,
_ 2
assuming zero mean AWGN, and a  = £{X} 
is the modulation noise enhancement factor
[6].
The impact of using the FFT based filter on 
the MSE is a reduction in the additive noise 
power by a factor, L/M, where L is the cut-off 
frequency of the filter and F is the number of 
OFDM symbols in the block. Thus the mean 
square error becomes:
MSE" (H") = — • 2(7 2 • a  25
F
The impact of the time-varying channel due to 
Doppler can be assessed as follows. The 
channel coefficients for the k**1 block are
23
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related to the channel coefficients for the (k- 
1)* block by [10] if there is no differential 
Doppler:
H » = H» -r exP (->2^ o 7't) 26
where f D is the Doppler frequency shift, and TL 
is the duration of the OFDM block. Assuming
that £  H 2 }= 1, it can be shown that the mean 
square error due to the time variation can be 
given by:
M SEcrr(H l ) =  E <  {(Ht _, -  H 4 )}2
=  E { ( l - e x p ( j 2
~ (2 jtfDTL) 2
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and thus the total mean square error, MSE?ot,
is:
M S l? '( ir )= F (cc -2 a 2H 2 ifDTL)2)
28
In Figure 7 a comparison between the 
theoretical and simulated estimators 
performance is presented. Since the 
theoretical analysis represents an upper bound 
of the estimator’s performance, the simulated 
and theoretical curves tend to agree more at 
higher SNRs. In addition when the ratio of the 
pilot to data is increased from 0.1% to 1% the 
difference between the theoretical and 
simulated curves has become smaller. This is a 
direct result of breaking up the propagation of 
the inherent feedback errors which the 
theoretical analysis does not take account of.
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Figure 7 : C om parison betw een  
Theoretical and Sim ulated MSE 
Estim ator's Perfrom ance
XII. BER Calculation
Assuming that a large number of subcarriers 
are used, the impact of the frequency selective 
fading on the individual subcarriers becomes 
flat fading [11]. This implies that the n^1 sub­
carrier of the OFDM block will be 
multiplied by a complex value, /*k,n, that on the 
average has a Rayleigh distributed envelope. 
Using an estimate of the channel coefficients 
to equalise the signal, the probability of bit 
error rate for a coherent QPSK detector using 
the decision variable given by equation 10, 
may be calculated.
Z  = R H ' * 29
The BER analysis for this detector is based on 
appendix C of [11], which results in:




Where u =  =  is the cross-correlation
1 + y
coefficient and y  is the average SNR.
In Figure 8 a comparison between the 
simulated and theoretical BER performance of 
the uncoded estimator is presented. Similar to 
the MSE case, better agreement between the
A thaaelicd
♦ iroxfed  Pild/Dda=l%
■ iraxfed  R ld £ c te a i%
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theoretical and simulated curves is obtained at 
higher SNRs and pilot to data ratios.
3  6  9  12 15 18 21 2 4  2 7  30  33 36  39 42
SNR(cB)
Figure 8 :Com parison B etw een  
Theoretical and Sim ulated BER 
Perform ance
XIII. Impact O f Block length and 
Doppler Spread
In this section the impact of increasing the 
Doppler frequency and the OFDM block 
length on the estimator’s performance is 
analysed using computer simulations. 
Theoretically, the performance of an OFDM 
based system should improve as the block 
duration is increased, provided that the 
subcarriers remain sufficiently apart such that 
the Doppler effect on the individual 
subcarriers is negligible. This is due to the 
resulting increase in the inherent diversity of 
the OFDM system, which increases in 
proportion to the increase in the number of 
subcarriers used. However, in the case of a 
coherent OFDM system that uses a decision 
directed feedback channel estimation 
technique the increase of the OFDM block 
duration beyond a certain length may result in 
degradation in the overall system 
performance. This is due to the fact that the 
conventional feedback method provides the 
channel equaliser with a “one block length” 
delayed estimate of the actual channel transfer 
function. The difference between the actual 
channel transfer function and the delayed 
estimated one increases as the duration of the
OFDM block is made longer. This because 
the OFDM signal would then take longer in 
space, allowing the channel to change more, 
before completely being detected at the 
receiver.
A similar drawback of the feedback channel 
estimation method arises due to the presence 
of high Doppler frequencies which increases 
the rate at which the channel changes 
characteristics.
In Figure 9 and Figure 10 the impact of using 
long block duration and high Doppler 
frequencies is presented, respectively. It can 
be seen from Figure 9 that the increase in the 
number of subcarriers used per OFDM block 
ceases to improve the system performance 
after a block duration of 1024 subcarriers. 
Clearly, this indicates that delay imposed by 
the block duration begins to impact strongly 
on the estimate of the channel transfer 
function. In Figure 10, it can be seen that 
increasing the Doppler frequency from 40Hz 
to 320Hz results in about 6dB SNR loss.
Figure 9 : Impact of the OFDM Block  
Duration 
on the C oded Estimator Mode
' LTiooded, Riot/Data = 1 %
1 urcoded,Rlot/Dela = 0.1% 
A Theoretical




40 80 120 160 200 240 280 320 360
Doppler (Hz)
Figure 10 : Impact of the Doppler 
Frequency
on the Coded Estimator Mode
XIV. System Description
In the previous section, we have estimated the 
error due to a simple feedback method of 
channel estimation. In order to improve the 
channel estimate, in this section we apply a 
prediction algorithm that is based on the time- 
domain correlation vector between the 
estimated samples. Since the intention here is 
to reduce the mismatch between the estimated 
and actual channel response, the results are 
shown in terms of MSE which is defined as the 
time averaged error energy per OFDM symbol 
between the estimated channel transfer 
function and the actual channel transfer 
function.
Linear prediction is based upon the concept of 
estimating the value of the Mth sample of a 
signal from the previous M -l samples. Thus, 
given a set of data ht.i, hh2...ht.M, for a 
predictor of order M, the predicted value of ht 
is given by:
M
\  = ' L - a k -K
*=1
31
The prediction error, e, is defined as the 
difference between the predicted and actual 
values, given by:
g( = h , - h , = h l - t - a k
k= 1
M
= l “k h,_k
k=0
32
To obtain the predictor coefficients that 
minimise the mean square prediction error, 
E(ef, which is defined by 33, we differentiate 
with respect to the desired coefficients and 
equate the partial derivatives to zero. As 
shown below:
2
E { e , Y = E ^ a k h , ^








= 2E\ h,_j -'Z
k k=0
= 2 £ a ,  £■(/! ■ O
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= 2 5 X - Qt~k=k= 0
l< r  <M
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Using the fact that a0 = 1 and the even property 
of the autocorrelation vector, <f>j = E[h, •ht+j  ],
equation 34 can be written in a matrix form as 
shown in equation 35 which when solved 
produces the best predictor’s coefficients, in 
the minimum mean square sense:
$> ^  ^4-2 (kfA
<t( $> • • •  ^ 3  fyf-2 <h
t - 2  <lk-3 £  # °MA




It is well known that the performance of the 
predictor is very sensitive to how the auto­
correlation vector is estimated [30]. Two of 
the most popular algorithms used to estimate 
the predictor coefficients are the Levinson- 
Durbin and Burg algorithms [15][16]. The 
Burg algorithm is in fact a development of the 
Levinson-Durbin algorithm. It is based on 
minim-ising the backward and forward 
prediction errors simultaneously for 
calculating the predictor coeffic-ients using a 
recursive procedure. This procedure exploits 
the Toeplitz symmetry of the autocorrel-ation 
matrix to proceed recursively beginning with a 
predictor of order one coefficient and to 
increase the order recursively using the low 
order solutions to obtain the solutions to the 
next higher order. This method has been 
proved to be generally a more accurate method 
than the Levison-Durbin algorithm.
In order to reduce the number of calculations, 
the prediction was applied on the time domain 
samples. Assuming that the number of 
samples involved for each predicted value is 
M, then M • L samples were stored in a 
matrix, A , as shown below. The predic-tion is 
performed on a row by row basis to produce 
the time-domain samples of the channel 
estimate. These are then passed onto the F bin 
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XV. Simulations and Results
The results presented here examine the MSE 
performance of the coded and uncoded 
estimators, with and without the inclusion of 
the time-domain predictor under a variety of 
different conditions. To get an insight into the
behaviour of the estimators, the MSE was 
averaged over 10000 OFDM blocks. Unless 
otherwise stated, the parameters used are 
summarised in Table 2. The data was assumed 
to be transmitted in frames of K OFDM blocks 
with each frame carrying a single block of 
pilot tones as shown in Figure 11. This type of 
frame structure allows two uses of the pilot 
tones. One use is for frame synchronisation 
and the other is to provide an initial estimate 
of the channel transfer function. Only the 
initial channel estimation is carried out by the 
pilot tones, and for the remaining (F-l) blocks 
channel estimation is via the decision directed 
algorithm. In addition, the channel is assumed 
to be static during each OFDM block. The 
channel model is the 6 tap COST 207 ‘urban’ 
model. The Doppler conditions are provided 
in Table 1.
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Figure 11 : Schematic of an OFDM 
Signalling Frame
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Table 3: Simulation Parameters
Figure and Figure show the impact of the 
predictor on the system’s MSE performance 
for two OFDM block lengths for the uncoded 
and coded modes. The two block lengths are 
512 and 2048 symbols, respectively. It can be 
seen, especially for the case of the uncoded 
mode with a block length of 2048, that 
prediction allows almost a 20dB reduction in 
SNR to achieve an MSE of -lOdB. The reason 
why the longer block lengths sometimes have 
a worse performance than the shorter block
27
lengths was discussed in [8]. The other 
conclusion that can be drawn from these two 
figures is the fact that the performance of both 
the coded and uncoded modes become almost 














3  6  9  12 15 18 21 2 4  2 7  30  33  36
SNR(CB)
Publications
« " " •  4
♦ ira)dBd,1CO-fcyreclctor im xfed^XH^preck^K-^. 
'*  ircod0d,32OI-b,pr«ictor * ircoded,100Rz
* LroodBd2D0Hz________ •  ireodBd,320Hz
Figure 14: Perform ance Com parison of 





12 15 18 21 24 27 30 33 36 30
SNR(dB)
Figure 12: Perform ance Com parison on  





















3  6  9  12 15 18 21 24 27  30  33  36 39
SNR(dB)
Figure 13: Performance Comparison of the 
Coded Mode with Respect to the Block 
length
Similarly, Figure and Figure show the 
significant improvement achieved by using a 
predictor in the presence of very high Doppler 
frequencies. It can also be seen that both 
estimator modes have a very good 
performance even at Doppler frequencies as 
high as 320Hz. These two figures also confirm 
that the performance of both estimator modes 
become almost identical at SN7?>15dB with 
prediction.
Figure 15: Performance Comparison of the 
Coded Mode with Respect to Doppler
It was found that the improvement obtained by
increasing the number of prediction samples
becomes much less significant after a certain
length. As can be seen from
Figure, the improvement achieved by
increasing the number of samples decreases
exponentially.
A similar test was carried out to investigate 
the effect of increasing the order of the 
predictor. The results are shown in Figure. It 
can be seen that at low signal to noise ratio 
there is a performance improvement achieved 
by increasing the order from two to four, 
however by increasing the order beyond four 
the improvement achieved is much less




significant. In fact, at high SNR (>14dB) 
about 1-2 dB performance degradation is 
inflicted by increasing the order from four to 
twelve.
MSE=-40dB - *  MSE=-35dB
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Figure 16: Effect of Increasing the 
Prediction Length
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Figure 17: Effect of Increasing the 
Prediction Filter’s Order
Figure shows the relation-ship between the 
MSE and the average BER of the system and it 
can be seen that using a predictor makes it 
possible to achieve a BER of less than 10'5 
even under very harsh channel conditions.
-30 -27 -24 -21 -18 -15 - 1 2 - 9 - 6  -3
MSE(dB)
Figure 18: Relation of Average BER to the 
MSE
XVI. Conclusions
In this paper we have investigated the use of a 
time- domain-based predictor with the aim of 
improving the performance of decision 
directed feedback channel estimation based 
methods. It was shown that significant 
improvements are achieved by exploiting the 
time-domain characteristics as well as the 
frequency-domain characteristics of the 
channel. It was shown that the performance of 
both the coded and uncoded channel estimator 
modes behave in a similar manner at 
SNR>15dB when a predictor is used. It was 
also shown that the predictor’s performance 
almost saturates when the predictor’s length is 
increased beyond 100 samples.
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5.1 ABSTRACT
COFDM is a channel coding and modulation 
scheme that mitigates the adverse effects of 
time-varying, frequency-selective fading by 
using multi-carrier modulation combined with 
time- and frequency-domain interleaving and 
forward error correcting coding (FEC). 
COFDM effectively transforms the time- 
domain equalisation problem of conventional 
single carrier systems into the frequency 
domain. This paper examines the performance 
of an efficient feedback channel estimation 
and equalisation algorithm for a 25Mb/s 
COFDM-QAM system in a frequency- 
selective multipath channel. In particular, the 
effect of the COFDM block length relative to 
the coherence time of the channel is discussed.
1. INTRODUCTION
Orthogonal frequency division multiplexing 
(OFDM) is a multi-carrier modulation 
technique in which the data is transmitted as 
many bit streams in parallel on sub-carriers 
rather than as a single high-rate stream. The 
bit stream on each sub-carrier has a much 
lower bit rate than for the single carrier case 
and the sub-carriers can overlap [1], which 
gives OFDM its high spectral efficiency. 
Although the sub-carriers overlap, by ensuring 
that certain orthogonality constraints are 
satisfied, the sub-carriers can be independently 
separated at the receiver [2], The usual method 
of generating OFDM time-domain waveforms 
is via the Fourier transform [3,4], The data- 
rate of conventional serial transmission 
methods is limited by inter-symbol 
interference due to the time-dispersion of the
multipath channel. This can extend over 
several data symbol periods and requires 
complicated time-domain equalization 
techniques to mitigate this effect. In contrast, 
several results [5-8] have showed that a well 
designed coded OFDM system (COFDM) is 
much less sensitive to time dispersion and it 
can improve the bit error rate significantly. At 
high data rates, COFDM does not eliminate 
the need for equalization, but the frequency 
domain approach employed by OFDM 
systems is considered to be much simpler to 
implement in DSP-based receivers than time- 
domain equalisers. Equalisation for the case of 
coherent demodulation of the received OFDM 
blocks has been addressed by Sari et al [9], 
amongst others.
In order to equalize and compensate for the 
degradation imposed by the channel, a good 
estimate of the channel response is required 
continuously. This fundamental and important 
issue of channel estimation has been the 
subject of many researchers [10-14]. One of 
the problems of some of these methods is the 
high percentage of data bits that are lost to the 
channel sounding process needed to obtain the 
channel estimate. In this paper, we study the 
performance of a practical feedback channel 
estimation algorithm that is extremely efficient 
and simulation results showing the strengths 
and weaknesses of this method are presented. 
The paper is arranged as follows. Section two 
contains a brief description of the 
mathematical representation of the OFDM 
system and its behavior in the multipath 
channel. A description of the feedback channel 
estimation method is given in section three 
whilst section four discusses the simulation
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results showing the performance of such 
system at 25Mb/s.
2. OFDM SYSTEM DESCRIPTION
In this parallel data transmission scheme, the 
data (represented by complex-valued symbol 
mappings appropriate to the modulation 
scheme being adopted, eg. QAM) is 
transmitted simultaneously over N orthogonal 
sub-carriers, equally spaced within the desired 
transmission bandwidth, W. The base-band 
continuous-time signal, x(t), of the OFDM 
system may be generated using a set of 
orthogonal basis functions *(0 which are
defmed as:
+<»>











 < t <  —
2 2
and T=N/W , is the symbol duration. The 
transmitted base-band signal, x(t), can
therefore be written in the following form for 
an infinite stream of symbols:
+ 0 0  N - \
x(t)=  X
j = - 0 0  k=0
(2)
or equivalently:
x(t)=  X  \ r e c t ( t- jT ) -  •e2“ / r }(3)
J=~
The demodulation of this signal at the receiver 
is achieved using a set of basis functions that 
are matched to those used in the transmitter. 
Thus, the demodulation process can be 
expressed as [15]:
X JJk = J*(f) ■<!>*,*«)*
(4)
where * stands for the complex conjugate 
operation. In the digitally implemented 
OFDM system, the modulation of the OFDM 
signal is usually by means of the inverse 
discrete Fourier transform, preferably the 
IFFT [2], which is relatively straightforward 
using DSP. Demodul-ation is by the 
corresponding DFT or, more commonly, 
through the FFT algorithm. Therefore, the 
transmitted base-band signal, x/t), of the jth 
OFDM symbol and its counterpart 
demodulated signal, Xjy at the receiver may be 
written as follows:
1 N - l l i u k n l N
Xi (r i = - h - 2 x ),k-e  
tJ N  *=o
and
X j W = - i -  x *(«)• e -2 M N  
J n  k=o
(5)
Considering a multipath channel with an 
impulse response h(t) given by [17]:





where M is the number of paths, hi is the path 
attenuation of the i* path, f Di (t) is the 
Doppler frequency at time t of the I th  path, 
0i and Tf are the initial phase and time delay of
the 1th path, respectively, the received signal r, 
assuming that the delay spread of the channel 
is limited to only one consecutive OFDM 
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where term ( 1) is the convolution of the 
OFDM signal with the impulse response of
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the channel, term (2) is the convolution of a 
delayed version of the previous OFDM signal 
with the impulse response of the channel and 
term (3) represents the additive white 
Gaussian noise, (AWGN).
The effect of the delay spread causes the 
OFDM blocks to lose orthogonality, resulting 
in severe degradation in the receiver 
performance. In practice, orthogonality is 
maintained by ensuring that the OFDM blocks 
remain independent by appending a cyclic- 
prefix to each block of the serial data stream 
after the DFFT in the transmitter. The cyclic 
prefix is a copy of p  OFDM symbols from the 
rear of the OFDM block that are appended to 
the front of the block [18]. Assuming that the 
impulse response of the channel is completely 
absorbed by the cyclic prefix, the rec-eived 
signal can be expressed in a vector form as:
R = H X + N  (8)
The multipath channel used in the following 
simulation was modelled as a six tap delay 
line with six complex number multipliers 
(representing the random path loss) according 
to [19]. The complex numbers are generated 
independently and produce a Rayleigh 
distributed signal envelope [16]. At the 
receiver, Gaussian noise is added to the 
distorted signal, in the usual way. Equation (6) 
assumes a different Doppler frequency for 
each path, but in the following simulations a 
common Doppler frequency was used for all 
the paths.The parameters describing the 
channel used here (COST 207, urban model)
are summarised in ta 3le 1, 3elow.
Path
Number
1 2 3 4 5 6
Delay
(Us)
0 0.2 0.6 1.6 2.4 5
Attenuati 
on (dB)
8.4 2.4 6.4 14.4 18.4 22.4
Table . Parameters of t ie channel model
3. DECISION FEEDBACK CHANNEL 
ESTIMATION
In an OFDM system, equalisation is usually 
carried out in the frequency domain. This is 
possible if the data on each sub-carrier is 
transmit-ted at a sufficiently low symbol rate 
that equalis-ation can be carried out by phase
and amplitude correction of each sub-carrier. 
Channel estimation is required obtain the 
frequency response of the channel at each sub­
carrier frequency. The most common way 
of channel estimation for OFDM systems 
operating in time-varying, frequency-selective 
channels is to use pilot tones [2,10] scattered 
amongst the transmitted data symbols. These 
pilot tones provide samples of the frequency 
response of the channel, which are then fed to 
an interpolating filter to generate the full 
channel frequency response from which the 
equaliser’s coefficients are then established. In 
[11], the use of the LMS algorithm for channel 
equalisation was examined and some of the 
problems associated with this technique were 
discussed. References [13] and [4] proposed a 
feedback channel estimation method utilising 
an FEC decoder in addition to the use of 
scattered pilot tones.
In this paper, we investigate the performance 
of a simpler decision feedback channel 
estimation method which could be 
implemented practically in DSP. This method 
is based on a (OFDM) symbol by symbol 
detection technique. Initially, the channel 
response is estimated in the usual way by 
sending a comb of pilot tones. However, 
instead of updating the channel estimate by 
sending more pilot tones (which is a very 
inefficient process), the channel frequency 
response is estimated from the previous 
equalised OFDM block using a decision 
feedback algorithm. The block diagram 
depicting this method is shown in figure 1, 
below.
As can be seen from the above block diagram, 
the received OFDM block is fed to the 
equalizer whose coefficients are already 
established (from the initial channel sounding 
process). The equalised block of data is then 
demapped and a copy of the demapped data is 
fed back to the channel estimator section 
where the data is remapped again to 



















Figure 1: Schematic of the channel estimator and equaliser structure
The reason for the process of demapping and 
remapping is to reduce the effect of the noise 
on the reconstructed version of the transmitted 
symbols. The channel estimate is then 
established by utilising the relationship 
between the unequalized version of the OFDM 
block and its corresponding reconstructed 
version. This estimate is very noisy and must 
be low-pass filtered before it can be fed-back 
to the equaliser in order to equalise the next 
OFDM block. As will be readily appreciate, 
the channel estimate fed to the equaliser is 
delayed by one OFDM block. Thus, this type 
of channel estimation can only be used if the 
coherence time of the channel is much longer 
than the duration of the OFDM block. 
Simulation results showing the effect of the 
ratio of the coherence time of the channel to 
the block duration on the BER performance of 
the system will be shown in the next section. 
The estimation of the channel parameters can 
be obtained using either the zero-forcing (ZF) 
or the minimum mean square error (MMSE) 
criterion as given by equations (9) and (10) 
below.
£ Z F = X ^ + 2 . (9)
A n-1
j j  MMSE   ( ^ n —1 'H )  n—1
n~ l noise




H n_i is the noisy channel estimate,
X n_{ is the (n-l)th OFDM block prior to
equalisation,
X n_x is the (n-l)th OFDM block after
equalisation (reconstructed version),
X  is the complex conjugate of X n_{,
f] is the additive white Gaussian noise,
^  noise £  the instantanuous noise
and signal power respectively.
This noisy channel estimate needs to be 
further improved by passing it through a low- 
pass filter with a cutoff frequency equal to the 
coherence bandwidth of the channel. The low- 
pass filter implemented here is a zero-padding 
FFT-based
filter in which the channel estmate (which 
corresponds to the channel frequency 
response) is passed through an IFFT. Then, 
all the components that fall in the time slots 
that are longer than the longest expected 
channel delay are padded to zero before taking 
the signal back to its original form using the 
FFT. By doing so, all the high frequency 
components that belong to the additive noise 
are eliminated. The graph shown in figure 2 
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Figure 2: Effect o f low-pass filtering on the 
channel estimate (SNR = 5dB)
In a noisy, multipath faded, channel, data 
errors are inevitable. In a data feedback 
equaliser, this can lead to error propagation. 
To prevent this from happening to a 
significant extent, the channel is periodically 
re-sounded using pilot tones. When this 
happens, the data feedback path is temporarily 
disconnected, as shown in figure 1. The effect 
of the period over which the data feedback 
estimator is connected is investigated in 
section 4.
4. SIMULATION RESULTS
Computer simulations were used to assess the 
performance o f this feedback channel 
estimation and equalisation method for a 
COFDM-4QAM system transmitting at 
25Mb/s using bit error rate (BER) as the 
metric for comparison. To simplify the 
simulations, only one level o f convolutional 
channel coding was used. Viterbi decoding 
and time- and frequency-interleaving were 
implemen-ted. The parameters of the system 
under test are summarised in Table 2.
The following were assumed throughout:
(i) delay spread is completely absorbed by 
the cyclic prefix,
(ii) perfect synchronisation and brick-wall 
filtering is used,
(iii) the effect o f phase noise in the receiver’s 
local oscillator is not considered,
(iv) non-linearities in the transmitter and
receiver are not considered.
Modulation type 4QAM
No. o f subcarriers 512
Data rate 25Mbps
Symbol rate 12.5Msps
Symbol duration 4 1 ^  sec
Max. delay 5 / i  sec
cyclic prefix 5 p s e c
Doppler, frequency 80Hz
Vehicle speed 70mh




Table 2: Table o f principal parameters
Figure 3 shows the performance o f the 
COFDM-4QAM system using the channel 
estimation scheme, described above, which 
employs a low-pass filter. The different graphs 
in the figure show the effect of re-estimating 
the channel using the comb o f pilot tones at 
different intervals. In this figure, the re­
estimation interval is expressed as the number 
of data blocks that are transmitted before the 
next comb o f pilot tones. It can be seen that 
the degradation incurred by re-estimating the 
channel once every 800 blocks (32msec) 
instead o f once every 8 blocks is about 3dB at 
a BER of 10'3. It can also be seen from this 
figure that the need to re-estimate the channel 
becomes less important as the BER decreases 
(which corresponds to a required increase in 
the SNR). From the same figure it can be seen 
that sampling the channel every 3.84ms 
produces an average performance loss of 
about 0.5dB between BER = 10'3 and 10'5, 
whereas the loss in bandwidth efficiency due 
to the loss of data bits to channel sounding is 
about 1%. This sampling frequency seems to 
be the best trade off between bandwidth 
efficiency and system performance.
In the above simulations, the initial estimate of 
the channel is assumed to be ideal, (i.e. the 
received pilots were noise-free). In a practical 
system, this might be because the pilot tones 
are transmitted at a higher power than the data
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bits. Two separate tests were conducted to 
assess the degradation in bit error rate that 
ocured when the pilot tones were subjected to 
AWGN and when the channel estimate was 
not low-pass filtered. Figure 4 shows the 
results o f these simulations. It can be seen that 
when the estimated channel frequency 
response was not low-pass filtered, the 
perfomance of the system becomes:
22
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Figure 4: Effect of low-pass filtering and 
perfect pilot detection on bit error rate
unacceptable even at high SNR since the 
inherent error propagation becomes dominant. 
The performance loss due to noisy pilot tone
estimation, however, is less serious but it is 
still significant. A degradation of about 1.5dB 
is found at a BER of 10'3. This degradation 
reduces to almost OdB at very high SNRs of 
20dB or more. Further reduction of the 
performance loss can be acheived at a cost o f a 
moderate reduction in data throughput by 
allocating more bandwidth to the pilot tones. 
Simulations show that a moderate reduction of 
an additional 2% of the data throughput 
reduces the performance loss to about 0.5dB at 
BER of 10’3.
The weakness of this channel estimation 
method is the insertion of a delay o f one 
OFDM block length. This is a common 
problem with this kind of equaliser structure. 
Because o f the relative simplicity o f our 
scheme, this delay is kept to an absolute 
minimum. Using the simulations, we have 
found the sensitivity of the bit error rate with 
respect to this delay increases in proportion to 
the ratio of the channel coherence time to the 
OFDM block duration, p . In addition, the 
higher the modulation order is the more 
sensitive the system is to this delay. Figure 5 
shows how the BER performance of the 
system is affected as p  is varied. This is a 
key result in the optimisation of the block 
length parameter o f a COFDM system in 
multipath fading.
It can be seen from figure 5 that as the ratio of 
the coherence time to the OFDM block 
duration decreases the performance o f the 
system is initially very poor, with very high 
error rates, even at high input SNRs, but then 
improves. For these cases, the block sizes, and 
hence the delay between channel estimates, 
are small but the performance is poor because 
of the very limited frequency diversity 
provided by the relatively few sub-carriers. 
When p  is approximately 0.156, the BER 
performance is at its best. As p  continues to 
decrease due to an increase in the OFDM 
block size the BER performance worsens 
again. This is directly attributable to the 
increased delay and the fact that the channel 
characteristics are able to deviate further from
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the original estimated value before the channel 
is re-estimated. It is worthy o f note that when 
the channel is perfectly estimated, the bit error 
rate performance improves steadily with 
increase in block size, subject to the limiting 
effects o f Doppler frequency offset and 
oscillator phase noise which limits the sub­
carrier frequency spacing.
5. CONCLUSIONS
This paper has examined the performance of a 
feedback channel estimation method for a 
COFDM-4QAM system when transmitting at 
25Mb/s over an urban time-varying multipath 
faded channel. The results show that the 
system performs well providing that effect of 
the delay imposed by the method is taken into 
account. The results show that the 
performance of the system using such method 
is within about 2dB o f the case which assume 
an ideal estimate of the channel. The 
importance of reducing
the effect of noise on the estimated frequency 
response using low-pass filtering has been 
found to be vital for good overall system 
performance. In addition, the effect of the 
OFDM block length relative to the coherence 
time of the channel has been found to play an 
extremely important part in optimising the 
BER performance of the system when perfect 
channel estimates cannot be assumed.
12B 640 1152 1664 2176 2688 3200 3712 4224 4736
block length (muter of subcarriers)
Figure 5: Effect of p  on system performance
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ABSTRACT
The performance o f  a  COFDM/CDMA radio communication 
system in the presence o f  partial-band jam ming is presented 
where the effects o f  multipath and additive noise are included 
The importance o f  interleaving and coding is emphasised and 
their impact on the bit error-rate performance is evaluated In 
the firs t p art o f  the paper, the effect o f  jamming on a  COFDM  
system is obtained under worst-case conditions. For single tone 
jamming, the results show that the effect o f  the jamming signal 
on the bit error rate is acceptable, even a t signal to jamming 
pow er ratios as low  as —15dB, when interleaving and  
convolutional coding is used. For the case where 20% o f  the 
transmission spectrum is corrupted by partia l band jam ming it is 
necessary fo r  the signal to jam m ing pow er ratio to be 5dB or 
more to achieve an acceptable bit error rate. To provide 
additional resilience, the case o f  an OFDM/CDMA scheme is 
examined where the spread-spectrum process gain is used to 
provide additional protection against jamming.
INTRODUCTION
Due to its inherent frequency diversity and flexibility, MFSK 
modulation has long been considered as a highly robust 
modulation scheme in the presence o f tone jamming, particularly 
when used in conjunction with spread-spectrum modulation [1- 
4], In [1], for example, the anti-jamming performance o f A/-ary 
non-coherent FSK with fast frequency hopping was evaluated 
and a method for analysing the performance of A/-ary operation 
with any combination o f signal tone distribution, jamming 
distribution, jamming form and receiver system noise was 
presented. In [2], the performance degradation resulting from the 
multi-tone interference of orthogonal non-coherent FH/MFSK, 
where the effect o f thermal noise is not negligible was 
investigated for both Rayleigh and Rician frequency selective 
fading channels. In [4], the effect o f partial-band noise jamming 
on fast frequency-hopping spread-spectrum (FFHSS) using 
binaiy frequency shift keyed (BFSK) non-coherent receivers was 
examined for Rician channels. However, non-orthogonal 
modulation schemes require frequency guard bands and this 
reduces their spectral efficiency. *
Orthogonal frequency division multiplexing (OFDM) is a 
variant of MFSK that has attracted considerable attention 
recently for mobile applications because of its very high spectral 
efficiency [5-6]. In particular, the modulation scheme is capable 
of operating at extremely high data transmission rates, relative to 
the delay-spread of the multipath channel, using a combination of
cyclic extension time guard-band to combat ISI and frequency- 
domain equalisation (when coherent demodulation is used) to 
minimise die effects o f fading. Frequency-domain equalisation 
can be much easier to implement than time-domain equalisation.
The basic concept o f OFDM is to transmit high-speed serial 
data at a much lower rate in parallel on N  sub-carriers that are 
orthogonally spaced. Consequently, a single broadband data- 
stream is represented by many narrowband data-streams. 
Orthogonality o f the sub-carriers allows the frequency guard- 
band, required for MFSK, to be removed. In the presence of 
highly frequency-selective fading, the channel has a narrow 
coherence bandwidth due to multipath echoes and this modul­
ation scheme provides frequency diversity in these circum­
stances. In effect, the frequency selective fade for the single 
carrier system has been replaced by uncorrelated flat fades for 
the OFDM system. This, in itself, is not an advantage but by 
using forward error-correction (FEC) coding and interleaving in 
the time- and frequency-domains, advantage can be taken of the 
uncorrelated fades to improve the bit error rate (BER).
In some respects, the generation of errors due to tone 
jamming and highly frequency selective fading are similar. 
Consequently, this paper examines the performance of a 
COFDM system in both single-tone and partial-band (multi-tone) 
jamming using a Monte-Carlo simulation method. For 
illustration, a simple non-coherent receiver, with no frequency 
domain equalisation but with coding and interleaving, was used. 
The jamming signal bandwidth has been chosen to contain 
spectral components o f equal power that fall within the 
bandwidth o f the COFDM signal. The wanted signal is subjected 
to time-varying multipath Rayleigh fading, which is much more 
extreme than Rician fading, and the effect o f the thermal noise is 
also included. In all the simulations, it is assumed that perfect 
synchronisation between the transmitter and the receiver has 
been achieved. The paper shows that this type of coded OFDM 
system (COFDM) is extremely robust in mobile radio channels 
containing both multipath fading and partial-band jamming 
signals.
Recently, Kondo and Milstein [7] have proposed a multi- 
carrier CDMA spread-spectrum system and Rowitch and 
Milstein [8] have examined the partial-band jamming 
performance of this system. In this paper, we consider the partial- 
band jamming performance o f a different multi-carrier CDMA 
configuration in which the data is spread by the CDMA 
spreading sequence prior to OFDM modulation. This 
configuration is called OFDM/CDMA.
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OFDM SYSTEM AND CHANNEL MODEL
In this parallel data transmission scheme, the data
(represented by complex-valued symbol mappings appropriate to 
the modulation scheme being adopted, eg. m’PSK or QAM) is 
transmitted simultaneously over N  orthogonal sub-carriers, 
equally spaced within the desired transmission bandwidth, W. 
The base-band continuous-time signal, x(l), of the OFDM system 
may be generated using a set o f orthogonal basis functions 
j  k(t)  which are defined as:




and T=N/W , is the symbol duration. The transmitted base-band 
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The demodulation o f this signal at the receiver is achieved using 
a set of basis functions matched to those used in the transmitter. 
The demodulation process can be expressed as [5]:
+00
x j,k = \  x ( 0  ®j,k (4)
where * is the complex conjugate operation. In the digitally 
implemented OFDM system, the modulation of the OFDM signal 
is usually by means of the inverse discrete Fourier transform, 
preferably the IFFT [5], Demodulation is by the corresponding 
DFT or FFT. Therefore, the transmitted base-band signal, x/t), 
of the jth  OFDM symbol and its counterpart demodulated signal, 
Xj, at the receiver may be written as:
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A frequency selective fading channel is assumed with an impulse 




where M  is the number of paths, ht is the path attenuation of the 
z*h path,/£ ,  (/) is the Doppler frequency at time t o f the /* path, 
0, and zj are the initial phase and time delay o f the P  path, 
respectively, h, is assumed to be Rayleigh distributed. Limiting
the delay spread of die channel to only one consecutive symboj, 
the received signal contains a number o f components and can 











In this expression, term (1) is the convolution o f  the OFDM 
signal with the impulse response o f the channel, term (2) is the 
convolution of a delayed version o f the previous OFDM signal 
with the impulse response o f the channel, term (3) represents the 
additive white Guassian noise (AWGN) and term (4) corresponds 
to the effect o f the j amming signal.
The effect of the delay spread is to cause the OFDM blocks to 
lose orthogonality and receiver performance is reduced. In 
practice, orthogonality is maintained by ensuring that die OFDM 
blocks remain independent by appending a cyclic-prefix to each 
block of the serial data stream after the IFFT in the transmitter. 
The cyclic prefix is a copy o f p  OFDM symbols from the rear of 
the OFDM block which are appended to the front o f the block 
[6]. This can be viewed as making the transmitted OFDM signal 
with ISI appear to be periodic. The number, p ,  o f appended 
symbols is chosen to create a cyclic extension period that 
exceeds the most significant delay components o f die multipath 
echoes. The receiver uses only the samples within the useful 
symbol duration. This means that there is a loss o f useful signal 
energy per bit and a corresponding loss o f spectral efficiency.
RECEIVER PERFORMANCE IN THE PRESENCE OF 
PARTIAL-BAND INTERFERENCE
In this section, the bit error probability o f an OFDM system is 
obtained for both BPSK and DBPSK when partial band interfer­
ence is present. In the analysis, it is assumed that all symbols are 
equally likely and the received energy of each symbol is Eb. The 
probabilities of a bit error for BPSK and DPSK in additive white 
Gaussian channel are given as [9]:
p BPSK =  Q [2
Yw°




where N0 is the one-sided noise spectral density. If the jamming 
signal is assumed to be noise with power J = N / p ,  where Nj is the 
power of the jamming waveform and p  is die fraction o f the 
jammed bandwidth, defined by:
Wi
P  = -w (10)Slg
where: wj is the bandwidth o f the jamming signal and wsig is the 
bandwidth o f the OFDM signal. If the jamming signal bandwidth 
falls completely within that o f the OFDM signal, the probability 
of p  of the OFDM frame (after the FFT) being affected by the
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jamming signal is 50%. Therefore, the average bit error 
probability for BPSK and DPSK can be written as:
Pnftpvjc = — • e x p j  —




PBPSK - ~ N „ + N
(11)
(12)
The impact o f  jam m ing on the bit error rate o f  both BPSK and 
DPSK is shown in figures la  and lb , respectively, for the OFDM  
system in the absence o f  multipath fading for signal to jamming 
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effect on the wanted signal was ‘randomised’. Similarly, for the 
case o f  partial-band jamming, the frequency band o f  the jamming 
signal was slow ly shifted in time to cover the entire signal 
bandwidth.
The partial-band jamming was actually represented in the 
simulation as equal amplitude multi-tones, but with random 
phase. The frequencies o f  the simulated jamming signals (both 
single tone and partial-band multi-tones) were chosen to fall 
midway between adjacent sub-channel tones o f  the OFDM signal 
so that the impact o f  the jamming was maximised. The reason for 
this is that when the frequency o f  the jamming signal is perfectly 
aligned with one o f  the sub-channel frequencies o f  the trans­
mitted signal only data on that carrier is affected by the jamming 
signal when the received signal is processed using the DFT or 
FFT algorithm. Furthermore, once the jamming power signific­
antly exceeds the power o f  the wanted signal, die probability o f  
an error on that sub-carrier saturates. However, when the 
frequency o f  the jamming signal lies midway between two sub­
channel frequencies, spectral leakage in the spectrum o f  the 
jamming signal when the received signal is processed using the 
FFT algorithm impacts on other frequency components o f  the 
received signal. In this case, the jamming power has a signific­
ant effect on the average bit error rate as more wanted signal 
components becom e affected by the increased magnitude o f  the 
spectral leakage components o f  the jamming signal.
In addition to the intentional jamming, the signal was 
subjected to time-varying Rayleigh-distributed frequency-select­
ive fading and additive white Guassian noise (AW GN). The 
frequency-selective fading was simulated using a tapped delay 
line channel model. The tap coefficients were time-variant 
Rayleigh-distributed complex numbers whose speed o f  variation 
is determined by the Doppler frequency, implemented in this 
model using a Doppler filter [10], The tap parameters that were 
used corresponded to the COST 207 model for the bad urban 
channel. The main parameters used in the simulations are 
summarised in the table below.
No o f sub-carriers 512 Data rate 2.048M bps
No o f  channel paths 6 Jamming bandwidth 0.4096MHz
Max delay spread 5ps Signal’s bandwidth 2.048MHz
Symbol duration 250ps Coding rate rate '/2 , K=7 
convolutional 
hard decision
Cyclic extension 5ps Interleaving depth 8msec
Doppler frequency 40Hz FFT length 1024
(b )
Figure 1: Effect o f  20% partial-band jamming on the 
probability o f  a bit error for an OFDM system using:
(a) BPSK and (b) DBPSK modulation
SIM U L A T IO N  R E SU L T S ?
The performance o f  an OFDM system for both coherent and non­
coherent modulation is investigated for two different types o f  
jamming. The first is single-tone jam m ing and the second is 
partial-band jamming. For single-tone jamming, the frequency o f  
the jamming tone was made to change slow ly in.time so that its
Table 1. List o f  Main Parameters used in Simulation
CO FDM  System  with BPSK  M odulation Subject to 
Partial-band Interference
Figure 2 shows the effect o f  20% partial-band jamming only on 
the BER performance o f  an OFDM system using BPSK 
modulation and rate=l/2, K=7 convolutional coding. The other 
parameters are listed in Table 1. It can be seen that for SJR~3dB, 
the effect o f  the jamming signal is severe when there is no 
interleaving and the system performance is unacceptable for data 
transmission and marginally acceptable for voice transmission. 
However, there is a significant performance improvement 
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COFDM  data is effectively being transmitted in the frequency 
domain where the jam m ing tones effectively cause burst errors. 
The interleaving/de-interleaving process redistributes the burst 
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Figure 2: Impact o f  the signal to jam m ing power ratio (SJR) 
o f  20% partial band jam m ing on the average bit error rate for a 
BPSK COFDM  system, with and without interleaving
COFDM System with BPSK Modulation Subject to 
Partial-band Interference and AWGN
This section further highlights the importance o f  an adequate 
interleave depth in combating 20% partial-band jamming. In this 
set o f  results, shown in figure 3, the effect o f  input SNR on the 
average bit error rate is shown for two cases: one with an 
interleaving depth o f  16ms and the other with no interleaving. 
This figure shows that there is more than 3dB improvement in 
performance by using interleaving o f  this depth, depending on 
the SJR. It is clear that the effect o f  the jam m ing signal at high 
SJR causes the error floor o f  the system to saturate at a rate o f  
approximately 10‘7 for SNRs greater than 13dB. It is also 
obvious that acceptable bit error rates can be obtained at input 






F -4 « SJR = -5d8,intwlMving 
■ SJR = OdB,lnteri«avlng 
a  SJR = 5dB,interleaving 
O SJR = -5dB, no interleaving 
□ SJR = OdB, no interleaving 




6 8 10 12 142 40
SNR (dB)
Figure 3: Effect o f  20% partial-band jamming on the 
performance o f  a BPSK COFDM system in AWGN, 
with and without interleaving
COFDM System Subject to Single-Tone Interference 
and AWGN in a Multipath Channel using 
Differential Demodulation
In this simulation, the effect o f  single-tone jam m ing on the 
performance o f  a COFDM  system using differential binary phase 
shift keying (DBPSK ) is evaluated for the case o f  a m obile radio 
channel which is suffering from 6 path Rayleigh fading at a 
Doppler frequency o f  40H z. This corresponds to a vehicle speed  
o f  50km/h at the carrier frequency o f  1.5GHz. The use o f  differ­
ential keying and non-coherent reception solves the problem o f  
equalising the received signal in the time-varying, frequency 
selective, but the penalty is a worsened detector performance in 
noise compared with the coherent detector. The system perform­
ance, shown in figure 4, can be seen to be adequate in the 
presence o f  single tone jamming even at very low  SJR o f-lO d B .  
It can be seen that by positioning the jam m ing tone m id-way 
between the sub-carriers, as the jam m ing power is increased 
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Figure 4: Effect o f  single tone jamming and AW G N on the 
BER o f  a DBPSK COFDM system in multipath fading 
(with coding and interleaving)
COFDM System subject to Partial-Band Interference 
and AWGN in a M ultipath-Channel Using 
Differential Demodulation
In this simulation, the effect o f  20% partial-band jam m ing on the 
performance o f  a COFDM system using DBPSK  modulation is 
evaluated. Comparison o f  figure 5a with 5b (overleaf) shows that 
varying the speed o f  the mobile unit from 0 to 50kph per hour 
results in little performance degradation, indicating that jamming 
is the dominant degradation mechanism in the absence o f  
interleaving. Comparison o f  figure 5b with 5c shows the 
significant improve-ment in the performance o f  the system  
through the use o f  interleaving, depending on the SJR.
OFDM/CDMA System
In addition to the basic COFDM system, an OFDM/CDMA  
system was simulated. The block diagram o f  the system is 
shown in figure 6, overleaf. It w ill be seen that the data is first 
convolutionally coded and then the data is spread. The spread- 
data is then OFDM modulated. The CDM A spreading 
parameters used were 511 chips per data bit. In order to maintain 
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the data rate was reduced in proportion to the spreading rate. 
This data was transmitted on a 512 carrier COFDM system. The 
performance o f  this system in 20%  partial band jamming, 
AW GN and multipath fading is presented in figure 7 for a 
vehicle travelling at 50km/h at SJR o f-2 5 d B , -20dB and -15dB .
A s can be seen, this particular configuration is extremely 
robust to partial band jamming, multipath and AW GN, but this is 
at the expense o f  a lower data transmission rate. However, if  
som e o f  this jam m ing performance can be sacrificed, multi­
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Figure 5. Effect o f  20% partial band jam m ing combined 
with multipath fading and AW G N on the performance o f  a 
DBPSK COFDM  system:
(a) 0Hz Doppler and no interleaving, (b) 40H z Doppler and no 
in te rleav in g  (c) 4 0 H z  D o p p le r  a n d  in te rleav in g
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Figure 7: Effect o f  partial band jamming on the BER 
performance o f  an OFDM/CDMA system
CO NC LUSIO N S
In this paper, the performance o f  a COFDM  system in the 
presence o f  AW GN, multipath frequency selective fading and 
intentional jamming was examined and shown to be satisfactory 
at moderate SJR and SNR. It was observed that the effect o f  
partial-band jam m ing becomes insignificant for many 
applications at SJR equal or greater than 5dB whereas for single­
tone jamming the effect is insignificant from as low  SJR as -  
15dB when interleaving is included. The effect o f  subjecting the 
jamming signal to fading was also examined and it was shown 
that whether if  the jamming signal was subjected to fading or not 
the net result is the same at low SJR (<5dB) whereas at higher 
SJR the effect is more significant. In this simulation it was 
assumed that the jamming signal is subjected to the same fading 
as that o f  the OFDM  signal. Finally, a direct-sequence CDMA  
coding strategy was applied to the OFDM signal and it was 
found that there were substantial improvements in the BER (at 
the expense o f  data rate).
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COFDM - AN ALTERNATIVE STRATEGY FOR FUTURE-GENERATION MOBILE 
COMMUNICATIONS
R F Ormondroy.d, J J Maxey and E Alsusa
Introduction
Future generations of mobile radio systems, Such as the mobile broadband system (MBS), will be required to 
provide data rates of 2Mb/s and above and it is the dispersive characteristics of the mobile radio channel that 
will play a key role in determining the most suitable, cost-effective, radio interface solution. The purpose of 
this paper is to consider the potential of multi-carrier multiple-access.techniques as a means o f providing a 
versatile high data rate radio interface for both terrestrial and satellite mobile PCS. After describing the two 
main forms of multiple-access multi-carrier systems that have been proposed very recently, the paper will 
describe a new variant o f multi-access multi-carrier system called LROCC-OFDM.
There is considerable debate concerning the relative merits of TDMA and CDMA as the most appropriate 
choice of multiple access method for future generations of digital mobile cellular radio. Direct-sequence- 
CDMA seems to provide a higher spectral efficiency in comparison to other conventional multiplexing 
methods1'3, although this may be attributable more to the noise-limited cellular structure of these systems 
rather than to any inherent efficiency of the basic direct-sequence spread-spectrum modulation method. 
However, DS-CDMA systems are also often attributed with systems' benefits which may be potentially 
greater than pure spectral efficiency. These include:
robustness against fading
low density power spectrum - potential for bandsharing 
interference and jamming rejection
code re-use rather than frequency re-use - improved frequency planning 
soft capacity 
• soft hand-off
Certainly, these benefits are achieved individually but once the process gain has been used to achieve a high 
user capacity it cannot be re-used for jamming rejection etc., so these benefits cannot be achieved collectively. 
At high data rates over a severely fading channel, other factors may be of greater significance.
If a traditional TDMA approach is adopted at the high data rates anticipated for MBS, complex time domain 
equalisers based on either a non-recursive linear equaliser or decision feedback equaliser would have to be 
used to combat the intersymbol interference (ISI) resulting from the effect of multipath delays in the mobile 
channel. In addition, interleaving and coding would also have to be used to augment the resilience of the 
system to the burst errors in the fading environment. The problem is no less severe if a CDMA approach is 
taken because the transmission bandwidth must be extremely large to provide adequate process gain to 
achieve the required cell capacity. In this case, the bandwidth of the signal will be considerably wider than 
the coherence bandwidth of the mobile radio channel and so channel fading is likely to be highly frequency 
selective. Equivalently, this is represented by a channel impulse response with a broad time delay spread due 
to multipath propagation and the effects of Doppler spread. Consequently, when the channel impulse 
response is much longer than the symfipl duration, significant intcrsymbol interference (ISI) occurs and the 
performance of the system is seriously degraded4.
One of the advantages of the DS-CDMA system is that it can efficiently implement a RAKE receiver5'6 which 
acts as a matched filter for multipath combining and effectively provides path diversity. The RAKE receiver 
must continuously estimate the relative delay of each path and there is considerable current research on the 
benefits of maximum ratio combining (MRC) and equal gain combining (EGC). These methods require 
considerable signal processing within the receiver, particularly if other users’ multipath interference has to be
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rejected. Also, the technique does not handle significant Doppler spread which may be a major problem for 
satellite systems.
To combat these effects in two high data rate broadcasting applications which are also subject to severe 
multipath fading, digital audio broadcasting7 and terrestrial HDTV8, coded orthogonal frequency division 
multiplexing (COFDM) has been proposed.
OFDM/COFDM Techniques
Thd broad aim of OFDM or COFDM is to sub-divide the available (non-ideal) channel bandwidth into a 
number of narrowband sub-channels such that the performance of each sub-channel is almost ideal. By 
making the bandwidth of each sub-channel sufficiently narrow, the effects o f ISI become negligible and 
equalisation is unnecessary6. In OFDM systems, the symbol rate of the serial data is reduced by a factor N by 
multiplexing it into N parallel paths which are then modulated onto N carriers. The key to the spectral 
efficiency o f OFDM lies in the way in which the symbols are modulated onto the N carriers. Normally, it 
would be necessary to separate the frequency spacing of each carrier with a frequency guard band to prevent 
upper and lower sidebands of adjacent carriers from overlapping and producing aliasing. In OFDM/COFDM 
the carriers are all chosen to be orthogonal so that with an appropriate modulation scheme such as QPSK. or 
QAM it is possible for upper and lower 'sidebands’ to fully overlap yet still be correctly demodulated. The 
common method of achieving a large number of orthogonal carriers is to use the Fourier transform method9! 







Figure 1 Typical OFDM system based on the DFFT/FFT transforms
Frames o f M serial (encoded) data are first converted into N' =  M / x  parallel groups of x  data bits which are 
mapped into N  complex value symbols, X in the modulator corresponding to the signal constellation o f the 
corresponding sub-carrier. Performing the inverse DFT on these N  complex values results in N  complex 
valued Fourier coefficients:
Vn s
where l /V /V  is used for normalisation. These coefficients are then parallel to serial converted into a time 
sequence of N  complex coefficients (or two real value time series representing real and imaginary parts of the 
complex Fourier coefficients) and these are clocked at the original symbol rate Ts such that the discrete time 
series { y ^}  represents samples of y ( t )  atrintervals of t  =  nT s/N , where n =  0.1.../V-1, i.c:
V ' 2"'"'-. OS (< Ts
this signal is then used to modulate the carrier. From this it can be seen that the sub-carrier frequencies arc: 
fk = k/Ts, k =  0.1 N
Furthermore, the baseband sub-carriers arc all orthogonal in that:
Tc
\  cos(2 Ttf -t + 0,) • cos(2 7rfjt + 0j)dt = 0 , for i * j
v )
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It is also obvious from the above that the discrete DFT can be used in the receiver to recover the samples, X*. - 
By increasing the period of each frame of data, i.e. the period at which the IDFT is carried out, so that it is 
many times longer than the channel impulse response, it has been argued that the effects of ISI due to 
multipath propagation effects can be sigjuficantly. reduced This can be achieved by increasing the size of the 
IDFT at the cost o f computation complexity and the delay through the system is also increased. However, as 
the size of the DFT is increased, the sensitivity of the receiver to timing errors and phase jitter increases. 
Normally10 Doppler spread sets the limit on the closeness to which the sub-carriers are spaced and this 
effectively places an upper limit on N and there may still be some ISI due to long echoes. To counter this, it 
has been suggested in a number of papers10 that a time guard band is required at the end of each IDFT 
conversion, which may be as large as 25% of the symbol duration. This guard period, or cyclic extension is 
represented by a zero padding of the Fourier coefficients which lasts for Tg seconds beyond the normal frame 
period. Although this adds little complexity to the receiver, it means that the efficiency of data transmission is 
significantly degraded, however this period can also be used to obtain correct timing to mark the start of each 
Fourier transformation, which is very critical in maximising the system performahce.
Viewed in the frequency domain, because the channel exhibits frequency selective fading not all N data 
symbols being transmitted in parallel will be corrupted simultaneously and the data on the degraded carriers 
can be corrected relatively easily with appropriate use of error correcting codes and interleaving. A number of 
different coding strategies have been considered, including: block codes, convolutional codes, Reed-Solomon 
codes and Turbo codes.
Clearly, to gain significant benefits from the use of COFDM, frequency selective fading is required. In fact, 
Sari et a ln  have pointed out, that except for PSK signals, OFDM does not solve the channel equalisation 
problem but simply shifts it from the time domain to the frequency domain. It has been argued, however, that 
this is a much easier problem to solve using the time guard band and a simple LMS algorithm one-tap 
equaliser after the DFT to provide frequency equalisation against co-channel interference. Most OFDM 
implementations use this structure, despite the obvious loss in capacity, but more complex multi-tap equaliser 
structures have been proposed recently12'14 to reduce or remove the guard period and hence recover the 
capacity. However, these multi-tap equaliser systems can be optimised by the use of combining to form a 
RAKE structure15 where it will be seen immediately that the use of a RAKE system after the DFT in the 
OFDM receiver will be very robust against Doppler spread. If Doppler spread is a problem, as it may be for 






Figure 2 Simplified schematic showing how a RAKE combiner can be 
used with an OFDM receiver to combat multipath15
Multiple Access Systems Based on Multi-Carrier Techniques
Because o f the success of COFDM in providing a high bit rate service in severe frequency selective fading 
and following the paper of Cimini16, who proposed this form of signalling for digital mobile radio, there have 
been a number o f recent proposals17’18 for this and broadly similar multi-carrier 19’20(MC) techniques to be 
applied to multiple-access radio schemes.
In the systems proposed to date, multiple access»capability is gained using conventional CDMA techniques 
and each user is given a unique PN code in'the usual way. However, transmission of the users’ data is 
achieved in one o f two ways.
CDMA-OFDM In the first method, the data modulated spreading sequence is serial-to-parallel 
converted and each chip modulates a different carrier frequency via the IDFT routine. This implies that the 
number of carriers is equal to the processing gain and each carrier conveys a relatively narrowband waveform 5 * 0
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rather than a direct-sequence waveform. Effectively, the FFT has given the resulting signal a PN coded 
structure in the frequency domain. This technique is referred to as CDMA-OFDM, or similar. A typical 






Figure 3 Simplified structure of the down-link of a CDMA-OFDM multiple access scheme
Here, each user's data is spread, in the usual way and the data modulated chips from each user are 
arithmetically summed (chip synchronously). The resulting non binary values arc serial to parallel converted 
and interleaved before being transformed by the IDFT and modulated onto the carrier in the usual way. In th< 
receiver, OFDM demodulation is accomplished by the DFT. The output of the parallel to serial converter is 
represented as a composite multi-user sprcad-spectrum signal from which any particular user can be 
demodulated in the usual way using a correlator, digital matched filter or maximum likelihood detector. In t 
above, steps to add and remove time guard bands, or the use of a RAKE receiver to reduce ISI and Doppler i 
assumed. As with other orthogonal systems, synchronisation of the symbols is essential and implicit on botl 
the down-link (which is straightforward to arrange) and also on the up-link (which is not so straightforward!
Multicarrier DS-CDMA In the other method, the total available frequency spectrum of the CDMA 
system is divided into M equi-width frequency bands, where M is the number o f carriers, typically much le.‘ 
than the process gain and each frequency band is used to transmit a 'narrowband* DS-CDMA signal20. The 
response to frequency selective fading is similar in both cases, but it is claimed that this method is easier to 
implement Figure 4 show s a typical implementation of a multi-carrier DS-CDM A system 20.
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Figure 4 Simplified schematic of a multicarricr DS-CDMA system
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In this system, the data is split into M parallel streams. Each of these streams is split S ways and 
spread by the same PN sequence and modulated onto S orthogonal carriers, i.e. the same data bit is 
transmitted on S carriers. The total number of carriers in this arrangement is thus M x S.
LROCC-OFDM
A new method of providing multi-access operation of an OFDM system which promises to have higher 
ultimate capacity than the CDMA-OFDM method is to use LROCC-OFDM. The technique replaces the 
conventional pseudo-noise spreading sequences of the CDMA part of the System by low-rate orthogonal 
convolutional codes (LROCC)21. The LROCC system combines the spreading function with powerftil coding 
by the use of a low rate convolutiona code of rate 1/N, which is used to spread the data by N times. By using 
orthogonal codes based on the Hadamard matrix22’23, large numbers of convolutional codes can be obtained, 
and isolation of users in a multi-access CDMA scenario is obtained, particularly if additional non-spreading 
PN randomisation is used24. The LROCC-OFDM transmitter, shown in Figure 5, is similar to the CDMA- 
OFDM system of figure 2. A feature of the system is that since the convolutional codes arc based on radix 2, 
rather than 2n - 1 of the PN spreading codes, the DFT can be performed using the FFT.
Convolutional 
Encodof -1
V  D ata
. K. Wt Shift R o flis te r _
......i
--Q D —
p ro g ra m m a b le  in te rleav e r
O utp u t
Figure 5a LROCC-OFDM Transmitter Figure 5b LROCC Encoder
In the receiver, the normal CDMA demodulator is replaced by modified form of Viterbi soft decision decoder 
which provide a maximum likelihood decision on the decoding of the i1*1 user24. Clearly, the performance of  
the LROCC-OFDM system is very much dependent upon the performance o f the basic LROCC-CDMA  
system. Figure 6 provides a comparison o f a conventional DS CDMA system and the LROCC system for the 
case of a system in which other-user noise is dominant and there arc no channel imperfections.
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In figure 6a the DS-CDMA system has a spreading sequence of 63 chips whilst the LROCC system uses a 64 
chip Hadamard sequence. Channel imperfections are expected to be handled, by the OFDM part of the system 
in a similar way to DS-CDMA-OFDM20. Clearly, LROCC outperforms the comparable DS-CDMA system, 
and so it is expected that the LROCC-OFDM system will provide similar performance improvements over 
CDMA-OFDM.
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