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Abstract
The use of ionic liquids for the dissolution of cellulose promises an alterna-
tive method for the thermochemical pretreatment of biomass that may be
more e cient and environmentally acceptable than conventional techniques in
aqueous solution. Understanding how ionic liquids act on cellulose is essen-
tial for improving pretreatment conditions and thus detailed knowledge of the
interactions between solute and solvent molecules is necessary. Here, results
from the first all-atom molecular dynamics simulation of an entire cellulose
microfibril in 1-butyl-3-methylimidazolium chloride (BmimCl) are presented
and the interactions and orientations of solvent ions with respect to glucose
units on the hydrophobic and hydrophilic surfaces of the fiber are analyzed in
detail, shedding light on the initiation stages of cellulose dissolution. More-
over, replica-exchange simulations of a single cellulose chain fully solvated in
BmimCl and in water are performed for a total of around 13 µs in order to
study the dynamics and thermodynamics of the end state of the dissolution.
The results indicate that chloride anions predominantly interact with cel-
lulose hydroxyl groups and disrupt the intrachain O3H’· · ·O5 hydrogen bonds,
which are essential for the integrity of cellulose fibers. The cations stack pref-
erentially on the hydrophobic cellulose surface, governed by non-polar interac-
tions with cellulose, which can stabilize detached cellulose chains by compen-
vi
sating the interaction between stacked layers. Moreover, a frequently occur-
ring intercalation of cations on the hydrophilic surface is observed, which by
separating cellulose layers can also potentially facilitate the initiation of fiber
disintegration. The single-chain simulations indicate that di↵erences in cel-
lulose solvation mechanisms between the two solvents exist. Although global
size-related properties of the cellulose chain are comparable in the two sol-
vents, local conformational properties of cellulose di↵er significantly between
the BmimCl and water solutions. In general, the results indicate that solute-
solvent interaction energies are more favorable and that the cellulose chain is
more flexible in BmimCl than in water.
Taken together, the simulations explain how ionic liquids can facilitate
cellulose dissolution: the synergistic action of anions and cations helps to
initiate fiber deconstruction through specific interactions on the fiber surface
and to solvate single cellulose chains through favorable solvent interactions
and conformational flexibility.
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1Introduction
The transition of energy production from petroleum and coal to carbon-neutral
and renewable resources is one of the most demanding scientific tasks of our
time[1–4]. Mainly due to the rapid growth of developing nations, the energy
demand is projected to grow by more than 50% within the next 20 to 25
years[5]. As more than half of the world’s energy consumption is currently
used for transportation[6], the development of cost-e↵ective methods for the
generation of liquid transportation fuels is imperative[7–9]. In this context,
biofuels (or bioethanol) have been identified as a sustainable alternative to
fossil fuels[10, 11]. While so-called ”first-generation” biofuels are mainly pro-
duced from sugar cane or corn starch and are often added to gasoline, the next
generation of biofuels is supposed to be derived from the non-edible parts of
plants, thus not competing with food resources, and to deliver greater energy
e ciency[12–14].
Recently, some research has been focused on the development of biofuels
through exploring additional biomass feedstocks[15, 16] and new strategies
for biofuel production[17]. The goal is to develop advanced biorefineries that
1
routinely make cellulosic ethanol based on plant waste material, or lignocel-
lulosic biomass, which is an abundant and renewable energy source[18–20].
In plant cell walls, cellulose fibers are attached to hemicellulose and lignin.
With its dense arrangement and structural heterogeneity, lignocellulosic bio-
mass is fairly resistant to hydrolysis, which has been referred to as ”biomass
recalcitrance”[21]. Thus, the e cient dissolution of cellulose to render it more
accessible to hydrolyzing enzymes is key to an economical and sustainable
biofuel production process.
Discovery and development of cellulose solvents have a long history[22]. De-
pending on the cellulose source and the desired modification, di↵erent types of
solvents are employed, which are traditionally categorized based on whether
they are aqueous or non-aqueous and derivatizing or non-derivatizing, as well
as on their composition and type of interaction with cellulose[23–25]. It has
been widely accepted that, in order to disintegrate the cellulose fibril struc-
ture, a good cellulose solvent must break the inter- and intramolecular hy-
drogen bonds between and within glucan chains[26, 27]. This general view-
point, however, has recently been challenged in several reports claiming that
the role of hydrophobic interactions in the solubility of cellulose had been
underestimated[28, 29]. Indeed, potential of mean force calculations for the
separation of cellooligomers have suggested that hydrophobic interactions con-
tribute favorably to stabilizing a crystal-like stacked structure[30]. Moreover,
when considering the intricate cellulose solubility problem, the amphiphilic
character of cellulose polymers should not be overlooked. There is some agree-
ment that the amphiphilic nature of cellulose a↵ects its structural properties -
a concept referred to as the ”Lindman Hypothesis”[31]. Therefore, in order to
simultaneously weaken the solute’s hydrophobic and hydrogen bond interac-
tions and facilitate dissolution in a more e↵ective way, a good cellulose solvent
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should have both polar and non-polar groups. In this context, ionic liquids
(ILs) such as 1-butyl-3-methylimidazolium chloride (BmimCl), which has been
shown to dissolve cellulose more e ciently than water[32], could potentially
represent a type of solvent useful for the large-scale dissolution of lignocellulose
in biorefineries.
In this study, all-atom molecular dynamics (MD) simulations are used to
examine the dissolution of cellulose in BmimCl. MD simulations are generally
useful for the analysis of interactions at atomic detail and they are particularly
suited for the investigation of the non-derivatized dissolution of cellulose by
ILs. To understand the enhanced cellulose dissolution ability of ILs compared
to water, which may be controlled by favorable thermodynamics rather than
kinetics[28], one has to investigate the interaction structures and energies of
the two di↵erent solvents with cellulose. All-atom simulations of the entire
dissolution process of cellulose in ILs, which involves the transition from the
fiber state to the fully dissolved state of individual chains[33], is not currently
feasible due to the large system size (generally >100,000 atoms) and the con-
comitant timescale limitation to the sub-µs regime. Therefore, atomistic MD
simulations can only target specific cellulose-solvent interactions that may oc-
cur during the dissolution process. Moreover, due to the slow dynamics of the
ILs, which are referred to as ”sticky” or ”sluggish” in the literature[34], it must
be assured that the simulation converges and that the results are significant.
Here, the analysis of solute-solvent interactions of an entire cellulose fiber
simulated in BmimCl at 450 K, which corresponds to the typical pretreatment
temperature in ILs, is presented, thus shedding light on the initiation stages
of cellulose dissolution. Moreover, replica-exchange MD simulations of a fully
solvated single cellulose chain are performed in order to study the end state of
the dissolution process. Analyzing the initial and final stages of cellulose dis-
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solution in BmimCl and water may explain the more favorable dissolution in
the IL. This study provides complementary information to previous MD simu-
lations on the structure and dynamics of cellulose and the free energy of single
chain detachment from cellulose microfibrils in aqueous and IL solutions[35–
37].
This dissertation is organized as follows: chapter 2 introduces the signif-
icance of ILs as a solvent for lignocellulose pretreatment. The theoretical
background of the applied MD simulations are described in chapter 3. The
following two chapters present the reults on the simulations of cellulose fibers
and single chains, respectively. The concluding chapter 6 includes potential
perspectives for future studies.
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2Background and Significance
2.1 Pretreatment of Lignocellulosic Biomass
Lignocellulose is a fibrous material mainly composed of the carbon-rich poly-
mers cellulose, hemicellulose, and lignin. It provides strength and vascular
function to plant cell walls[38, 39]. In particular, its cellulose content can be
relatively high (up to 90% in cotton and 40%-50% in wood).
Cellulose forms microfibrils after synthesis in plants. As shown in Figure 1a,
these contain 36 unbranched  -glucan chains arranged in parallel sheets or lay-
ers that are held together by regular intra- and intermolecular hydrogen bonds
within the sheets and stacking interactions between them[40]. Cellulose mi-
crofibrils may aggregate to larger fibers estimated to be up to several nm in
diameter and up to several µm in length[41–43]. Usually, more than half of
the cellulose in plants is crystalline[44], in particular in the fiber core, and
two di↵erent native forms can occur, I↵ and I [45]. These two crystal allo-
morphs di↵er in their hydrogen bonding patterns[46, 47] and the I  form is
predominant in higher plants[44]. Treated cellulose can adopt even further al-
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lomorphs such as cellulose II (mercerized cellulose)[48], cellulose III (ammonia
treated)[49, 50], or cellulose IV (thermally treated)[51], which vary by their
hydrogen bond network or chain association[52].
Cellulose I  has a monoclinic unit cell[53] and, depending on the position
in the unit cell (see Figure 1a), glucan chains are referred to as center or
origin chains, which are non-equivalent in terms of their environment. Their
parallel arrangement in layers results in hydrophilic and hydrophobic fiber
surfaces depending on whether the hydroxyl groups of the glucose subunits
are exposed on that surface or not. These fiber faces can be annotated by
Miller indices as they correspond to lattice planes of the underlying crystal
(see Figure 1a).
Technically, the production of cellulosic ethanol is a two-tier process: the
degradation of lignocellulose to smaller compounds[54], which can be con-
verted more readily, and the actual fermentation to ethanol[55]. The first step
includes the pretreatment of biomass in order to disrupt plant cell walls and to
expose the sugar containing material and the hydrolysis to fermentable mono-
and disaccharides. Due to the above-mentioned recalcitrance of biomass, this
step represents the main economic costs of biofuel production.
Optimization of pretreatment techniques has been the focus of many recent
research e↵orts. Current thermochemical pretreatment methods use chemi-
cals such as ammonia[56, 57], sulfites[58, 59], or dilute phosphoric or sulfuric
acids[60, 61] for fiber expansion and disruption of the lignocellulose structure
at elevated temperature and pressure. The use of any of these approaches
depends on the source of biomass and its lignin and cellulose content[62, 63].
While any thermochemical pretreatment has its distinct advantage, for in-
stance reducing cellulose crystallinity or increasing the separation of the lig-
nocellulose components, they all produce side products that can be toxic or
6
Figure 1 Molecular structure of cellulose.
(a) A cross-section view of a 36-chain microfibril model of the cellulose I 
allomorph. Axes a and b define the monoclinic unit cell. The six faces are
assigned Miller Indices. Layers consisting of center (C) or origin (O) chains
are labeled on the right.
(b) The definition of the coordinate system on solute monomers for the orienta-
tion analysis. The reference coordinate system is defined for glucose monomers
with the xy-plane as the plane of the pyranose ring (that is the plane defined
by C2, C4, and O5). This view is along the negative z-axis. The y-axis is
defined along the connection of the ring-center and the glycosidic bond. The
x-axis is defined to be perpendicular to the y- and z-axes as shown here. For
any monomer of a cellobiose unit, functional groups appear on di↵erent sides
around the defined axes and thus both types are displayed here. The cellobiose
hydroxyl groups of C2 (black), C3 (red), and C6 (cyan) are colored.
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interfere with the subsequent step of hydrolysis[64, 65]. In this regard, more ef-
ficient and environmentally acceptable alternatives are desirable. For instance,
a biological approach to pretreatment utilizes fungal peroxidases that can de-
grade lignin[66, 67]. Also, the use of recyclable ILs for the non-derivatizing
dissolution of lignocellulose is a promising pretreatment method for a sustain-
able biofuel industry.
2.2 The Use of Ionic Liquids for Biomass Dis-
solution
ILs are generally defined as salts which melt below 100 C. They are usually
liquid over a wide temperature range, which is thermodynamically favored be-
cause of the large size of the ions resulting in small lattice enthalpies and large
entropy changes that favor the liquid state[68]. Due to their low volatility and
thermal stability, ILs are suggested to be employed as reusable ”green” solvents
for several industrial processes such as catalysis, extraction, and synthesis[69–
73]. The recent rise in popularity of ILs is reflected by the explosion of the
number of scientific articles published on them as visualized in Figure 2. This
number has increased from less than a thousand to over six thousand within the
last ten years. Currently, ILs are being explored in a variety of applications
ranging from the synthesis of small chemicals to the capture of greenhouse
gases[34, 74, 75].
ILs had first been reported in 1914 by Walden[76] and their capability to
dissolve cellulose was also documented for the first time as early as in the
1930s[77, 78]. However, the recent surge in investigating their potential as
cellulose solvents has been triggered by the work of Swatloski et al. in 2002[79,
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Figure 2 Publications on ionic liquids.
Number of published articles on ILs (green bars) or on ILs and cellulose (red
bars) per year. The counts are retrieved by Scifinder.
80], who found that high amounts of cellulose can be dissolved by BmimCl
in a relatively short time. Since then, ILs have been exploited as solvents in
cellulose research (see Figure 2), for instace for shaping the polysaccharide into
fibers, films, or beads[81–84], for preparing derivatives through homogeneous
chemical modifications[85–88], and last but no least, for the non-derivatized
pretreatment of lignocellulosic biomass[89–93].
The application of ILs outperforms common methods of pretreatment,
making cellulose more prone to deconstruction during the subsequent process
of saccharification[94, 95]. Enhanced turnover rates of enzymatic hydrolysis
arise probably from better accessibility of the polymer to enzymes after treat-
ment with ILs[96, 97]. Characterization of the pretreated and reprecipitated
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cellulose, via scanning electron microscopy and X-ray di↵raction among other
techniques, has indicated structural transformation[98, 99], which manifests it-
self as greater delignification and reduced crystallinity of cellulose. Depending
on the source of biomass as well as on the pretreatment temperature, con-
version of cellulose I to cellulose II upon IL treatment and recrystallization
has been observed[100, 101]. The cellulose II allomorph is known to be more
readily digestible by hydrolyzing enzymes[102, 103].
Within the large group of ILs, those with a cation containing a heterocyclic
group and a short alkyl-chain are most e↵ective in interacting with carbohy-
drate substrates in general and in dissolving cellulose in particular[89, 92, 104–
107]. The ability of imidazolium-based ILs, such as BmimCl (Figure 3), to de-
compose cellulose fibers has been measured under various conditions[108, 109].
However, in order to better exploit ILs as an e cient and more economic sol-
vent system for biomass pretreatment, the molecular mechanism by which
they act on cellulose needs to be better understood and underlying distinct
interaction patterns between solute and solvent have to be identified[110–114].
Shedding some light on this issue is of utmost interest since it would help
design more sophisticated solvents for biomass degradation.
Recent NMR measurements of cellobiose and cellulose model compounds
solvated in di↵erent ILs with various cation-anion pairs have revealed the pre-
dominant interactions between anions and the hydroxyl groups of the solutes[115,
116]. After numerous cellulose solubility studies, it has become widely accepted
that the greater hydrogen bond basicity of the anion compared to water oxy-
gens, that is its potential to make stronger hydrogen bonds with cellulose than
do water oxygens, is important for e cient cellulose dissolution in ILs[92, 117].
In contrast, the cation’s role in this process is still a matter of debate. While
some researchers suggested a mechanism in which the cation is also engaged
10
Figure 3 Molecular structure of BmimCl.
The BmimCl ion pair consists of an organic cation with an imidazole-
containing head group and a chloride anion. The coordinate system for the
orientational analysis is defined for Bmim+ cations with the x-y-plane as the
plane of the imidazole ring (that is the plane defined by N1, N2, and C2). This
view is along the negative z-axis. The x-axis is defined along the connection of
the ring-center to the butyl group. The y-axis is defined to be perpendicular
to the x- and z-axes as shown here.
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in hydrogen bonding to cellulose hydroxyl groups[118], others emphasized the
importance of the aromatic ring structure for its possible hydrophobic stack-
ing interaction with the glucose rings[33]. Yet, another hypothesis raised the
possibility that cations activate their counterions for cellulose dissolution[117].
All-atom MD simulations are a very useful tool for the analysis of site-
site interactions and thus can help to shed some light on interactions be-
tween cellulose and ILs, which are relevant for dissolution. Recent studies on
cellulose oligomers solvated in ILs have shown direct hydrogen bonding be-
tween the anions of di↵erent ILs and the cellulose hydroxyl groups[119] and
di↵erent interaction energies between cations of varying alkyl chain length
and cellulose[120]. Moreover, simulations have revealed more favorable solute-
solvent interaction energies of glucan chains in IL solutions than in aqueous
solutions[121]. Similarly, MD simulations of a cellulose oligomer in binary
solvent systems with varying IL/water ratios characterized molecular interac-
tions between cations, anions, water and cellulose during precipitation after
IL pretreatment[122]. Recent simulations that were performed on crystalline
cellulose bundles or microfibrils indicate that both the small anions and the
bulky imidazole-containing cations can penetrate the arrangement of glucan
chains[123, 124] and that the cation may even interact more strongly with
cellulose during its deconstruction[125].
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3Simulation Theory
3.1 Molecular Dynamics Simulation
Numerical simulations have become the third pillar of science, connecting ex-
periments and theory. In particular, molecular modeling and simulation meth-
ods deal with the study of materials and biologcial systems, covering a range of
size scales from the sub-atomic level of quantum mechanics to the micrometer
scale of bulk materials[126]. On the atomistic level of molecular mechanics,
Monte-Carlo and Molecular Dynamics can be used to predict the thermody-
namic and dynamic properties of the simulated system based on the principles
of equilibrium and non-equilibrium statistical mechanics[127].
In fact, MD simulations are now one of the main tools for the computational
study of biomolecules, for they provide complementary information to experi-
mental results on the dynamical motions that underlie biological function[128].
Moreover, MD allows the investigation of molecular regions and atomic inter-
actions at a time and size resolution that is not accessible to experimental
techniques. In recent years, MD simulations have significantly contributed to
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understanding a large variety of biological processes such as protein folding,
molecular recognition mechanisms, or ion transport through transmembrane
channels[129–132]. Also, the study of solvent structure around a biomolecu-
lar solute and the analysis of solute-solvent interactions benefited from MD
simulations[133, 134].
3.1.1 Molecular Mechanics Force Fields
Empirical molecular mechanics energy functions (or force fields) describe the
energy of a molecular system as a function of the nuclear coordinates alone,
which is appropriate based on the Born-Oppenheimer Approximation[135].
Equation (3.1) shows the functional form of a general force field, where the to-
tal potential energy of the system, E(rN), is given as the sum over all bonded
and non-bonded interactions. The former consists of the summation of har-
monic interaction potentials for any bond, angle, or torsion, and the latter
represents van der Waals and Coulomb interaction energies of all atom pairs
separated by three or more covalent bonds.
E(rN) =
X
bonds
ki
2
(li   li,0)2 +
X
angles
ki
2
(✓i   ✓i,0)2 +
X
torsions
Vn
2
(1 + cos(n!i    i))
+
NX
i=1
NX
j=i+1
 
4✏ij
"✓
 ij
rij
◆12
 
✓
 ij
rij
◆6#
+
qiqj
4⇡✏0rij
!
(3.1)
Although relatively simple functions are used to describe the contributions
from processes such as bond or angle stretching, force fields can estimate the
potential energy quite well even for molecular systems with a significant num-
ber of atoms. However, they do not allow the simulation of chemical bond
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creation or cleavage or the simulation of electronic polarization. Both limita-
tions can be alleviated for specific circumstances by the use of hybrid QM/MM
simulation software[136] or special purpose force fields[137, 138], respectively,
which further augment the applicability of MD simulations.
Force field parameters, such as equilibrium bond lengths li or force con-
stants ki, are usually derived from quantum mechanical calculations and re-
fined upon comparing results to experiments[139]. For computational e -
ciency, non-bonded interactions are truncated and evaluated with neighbor
lists[140]. For long-range electrostatic interactions, however, this approach
may result in artifacts that violate the conservation of the total potential
energy[141]. Thus, electrostatics are usually treated by the calculation of an
extra term, for instance with the Particle Mesh Ewald (PME) method where
the global charge distribution is calculated in reciprocal space[142].
One key feature of molecular mechanics force fields is their transferability,
which allows the application of one set of parameters to a range of problems.
In the present work, BmimCl parameters are used that were derived based
on the AMBER force field[143] and the TIP3P water model[144] along with
the GLYCAM06 parameters[145] for cellulose molecules. More details on the
simulation parameters can be found in Appendix A).
3.1.2 Equations of Motion
In MD, a time-dependent trajectory is generated with coordinates and veloci-
ties of all particles of the underlying system by solving equations embodied in
Newton’s second law of motion d
2ri
dt2 =
Fi
mi
, where Fi is the force exerted on par-
ticle i, mi is its mass, and their ratio is the accelaration on particle i, ai. Forces
can be expresed as the gradient of the potential energy: Fi =  riE(rN).
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Various numerical algorithms have been developed for integrating the equa-
tions of motion, all of which assume that the particles’ coordinates, velocities,
and accelerations can be approximated by a Taylor series[146–148]. One such
method is the Verlet algorithm[140]:
r(t+  t) = r(t) + v(t) t+
1
2
a(t) t2 + ... (3.2)
r(t   t) = r(t)  v(t) t+ 1
2
a(t) t2   ... (3.3)
Addition of (3.2) and (3.3) gives:
r(t+  t) = 2r(t)  r(t   t) + a(t) t2 (3.4)
The above algorithm shows that MD is a deterministic process since the co-
ordinates (and velocities) are derived from the previous ones in the trajectory.
In order to achieve numerical stability and to avoid errors in the calculation
of forces in atomistic systems, the typical time step  t has to be smaller than
the fastest motions, that is the vibrations of hydrogens:  t  1fs. A larger
time step of  t = 2fs can be achieved by constraining the position of hy-
drogen atoms to the equiibrium bond lengths with the corresponding heavy
atoms[149, 150].
3.2 Replica-Exchange Simulations
In order to obtain an accurate canonical distribution from simulation, molecu-
lar conformational space has to be sampled adequately. For many biologically
relevant molecules this is problematic due to the ruggedness of their free energy
landscape and the kinetic trapping in local minima of the simulated system.
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Various algorithms have been developed to overcome this issue, examples be-
ing the multicanonical method[151], simulated tempering[152], or the replica-
exchange method[153]. In the replica-exchange approach, simulations of the
same system (replicas) are run at di↵erent temperatures. At regular time
intervals, replicas at neighboring temperatures are exchanged with a given
probability, Pex. Replica exchange results in a random walk in temperature
space which induces a random walk in potential energy space, thus allowing
escape from free energy minima and improving phase space sampling.
For replica-exchange molecular dynamics (REMD), it has been shown[154]
that the exchange probability Pex is independent of the kinetic energy of the
system as the corresponding velocities are scaled with
p
Tm/Tn after transition
of a replica from temperature m to the neighboring temperature n (and scaled
with
p
Tn/Tm after transition of a replica from temperature n to m):
Pex = min{1, exp[( m    n)(E(m)   E(n))]}, (3.5)
where E(m)/(n) are the potential energies (which only depend on the configu-
ration of the system) for replicas at temperatures m and n, respectively, and
 m/n = 1/kBTm/n. In particular, for simulations in the isobaric-isothermal
(NPT) ensemble, which are performed at a constant temperature Ti and at a
constant pressure Pi, this probability is corrected with energy terms related
to the change in PV-work[155]:
Pex = min{1, exp[( m  n)(E(m) E(n)) ( mPm  nPn)(V(m) V(n))]}, (3.6)
where V(m)/(n) are the system volumes for replicas at temperatures m and n,
respectively. The correction term is small compared to the potential energy.
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Thus, the overlap of neighboring replica potential energy distributions is a
qualitative measure of the replica exchange acceptance or the exchange ratio
between neighboring replicas.
In REMD, the number of replicas required to span a given temperature
range at constant Pex scales with
p
f , where f is the total number of degrees
of freedom in the molecular system[156]. The temperature range is chosen
such that energy minima can be sampled at the lowest temperature and the
system can escape those minima at the highest temperature. In the present
study of solvated cellulose, it is meaningful to choose a temperature range that
also includes the typical cellulose pretreatment temperatures in water and in
BmimCl. More details on the REMD simulation parameters can be found in
Appendix B).
3.3 Configurational Entropy Calculation
The most widely used analytical method for the calculation of conformational
entropies from simulations is the quasi-harmonic (QH) approximation that es-
timates the absolute entropy of a molecule as the sum of entropy contributions
from its degrees of freedom[157–160]. The QH method has been applied for
the analysis of configurational entropy of various molecular systems, such as
peptides, DNA, and hydrocarbons[161–163]. It is known that the QH analysis
overestimates the entropy value due to artifacts arising from anharmonicity
and pairwise correlations[164, 165], and thus correction terms and various al-
ternative approaches have recently been proposed[166–171].
Based on a multivariate harmonic approximation of the configurational
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probability distribution, the absolute intramolecular entropy is estimated as:
S =
1
2
NkB +
1
2
kB[ln(2⇡)
N + ln|C|] (3.7)
Here, N is the number of degrees of freedom, kB is the Boltzmann constant,
and C is the covariance matrix of the (internal) coordinates q, i.e. C =<
(q  < q >)N(q  < q >) >, where angular brackets indicate canonical
ensemble averaging and a
N
b is the matrix with components ij equal to aibj.
According to Di Nola[172], the entropy consists of an uncorrelated diagonal
part, Sdiag, and an expression for the correlation correction, Scorr:
Sdiag =
1
2
NkB +
1
2
kB[ln(2⇡)
N +
X
i
ln(Cii)] (3.8)
Scorr =
1
2
kBln(
|C|Q
iCii
) (3.9)
Instead of applying the quasi-harmonic approximation, the diagonal part can
be replaced with the exact entropy evaluation for every degree of freedom i,
which gives:
S =  kB
X
i
Z
dqiP (qi)ln(P (qi)) +
1
2
kBln(
|C|Q
iCii
) (3.10)
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4Molecular Dynamics
Simulations of Cellulose Fibers
The starting cellulose structure for the fiber simulation is a microfibril crystal
that consists of 36 cellulose chains arranged in nine layers (see Figure 1a).
During the MD simulation several changes in the conformation of the cellulose
fiber are observed. For example, the cellulose fiber swells and twists from the
beginning of the simulation. These changes, together with the di↵erent orien-
tations of hydroxymethyl groups on center chains compared to origin chains,
have been observed before in simulations of I -cellulose fibers[35, 173–177].
The swelling is quantified in the current simulation by an increase in the dis-
tance between neighboring unit cells in the fiber core by ⇠0.3 A˚ on average
along the cell dimension a. The observed fiber twist in the simulation is a
further feature that has been discussed in the literature[175, 178, 179] and it
has been concluded that twisted microfibrils represent an appropriate model
for cellulose I [180]. A calculation for the central layer of glucan chains shows
that the fiber twists around its polymerization axis by ⇠20  on average in the
20
current MD simulation. In addition, the center and origin chains tilt clockwise
or counter-clockwise, respectively, with respect to the fiber’s polymerization
axis, as observed in previous fiber simulations[175]. Analysis of the tilt an-
gle for any cellulose chain reveals an average value of approximately +10  for
center chains and -10  for origin chains, respectively (Figure 4). This di↵erent
tilt of the center and origin chains gives rise to certain hydroxyl groups being
more solvent-exposed than others on the same fiber surface. The fact that the
solvated fiber behaves as observed before proves the convergence and appropri-
ateness of the current simulation for the analysis of cellulose-IL interactions.
The simulated cellulose fiber has six faces (see Figure 1a); two of these, the
(200) and (200) surfaces, are generally referred to as hydrophobic, while the re-
maining four surfaces, (110), (110), (010), and (020), all expose the equatorial
hydroxyl groups to the surroundings and are thus referred to as hydrophilic.
Parallel surfaces from opposite sides of the fiber are denoted as corresponding
surfaces as their shape is identical to each other and di↵erent from the other
surfaces. There are three pairs of corresponding surfaces in the given fiber
structure. Any two corresponding surfaces expose hydroxyl groups or ring hy-
drogens to the solvent in the same way. To explore the behavior of solvent and
its possible e↵ect on a cellulose fiber, contacts between BmimCl and the cellu-
lose surfaces are characterized. In the following, the structure of Bmim+ and
Cl  in proximity to only one surface from any pair of corresponding surfaces is
discussed, namely the hydrophobic (200) and the hydrophilic (110) and (010)
faces (see Figure 1a). As the analysis of spatial density distributions in earlier
MD studies has revealed, the solvent arranges itself in a symmetric fashion
around cellulose fibers during the initiation phase of dissolution[35, 176, 181].
It has been shown that solvent components such as Bmim+ and Cl  occupy
distinct sites on cellulose surfaces, for example the space between two cellulose
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Figure 4 Cellulose chain tilts and hydroxyl SASA contributions.
Cellulose chain tilt angles for every glucan chain averaged over the simulation
are shown in degrees on the corresponding chain. Average contribution of hy-
drogens from the solvent-exposed hydroxyl group C2 (black, on the left/top),
C3 (red, in the middle), and C6 (cyan, on the right/bottom) to the corre-
sponding monomer’s SASA are shown next to the respective surface glucan
chain.
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chains, with the same density on any two corresponding surfaces. Therefore,
it can be presumed that similar interaction between cellulose and BmimCl is
taking place at the analogous positions on corresponding surfaces, and con-
sidering only one surface from any corresponding surface pair in this analysis
thus su ces to provide information on all crucial solute-solvent interactions.
It should also be noted that the symmetrical distribution of solvent around
the cellulose fiber indicates convergence of the MD simulation for the analysis
of solute-solvent interactions.
Site-site radial distribution functions (RDFs or g(r)) are instrumental for
identifying dominant short-range contacts or mid-range structural order in
liquids. The RDFs presented here correspond to the probability of observing
one site at a specific distance from another site. They are calculated for Cl 
with respect to solvent-exposed hydrogen atoms from the C2-, C3-, and C6-
hydroxyl groups (highlighted in Figure 1b), which are the sites of greatest Cl 
accumulation. Figure 5a reveals that highest peaks, and thus the strongest
interactions, are between the anions and the hydrophilic (110) surface, with
a site-site separation of 2-3 A˚. In contrast, the RDFs of the ring and methyl
hydrogens of the cation with respect to the solvent-exposed oxygen atoms of
the cellulose hydroxyl groups show broad profiles of low intensity (Figure 5b),
suggesting that Bmim+ does not accumulate around hydroxyl groups of the
cellulose surfaces. However, this analysis of site-site RDFs does not exclude
the possibility that the rather bulky cation may have a preferred way of ap-
proaching and aligning itself at cellulose surfaces. Indeed, g(r) profiles for the
center of mass of the imidazole ring atoms with respect to the pyranose rings
of the central glucan chains on di↵erent cellulose surfaces, reveal a minimum
at around 7 A˚, particularly for the (110) and the (010) surfaces (Figure 5c),
indicating that a Bmim+ solvation region exists around the cellulose surface.
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Hence, the orientation and interaction energy of those Bmim+ cations located
within 7 A˚ of surface pyranose ring centers is analyzed with respect to the
cellulose in order to reveal if any preferred arrangments of the molecules ex-
ist. In the remainder of this chapter, the orientations of Bmim+ relative to the
glucose units on the three di↵erent surfaces of the cellulose fiber are presented,
together with RDFs for Cl  in greater detail.
4.1 Solvent Structure around the Hydropho-
bic (200) Surface
To assess the extent to which Cl  anions interact with the hydrophobic (200)
surface, RDFs with respect to the hydrogens of the hydroxyl groups in the
three surface chains are computed (Figure 6a, b). In order to focus on inter-
actions specific to this surface, not all hydroxyls from the two border chains
were considered as reference sites, as these may also be assigned to a neighbor-
ing surface. Hence, only those hydroxyls on the two border chains that point
toward the middle chain on (200) were included, while on the middle chain all
hydroxyls were considered. Moreover, RDFs with respect to hydroxyl groups
pointing toward the neighboring (020) surface are combined in Figure 6a while
those toward (110) are combined in Figure 6b. The reason for averaging these
RDFs is that the individual profiles were found to be of comparable shape.
As shown in these two plots, Cl  preferentially appears around the C2- and
C6-hydroxyls pointing toward the (110) surface (dotted black and solid cyan
profiles in Figure 6b). The g(r) profiles for the corresponding C3-hydroxyl
(dashed red in Figure 6b) as well as for all hydroxyls extending toward the
(020) surface (Figure 6a) show a much smaller peak. The reason for this dif-
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Figure 5 RDFs of solvent ions around cellulose surface monomers.
(a) Site-site RDFs between Cl  anions and hydrogen atoms from the C2-, C3-,
and C6-hydroxyls on the cellulose surface.
(b) Site-site RDFs between methyl- and ring-hydrogens from Bmim+ cations
and oxygen atoms from the C2-, C3-, and C6-hydroxyls on the cellulose surface.
(c) RDFs of the center of mass of imidazole rings with respect to the center
of mass of pyranose rings. Only cellulose chains on a fiber surface center are
taken into consideration in order to exclude border e↵ects with neighboring
surfaces.
In all profiles, RDFs are shown for the (200) (dotted blue), the (110) (dashed
red), and the (010) surface (solid green), respectively.
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ferential interaction pattern within one layer of cellulose chains lies in the fact
that, during the course of the simulation, the center and origin chains tilt
clockwise or counter-clockwise, respectively (see Figure 4). As a result, the
(200) surface chains tend to expose hydroxyl groups on one side to the solvent
while hiding the other side from the solvent. Nevertheless, even among the
solvent-exposed C3-hydroxyls, the RDF shows a relatively lower peak (dashed
red profile in Figure 6b) suggesting that the intrachain O3H’· · ·O5 hydrogen
bonds (where the prime labels the residue toward the reducing end) remain
largely intact. Indeed, the occupancy of these hydrogen bonds over the course
of the entire simulation is only slightly lower than that in the fiber core (Fig-
ure 7).
The di↵erential interaction of Cl  with C2- and C6-hydroxyls on the hy-
drophobic surface is also illustrated by computing three-dimensional spatial
densities (Figure 8a-c). The contours in Figure 8 correspond to regions around
a surface cellobiose unit where the average Cl  concentration during the given
simulation is 5-10 times the Cl  concentration in bulk Bmimcl (green solid
contours) or the average ring-hydrogen concentration is 2-3 times larger than
its bulk concentration (orange meshed contours). Chains bordering on neigh-
boring surfaces show solvent density not only on top but also on the respective
sides of the glucan chains in these averaged distribution images.
The spatial distributions in Figure 8a-c also reveal that, unlike the Cl 
anions, Bmim+ cations do not have specific interactions with atoms on the
(200) surface, as no ring hydrogen density peaks (meshed contours) are visible
around any surface sites. On the other hand, the orientational analysis for
Bmim+ indicates that the cations do have a preferred alignment at this cellu-
lose surface. The corresponding histogram (Figure 9a) shows several prevailing
regions in orientation space which are clustered into six groups (↵,  ,  ,  , ✏, ⌘).
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Figure 6 RDFs of Cl  anions around cellulose surface hydroxyl groups.
Each profile describes a site-site RDF between Cl  and hydrogen atoms of
the C2- (dotted black), C3- (dashed red), or C6-hydroxyl (solid cyan) on the
highlighted gluan chains (inset). RDFs are shown with respect to (a) hydroxyl
groups on the (200) surface showing toward the (020) surface, (b) hydroxyl
groups on the (200) surface showing toward the (110) surface, (c) center chain
hydroxyl groups on the (110) surface, (d) origin chain hydroxyl groups on the
(110) surface, (e) center chain hydroxyl groups on the (010) surface, and (f)
origin chain hydroxyl groups on the (010) surface.
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Figure 7 Cellulose intrachain O3H’· · ·O5 hydrogen bond occupancies.
The percentage for only those hydrogen bonds on the (200), (110), (010) sur-
faces, is given next to the corresponding glucan chain for the simulation in
BmimCl (red, on the bottom/right) or in water (blue, on the top/left). In this
study, a hydrogen bond is considered to be formed when the donor-acceptor
distance is smaller than 3.5 A˚ and the hydrogen-donor-acceptor angle is smaller
than 60 .
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Figure 8 Average spatial distributions of solvent with respect to a cellobiose
unit.
Solvent-exposed C2- (black), C3- (red), and C6-hydroxyls (cyan) are high-
lighted. Contours correspond to 5-10 times the Cl  bulk concentration (green
solid surfaces) and to 2-3 times the ring-hydrogen bulk concentration (orange
meshed surfaces), respectively. Distributions are given for chains on (a-c) the
(200), (d-f) the (110), and (g-j) the (010) surfaces.
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Figure 8, continued.
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Figure 8, continued.
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Figure 8, continued.
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Peaks in this three-dimensional histogram correspond to specific orientations
of the cation rings with respect to nearby surface pyranose rings as the three
dimensions correspond to three rotation axes (see explanation in Appendix
A)). Figure 9b visualizes the positions of all cation ring-centers from the six
preferred orientations with respect to the nearest pyranose ring center in a
top and a side view of the (200) surface. The bulk of these most prevalent
orientations is found on top of the glucose rings, indicating that Bmim+ avoids
positioning in between neighboring strands or over the glycosidic bonds. In-
stead, the cation is mainly positioned over the pyranose rings in the favored
orientations determined with respect to the glucose monomer.
In Figure 9c, the average arrangement and separation with reference to
the closest glucose ring is visualized for structures from the two most popu-
lated groups of preferred orientations in Figure 9a. Averages of all six high-
occupancy orientation clusters are given in Figure 10a. Bmim+ cations are
found to align themselves by stacking with the imidazole rings parallel to the
closest glucose rings. The Bmim+ tail and head groups do not have preferred
directions, and this is also indicated by the observation that ✓z adopts several
values for the highlighted groups while ✓x is either ⇠0  or ⇠180  and ✓y is
⇠0 , signifying parallel arrangement of the imidazole and glucose ring planes.
For all high-occurrence orientations, the separation of the imidazole ring cen-
ter from the closest pyranose ring center is strictly between 3 and 4 A˚. The
above results indicate that cation rings stack against the hydrophobic (200)
surface. To gain a quantitative understanding of this stacking interaction,
the interaction potential energy between any Bmim+ cation and the cellulose
fiber is decomposed into Coulombic (ECoul) and van der Waals (EvdW ) con-
tributions (see chapter 3.1.1) for each of the preferred orientations which are
shown in Figure 11a. On average, the computed EvdW of below -10 kcal/mol
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Figure 9 Analysis of solvent cation orientations with respect to solute
monomers on the (200) surface.
(a) Orientations are presented for cations around the cellulose (200) surface
(top). Six peaks in the histogram are identified and shown as distinct regions
in orientation space (↵,  ,  ,  , ✏, ⌘) (bottom).
(b) The positions of all cation ring-centers with respect to closest glucose
monomers are visualized in a top view and a side view of the surface. Colors
correspond to histogram peaks in (a).
(c) The average orientation and separation for the two most populated his-
togram peaks (↵ and  ) is shown explicitly.
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is clearly lower than ECoul. This indicates that the stacking of cation rings
at this interface involves mainly non-polar interaction between the cellulose
and the Bmim+ cations. This may compensate stacking interactions between
cellulose layers, facilitating the transition from a compact crystal structure
to detached cellulose chains. Indeed, X-ray di↵raction studies on fibers from
ramie cell walls treated with 1-ethyl-3-methylimidazolium acetate (EmimAc),
an IL with a cation similar to BmimCl, have shown a reduced and broadened
(200) reflection peak compared to untreated cellulose[112], interpreted as a
reduction of cellulose stacking interactions due to IL treatment. In the cur-
rent simulations, it is noticeable that both the Cl  anions and Bmim+ cations
are engaged in attacking the hydrophobic (200) surface in distinct, and yet
complementary, ways.
4.2 Solvent Structure around the Hydrophilic
(110) Surface
The fiber (110) face is referred to as hydrophilic because hydroxyl and hydrox-
ymethyl groups on this surface are exposed to the solvent. Since individual
RDF profiles of Cl  with respect to hydroxyl hydrogens on center or origin
chains are of comparable shape, they are combined into one plot for the center
chains (Figure 6c) and one for the origin chains (Figure 6d). These profiles
show that Cl  avoids the C3-hydroxyl while accumulating around the C2-
and C6-hydroxyl groups on center chains. For the origin chains, g(r) also
peaks at ⇠3 A˚ for Cl  around hydrogens on C3, indicating direct interaction.
This is further confirmed by the much lower intrachain O3H’· · ·O5 hydrogen
bond occupancy for solvent-exposed origin chains on this surface (Figure 7),
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Figure 10 Solvent cation orientations.
Average orientations and separations of solvent cations are given with respect
to the closest glucose monomer for all histogram peaks for (a) the (200), (b)
the (110), and (c) the (010) surface, respectively.
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Figure 11 Interaction potential energy components.
Decomposition of the interaction potential energy between solvent cations and
cellulose into Coulombic (top bar) and van der Waals (bottom bar) energy;
cations assigned to the histogram peaks in Figs. 9, 12, or 13 are taken into
consideration for (a) the (200), (b) the (110) and (c) the (010) surface, respec-
tively.
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the mean percentage values being 25.2% and 39.4%, respectively, for the two
origin chains while for the center chains the corresponding occupancy values
reach ⇠80%, comparable to those for the fiber core. Calculating the aver-
age solvent-accessible surface area (SASA) per monomer for surface hydroxyl
groups leads to the same conclusion, i.e. that C3-hydroxyl groups on center
chains are not available for direct interaction with the solvent. The SASA is
obtained by an algorithm that uses a sphere of a particular radius to ”probe”
the surface of a molecule (the sphere radius for the current analysis was the
radius of a Cl  anion, i.e. 1.81 A˚)[182]. This measure is commonly used to
quantify the extent of interaction between solute and solvent and it can also
be decomposed into contributions from di↵erent parts of the solute molecule.
As shown in Figure 4, hydrogen atoms from the C3-hydroxyl group contribute
to the SASA of the center chains five times less than to the origin chains while
the corresponding SASA values for the C2- or C6-hydroxyls remain fairly con-
stant between the di↵erent chains. This analysis shows how accessible these
surface hydroxyls can be to solvent molecules if not hydrogen bonded to the
solute as in the case of the C3 group on center chains.
While in the initial crystal structure the two types of glucan chains di↵er
only with respect to their chemical environment, the clockwise and counter-
clockwise tilting in the simulation (Figure 4) as well as the di↵erential hy-
drogen bonding (Figure 7) result in characteristic hydrophilic surfaces with
alternating center and origin chains exposing distinct sites for interaction with
solute molecules. As a result, Cl  anions and Bmim+ cations surrounding the
solvent-exposed hydroxyl groups arrange di↵erently on di↵erent chains of the
(110) surface.
Spatial distributions give an averaged three-dimensional illustration of the
interaction between anions and C3-hydroxyls on origin chains and the absence
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of Cl  density contours at corresponding positions of center chains (Figure 8c-
f). Interestingly, these images of average density also reveal that Bmim+
cations concentrate along the cellulose strands of the (110) surface, albeit
at lower probabilities than Cl . Bmim+ tends to occupy the space on the
cellulose surface in which Cl  is less accumulated, that is, in particular around
the hydrogen-bonded C3-hydroxyl on the center chains (Figure 8c, e), and to
some degree around the C2- and C6-hydroxyl groups on the origin chains
(Figure 8d). Hence, anions and cations appear in an alternating fashion along
the chains of the hydrophilic (110) surface, and in particular its center chains.
The bottom origin chain on this surface shows density contours mainly beneath
and above the pyranose ring plane (Figure 8f) due to its intermediate character
as a border chain to the neighboring surface.
In Figure 12a, four relatively concentrated regions imply strong orienta-
tional preference for Bmim+ on the (110) surface. These preferred orientations
are mainly found in between neighboring cellulose strands on the (110) sur-
face (Figure 12b, c). For the two most prevalent orientations (denoted   and
✏), the average arrangement and separation from the nearest pyranose ring
center show that the cation indeed intercalates between neighboring chains.
Moreover, in both orientations, the imidazole rings are aligned in a similar
way with respect to the fiber surface. The head or tail group of Bmim+ points
to opposite directions along the main fiber axis and the C1-H1 group of the
imidazole ring points away while the C2-H2 and C3-H3 groups face the inter-
chain space of the hydrophilic surface in both orientations. The two remaining
cation orientations (see Figure 10b) are of much lower probability and may be
considered as intermediate structures for a transition between orientations  
and ✏. Decomposition of the interaction potential energy between Bmim+ and
cellulose reveals comparable ECoul and EvdW values (Figure 11b). The average
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Coulombic contribution is 4.2 kcal/mol lower and the average van der Waals
energy is 3.3 kcal/mol higher than the corresponding interaction energies for
the hydrophobic (200) surface. This indicates that cations can also interact
with the hydrophilic surface of cellulose through favorable electrostatic inter-
action.
It should be noted that the intercalation of Bmim+ cations is facilitated by
the above-mentioned clockwise and counter-clockwise tilt of center and origin
chains, respectively, which results in surface residues and functional groups
moving against (when the origin layer is on top) or away from each other
(when the center layer is on top). As a result, two grooves open on this
surface that further help Bmim+ to penetrate. This intercalation of Bmim+
and the selective disruption of O3H’· · ·O5 hydrogen bonds on the origin chains
by Cl  both indicate that cations and anions of the IL can interact with the
hydrophilic (110) surface in distinct ways. These interactions may be primary
steps in the dissolution of a cellulose fiber.
4.3 Solvent Structure around the Hydrophilic
(010) Surface
The fiber (010) face contains voids which can be occupied by solvent molecules.
The voids are defined by adjoining origin chains above and beneath as well
as the side groups from the center chains. Consequently, this fiber surface
does expose pyranose ring hydrogens to the solvent, but due to the greater
exposure of hydroxyl groups, it is also referred to as hydrophilic. The bottom
center chain, which borders on the hydrophobic (200) face, is neglected in the
following analysis of solvent distributions due to its intermediate character
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Figure 12 Analysis of solvent cation orientations with respect to solute
monomers on the (110) surface.
(a) Orientations are evaluated for cations around the cellulose (110) surface
(top). Four peaks in the histogram are identified and shown as distinct regions
in orientation space ( , ✏, ⇣, ⌘) (bottom).
(b) The positions of all cation ring-centers with respect to closest glucose
monomers are visualized in two di↵erent side views of the surface. Colors cor-
respond to histogram peaks in (a).
(c) The average orientation and separation for the two most populated his-
togram peaks (  and ✏) is shown explicitly.
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as a border chain between two di↵erent surfaces. RDFs for Cl  are simi-
lar to the other hydrophilic surface. On the center chains, the anions avoid
the C3-hydroxyl hydrogen and accumulate mainly around the C6-hydroxyl,
while on the protruding origin chains the RDFs show strong peaks for Cl 
around all hydroxyl groups (Figure 6e, f). The hydrogen on the C6-hydroxyl
contributes significantly more to the SASAs of the center chains (on average
25.9%) than the C2- and C3-hydroxyls (15.3% and 0.3%) (Figure 4), which
may be the reason for the higher peak of C6-hydroxyls in Figure 6e. Similar to
the interactions between BmimCl and cellulose on the hydrophilic (110) sur-
face, occupancies indicate that the binding of Cl  to C3-hydroxyl hydrogens
disrupts the intrachain hydrogen bonding O3H’· · ·O5 to a greater extent on
protruding origin chains than on buried center chains (Figure 7). Here as well,
the anions and cations accumulate in an alternating way around side groups
of center chains on this surface (Figure 8g-j), which is further enhanced by the
presence of the surface voids.
Finally, analyzing the arrangement of Bmim+ cations around the (010) sur-
face reveals frequently occurring orientations, of which the two most preferred
(orientations   and ✏ in Figure 13a) are identical to those on the previously
discussed hydrophilic (110) surface, which means that the C1-H1 group of the
imidazole ring extends into the solvent. On the hydrophilic (010) surface,
however, cations adopt their preferred orientations upon intercalating into the
available voids (Figure 13b, c). The average interaction energies between the
cellulose and Bmim+ show comparable Coulombic interactions as on the other
hydrophilic (110) surface and also comparable van derWaals interactions as on
the hydrophobic (200) surface (Figure 11c). The stronger Evdw at this surface
compared to the other hydrophilic surface is due to the interaction of cations
with the non-polar pyranose rings above and beneath the surface voids.
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Figure 13 Analysis of solvent cation orientations with respect to solute
monomers on the (010) surface.
(a) Orientations are evaluated for cations around the cellulose (010) surface
(top). Four peaks in the histogram are identified and shown as distinct regions
in orientation space (↵,  , ✏, ⌘) (bottom).
(b) The positions of all cation ring-centers with respect to closest glucose
monomers are visualized in two di↵erent side views of the surface. Colors cor-
respond to histogram peaks in (a).
(c) The average orientation and separation for the two most populated his-
togram peaks (  and ✏) is shown explicitly.
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The significantly higher probability of Bmim+ cations with the C1-H1
group of imidazole rings pointing away from both hydrophilic surfaces ex-
amined suggests that these orientations may serve a distinct function. Recent
spectroscopic analyses assign a greater acidity to the H1 proton on IL imidazole
rings[183, 184] which means that this site can be considered a better hydrogen
bond donor than the other imidazole protons. Therefore, it may seem surpris-
ing that the H1 proton points away from the solute in the preferred Bmim+
orientations instead of hydrogen bonding to the hydrophilic cellulose surfaces
where exposed hydroxyl oxygens can accept hydrogen bonds. One plausible
reason for this may be that all imidazole ring hydrogens are relatively polar
due to the delocalized electron system such that the combined interactions of
hydrogens H2 and H3 with the hydrophilic fiber surfaces would outweigh the
respective interactions of H1 with those surfaces. Alternatively, the observed
orientations could also be stabilized through polar interactions of Bmim+ ring
hydrogens with Cl . As previously reported[143, 185–187], anions prefer to
accumulate around the more polar H1 proton of imidazole. This fact is con-
sistent with the presence of a sharp peak at a smaller distance in the RDF of
Cl  around H1 compared to RDFs of Cl  around H2 or H3 in simulations of
bulk BmimCl (data not shown). Coordination numbers (cn) derived through
the integration of the RDF profiles from zero up to the first minimum indi-
cate the preferred interaction of Cl  with H1 (cn = 1.4) rather than with H2
(cn = 1.2) or with H3 (cn = 1.1). Thus, the intercalation of cations observed
in the fiber simulation, in which H1 preferentially faces the solvent while H2
and H3 are oriented toward cellulose, may arise from an interplay of the polar
ring hydrogens interacting with anions on one side and surface hydroxyls on
the other side.
In order to examine whether the a nity of polar imidazole ring hydrogens
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to Cl  or to cellulose surface hydroxyls is the reason for the preferred Bmim+
orientations on the hydrophilic surfaces, the average electrostatic contribution
to the interaction potential between these hydrogens and the hydrophilic fiber
surfaces or the solvent Cl  in the respective intercalating orientations (  and
✏) is computed and compared to the corresponding values in the structures in
which H1 faces the hydrophilic surfaces and H2 and H3 extend toward solvent
(Figure 14). These opposite orientations are not visible as peaks in the orien-
tation histograms of Figures 12 and 13 because they are sparsely populated (a
few hundred structures were evaluated for each of the two surfaces) compared
to the preferred orientations. The calculations reveal, for both of the preferred
structures on hydrophilic (110) and (010) surfaces, the average Coulombic in-
teractions between Cl  and H1 are greater than the sum of such interaction
energies for H2 and H3 with the fiber surface. Also, for opposite intercalating
orientations, the average interaction energies of H2 and H3 with Cl  are clearly
higher than those between H1 and the respective fiber surface. However, the
average sum of the Coulombic interaction energies for polar imidazole hydro-
gens and fiber surfaces or Cl  anions is comparable between structures taken
from the preferred orientations and those taken from the opposite orientations
(on average, between -16.2 and -19.2 kcal/mol for all six analyzed orientations
from the two hydrophilic surfaces). Hence, it can be excluded that the pre-
ferred orientations observed on the hydrophilic surfaces arise from a higher
a nity of the acidic imidazole H1 site for Cl  or the combination of H2 and
H3 interactions with surface hydroxyl groups.
The dominant Bmim+ orientation found on the hydrophilic surfaces can
possibly also explain why the alkyl chain length has to be limited to 4-6 carbons
for imidazolium-based ILs to be e↵ective in cellulose dissolution[92, 120]. The
length of the alkyl chain determines the amphiphilic character of the solvent.
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Figure 14 Average Coulombic energy between polar imidazole ring hydrogens
and cellulose or Cl  anions.
Cations assigned to histogram peak orientations   (blue) and ✏ (red) as well as
an opposite orientation (black) are taken into consideration for (a) the (110),
and (b) the (010) surface, respectively. Interaction energies with cellulose are
shown as solid bars, and those with Cl  are shown as shaded bars in addi-
tion to the corresponding solid bar. The bottom panel visualizes the average
separation and orientation for structures from the set of opposite orientations.
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The cation studied here contains a butyl tail and the present results suggest
that the alkyl chain is restricted to roughly this number, due to structural
reasons based on the observed preferred orientations at the fiber (110) and
(010) faces in which the cation tail is positioned parallel to the glucan chain.
Cations occurring in proximity to any cellulose surface have an average head
to tail distance of ⇠7.5 A˚, which is comparable to the value for cations in bulk
BmimCl. This value is smaller than the length of a cellobiose unit (⇠10.5 A˚
between linker oxygens) and just smaller than the separation of neighboring
C2- and C6-hydroxyls on a glucan chain (⇠8 A˚), which is the preferred site
of Bmim+ on center chains of hydrophilic surfaces as discussed above (see
Figure 8). As a consequence, a longer alkyl tail would prevent cations from
appearing next to neighboring cellobioses at the same time and would also
interfere with Cl  anions at their cellulose interaction sites, hindering them
from penetrating the fiber. The solvent structure around the fiber captured in
this study, an alternating occurrence of cations and anions along the glucan
chains on the hydrophilic surfaces (in particular the center chains) could not
be realized with a longer cation alkyl group.
Inter- and intrachain hydrogen bonds are crucial for the structural rigid-
ity of cellulose fibers. Analysis of the simulation suggests a disrupting e↵ect
of Cl  anions on solvent-exposed intrachain O3H’· · ·O5 hydrogen bonds of
the fiber, occurring mainly on the hydrophilic surfaces. On origin chains in
particular, the probability of hydrogen bond formation is clearly lower than
on center chains, as anions interact with the relevant C3-hydroxyls on these
chains. These results demonstrate the capability of ILs with a small anion
to break cellulose hydrogen bonds and thus to initiate dissolution. In order
to assess the e↵ectiveness of Cl  in disrupting cellulose hydrogen bonds, a
comparison of the intrachain hydrogen bond formation of cellulose solvated in
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BmimCl with that of cellulose solvated in water would be desirable. To this
end, a similar MD simulation of a cellulose fiber solvated in water is performed
(see Appendix A)). This simulation is run for 100 ns at a temperature of 375
K, which corresponds to the boiling temperature of water at which the pre-
treatment of cellulosic biomass is usually performed. As shown in Figure 7,
the percentage of intramolecular O3H’· · ·O5 hydrogen bonds on origin glucan
chains is clearly higher in the water simulation (54%-68% on average) than in
the BmimCl simulation (25%-42% on average) indicating that the IL is more
e↵ective in disrupting solvent-exposed cellulose hydrogen bonds than is wa-
ter. It should be noted that the lower probability of formed hydrogen bonds
in BmimCl may arise from the two simulations being performed at di↵erent
temperatures, as the formation of hydrogen bonds in cellulose has been shown
to be temperature-dependent[188, 189]. Even so, the present study shows the
superiority of ILs over water as a pretreatment solvent for cellulose since they
provide a liquid environment at elevated temperatures capable of interfering
more severely with cellulose hydrogen bonds, which is not feasible for water
at ambient pressure.
The analysis of Bmim+ orientations with respect to di↵erent cellulose sur-
faces revealed two distinct patterns of interaction: stacking on cellulose strands
on the hydrophobic surface and intercalation in between cellulose strands on
hydrophilic surfaces. The analysis indicates how structural features of the
solute and the solvent cation contribute to the favorable interactions with
the two. Stacking of Bmim+ on the hydrophobic fiber surface takes place
as surface pyranose rings are approached by the planar aromatic imidazole
ring. Intercalation of the planar cation in between cellulose chains is facili-
tated by a di↵erential tilting of center and origin chains on the (110) surface
and by voids on the (010) surface. The stacking interactions with the solvent
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can facilitate cellulose dissolution by substituting the same kind of interac-
tion between neighboring cellulose layers. It is, however, also conceivable that
the intercalation could enhance the disintegration of cellulose fibers directly
through interference with non-polar interactions of neighboring layers and in-
directly by promoting the penetration of Cl  anions into the fiber interior
where they can attack intrachain as well as interchain hydrogen bonds essen-
tial for fiber integrity. This may provide an explanation how ILs can facilitate
cellulose dissolution through interactions on the hydrophilic and hydrophobic
fiber surfaces.
The present simulation reveals how both components of BmimCl interact
with the amphiphilic cellulose in the early stages of fiber dissolution. The
distinct orientations Bmim+ can adopt on the di↵erent surfaces highlight the
versatility of imidazolium-based cations, which help to facilitate the disintegra-
tion of cellulose layers. Moreover, taking into consideration that Cl  anions
interact extensively with solvent-exposed hydroxyl groups, it is conceivable
that cellulose fiber deconstruction is achieved by BmimCl through the com-
bination of polar anions penetrating the fiber and disrupting hydrogen bonds
and nonpolar cations loosening layers of the cellulose structure via non-polar
stacking interactions and intercalation. The present results thus suggest a
synergistic approach to cellulose dissolution.
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5Replica-Exchange Simulations
of Cellulose Chains
To study the end state of cellulose dissolution in BmimCl and in water, REMD
simulations of a fully solvated single chain are performed in both solvents.
The REMD enhanced-sampling method allows more rapid convergence of the
dynamics of the simulated systems and greater exploration of conformational
variation than standard MD. As described in chapter 3.2, the overlap of replica
potential energy distributions is a qualitative measure of the replica exchange
acceptance. Figure 15 shows these distributions for all replicas in both REMD
simulations. Distributions of replicas separated by a simulation temperature
of 25 K (Figure 15a) or by 15 K (Figure 15b), respectively, are highlighted
in color. These potential energy distributions have a Gaussian shape with
a linearly decreasing mean and standard deviation upon increasing temper-
ature (with the exception of the BmimCl simulations at low temperature).
According to Kim et al.[190], a gap between two energy distributions would
be characteristic of a phase transition region, which is clearly not the case in
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Figure 15. A su cient number of replica exchanges in either REMD simulation
is indicated by the overlap of any two neighboring distributions.
In Figure 16 time series of replica exchanges are shown for the four tem-
peratures 375 K, 400 K, 425 K, and 450 K. These graphs indicate a random
walk in the replica space of both systems that is equivalent to a random walk
in the corresponding temperature space. The intense exchange of neighboring
replicas signifies the e↵ectiveness of the REMD. The average replica exchange
acceptance at any temperature of the REMD simulations is 15%-18%, which
corresponds to an exchange event every 5-10 ps (see Appendix B) for more
details).
Based on these results, it can be concluded that the REMD has been
performed properly in both cellulose solutions, allowing the sampling of many
di↵erent cellulose conformations. In the following, thermodynamic properties
at temperatures relevant to the cellulose pretreatment process (e.g. T = 375
K in water or T = 450 K in BmimCl) are analyzed and the temperature
dependence of these properties is also examined.
5.1 Cellulose Conformational Changes
Through the enhanced sampling, a large number of cellulose structures are
explored in both BmimCl and water. A basic parameter that quantifies the
corresponding overall size of a polymer is the radius of gyration, Rg. This
parameter is often used in polymer physics to describe the dimensions of a
polymer chain. In Figure 17, all sampled cellulose structures are characterized
by Rg calculated using the glycosidic bond oxygens (O4):
51
Figure 15 Potential energy distributions of REMD simulations.
The distribution of potential energy at any REMD simulation temperature (a)
in BmimCl and (b) in water. Colored distributions correspond to the simula-
tion temperature indicated on the right, the black distributions correspond to
all other temperatures.
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Figure 16 REMD time series.
Time series of replica exchanges for the four temperatures 375 K (top left),
400 K (top right), 425 K (bottom left), and 450 K (bottom right) for REMD
simulations (a) in BmimCl and (b) in water.
Rg =
vuut 1
Ng
NgX
i
(ri(O4)  rmean(O4))2 (5.1)
where rmean(O4) is the average position of the oxygen atom and Ng = 9 is the
number of glycosidic bonds.
The sampled cellulose conformations range from elongated decamer struc-
tures to collapsed configurations (see Figure 18b). A further parameter that
describes the dimensions of a polymer is the distance between its two ends (or
end-to-end distance, d). Temperature profiles based on Rg (Figure 17a) or on
d (Figure 18a) both indicate that in both solvents the overall size of the cel-
lulose decamer reduces with increasing temperature. The polysaccharide does
not collapse to a compact structure with increasing temperature, but rather
gradually reduces its sti↵ness and thus samples more conformations of smaller
overall size at higher T. This behavior is qualitatively di↵erent from that in
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Figure 17 Radius of gyration of cellulose in the two solvents.
(a) Temperature profile of the radius of gyration, Rg, calculated using the
cellulose linker oxygens O4 in BmimCl (black) and in water (red).
(b) Distribution of Rg, P(Rg), for cellulose structures in BmimCl (left) and in
water (right) binned with  Rg = 0.1 A˚ at the four temperatures T = 375 K,
400 K, 425 K, and 450 K. Colors correspond to the given temperatures (see
far right). In both solvents about three quarters of all structures are extended
with Rg > 14 A˚.
(c) Fraction of extended (Rg > 14 A˚ solid lines) and compact (Rg < 14 A˚
dashed lines) structures for cellulose in BmimCl (black) and in water (red).
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proteins, which denature and expand upon increasing temperature and fold
into a compact native state structure at lower, physiological temperatures.
Protein folding is hypothesized to occur with a hydrophobic collapse event,
during which a hydrophobic solvent-separated protein core is formed[191]. The
temperature at which this event happens can be measured by the change in
a polymer’s solvent-accessible surface area, or SASA as explained in chapter
4.2, or by its solvent-excluded volume, V, which is the volume defined by the
solute’s van der Waals surface that is not solvent-accessible[192, 193]. Negli-
gible changes in SASA and in V of cellulose (Figure 19) both confirm that a
sharp transition from an extended to a compact conformation does not occur.
The fact that the decrease of the radius of gyration or the end-to-end dis-
tance as a function of the temperature is comparable for both solvents means
that this temperature-dependent conformational change is not driven by spe-
cific interactions of the solute with water molecules or with BmimCl ions.
However, in BmimCl both profiles show greater variation at any temperature
as indicated by the larger error bars, suggesting higher flexibility of cellulose
in the IL than in water. Based on the value of Rg, any given cellulose de-
camer structure can be broadly classified as compact (Rg < 14 A˚) or extended
(Rg > 14 A˚). According to this classification, in both solvents at any tempera-
ture the majority of all sampled cellulose structures is extended (Figure 17b).
Interestingly, while ⇠90% of cellulose structures are extended at the lowest
simulation temperature, only ⇠55% are extended at the highest temperatures
(Figure 17c). This shows that the REMD approach broadly explores confor-
mational space, sampling both compact and extended cellulose conformations
at any temperature.
The cellulose decamer behaves like a semi-rigid rod polymer at lower tem-
peratures, which is characteristic at length scales below a polymer’s persistence
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Figure 18 End-to-end distance of cellulose in the two solvents.
(a) The average end-to-end distance of the cellulose decamer as a function of
the temperature for REMD simulations in BmimCl (black) and in water (red).
(b) Three representative cellulose structures with their corresponding end-to-
end distance and radius of gyration.
Figure 19 Solvent-accessible surface area and solvent-excluded volume of cel-
lulose in the two solvents.
(a) Solvent-accessible surface area of the cellulose decamer as a function of the
temperature for REMD simulations in BmimCl (black) and in water (red).
(b) Solvent-excluded volume of the cellulose decamer as a function of the
temperature for REMD simulations in BmimCl (black) and in water (red).
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length, LP [194]. LP is a property quantifying the sti↵ness of a polymer. The
value of LP of cellulose in aqueous solution at room temperature is reported to
be between ⇠100 A˚ (based on a study of polymer bending rigidity[195]) and
⇠150 A˚ (based on a study of relative bond orientations[196]). Both values
are obtained from the extrapolation of small cellulose fragment simulations in
water. Experiments on cellulose in di↵erent solutions result in the same order
of magnitude for LP [197–199]. These values for LP at room temperature cor-
respond to a cellulose chain with more than twenty glucose monomers, which
is longer than the decamer chain under study with the contour length LC = 52
A˚. With the given REMD simulations, however, LP can be estimated at el-
evated temperatures. LP is derived from the decrease of correlation between
glucose units (given by the cosine of the angle between them) as a function of
separation. With this approach, in the present REMD simulations LP for the
decamer is indeed estimated to be greater than 10 glucose units at T < 400 K
but decreases to 5 glucose units (⇠26 A˚) at T = 500 K in both solvents (data
not shown). This analysis indicates that the cellulose polymer is less rigid and
thus assumes more compact structures at elevated temperatures than at lower
temperatures.
Except for the greater flexibility of the solute in BmimCl, the present
results on overall structural parameters such as the radius of gyration and
the persistence length do not reveal a significant di↵erence between the two
solvents. However, in addition to these parameters, the rotamer conformations
of the hydroxymethyl groups and the glycosidic bonds as well as the ability to
form intramolecular hydrogen bonds or to maintain the six-membered ring of
its glucose units in the favorable chair conformation are investigated.
The hydroxymethyl group of a glucose unit can adopt stable staggered ro-
tamers, referred to as GG, GT, and TG corresponding to the trans and gauche
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conformations of the O5-C5-C6-O6 and C4-C5-C6-O6 torsions. The angle !
is defined as the former torsion. The distributions of ! at distinct tempera-
tures for simulations in BmimCl and in water are given in Figure 20a. The
TG conformation is populated at less than 1%. The GG and GT populations
di↵er significantly between the BmimCl and water solutions. On average, !
adopts the GG conformation in around 50% of the cellulose configurations in
water at the lowest temperature (T = 350 K) and in around 40% at the high-
est temperature (T ⇡ 513 K). Accordingly, the population values for the GT
conformation range from about 50% to about 60% of cellulose structures with
increasing simulation temperature in water. In BmimCl, however, the cor-
responding values for the GG and GT populations change from around 30%
and 70% (at T = 350 K) to around 20% and 80% (T = 550 K), respectively,
depending on the temperature. This result is similar to that found in previ-
ous simulations of cellulose oligomers of di↵erent lengths solvated in water or
the IL 1-ethyl-3-methylimidazolium acetate (EmimAc)[121]. Together, these
results suggest that the preference of the GT over the GG conformation of
the hydroxymethyl groups is higher in cellulose-dissolving ILs, such as Emi-
mAc or BmimCl, than in water. Thus, the ratio P(GG)/P(GT) may serve
as an order parameter that distinguishes between the di↵erent structures the
cellulose chain can adopt in the two solvents. The temperature dependence
of this ratio is visualized as an average per glucose monomer in Figure 21a.
P(GG)/P(GT) is higher for cellulose in water (0.7-0.8) than in BmimCl (0.2-
0.5). In the cellulose-water simulations, the value of P(GG)/P(GT) decreases
slightly with increasing T for all the hydroxymethyl groups except for the
terminal group at the nonreducing end, which lacks a neighboring monomer
on one side. In contrast, in the cellulose-BmimCl simulations P(GG)/P(GT)
generally increases with T. It is worth noting that the corresponding distribu-
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tions of this ratio also follow the same trends if only compact (Rg < 14 A˚) or
extended (Rg > 14 A˚) cellulose chains are considered (data not shown).
In crystalline cellulose, intramolecular hydrogen bonds are formed between
O3H’· · ·O5, O3H’· · ·O6, O2H· · ·O6’, and O6H’· · ·O2 of neighboring monomers
(where the prime labels the residue toward the reducing end)[46]. The average
occupancies of these hydrogen bonds as a function of simulation temperature
are given in Figure 20b. The only hydrogen bond that is formed to any sig-
nificant degree is O3H’· · ·O5: all other hydrogen bond occupancies are less
than 1%. With increasing temperature, the average O3H’· · ·O5 occupancy,
P(O3H’· · ·O5), decreases from around 20% to 15% in BmimCl, while in water
this value decreases from around 38% to 30%. Temperature profiles for in-
dividual O3H’· · ·O5 hydrogen bond occupancies along the cellulose chain are
shown in Figure 21b. With the exception of the cellulose-BmimCl simulations
at low temperatures (350-400 K), P(O3H’· · ·O5) assumes similar values for
individual hydrogen bonds at any given temperature in either solvent.
The above results reveal clear di↵erences between cellulose chains in BmimCl
and in water in terms of the hydroxymethyl rotamer conformation and in-
tramolecular hydrogen bonding. However, these two properties may be cou-
pled to each other, as the hydroxymethyl conformation of a glucose residue
could depend on the hydrogen bond state of its O5 atom. Thus, it is desirable
to know how the conformational state of a hydroxymethyl rotamer changes
with the adjacent O3H’· · ·O5 hydrogen bond state in both solvents. It is
found that in more than 75% of all cases in which the O3H’ hydrogen atom
is bound to a solvent water oxygen or Cl  anion, and not to the O5 atom of
the neighboring residue, the adjacent hydroxymethyl group assumes the GT
conformation. This indicates that the intramolecular O3H’· · ·O5 hydrogen
bond is coupled to the hydroxymethyl conformation. In fact, the di↵erence
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Figure 20 Cellulose hydroxymethyl and intramolecular hydrogen bond pro-
files.
(a) Probability distributions of the cellulose hydroxymethyl angle ! (displayed
on the far right) in BmimCl (left) and in water (right) for the four temperatures
T= 375 K, 400 K, 425 K, and 450 K. The two preferred conformations around
! =  60  and ! = 60  are referred to as GG and GT, respectively. Colors
correspond to the given temperatures (see far right).
(b) Temperature profiles of occupancies for cellulose intramolecular hydrogen
bonds O3H’· · ·O6, O2H· · ·O6, O6H’· · ·O2, and O3H’· · ·O5 (displayed on the
far right) between any two neighboring glucose units in BmimCl (left) and in
water (right). Only the O3H’· · ·O5 hydrogen bond is formed to a significant
degree. Colors correspond to the given hydrogen bonds (see far right).
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Figure 21 Cellulose temperature profiles of P(GG)/P(GT) and
P(O3H’· · ·O5).
Profiles for (a) the ratio of ! populations P(GG)/P(GT) and (b) the in-
tramolecular O3H’· · ·O5 hydrogen bond occupancies P(O3H’· · ·O5) are given
as a function of the temperature T. Colors correspond to the hydroxymethyl
group or hydrogen bond given below the corresponding graph.
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in ! populations between the two solvents, with ! assuming the GT confor-
mation more frequently in BmimCl than in water, as discussed above, may
be indirectly controlled by the greater hydrogen-bond basicity of Cl  anions,
that is their potential to make stronger hydrogen bonds, than water oxygens.
In Figure 22, the correlation of the above two order parameters, P(GG)/P(GT)
and P(O3H’· · ·O5), is visualized in two-dimensional free energy landscapes
based on population histograms for simulations at the corresponding cellulose
pretreatment temperatures, i.e. at T = 375 K in water and at T = 450 K
in BmimCl. For these and all following free energy landscapes, it should be
mentioned that a value of 0.1% corresponds to over 100 structures and that
the standard deviation in the free energy basins is 0.01%-0.02%. The most
populated region of the free energy landscape in Figure 22 is split into two
basins along the ratio P(GG)/P(GT). The two basins in the BmimCl simula-
tions (IL1/2) contain 23%-28% (depending on the simulation temperature) of
the sampled cellulose structures while only about 15% fall in the basins of the
corresponding water simulations (W1/2). However, the two energy basins can-
not be distinguished from each other based on global features of the cellulose
structures they contain. For instance, both extended and compact structures
are found in either basin and individual structures have comparable average
potential energies and average solute-solvent interaction energies. Hence, cel-
lulose structures with similar global properties can di↵er in local structural
properties such as the order parameters P(GG)/P(GT) and P(O3H’· · ·O5),
the latter possibly leading to their di↵erent dissolution abilities.
The two torsion angles around the cellulose glycosidic bond,   for C4’-
O4’-C1-O5 and  for C5’-C4’-O4’-C1, define the backbone structure of the
polysaccharide. Two-dimensional scatter plots of   and  reveal three distinct
regions of stable conformations, which have previously been referred to as
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Figure 22 Free energy landscapes for P(GG)/P(GT) and P(O3H’· · ·O5).
Free energy landscape for the order parameters P(GG)/P(GT) and
P(O3H’· · ·O5) for simulations in BmimCl (left) and in water (right) at T
= 375 K (top) and at T = 450 K (bottom). The two distinct basins in each
plot are referred to as IL1/2 and W1/2. Representative structures for each
basin are given on the bottom (O3H’· · ·O5 hydrogen bonds are indicated in
red; hydroxymethyl conformations are indicated in green (GG) and in orange
(GT)).
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basins O, A, and B (see Figure 23a)[195]. The populations of these di↵erent
basins are similar for any individual glycosidic bond of the cellulose decamer:
more than 80% can be attributed to basin O, less than 20% to basin B, and a
negligible amount to basin A.
Comparison of  - plots reveals di↵erences of populations in basins O and
B between cellulose in BmimCl and water (Figure 23a). For example, a small
population occurs in basin B of the BmimCl simulations, but not in that of the
water simulations at   ⇡ 90  and  ⇡ 120 . This additional  - conformation
is mainly assumed by glycosidic bonds at the cellulose chain ends, which are
more flexible in BmimCl than in water. In basin O, di↵erence plots at T = 375
K and at T = 450, respectively, highlight two distinct sub-regions which are
preferably populated in water (”water basin”, blue) or in BmimCl (”BmimCl
basin”, red). Representative structures from these two areas of the  - plot
are also illustrated in Figure 23b. Regardless of the simulation temperature
and solvent environment, the average O3H’· · ·O5 separation is 4.2 A˚ for any
cellobiose unit that falls in the BmimCl basin but only 2.5 A˚ for those in
the water basin. The corresponding average hydrogen bond occupancies are
less than 1% in the BmimCl basin but around 40% in the water basin, once
more showing the destructive e↵ect of the IL on the intramolecular O3H’· · ·O5
hydrogen bond. This result indicates a correlation between this hydrogen bond
and the backbone conformation. A similar population di↵erence in basin O
of the  - plot between water and IL solvated cellulose oligomers has been
reported previously[121]. These authors found three distinct basins in basin
O based on much shorter MD simulations (< 5 ns).
The glycosidic bond torsions   and  describe the orientation of two neigh-
boring glucose units and so can be referred to as internal coordinates for the cel-
lulose backbone. Hence, the root-mean-square deviation (RMSD) in  - space
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Figure 23  - scatter plots.
(a) Two-dimensional scatter plots for the glycosidic bond torsions   and  
binned with (  ,   ) = (1 , 1 ) for simulations in BmimCl (left) and in
water (right) at the two temperatures 375 K (top) and 450 K (bottom). The
three di↵erent basins O, A, and B are indicated in the top left scatter plot.
(b)  - di↵erence maps (BmimCl - Water) for the most populated basin O
( 180  <  / < 0 ) at both temperatures. Two example cellobiose structures
characterize the di↵erence between structures from the BmimCl basin (red)
and those from the Water basin (blue).
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Figure 23, continued.
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is a metric sensitive to structural changes of the cellulose. Chain-averaged  - 
RMSDs are defined as:
RMSD( , ) =
vuut 1
Ng
NgX
i=1
( i(t)   i(t0))2 + ( i(t)   i(t0))2 (5.2)
where the reference structure at t0 is the REMD starting structure after the
initial NVT-equilibration with  i(t0) = 83  and  i(t0) = 32  for any glycosidic
bond i and Ng = 9 is the number of glycosidic bonds.
Figure 24a shows free energy landscapes using RMSD( , ) and P(O3H’· · ·O5)
as the order parameters for T = 375 K and for T = 450 K. In all landscapes,
there is a clear separation between a basin at RMSD( , ) ⇡ 45  (IL1 or
W1) and another at RMSD( , ) ⇡ 90  (IL2 or W2). Extended cellulose de-
camers (Rg > 14 A˚) populate the basins IL1/W1 for the most part, while
compact structures (Rg < 14 A˚) generally fall into IL2/W2, as the distribution
of basin-specific Rg values indicates (Figure 24b). Thus, consistent with the
previous results on the temperature dependence of cellulose chain length (see
Figure 17), the basins IL1/W1 depopulate with increasing temperature as more
compact structures are sampled. Therefore, the chain-averaged RMSD of  - 
is shown to be a suitable parameter for identifying distributions of compact
and extended cellulose structures.
Another conformational characteristic concerns the pyranose rings, which
can adopt several conformations referred to as chair, boat, skew, half-chair, and
envelope[200]. While the most stable ring conformation of D-glucopyranose is
the 4C1-chair[201], other conformations are adopted by ring flipping or puck-
ering. The 4C1 population, P(4C1), is derived by calculating the angles of the
three improper torsions C4-O5-C2-C1, O5-C2-C4-C3, and C2-C4-O5-C5. Fol-
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Figure 24 Free energy landscapes for RMSD( , ) and P(O3H’· · ·O5).
(a) Free energy landscape for the order parameters RMSD( , ) and
P(O3H’· · ·O5) for simulations in BmimCl (left) and in water (right) at T
= 375 K (top) and at T= 450 K (bottom). The two distinct basins in each
plot are referred to as IL1/2 and W1/2. Representative structures for each basin
are given on the bottom (O3H’· · ·O5 hydrogen bonds are indicated in red).
(b) The total count of cellulose structures in BmimCl (black) and in water
(red) binned with  Rg = 1 A˚ for the four basins IL1 (solid black), IL2 (dashed
black), W1 (solid red), and W2 (dashed red) at T = 375 K (top) and at T =
450 K (bottom).
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lowing Ref. [202], the 4C1 conformation is characterized by a value of 35  for
these improper torsions (a tolerance value of +/- 15  is applied in this anal-
ysis). The temperature dependence of P(4C1) is shown in Figure 25a. The
deviation of the pyranose ring conformation from the stable 4C1 is increased at
elevated temperatures. Clearly, the ring flipping occurs more often in BmimCl
than in water. This is in accord with other results presented in this chapter
supporting the fact that the cellulose chain is more flexible in BmimCl than
in water.
The REMD simulations are performed on a decamer as the study of longer
cellulose chains would have required larger simulation systems and a much
greater number of replicas. However, since cellulose solubility is independent
of chain length for DP > 8[31], the present results derived from simulations
of cellulose 10-mers should be applicable to longer chains. Nevertheless, it is
useful to determine whether the current results hold for a larger cellulose chain.
To this end, additional simulations of cellulose 20-mers are performed at three
di↵erent temperatures around the corresponding pretreatment temperatures
in water (T = 350 K, 375 K, 400 K) and in BmimCl (T = 400 K, 450 K,
500 K). While overall structural parameters, such as the radius of gyration or
the solvent-accessible surface area, are about two times greater for the 20-mer
compared to the 10-mer at any of the given temperatures, all the other cellulose
conformations analyzed in this study have comparable relative populations as
shown in Table 1. This validates the fact that meaningful conclusions for the
cellulose dissolution abilities of the two solvents can be drawn from the results
based on simulations of a decamer.
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Figure 25 Cellulose temperature profiles of P(4C1) and cn.
Profiles for (a) the percentage of 4C1-chair conformation and (b) the average
Cl  anion or water oxygen coordination numbers cn around cellulose hydroxyl
groups are given as a function of the temperature T. Colors correspond to the
pyranose ring or hydroxyl groups given below the corresponding graph.
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Table 1 Comparison of cellulose conformations between REMD simulations
(top row) and additional MD simulations (bottom row) in water (at 350 K,
375 K, and 400 K) and BmimCl (at 400 K, 450 K, and 500 K). Percentages
are given for the pair of glycosidic bond angles, ( ,  ), to fall into basin O,
A, or B, the hydroxymethyl angle, !, to adopt GG or GT conformations, the
backbone hydrogen bond O3H’· · ·O5 to be formed, and the pyranose ring to
be in 4C1-chair conformation.
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Water Simulation BmimCl Simulation
Temperature 350 K 375 K 400 K 400 K 450 K 500 K
P(( ,  ) ✏ O) [%] 90.7 ± 0.9 88.8 ± 0.7 86.2 ± 1.0 88.2 ± 4.4 86.6 ± 2.4 83.4 ± 1.4
91.3 ± 1.4 88.7 ± 0.9 81.8 ± 1.7 91.5 ± 5.3 86.9 ± 4.2 81.0 ± 3.6
P(( ,  ) ✏ A) [%] 0.9 ± 0.0 1.2 ± 0.3 1.8 ± 0.4 1.9 ± 1.3 2.3 ± 0.7 2.7 ± 0.7
1.1 ± 0.0 1.3 ± 0.7 1.4 ± 0.7 0.8 ± 0.5 1.9 ± 0.9 3.2 ± 1.1
P(( ,  ) ✏ B) [%] 8.4 ± 1.0 10.0 ± 0.6 12.0 ± 0.9 9.9 ± 3.9 11.2 ± 2.4 13.9 ± 1.5
7.5 ± 1.3 10.0 ± 0.4 16.8 ± 1.3 7.7 ± 4.9 11.2 ± 3.6 15.8 ± 2.8
P(! = GG) [%] 41.2 ± 0.7 40.0 ± 0.2 39.1 ± 0.2 22.9 ± 0.8 25.6 ± 0.9 26.7 ± 0.2
41.8 ± 0.9 40.2 ± 0.4 37.9 ± 0.8 21.8 ± 2.1 21.8 ± 3.0 26.7 ± 0.9
P(! = GT) [%] 58.2 ± 0.7 59.2 ± 0.2 60.0 ± 0.2 75.8 ± 0.9 72.0 ± 1.0 70.0 ± 0.2
57.7 ± 0.9 59.0 ± 0.4 61.1 ± 0.8 76.8 ± 2.5 76.8 ± 3.0 70.0 ± 0.8
P(O3H’· · ·O5) [%] 37.7 ± 0.4 36.7 ± 0.4 34.5 ± 0.4 20.3 ± 2.0 18.2 ± 1.4 17.0 ± 1.3
37.6 ± 0.9 36.7 ± 0.7 34.5 ± 0.7 18.8 ± 4.1 18.2 ± 4.0 15.5 ± 3.0
P(4C1) [%] 92.8 ± 0.5 91.0 ± 0.7 89.1 ± 0.8 76.8 ± 1.9 70.8 ± 2.0 66.2 ± 2.3
92.8 ± 0.8 90.6 ± 0.9 88.1 ± 0.9 76.6 ± 2.3 70.3 ± 2.9 66.1 ± 2.2
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5.2 Cellulose-Solvent Interactions
A good cellulose solvent must make favorable interactions with both the polar
and the non-polar parts of the amphiphilic solute. As shown in chapter 4 and
in previous studies[124], imidazolium-based ILs are capable of breaking hydro-
gen bonds and separating chains in large cellulose aggregates. It is desirable
to know to what extent these interactions take place in the dissolved state
of an individual cellulose chain. To this end, the binding of Cl  anions and
water molecules to the polar cellulose hydroxyl groups C2, C3, and C6 is first
investigated. These sites form hydrogen bonds with water oxygens (average
separation of 1.8 A˚) or with Cl  anions (average separation of 2.4 A˚). Average
coordination numbers of a hydroxyl group by water oxygens or Cl  anions can
be derived from site-site radial distribution functions by integrating the corre-
sponding RDF up to the first minimum. The numbers describe the probability
of binding and they reveal that the C2-hydroxyl groups are most likely bound
(at 350 K, 95% probability for Cl  and 85% for water oxygen), followed by the
C6- (85%, 80%) and the C3-hydroxyls (80%, 55%). Moreover, the probabilities
indicate that Cl  anions bind to these groups stronger than water molecules
do, consistent with the notion that the hydrogen bond basicity of the anion
determines its dissolution ability. The fact that C3-hydroxyls are the least
solvent coordinated of the three hydroxyl groups is due to the formation of
intramolecular O3H’· · ·O5 hydrogen bonds as discussed in the previous chap-
ter. This suggests that the higher coordination of hydroxyl groups by Cl  than
by water molecules results in greater disruption of the O3H’· · ·O5 hydrogen
bonds, thus leading to the cellulose chain being more flexible in BmimCl.
The sum of coordination numbers, cn, around all hydroxyls of individual
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glucose units is given in Figure 25b. The binding of solvent to the terminal
monomer is strong because of the availability of its O3H hydrogen, which
cannot form an intramolecular O3H’· · ·O5 hydrogen bond. The decline of cn
with temperature is consistent with the gain in entropy upon solvent liberation.
Interestingly, the water oxygen profile, which has a value of less than 1.5 at
the highest temperature, decreases more sharply than the Cl  profile. The
coordination number of 2 to 2.5 Cl  anions per glucose unit agrees well with
previous results[36, 203]. The higher coordination numbers and the slower
decay of the Cl  profile compared to water show that the anion binds to
cellulose more strongly.
Three-dimensional spatial distributions underline the stronger interaction
of Cl  versus water molecules with cellulose (Figure 26). Similar to the distri-
bution of Cl  around the cellulose fiber discussed in chapter 4 (see Figure 8),
the anions occupy distinct positions around the hydroxyl groups of C2, C3,
and C6 at densities five times higher than that of bulk BmimCl. Density
distributions for water oxygens show an average accumulation of water with
densities up to 1.8 times its bulk density mainly around the C2-/C3-hydroxyls
and around the glucose rings. This analysis confirms the relatively high den-
sity of Cl  around hydroxyls indicating strong hydroxyl-anion binding, which
may contribute to the more e↵ective dissolution of cellulose in BmimCl than
in water.
As shown in the previous chapter, the cation Bmim+ adopts preferred
orientations with respect to proximal surface monomers on cellulose fibers.
No specific orientations are observed in the present simulations of a single
cellulose chain. Spatial distributions of atoms from the Bmim+ head group
show density peaks around the glucose unit at values of 1.5 times the value
of bulk BmimCl (Figure 26). These peaks are located on top of the glucose
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Figure 26 Spatial distributions of solvent.
Average three-dimensional spatial distributions of Cl (green contours), Bmim+
(orange contours), and water (blue contours) with respect to glucose subunits.
The same distributions are visualized in three di↵erent orientations.
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ring and near the equatorially positioned hydroxyls, but no distinct site-site
interactions are found.
Gross et al.[203] have recently reported clearly higher densities of BmimCl
ions and water molecules around cellulose chains. In their study, Cl  anions
were found around cellulose hydroxyls with average densities up to 15 times
that of bulk BmimCl and even Bmim+ cations and water molecules were found
to accumulate above and below the glucose rings, with average densities of 3.5
to 4 times that of their bulk values. The reason for their values being signifi-
cantly higher than those found here is probably that in Ref. [203] the cellulose
chains were simulated with restraints on the terminal residues (and on all
residues during equilibration) to keep the chain extended and thus e↵ectively
flat during the entire simulation, which lasted only 30 ns. The present REMD
simulations, in contrast, are performed on an unrestrained cellulose chain.
To further investigate the interaction between solute and solvent, the inter-
action energies between the solvated cellulose decamer and its solvent molecules
are decomposed into Coulomb (ECoul) and van der Waals (EvdW ) contribu-
tions. Figure 27 shows that cellulose-BmimCl interactions are more favorable
than those of cellulose with water. While all solute-solvent interactions be-
come less favorable with temperature, ECoul for the cellulose-water interaction
is the most a↵ected. However, at the optimal cellulose pretreatment tempera-
ture, that is at 375 K in water and at 425-450 K in BmimCl, the correspond-
ing cellulose-solvent Coulomb interaction energies are similar (ECoul ⇡ -350
kcal/mol).
Consistent with the above results on Cl  coordination of the cellulose hy-
droxyl groups, ECoul is significantly stronger for cellulose-Cl  than for cellulose-
Bmim+ in the BmimCl solution. However, EvdW is positive for the cellulose-
Cl  interaction but negative for the cellulose-Bmim+ interaction. This corre-
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Figure 27 Solute-solvent interaction energies.
Decomposition of solute-solvent interaction energies into (a) Coulomb and (b)
van der Waals contributions. Profiles are given for interactions between the
entire cellulose molecule and water (blue circles), BmimCl (orange diamonds),
only the Cl  anion (green squares), only the Bmim+ cation head group (black
upward triangles), and only the Bmim+ cation tail group (red downward tri-
angles).
sponds to favorable interaction between cellulose and both the methyl-imidazole
head group and the aliphatic tail group of the cation. In fact, all ECoul and
EvdW profiles are comparable for the two Bmim+ moieties.
Additionally, monomer-wise separation of these solute-solvent interaction
energies reveals that ECoul lies between -37 to -27 kcal/mol/glucose in BmimCl
and between -35 to -22 kcal/mol/glucose in water depending on the tempera-
ture (Figure 28). The terminal monomers have lower electrostatic interaction
energies due to the exposure of the additional polar hydroxyl groups at C1 and
C4. The corresponding van der Waals interaction energy is about -12 to -10
kcal/mol/glucose in BmimCl and about -7 to -5 kcal/mol/glucose in water.
These findings show that cellulose chain solvation is facilitated by the in-
terplay of both IL components. The larger cation has more favorable van der
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Figure 28 Solute-solvent interaction energies per residue.
Residue-wise decomposition of solute-solvent interaction energies into
Coulomb (top) and van der Waals (bottom) contributions for REMD sim-
ulations in BmimCl (left) and in water (right). Colors of the temperature
profiles correspond to the glucose unit given below.
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Waals interactions with cellulose than does water, and the smaller anion has
more favorable Coulomb interactions. The presented interaction energies be-
tween the cellulose decamer and its solvent environment, taken together with
the analysis of distinct interaction sites between solute and solvent molecules,
all imply a more favorable enthalpy of single chain solvation in BmimCl than
in water.
5.3 Cellulose Configurational Entropy
To understand the di↵erential dissolution of cellulose in the two solvents, in
addition to the enthalpy contribution the di↵erence in entropy has to be ad-
dressed. The above results on cellulose conformational distributions have in-
dicated the solute to be more dynamic in the IL than in water. Therefore,
it is of interest to estimate the absolute configurational entropy of the chain
in the two solvents. Here, the QH approach, introduced in chapter 3.3, is
used mainly as a means of roughly estimating the conformational flexibility
of cellulose in the two solvents. A model is applied that evaluates first-order
entropies independently based on their probability distribution and that de-
termines correlations based on the QH method (see equation (3.10))[204]. The
entropy is evaluated in torsional space resulting in 120 degrees of freedom for
the entire cellulose decamer. This approach, combined with enhanced phase-
space sampling, is expected to provide robust results on qualitative di↵erences
in cellulose conformational flexibility between the two solvents.
Figure 29a shows the temperature profiles for the configurational entropies
calculated using all torsional angles of the cellulose chain in BmimCl and in
water. Clearly, above ⇠425 K the entropy is higher for cellulose in BmimCl
than in water, indicating that the solute is more dynamic in the IL than in wa-
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Figure 29 Cellulose configurational entropy.
(a) Configurational entropy contribution to the free energy of solvation of
cellulose in BmimCl (black) and in water (red) based on all cellulose torsions.
(b) Configurational entropy contribution to the free energy of solvation of
cellulose in BmimCl (black) and in water (red) based on torsions from the
hydroxymethyl group (dashed) or from the glycosidic bond(dotted) or from
the pyranose ring (solid) only.
ter at elevated temperatures. Performing the same calculation using only the
two glycosidic bond torsions (C4’-O4’-C1-O5 and C5’-C4’-O4’-C1), only those
two associated with the hydroxymethyl groups (O5-C5-C6-O6 and C5-C6-O6-
H6O), or only two such torsions from the pyranose rings (C5-C4-C3-C2 and
C2-C1-O5-C5) allows to compare the di↵erence in the configurational entropy
with respect to these components. This analysis corresponds to diagonalizing
a submatrix of the covariance matrix obtained for the entire cellulose chain
while neglecting all the o↵-diagonal block correlations. This corresponds to an
approximate decomposition as the sum of the estimated entropy values for the
individual components will not add up to the total entropy of the entire chain.
Nevertheless, this allows to make a qualitative assessment of the conforma-
tional flexibility of individual cellulose parts in the two solvents. As shown in
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Figure 29b, the value of the configurational entropy contribution is highest for
the hydroxymethyl groups followed by the glycosidic bonds and the pyranose
rings in either solvent. This suggests that the hydroxymethyl rotamer is the
most flexible part and the pyranose ring structure is the least flexible part of a
glucose unit. Interestingly, all three moieties are estimated to be more flexible
in BmimCl than in water. Taken together, this analysis confirms that cellu-
lose is more dynamic in the IL than in water, and that this higher mobility is
present in all parts of the glucose unit.
In a previous study, the intramolecular contribution to the entropy change
upon cellulose dissolution was found to be more favorable in water than in
BmimCl[205], which seems to be in contrast to the current result. However, in
Ref. [205] the authors used a two-phase thermodynamic model, in which the
entropy contribution from intramolecular degrees of freedom was derived from
the density of states of an ideal solid system based on sub-ns simulations. Thus,
the conformational dynamics captured for the entropy calculation take place at
a much smaller timescale in the previous work[205] than in the present study,
where the intramolecular entropy is estimated from configurational probability
distributions derived from 100 ns of REMD.
The present REMD simulations suggest that the end state of cellulose dis-
solution, i.e. a fully solvated single cellulose chain, is more favored in BmimCl
than in water. Both Coulombic and van der Waals interaction energies between
solute and solvent are shown to be more favorable and the configurational en-
tropy of cellulose is estimated to be higher in BmimCl than in water. These
results may describe a driving force for the e cient dissolution of cellulose in
the IL.
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6Conclusions
One of the major obstacles to overcome in the production of lignocellulose-
based biofuels is the e cient pretreatment of biomass, which includes the
dissolution and disintegration of cellulose fibers. In order to shed some light
on the processes that may control cellulose dissolution in ionic liquids, the
initial and final stages of cellulose dissolution are analyzed by all-atom MD
simulations of cellulose solvated in BmimCl. This study provides some relevant
insight: the simulation of a cellulose fiber indicates that the di↵erent ions act
synergistically on the di↵erent fiber surface to initiate the dissolution process,
and REMD simulations of single cellulose chains in BmimCl and in water
suggest that a driving force for the e cient dissolution of cellulose in BmimCl
may arise from favorable solute-solvent interactions coupled with an increase
in cellulose conformational flexibility.
In the fiber simulation in BmimCl selective accumulation of Cl  anions
is found around the solvent-exposed hydroxyl groups of the glucan chains.
This contact disrupts intrachain hydrogen bonds on the hydrophilic surface
origin chains. In contrast, Bmim+ cations undergo ring stacking interactions
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with the cellulose hydrophobic surface and intercalate between chains on the
hydrophilic surface. Hence, overall, BmimCl solvates cellulose by interacting
with both the hydroxyl groups and the hydrophobic side of the polysaccharide,
consistent with the Lindman Hypothesis[29, 31], and this may explain why ILs
act as ideal solvents for the amphiphilic cellulose molecule. These results are
complementary to those from previous simulations on cellulose-IL interactions,
in which active roles during dissolution for both anions and cations had been
suggested[120, 125].
The REMD simulations of a cellulose decamer are performed between 350
K and 550 K, which is necessary for the sampling of a variety of cellulose
structures in a solvent such as BmimCl. The results indicate that, although
global size-related properties of the cellulose chain are comparable in the two
solvents, di↵erences are found in the flexibility and conformations of cellu-
lose. For example, although in both solvents the temperature profile of Rg is
similar, the temperature profiles of P(GG)/P(GT) or P(O3H’· · ·O5) are not.
Also, cellulose  - scatter plots reveal distinct BmimCl and water basins. Fur-
thermore, higher conformational mobility of cellulose in BmimCl is indirectly
suggested by a wider free energy basin for the order parameters P(GG)/P(GT)
and P(O3H’· · ·O5), or by a larger variance in their corresponding temperature
profiles, and also by the greater flipping of pyranose rings. The di↵erence in
conformational flexibility of cellulose chains between BmimCl and water solu-
tions is qualitatively assessed by the computation of configurational entropies.
All the above-mentioned di↵erences in local cellulose structural properties, to-
gether with the more favorable solute-solvent interaction energies, in BmimCl
compared to water may lead to the greater dissolution ability of the IL.
In conclusion, this study provides some information on molecular interac-
tions relevant for the initiation of cellulose dissolution in BmimCl and some
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information on the di↵erences in the dynamics and thermodynamics of a fully
solvated single chain in BmimCl and in water. The use of MD simulations,
and in particular the use of REMD for the single chain simulations, has proven
to be very suitable for such an investigation of cellulose dissolution.
6.1 Future Perspectives
As mentioned above, the results presented here shed light only on the initial
and the final stages of the dissolution process by ILs as large-scale structural
changes of the entire fiber remain out of reach due to computational limita-
tion. However, such large structural changes of cellulose may be induced by
specific solute-solvent interactions as shown in a recent experimental study,
in which cellulose I  was treated with liquid ammonia[206, 207]. Therefore,
future simulation studies that try to investigate the impact of ILs on cellulose
may focus on identifying distinct interaction patterns during experimentally
identified di↵erent stages of dissolution. In particular, since it is believed that
cellulose fibers are hydrated to a certain degree when exposed to the IL sol-
vent in the experiments, MD simulations of hydrated fibers in ILs could reveal
to what extent the results of the present study correspond to those from a
mixed solvent system. The simulation of a single cellulose chain in such a
binary solvent has been performed before, providing some results on the inter-
action betwen cellulose, water, and the IL 1-ethyl-3-methylimidazolium acetate
(EmimAc)[122].
Clearly, to assess the general validity of the present results for other cellulose-
dissolving ILs, simulations of cellulose in ILs such as EmimAc have to be run
and analyzed in the same way as the cellulose fiber and cellulose chains in the
current work. In particular, it would be interesting to see how ILs with cations
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of di↵erent tail length interact with the hydrophilic faces of a fiber because the
distinct interaction pattern between the IL and the cellulose fiber described in
chapter 4 probably does not emerge with larger cations. It would be equally
interesting to investigate whether the conformational flexibility of single cellu-
lose chains in other ILs corresponds to that observed in BmimCl as described
in chapter 5. ILs that are known to be less e cient in the dissolution of cellu-
lose than BmimCl, e.g. such with an allyl instead of an alkyl substituent, can
be used as the solvent environment in future cellulose simulation studies in
order to evaluate the significance of the results obtained in the present work.
Finally, in order to realize the full potential of ILs in biomass treatment,
more research needs to be done to elucidate the e↵ect of ILs on biomass that
includes other components, such as lignin and hemicellulose. It is known that
ILs can dissolve all the three major biomass components from a variety of
sources, e.g. from wood, cotton, or bamboo, which allows their subsequent
use for advanced materials in a sustainable industry[89]. However, the imple-
mentation of this into a new technology still requires the development of some
separation processes and the utilization of ILs as a reusable green solvent. A
fundamental knowledge of the driving force for the more e cient dissolution of
lignocellulose in ILs than in water will enable us to improve the biomass pre-
treatment process, which is an essential step in the production of biomaterials
and biofuels.
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A) Fiber Simulations
A 36-chain I -cellulose crystal fiber (Figure 1a) with 20 glucose units per chain
was solvated in an equilibrated cubic box of BmimCl ion pairs or TIP3P[144]
water molecules. After deleting overlapping molecules and energy minimiza-
tion, the fiber was surrounded by ⇠25 A˚ of solvent on both sides along
the direction of its polymerization axis and by 30-40 A˚ of clearance around
the other surfaces. These large values correspond to a few head-to-tail dis-
tances of BmimCl, thus allowing for a reliable analysis of solvent structures
close to the fiber surfaces. The total number of atoms is approximately
180,000 in the BmimCl simulation and around 160,000 in the water simula-
tion. GLYCAM06[145] molecular mechanics force field parameters were used
for the cellulose. BmimCl parameters had been developed previously[143] and
partial charges were assigned through fitting to electrostatic potentials com-
puted at the Hartree-Fock level with 6-31G* basis set using the GAUSSIAN
programm (see Table 2)[208]. Simulations were performed and analyzed with
GROMACS[209]. Long-range electrostatic interactions were calculated using
the particle-mesh Ewald summation[142, 210] with a real-space cut-o↵ at 12
A˚. Van der Waals interactions were cut o↵ at 10 A˚.
The systems were equilibrated to the target temperatures of 450 K (BmimCl)
and 375 K (water) which correspond to the corresponding biomass pretreat-
ment conditions. The temperature was maintained by velocity rescaling with
a stochastic term to ensure proper sampling[211]. After equilibrating the den-
sity with a short NPT simulation applying the Berendsen barostat[212], the
system was subjected to 5 ns of NVT equilibration. The production run was
performed for over 100 ns with a time step of 2 fs in the NVT ensemble. Bonds
116
Table 2 Partial charges for Bmim+. Atom names correspond to atoms shown
in Figure 3. Hydrogen HCx is the hydrogen bonded to carbon Cx.
atom name q(e) atom name q(e)
C8 -0.07130 C1 -0.00550
HC8 0.02940 HC1 0.22580
C7 0.03090 N2 0.05960
HC7 0.01570 C4 -0.08460
C6 0.01070 HC4 0.10850
HC6 0.02040 C2 -0.14260
C5 -0.01530 HC2 0.23400
HC5 0.07960 C3 -0.21830
N1 0.06820 HC3 0.26330
to hydrogen atoms were constrained using the LINCS algorithm[150].
To identify the arrangement of Bmim+ cations around surface glucose
monomers, a set of three-dimensional Euler angles (✓x, ✓y, ✓z) was derived for
every cation with a maximum imidazole ring-center to pyranose ring-center
distance of 7 A˚. Euler angles were computed from rotational matrices and
correspond to successive rotations of the cations around the z-, y-, and x-
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axis of their coordinate system (Figure 3) in order to transform them to the
reference coordinate system of the adjacent glucose unit (Figure 1b). Three-
dimensional histograms were derived with a bin size of 7.2  (50 bins) in each
direction of the orientation space. These orientation histograms were normal-
ized and smoothed with a three-dimensional Gaussian function in order to
remove statistical noise. Histograms were created with MATLAB[213] and
orientations illustrated with VMD[214]. Cation orientations were evaluated
with respect to the 16 central glucose units of any surface glucan chain. Ter-
minal cellobiose units were neglected in this analysis and in the computation
of all radial distribution functions in order to eliminate potential artifacts due
to their greater flexibility.
B) Replica-Exchange Simulations
A cellulose decamer was solvated in a cubic box with 1,330 BmimCl ion pairs
and in a dodecahedral box with about 11,500 water molecules. Both systems
comprised approximately 35,000 atoms. The solvated systems were first equi-
librated at 350 K for 100 ps in the NVT ensemble and at the corresponding
REMD target temperatures for 300 ps in the NPT ensemble. All force field
and simulation parameters were identical to the fiber simulations.
REMD simulations were performed in the NPT ensemble with a pressure
correction term in the exchange probability[155]. The lowest REMD tem-
perature for both systems is 350 K. NPT-simulations of water solutions at
elevated temperatures are known to induce volume fluctuations which are too
large for accurate replica exchange. Hence, the maximum temperature used in
this study for the cellulose-water system is 513 K, while that for the cellulose-
BmimCl system is 550 K. Replicas are exchanged at every picosecond with
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the probability Pex given in equation (3.6). In order to reach an average
exchange probability between 10%-20% for replicas at any two neighboring
temperatures, 68 replicas at temperatures increasing according to an expo-
nential distribution were simulated for the cellulose-water system and 60 such
replicas were simulated for the cellulose-BmimCl system. Both systems were
run over 100 ns resulting in a total simulation time of around 13 µs for the
REMD study.
The cellulose configurational entropy was calculated using the quasi-harmonic
method with corrections derived by Di Nola[172] as given in equation (3.10).
The entropy was evaluated in torsional space resulting in 120 degrees of free-
dom for the entire cellulose decamer. In these, and all other profiles, mean
values were computed as block averages over the simulation time and error
bars (if given) correspond to one standard deviation.
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