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1. Introduction
Understanding of spatial and temporal behaviors of interaction species in ecological systems is a center issue in pop-
ulation ecology. One aspect of great interest for a model with multispecies interactions is whether the involved species
can persist or even stabilize at a coexistence steady state. When the species are homogeneously distributed, this would
be indicated by a constant positive solution of an ordinary differential equation system. In the spatially inhomogeneous
case, the existence of a noconstant time-independent positive solution, also called stationary pattern, is an indication of the
richness of the corresponding partial differential equation dynamics. In recent years, stationary pattern induced by diffu-
sion has been studied extensively, and many important phenomena have been observed (see [4,9–11,13,14,20–26,28,31] and
references therein).
In this paper, we consider the following semilinear elliptic system with Holling type-II functional response and Dirichlet
boundary condition
−d1U = U
(
1− U
k
)
− mUV
U + 1 in Ω,
−d2V = −θV + mUV
U + 1 in Ω,
U = V = 0 on ∂Ω. (1.1)
Here Ω is a bounded domain in RN (N  1 is an integer) with a smooth boundary ∂Ω . The two unknown functions U (x)
and V (x) represent the spatial distribution density of the prey and predator, respectively. The constants d1,d2 > 0 are the
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of the predator, and m can be regarded as the measure of the interaction strength between the two species. We remark that
problem (1.1) with homogeneous Neumann boundary condition was discussed in [25,30] recently.
For simplicity, we make the following transformation
u = U
kd1
, v = V , a = 1
d1
, b = m
kd21
, e = 1
kd1
, c = θ
d2
, d = m
d2
.
Then the parameters a, b, c, d, e are all positive and (1.1) takes the following form
−u = u(a − u)− buv
u + e in Ω,
−v = −cv + duv
u + e in Ω,
u = v = 0 on ∂Ω. (1.2)
We consider the more general case of (1.2) in this paper, that is, the parameters a, b, d, e are positive and c ∈ R.
Throughout this paper, a solution (u, v) of (1.2) is called a coexistence state if u(x) > 0, v(x) > 0 for all x ∈ Ω and
∂u/∂νx (x) < 0, ∂v/∂νx (x) < 0 for all x ∈ ∂Ω , where νx stand for the outward unit norm to Ω at x.
In order to give our main result, we ﬁrst introduce some notations.
For each q ∈ Cα(Ω) (0<α < 1), let λ1(q) denote the principle eigenvalue of the following eigenvalue problem
−u + q(x)u = λu in Ω,
u = 0 on ∂Ω, (1.3)
and denote λ1(0) by λ1 for simplicity. It is well known that λ1(q) is strictly increasing in the sense that q1(x) q2(x) and
q1(x) ≡ q2(x) implies λ1(q1) < λ1(q2) (see [3,29]).
Denote Θ(ρ(x)) with Θ(ρ(x))maxx∈Ω ρ(x) be the unique positive solution of the following equation
−φ = φ(ρ(x)− φ) in Ω,
φ = 0 on ∂Ω (1.4)
where ρ(x) ∈ Cα(Ω) (0<α < 1) is a positive function, and the solution of (1.4) exists if and only is λ1(−ρ) < 0 (see [2,23]).
Subsequently, we use Θ instead of Θ(a) for simplicity.
Finally, we remark that the existence of coexistence states for classical Lotka–Volterra model with diffusion was char-
acterized by J. López-Gómez and R. Pardo in [16]. In this paper, we extend some of the techniques originally developed
by [16] to deal with model (1.2) and our main ﬁnding reads as follows.
Theorem 1.1. (1.2) admits a coexistence state if and only if a > λ1 and −λ1 < c < −λ1(− dΘΘ+e ). Moreover, if we regard to ’c’ as the
main continuation parameter of (1.2), then there exists an unbounded component C+ ⊂ R × C10(Ω) of the set of coexistence states
of (1.2) such that
(c,u, v) =
(
−λ1
(
− dΘ
Θ + e
)
,Θ,0
)
∈ C+ and PcC+ =
(
−λ1,−λ1
(
− dΘ
Θ + e
))
,
where Pc stands for the projection operator into the c-component of the tern.
In the remaining of this paper, we shall carry out the detailed proof of Theorem 1.1. Some preliminaries are prepared in
Section 2 and the proofs of Theorem 1.1 are given in Section 3.
2. Some preliminaries
In this section, we give some fundamental theorems, especially some degree theorems, which play an important role in
the paper.
Theorem 2.1. (See [6,13,29].) For q ∈ Cα(Ω) (0<α < 1) and p be a suﬃciently large number such that p > q(x) for all x ∈ Ω , deﬁne
a positive and compact operator L := (− + p)−1(p − q(x)) : C10(Ω) → C10(Ω). Denote the spectral radius of L by r(L). Then we
have
(a) λ1(q) > 0 ⇔ r(L) < 1;
(b) λ1(q) < 0 ⇔ r(L) > 1;
(c) λ1(q) = 0 ⇔ r(L) = 1.
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Theorem 2.4 of [1] and Theorem 11.10 of [27] (see also [2,3,6,7,23]):
Theorem 2.2. Let q(x) ∈ L∞(Ω) and φ  0, φ ≡ 0 in Ω with φ = 0 on ∂Ω . Then we have:
(a) If 0 ≡ −φ + q(x)φ  0, then λ1(q) < 0;
(b) If 0 ≡ −φ + q(x)φ  0, then λ1(q) > 0;
(c) If −φ + q(x)φ ≡ 0, then λ1(q) = 0.
Consider the following single equation:
−u = u f (x,u) in Ω,
u = 0 on ∂Ω, (2.1)
where Ω is a bounded domain in RN with smooth boundary ∂Ω . Assume that the function f (x,u) : Ω × [0,∞) → R
satisﬁes the following hypotheses:
(H1) f (x,u) is Cα-function in x, where 0<α < 1.
(H2) f (x,u) is C1-function in u with fu(x,u) < 0 for all (x,u) ∈ Ω × [0,∞).
(H3) f (x,u) 0 in Ω × [C,∞) for some positive constant C .
Theorem 2.3. (See [2,23].)
(i) The non-negative solution u(x) of (2.1) satisﬁes u(x) C for all x ∈ Ω;
(ii) If λ1(− f (x,0)) 0, then (2.1) has no positive solutions. Moreover, the trivial solution u(x) = 0 is globally asymptotically stable;
(iii) If λ1(− f (x,0)) < 0, then (2.1) has a unique positive solution which is globally asymptotically stable. In this case, the trivial
solution u(x) = 0 is unstable.
Now, we state the ﬁxed point index theory, which is a fundamental tool in our proofs.
Let E be a Banach space and W ⊂ E is a closed convex set. W is called a total wedge if γW ⊂ W for all γ  0 and
W − W = E . For y ∈ W, deﬁne Wy = {x ∈ E: y + γ x ∈ W for some γ > 0} and S y = {x ∈ Wy: −x ∈ Wy}. Then Wy is
a wedge containing W, y, −y, while S y is a closed subset of E containing y. Let T be a compact linear operator on E
which satisﬁes T (Wy) ⊂ Wy . We say that T has property a on Wy if there is a t ∈ (0,1) and an ω ∈ WyS y such that
(I − tT )ω ∈ S y . Let A : W → W is a compact operator with a ﬁxed point y ∈ W and A is Fréchet differentiable at y. Let
L = A′(y) be the Fréchet derivative of A at y. Then L maps Wy into itself. We denote by degW(I − A, D) the degree of
I − A in D relative to W, indexW(A, y) the ﬁxed point index of A at y relative to W.
The following theorem follows from Lemma 4.1 of [15] (see also [8,13,26]).
Theorem 2.4. Assume that I − L is invertible on Wy . Then we have:
(i) If L has property a on Wy , then indexW(A, y) = 0;
(ii) If L does not have property a on Wy , then indexW(A, y) = (−1)σ , where σ is the sum of multiplicities of all eigenvalues of L
which is greater than 1.
3. Existence of coexistence state of (1.2)
The proof of Theorem 1.1 follows from a series of preparatory results. We ﬁrst give a lemma which is about the necessary
condition for (1.2) has a coexistence state.
Lemma 3.1. If model (1.2) has a coexistence state, then a > λ1 and −λ1 < c < −λ1(− dΘΘ+e ).
Proof. Assume (u¯, v¯) is a coexistence state of (1.2). Then it is obvious that a > λ1 and 0< u¯ <Θ . Since (u¯, v¯) satisﬁes
−v¯ = −cv¯ + du¯v¯
u¯ + e in Ω,
v¯ = 0 on ∂Ω, (3.1)
one has
0= λ1
(
c − du¯¯
)
> λ1
(
c − dΘ
)
= c + λ1
(
− dΘ
)
,u + e Θ + e Θ + e
558 J. Zhou, C. Mu / J. Math. Anal. Appl. 369 (2010) 555–563and
0= λ1
(
c − du¯
u¯ + e
)
< λ1(c) = c + λ1.
So, −λ1 < c < −λ1(− dΘΘ+e ). The proof of Lemma 3.1 is completed. 
In order to prove that a > λ1 and −λ1 < c < −λ1(− dΘΘ+e ) are suﬃcient conditions so that (1.2) has a coexistence state,
we will use ﬁxed point index theorem. So, next, we will give an a priori estimates for the coexistence state of (1.2).
Theorem 3.2. Assume c > −λ1 , then any coexistence state (u, v) of (1.2) has a priori bounds:
u(x) a, v(x) a(a + c)d
b
∥∥(−+ c)−1(1)∥∥C(Ω).
Proof. From (1.2), we see u satisﬁes
−u  u(a − u) in Ω,
u = 0 on Ω. (3.2)
So, u(x) a by maximum principle. By a direct calculation, we ﬁnd from (1.2) that
−
(
v + d
b
u
)
= −cv + duv
u + e +
d
b
u(a − u)− duv
u + e
= −cv + d
b
u(a − u)
= −c
(
v + d
b
u
)
+ d
b
u(a + c − u),
and hence,
(−+ c)
(
v + d
b
u
)
= d
b
u(a + c − u).
Therefore, a+ c > 0, for as, if a+ c  0, then (−+ c)(v+ db u) < 0, which implies v+ db u < 0, a contradiction. Consequently,
a + c > 0 is necessary for the existence of a coexistence state and, in such case
v  v + d
b
u  (−+ c)−1
[
d
b
u(a + c − u)
]
= a(a + c)d
b
(−+ c)−1(1) a(a + c)d
b
∥∥(−+ c)−1(1)∥∥C(Ω).
The proof of Theorem 3.2 is completed. 
We introduce the following notations:
E = C10(Ω)× C10(Ω),
W = K × K , where K = {φ ∈ C10(Ω): φ  0 in Ω},
D = {(u, v) ∈ W: u  a + 1, v  Q + 1},
where Q  a(a+c)db ‖(−+ c)−1(1)‖C(Ω) .
From Theorem 3.2, we see that the non-negative solution of (1.2) must be in D. Take p suﬃciently large positive constant
with p >max{a + bQ /e, c}, such that u(a − u)− buvu+e + pu and −cv + duvu+e + pv are respectively monotone increasing with
respect to u and v for all (u, v) ∈ [0,a] × [0, Q ].
Deﬁne a positive and compact operator A : E → E by
A(u, v) = (−+ p)−1
(
u(a − u)− buvu+e + pu
−cv + duvu+e + pv
)
.
Remark 3.3. (i) Note (1.2) is equivalent to (u, v) = A(u, v) by elliptic regularity [12], and therefore it is suﬃcient to prove
A has a positive ﬁxed point in D to show that (1.2) has a positive solution.
(ii) If A has a positive ﬁxed point (u, v) in D, then (u, v) is a coexistence state of (1.2) (since u(x) > 0, v(x) > 0 for all
x ∈ Ω and ∂u/∂νx (x) < 0, ∂v/∂νx (x) < 0 for all x ∈ ∂Ω by strong maximum principle [17,18]).
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(i) degW(I − A,D) = 1;
(ii) indexW(A, (0,0)) = 0.
Proof. (i) It is easy to see that A has no ﬁxed point on ∂D, so the degW(I − A,D) is well deﬁned. For ϑ ∈ [0,1], we deﬁne
a positive and compact operator Aϑ : E → E by
Aϑ(u, v) = (−+ p)−1
(
ϑu(a − u − bvu+e )+ pu
ϑv(−c + duu+e )+ pv
)
,
then A1 = A. For each ϑ , a ﬁxed point of Aϑ is a solution of the following problem
−u = ϑu
(
a − u − bv
u + e
)
in Ω,
−v = ϑv
(
−c + du
u + e
)
in Ω,
u = v = 0 on ∂Ω. (3.3)
Similar to the prove of Theorem 3.2, we see that the ﬁxed point (u, v) of Aϑ satisﬁes u  a and v  Q for each ϑ ∈ [0,1].
So, Aϑ has no ﬁxed point on ∂D, then degW(I −Aϑ ,D) is well deﬁned and degW(I −Aϑ ,D) is independent of ϑ . Therefore,
degW(I − A,D) = degW(I − A1,D) = degW(I − A0,D).
Note that (3.3) has only the trivial solution (0,0) when ϑ = 0. Set
L = A′0(0,0) = (−+ p)−1
(
p 0
0 p
)
.
Assume that L(ξ1, ξ2) = (ξ1, ξ2) for some (ξ1, ξ2) ∈ W(0,0) = K × K . It is easy to see (ξ1, ξ2) = (0,0). Thus, I −L is invertible
on W(0,0) . Since λ1 > 0, we see r(L) < 1 by Theorem 2.1. This implies that L does not have property a. So, by Theorem 2.4,
we get
degW(I − A,D) = degW(I − A0,D) = indexW
(
A0, (0,0)
)= 1.
(ii) Observe that A(0,0) = (0,0). Let L = A′(0,0), then
L = A′(0,0) = (−+ p)−1
(
a + p 0
0 −c + p
)
.
Assume L(ξ1, ξ2) = (ξ1, ξ2) for some (ξ1, ξ2) ∈ W(0,0) , then
−ξ1 = aξ1 in Ω,
ξ1 = 0 on ∂Ω, (3.4)
−ξ2 = −cξ2 in Ω,
ξ2 = 0 on ∂Ω. (3.5)
If ξ1 = 0, then a = λ1, which is contradict to λ1 < a. Similarly, since c > −λ1, we see ξ2 = 0. So, (ξ1, ξ2) = (0,0). Thus, I − L
is invertible on W(0,0) .
Since a > λ1, by Theorem 2.1, we see ra  r[(− + p)−1(a + p)] > 1, and ra is the principle eigenvalue of the operator
(− + p)−1(a + p) with a corresponding eigenfunction φa > 0. Since S(0,0) = {(0,0)}, we see (φa,0) ∈ W(0,0)S(0,0) . Set
ta = r−1a , then (I− taL)(φa,0) = (0,0) ∈ S(0,0) . This shows that L has property a. Thus indexW(A, (0,0)) = 0 by Theorem 2.4.
The proof is completed. 
Next, we give the index of the semitrivial solution (Θ,0) of (1.2).
Lemma 3.5. Assume that a > λ1 and c > −λ1 , then we have:
(i) if −c > λ1(− dΘΘ+e ), then indexW(A, (Θ,0)) = 0;
(ii) if −c < λ1(− dΘΘ+e ), then indexW(A, (Θ,0)) = 1.
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solutions of (1.2) are (0,0) and (Θ,0) if −c < λ1(− dΘΘ+e ). So by the properties of topological degree [22], we have
degW(I − A,D) = indexW
(
A, (0,0)
)+ indexW(A, (Θ,0)). (3.6)
From Lemma 3.4, we have degW(I − A,D) = 1 and indexW(A, (0,0)) = 0. Then, by (3.6), we have indexW(A, (Θ,0)) = 1.
Next, we give the proof of (i). Observe A(Θ,0) = (Θ,0). Let L = A′(Θ,0), then
L = A′(Θ,0) = (−+ p)−1
(
a − 2Θ + p − bΘ
Θ+e
0 −c + dΘ
Θ+e + p
)
.
Assume L(ξ1, ξ2) = (ξ1, ξ2) for some (ξ1, ξ2) ∈ W(Θ,0) = C10(Ω)× K , then
−ξ1 + (2Θ − a)ξ1 = − bΘ
Θ + e ξ2 in Ω,
−ξ2 − dΘ
Θ + e ξ2 = −cξ2 in Ω,
ξ1 = ξ2 = 0 on ∂Ω. (3.7)
Taking account of ξ2 ∈ K , it follows from the second equation of (3.7) that −c = λ1(− dΘΘ+e ) if ξ2 = 0 by Theorem 2.2. This
is contradict to −c = λ1(− dΘΘ+e ), so ξ2 = 0. Then we get from the ﬁrst equation of (3.7) that
−ξ1 + (2Θ − a)ξ1 = 0 in Ω,
ξ1 = 0 on ∂Ω. (3.8)
If ξ1 = 0, then λ1(2Θ − a) = 0 by Theorem 2.2. On the other hand, λ1(2Θ − a) > λ1(Θ − a) = 0, we get a contradiction.
Therefore, (ξ1, ξ2) = (0,0), and I − L is invertible on W(Θ,0) .
We claim that L has property a on W(Θ,0) . In fact, set
F = (−+ p)−1
(
−c + dΘ
Θ + e + p
)
. (3.9)
Since −c > λ1(− dΘΘ+e ), by Theorem 2.1, we have rc  r(F) > 1 is an eigenvalue of F with a corresponding eigenfunction
φc > 0. Since S(Θ,0) = C10(Ω)× K , we see (0, φc) ∈ W(Θ,0)S(Θ,0) . Set tc = r−1c ∈ (0,1), then
(I − tcL)
(
0
φc
)
=
(
0
φc
)
− tc(−+ p)−1
( [− bΘ
Θ+e ]φc
[−c + dΘ
Θ+e + p]φc
)
=
(
(−+ p)−1[ tcbΘ
Θ+e ]φc
0
)
∈ S(Θ,0).
This proves that L has property a. Therefore, indexW(A, (Θ,0)) = 0. The proof of Lemma 3.5 is completed. 
Now, we can prove a > λ1 and −λ1 < c < −λ1(− dΘΘ+e ) is the suﬃcient condition for (1.2) has a coexistence state.
Lemma 3.6. If a > λ1 and −λ1 < c < −λ1(− dΘΘ+e ), then model (1.2) has a coexistence state.
Proof. If a > λ1 and −λ1 < c < −λ1(− dΘΘ+e ), by Lemmas 3.4 and 3.5, we have
degW(I − A,D)− indexW
(
A, (0,0)
)− indexW(A, (Θ,0))= 1.
Hence (1.2) has at least one coexistence state by Kronecker’s existence theorem [22]. The proof of Lemma 3.6 is com-
pleted. 
From Lemmas 3.1 and 3.6, we get the following theorem, which is about the necessary and suﬃcient condition for (1.2)
has a coexistence state.
Theorem 3.7.Model (1.2) has a coexistence state if and only if a > λ1 and −λ1 < c < −λ1(− dΘΘ+e ).
Next, we give a lemma which is about the local bifurcation from (Θ,0) and the proofs follows straight from the proof of
[19, Theorem 7.2.2] and the main theorem of [5].
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of (1.2) and it is the unique bifurcation value to coexistence state from (Θ,0). Moreover, when 0< s  1, the bifurcation coexistence
state (c(s),u(s), v(s)) from (−λ1(− dΘΘ+e ),Θ,0) has the form
−c(s) = λ1
(
− dΘ
Θ + e
)
+ c1s + O
(
s2
)
,
u(s) = Θ − sΨ − O (s2),
v(s) = sΦ + O (s2), (3.10)
where Ψ = (−− a+ 2Θ)−1[ bΘ
Θ+eΦ], and Φ is the positive eigenfunction corresponding to c = −λ1(− dΘΘ+e ) of the following eigen-
value problem with
∫
Ω
Φ2 = 1:
−ϕ − dΘ
Θ + eϕ = −cϕ in Ω,
ϕ = 0 on ∂Ω. (3.11)
By substituting (c(s),u(s), v(s)) into the second equation of (1.2), we have
c1 =
∫
Ω
[(−λ1(− dΘΘ+e ))(Θ + e)2 − dΘ(Θ + e)+ deΦΨ ]dx∫
Ω
(Θ + e)2Φ dx .
Next we give the result about global bifurcation.
Lemma 3.9. Under the assumptions in Lemma 3.8, there exists an unbounded component C+ of the set of coexistence states of (1.2)
such that (−λ1(− dΘΘ+e ),Θ,0) ∈ C+ and (c,Θ,0) /∈ C+ if c = −λ1(− dΘΘ+e ).
Proof. Set w = Θ − u, then (1.2) is equivalent to the following problem
−w = w(a − 2Θ + w)+ b(Θ − w)v
Θ + e − w in Ω,
−v = −cv + d(Θ − w)v
Θ + e − w in Ω,
w = v = 0 on ∂Ω. (3.12)
Recall the Banach space E, we introduce the operator F : R × E → E deﬁned through
F(c,w, v) =
(
w
v
)
− (−)−1
(
w(a − 2Θ + w)+ b(Θ−w)v
Θ+e−w
−cv + d(Θ−w)v
Θ+e−w
)
(3.13)
for every (c,w, v) ∈ R×E. Obviously, F(c,0,0) = 0 for all c ∈ R, and by elliptic regularity F(c,w, v) = 0 ⇔ (w, v) is a classic
solution of (3.12).
Subsequently, for every (w, v) ∈ E, we consider
L(c)
(
w
v
)
=
(
w
v
)
− (−)−1
(
a − 2Θ bΘ
Θ+e
0 −c + dΘ
Θ+e
)(
w
v
)
(3.14)
and
N(c,w, v) = −(−)−1
(
w2 + b(Θ−w)v
Θ+e−w − bΘΘ+e v
d(Θ−w)v
Θ+e−w − dΘΘ+e v
)
. (3.15)
It is easy to see that N(c,0,0) = 0 and D(w,v)N(c,0,0) = (0,0). Then, for every c ∈ R,
L(c) = D(w,v)F(c,0,0) (3.16)
and
F(c,w, v) = L(c)
(
w
v
)
+ N(c,w, v), (w, v) ∈ E. (3.17)
Moreover, by the Ascoli–Arzelà theorem, owing to the classical Schauder estimates, it becomes apparent that
R(c) = (−)−1
(
a − 2Θ bΘ
Θ+e
0 −c + dΘ
Θ+e
)(
w
v
)
(3.18)
is a compact linear operator such that L(c) = I − R(c) for all c ∈ R. Consequently, L(c) is Fredholm of index zero.
562 J. Zhou, C. Mu / J. Math. Anal. Appl. 369 (2010) 555–563Then following proof follows from [20, Theorem 1.1]. So, in order to using [20, Theorem 1.1], we must prove all the
assumptions in [20, Theorem 1.1], i.e., the following assumptions:
(HL) L(c) is Fredholm of index zero and the set of values c ∈ R for which L(c) is singular, i.e., such that
dimN
[L(c)] 1 (3.19)
is discrete.
(HN) N ∈ C(R × E,E) is compact on bounded sets and
lim
(w,v)→(0,0)
N(c,w, v)
‖w‖C(Ω) + ‖v‖C(Ω)
= (0,0). (3.20)
(HP) Denote by P the cone of non-negative function of C10(Ω) and P = P × P , then
(c,w, v) ∈ [R × (P{(0,0)})]∩ F−1(0) ⇒ (w, v) ∈ intP. (3.21)
Proof of (HL). According to the proof of Lemma 3.8, the solutions of (3.12) are the zeros of the operator F deﬁned
in (3.13), i.e., are the solutions of
L(c)
(
w
v
)
+ N(c,w, v) =
(
0
0
)
, (3.22)
where L and N are give through (3.14) and (3.15) respectively. We already know that L(c) is Fredholm of index zero.
Moreover, (3.19) holds if and only if there exists (w, v) ∈ E{(0,0)} such that
−w = (a − 2Θ)w + bΘ
Θ + e v in Ω,
−v = −cv + dΘ
Θ + e v in Ω,
w = v = 0 on ∂Ω. (3.23)
Since v = 0 implies
−w = (a − 2Θ)w in Ω,
w = 0 on ∂Ω, (3.24)
and hence w = 0 (If w = 0, we have 0 = λ1(2Θ − a) > λ1(Θ − a) = 0, a contradiction), we must have v = 0. Therefore,
(3.19) holds if and only if −c is an eigenvalue of −− dΘ
Θ+e in Ω . Consequently, the set of singular values of L(c) is indeed
discrete, and hence the assumption (HL) is fulﬁlled.
Proof of (HN). Assumption (HN) follows direct by calculation. We omit here.
Proof of (HP). E can be regarded as an ordered Banach space respect to the order induced by the product cone P, and
similar to the proof of [21, Theorem 2.3], we know that (c,w, v) ∈ [R× (P{(0,0)})] ∩F−1(0) ⇒ w, v > 0 for all x ∈ Ω and
∂w/∂νx (x), ∂v/∂νx (x) < 0 for all x ∈ ∂Ω . Therefore, (3.21) holds and hypothesis (HP) is satisﬁed.
Consequently, we are working within the general frame work of [20]. Like therein, we consider the operator R(c) deﬁned
by (3.18). By the analysis already done, it is easy to check c = −λ1(− dΘΘ+e ) is the unique value of c for which 1 is an
eigenvalue of R(c) to a positive eigenfunction. Moreover,
N
[
L
(
−λ1
(
− dΘ
Θ + e
))]
= N
[
I − R
(
−λ1
(
− dΘ
Θ + e
))]
= span[(Ψ,Φ)]. (3.25)
Finally, it turns out that, for every a > λ1, −λ1 < c < −λ1(− dΘΘ+e ),
R([P{0}]× [P{0}])⊂ intP = int P × int P . (3.26)
Lemma 3.9 follows from [20, Theorem 1.1]. The proof is complete. 
Finally, the next result shows the existence of uniform a priori bounds for coexistence states of (1.2), which has been
proved in Theorem 3.2.
Lemma 3.10. Suppose (u, v) solves (1.2) and −λ1 < c < −λ1(− dΘΘ+e ). Then
v = d
b
[−u + (−+ c)−1(u(a + c − u))]. (3.27)
J. Zhou, C. Mu / J. Math. Anal. Appl. 369 (2010) 555–563 563To complete the proof of Theorem 1.1, we can argue as follows. Suppose −λ1 < c < −λ1(− dΘΘ+e ) and let (u, v) be a
coexistence state of (1.2). Then, by Theorem 3.2, u(x) a for all x ∈ Ω , and hence, owing to Lemma 3.10,
‖v‖C(Ω) 
∥∥∥∥db (−+ c)−1
(
a(a + c))
∥∥∥∥
C(Ω)
, (3.28)
and
lim
c→−λ1
∥∥∥∥db (−+ c)−1
(
a(a + c))
∥∥∥∥
C(Ω)
= ∞. (3.29)
Therefore, according to Lemma 3.9, for every c ∈ (−λ1,−λ1(− dΘΘ+e )), (1.2) admits a coexistence state (u, v) with
(c,u, v) ∈ C+ . Moreover, C+ must bifurcate from inﬁnity at c = −λ1. This concludes the proof of Theorem 1.1.
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