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Time Versus Energy in the Averaged Optimal Coplanar Kepler Transfer towards
Circular Orbits
Bernard Bonnard · Helen C. Henninger ·
Jana Neˇmcová · Jean-Baptiste Pomet
Abstract This article makes a study of the averaged optimal coplanar transfer towards circular orbits. Our ob-
jective is to compare this problem when the cost minimized is transfer time to the same problem when the cost
minimized is energy consumption. While the minimum energy case leads to the analysis of a 2D− Riemannian
metric using the standard tools of Riemannian geometry, the minimum time case is associated with a Finsler met-
ric which is not smooth. Nevertheless a qualitative analysis of the geodesic flow is given in this article to describe
the optimal transfers of the time minimal case.
Keywords Averaging, Optimal control, Low thrust orbit transfer, Geodesic convexity, Riemann-Finsler Geometry
1 Introduction
We consider the controlled Kepler equation describing orbital transfers with low thrust engines, that we normalize
as
q¨ = − q‖q‖3 + u; (1)
the control is constrained by ‖u‖ ≤ ε, where ε is a small parameter. The phase space, or state space, is the one
with coordinates (q, q˙). Let K = 12 ‖q˙‖2 − 1/‖q‖ be the mechanical energy of the uncontrolled system and X be
the elliptic domain:
X = {K < 0, q ∧ q˙ 6= 0} .
For the free motion (u = 0), the solutions that lie in X are ellipses —or more precisely closed curves that project
on the q component as ellipses— and they form a foliation of X .
In this domain, we may chose coordinates (x, l) where x is made of independent first integrals of the uncon-
trolled motion (so that x describes the geometry of the ellipses) and the “longitude” l defines the position of the
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spacecraft on this ellipse; (q, q˙) can be expressed in terms of (x, l) and vice versa. Restricting to the coplanar case,
where q and q˙ have dimension 2 and x has dimension 3, the system can be written as
x˙ =
∑
i=1,2
uiFi(x, l) , l˙ = Ω(x, l) ,
where the control u = (u1, u2) is the coordinates of the original acceleration u in some frame F1, F2, e.g., the
tangential/normal frame (the vector fields F1, F2 are another basis of the distribution spanned by ∂/∂q˙1, ∂/∂q˙2
in the original cartesian coordinates). In these coordinates, the free motion is x˙ = 0, l˙ = Ω(x, l); there may be a
control term in l˙ too but we neglect it for clarity.
The energy minimization problem is the one of minimizing a quadratic criterion
∫ ‖u‖2dt for fixed initial and
final value of x, and free l; it was analyzed from the averaging point of view in a series of articles [8,9], [12,11],
[4]. The Pontryagin maximum principle yields (for any type of cost: energy, final time or others) an Hamiltonian
on the cotangent bundle of the state space with the property that a minimizing trajectory must be the projection of
an integral curve of the Hamiltonian vector field. For energy minimization, this Hamiltonian is
H(x, p, l) = 12 (H1(x, p, l)
2 +H2(x, p, l)
2)
where Hi(x, p, l) = 〈 p, Fi(x, l)〉 are the Hamiltonian lifts of the vector fields Fi and p is the vector of costate
variables of the same dimension as the state vector.
As the bound ε tends to zero, the time needed to reach a given orbit tends to infinity. During this very long
time, the variable x move slowly because the control is small while variables like l move fast thanks to the term
Ω; this yields ill conditioned integration if numeric methods are used. It may be shown that there is an average
Hamiltonian
H(x, p) =
1
2pi
∫ 2pi
0
$(x, l)H(x, p, l)dl ,
with$ some weight function to be determined, that eliminates the fast variable l and whose Hamiltonian flow gives
a remarkably good approximation of the movement of x in the original system if ε is indeed small. It sometimes
leads to explicit formulas, and is anyway much better conditioned numerically because the fast variable has been
eliminated.
We shall recall briefly these facts but are more interested in studying qualitatively this new Hamiltonian. We
refer the reader to [1, §52] (although no control is considered there) for details on this approximation and its
validity. It turns out that it is quadratic definite positive with respect to p and hence derives from a Riemannian
metric on X; furthermore, the coefficients of this metric can be explicitly computed. In the coplanar case the
geodesic flow is Liouville integrable and the metric associated to a subproblem related to transfer from an arbitrary
orbit (in X) to a circular one is even flat: in suitable coordinates the minimizing solutions are straight lines [4].
Moreover this result is still true if the thrust is oriented only in the tangential direction [5].
The same averaging technique can be applied in the minimum time case. The non averaged Hamiltonian reads√
H21 (x, p, l) +H2(x, p, l)
2 and again an averaged Hamiltonian may be constructed:
H(x, p) =
1
2pi
∫ 2pi
0
$(x, l)
√
H21 (x, p, l) +H2(x, p, l)
2 dl .
Like in the energy case, this Hamiltonian derives from a metric onX , i.e. the data of a norm on each tangent space
to X; however, unlike in the energy case and as observed in the article [3], these norms are not associated with
inner products on these tangent spaces —this defines a Finsler metric [2], not necessarily Riemannian— and are
not everywhere smooth. Technical problems involved in going from Riemannian to non smooth Finsler geometry
make the computations of time minimal transfer towards circular orbits a complicated problem.
The objective of this article is to make a preliminary qualitative description of the time minimum transfers
and to compare them with the energy minimum ones: section 2 recalls the equations and the computation of the
average Hamiltonians; section 3 recalls the results from [4,5] on the minimum energy problem; section 4 provides
a new analysis of the minimum time problem, for transfers to circular orbits, and in particular proves that the
elliptic domain is geodesically convex in this case; section 5 explains why that proof fails in the minimum energy
problem, which is consistent with the non-convexity mentioned in [4].
2
2 Preliminaries
2.1 Hamiltonian formalism, Pontryagin maximum principle
The goal of this paper is to study some Hamiltonian systems associated to optimal control problems. For the sake
of self containedness, let us sketch the relation to the optimal control problems.
Consider the smooth control system x˙ = f(x, u, t) for x ∈ X , an n-dimensional manifold, t ∈ R and
u ∈ B ⊂ R`.
An optimal control problem on X associated with the control system x˙ = f(x, u, t) is, for instance, the
problem of finding relative to the given points x0, xT the trajectory x(·) and control u(·), and possibly the final
time T if it is not specified, such that
x˙ = f(x, u, t), x ∈ X, (u1, u2, ..., u`) ∈ B ⊂ R`
x(0) = x0, x(T ) = xT
J = ∫ T
0
L(x(t), u(t))dt→ Min.
(2)
We call “minimum time” the problem where L(x, u) = 1 and T is free, and “minimum energy” the one where T
is fixed and L(x, u) = ‖u‖2.
The Hamiltonian of the optimal control problem (2) is the function
H(x, p, u, p0, t) = p0L(x, u) + 〈 p, f(x, u, t)〉
where p is a vector of costate variables (the adjoint vector) of the same dimension as the state variables x(t), and
p0 is either 0 or−1. The Pontryagin maximum principle [15] (see also [6, Chap. 6] for applications to the problems
we consider here) is a powerful necessary condition for optimality, that states the following: if (x(·), u(·)) is an
optimal trajectory-control pair of the above optimal control problem on a time interval [0, T ], then it can be lifted
to a parameterized curve t 7→ (x(t), p(t)) on the cotangent bundle T ?X (p is the adjoint vector, or the vector of
costate variables) that satisfies, for almost all time and either for p0 = 0 or for p0 = −1,
x˙(t) =
∂H
∂p
(x(t), p(t), u(t), p0, t) = f(x(t), u(t), t)
p˙(t) = −∂H
∂p
(x(t), p(t), u(t), p0, t) (3)
and, for almost all t, H(x(t), p(t), u(t), p0, t) is the maximum of H(x(t), p(t), u, p0, t) with respect to u ∈ B.
The solutions where p0 = 0 are called abnormal. Let us assume p0 = −1.
In the problems we consider here, we are in the nice situation where for all (x, p, t), or almost all (x, p, t),
there is a unique u?(x, p, t) such that
H(x, p, t) = H(x, p, u?(x, p, t),−1, t) = max
u∈B
H(x, p, u,−1, t)
(the second equality is a property of u?(x, p, t); the first equality is the definition of H from H and u?). In that
case, one may sum up the above in the following way: if (x(·), u(·)) is an optimal trajectory, then x(.) may be
lifted to a solution of the Hamiltonian vector field associated to H on T ?X:
x˙ =
∂H
∂p
(x, p, t), p˙ = −∂H
∂x
(x, p, t). (4)
The situation is even nicer if u? is a smooth function of x, p, t; if not, one must be careful about existence and
uniqueness of solutions of solutions to this differential equation.
We kept the above time-varying system because we will encounter time-periodic Hamiltonians that we average
with respect to time, or with respect to a variable that we may view as a new time.
3
2.2 Coordinates
First of all, we recall the equations describing the planar controlled Kepler problem in the elliptic case (mechanical
energy K is negative).
If we chose as coordinates (n, ex, ey, l) where n is the mean movement (n =
√
1/a3 = (−2K)3/2; a is the
semi-major axis), (ex, ey) are the coordinates of the eccentricity vector in a fixed frame and l is the “longitude”,
or the polar angle with respect to a fixed direction, then the elliptic domain is given by {n > 0, ex2 + ey2 < 1}.
The control system is described by the Gauss equations, where ut, un are the coordinates of the control in the
tangential-normal frame:
n˙ = −3n2/3
√
1 + 2 (ex cos l + ey sin l) + ex2 + ey2√
1− ex2 − ey2
ut (5a)
e˙x = n
−1/3
√
1− ex2 − ey2√
1 + 2 (ex cos l + ey sin l) + ex2 + ey2
×
[
2 (cos l + ex)ut − sin l + 2 ey + 2exey cos l − (ex
2 − ey2) sin l√
1− ex2 − ey2
un
]
(5b)
e˙y = n
−1/3
√
1− ex2 − ey2√
1 + 2 (ex cos l + ey sin l) + ex2 + ey2
×
[
2 (sin l + ey)ut − cos l + 2 ex + (ex
2 − ey2) cos l + 2exey sin l√
1− ex2 − ey2
un
]
(5c)
l˙ = n
(1 + ex cos l + ey sin l)
2
(1− e2)3/2 . (5d)
Instead of ex, ey , it will be more convenient to use the eccentricity e and the argument of the pericenter ω (not
defined if e = 0), defined by
ex = e cosω, ey = e sinω . (6)
The equations become:
n˙ = − 3n
2/3
√
1− e2
[√
1 + 2e cos v + e2 ut
]
(7a)
e˙ =
√
1− e2
3
√
n
1√
1 + 2e cos v + e2
[
2(e+ cos v)ut − sin v 1− e
2
1 + e cos v
un
]
(7b)
ω˙ =
√
1− e2
e 3
√
n
1√
1 + 2e cos v + e2
[
2 sin v ut +
2e+ cos v + e2 cos v
1 + e cos v
un
]
(7c)
l˙ = n
(1 + e cos v)2
(1− e2)3/2 . (7d)
The angle v is the true anomaly
v = l − ω. (8)
In these coordinates, the elliptic domain is
X = {x = (n, e, ω) , n > 0, 0 ≤ e < 1, ω ∈ S1} . (9)
Remark 1 (Transfer towards a circular orbit) In the transfer “towards a circular orbit” (or merely if we do not take
into account the direction of the semi-major axis during the transfer), we may use these coordinates although they
are singular at e = 0, because the variable ω may simply be ignored; this is possible because it is a cyclic variable,
i.e. it does not influence the evolution of the other variables (n, e, v). In the variables (n, e), the elliptic domain is:
X = {(n, e), 0 < n < +∞, −1 < e < 1} . (10)
The fact that negative values of e are allowed comes from identifying (−e, ω) with (e, ω + pi), or, equivalently,
considering that (ex, ey) (see (6)) lies on a line of fixed arbitrary direction instead of a half-line. This line may for
instance be {ey = 0}, and X is then identified with {(n, ex, ey), n > 0,−1 < e < 1, e = ex, ey = 0}.
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Equations (7a)-(7d) read:
x˙ =
∑
1≤i≤2
ui Fi(x, l), l˙ = Ω(x, l) (11)
where u1, u2 stand for un, ut, x = (n, e, ω), the vectors F1, F2 are readily obtained from (7a)-(7c), and
Ω(x, l) = n
(1 + e cos(l − ω))2
(1− e2)3/2 . (12)
One way to introduce averaging is to use the so-called “mean eccentric anomaly”. The eccentric anomaly is
E, related to e and v by
tan
v
2
=
√
1 + e
1− e tan
E
2
(13)
and the mean eccentric anomaly is E − e sinE; the Kepler equation (third Kepler law) implies that, when the
control is zero,
E − e sinE = n t ,
t = 0 being the time at the pericenter. Introducing (see for instance [6, sec. 3.6.3])
x0 = (E − e sinE)/n ,
one has x˙0 = 1 if u = 0, i.e. the variable x0 behaves like time modulo an additive constant; this is an implemen-
tation of the flow-box theorem. In the coordinates (x, x0), the system becomes
x˙ =
∑
i=1,2
uiF̂i(x, x0), x˙0 = 1 +
∑
i=1,2
uiGi(x, x0).
Due to the implicit relation between E and x0, the practical derivation of such equations is complicated, but
they will be useful in formally identifying averaging with respect to l ∈ [0, 2pi] and averaging with respect to
t ∈ [0, 2pi/n].
We define the Hamiltonian lifts (i = 1, 2):
Hi(x, p, l) = 〈p, Fi(x, p, l)〉 , Ĥi(x, p, x0) = 〈p, F̂i(x, p, x0)〉 . (14)
2.3 Averaging
Using the previous equations and rescaling the control with u = εv to introduce the small parameter, the trajecto-
ries parameterized by x0 are solutions of
dx
dx0
=
ε
∑
i=1,2 viF̂i(x, x0)
1 + ε
∑
i=1,2 viGi(x, x0)
,
which is approximated for small ε by
dx
dx0
= ε
∑
i=1,2
viF̂i(x, x0).
For this system, we consider the following minimization problems:
• Energy : min
v
ε2
∫ x0
0
∑
i=1,2
v2i dt
• Time : min
v
x0, ‖v‖ ≤ 1.
Applying the Pontryagin maximum principle leads to the following respective Hamiltonians (normal case in
the energy minimization problem),
He(x, p, x0) =
∑
i=1,2
Ĥi(x, p, x0)
2 , Ht(x, p, x0) =
√∑
i=1,2
Ĥi(x, p, x0)2 , (15)
where the lifts Ĥi, defined by (14), are periodic with respect to x0 with period 2pi/n.
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Remark 2 (Tangential thrust) If the normal component un is forced to be zero, there is a single term in the sums
in (15), and these equations become He = Ĥ21 , Ht =
∣∣∣Ĥ1∣∣∣. The considerations in the present section are
valid both in the full control case and in the “tangential thrust” case.
The respective averaged Hamiltonians are
He(x, p) =
n
2pi
∫ 2pi/n
0
He(x, p, x0)dx0 (16)
Ht(x, p) =
n
2pi
∫ 2pi/n
0
Ht(x, p, x0)dx0 . (17)
(for ease of notation we use He, Ht to represent both the Hamiltonians and the averaged Hamiltonians, although
the inputs into these functions are different). These may be re-computed in terms of H1, H2. Unlike when Ĥ1, Ĥ2
are used in the computation, using the Hamiltonian lifts H1, H2 allows for an explicit expression of the averaged
Hamiltonians He(x, p), Ht(x, p). Making the change of variables x0 = Ξ(e, ω, l) —with Ξ deduced from x0 =
(E − e sinE)/n, (13) and (8)— in the integral, and using the facts that ∂Ξ/∂l = 1/Ω(x, l) and
Ĥe(x, p,Ξ(e, ω, l)) = He(x, p, l) , Ĥt(x, p,Ξ(e, ω, l)) = Ht(x, p, l) ,
then, using (12),
He(x, p) =
(1− e2)3/2
2pi
∫ 2pi
0
∑
i=1,2
Hi(x, p, l)
2
 dl
(1 + e cos(l − ω))2 (18)
Ht(x, p) =
(1− e2)3/2
2pi
∫ 2pi
0
√∑
i
Hi(x, p, l)2
dl
(1 + e cos(l − ω))2 . (19)
Remark 3 In the original system, the control is “small” (parameter ε). The average system that we study in the
next sections can be seen as a limit as ε→ 0.
The smaller ε is, the better the average system approximates the real system, but neither the results of this
paper not any analysis or simulation in the next sections depend on the size of ε, that is on the magnitude of the
thrust.
Singularities. Let us explain how the non smoothness is a result of the averaging of singularities of a control
system. Consider the time minimal control problem for a generic smooth system of the form
x˙ = F0(x) +
∑
i=1,m
uiFi(x), ‖u‖ 5 1.
Moreover assume for simplicity that the control distribution D = span{F1, . . ., Fm} is involutive. From the
maximum principle in this case, the extremal control is defined by ui =
Hi(x,p)√∑
iH
2
i (x,p)
where Hi(x, p) are the
Hamiltonian lifts of Fi(x). More complicated extremals are related to the switching surface Σ : Hi = 0. Observe
that in the single-input case the control is given by u1 = signH1(x, p) and meeting the surface Σ transversally
corresponds to a regular switching. This can be generalized to the multi-input case. More complicated singularities
can occur in the non transversal case, for instance in relation with singular trajectories of the system (contained by
definition in the surface Σ) [7].
3 The analysis of the averaged systems for minimum energy
First of all we recall the results from the energy case [4] . The energy minimization problem is expressed as∫ lf
0
(
u21(t) + u
2
2(t)
)
dt→ Min,
where we fix the final cumulated longitude lf (this is slightly different from fixing the transfer time).
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3.1 The coplanar energy case
In this case the averaged system can be computed explicitly by quadrature, and we have the following proposition.
Proposition 1 In the coordinates (n, e, ω) the averaged Hamiltonian (up to a positive scalar) is given by
He =
1
n5/3
[18n2p2n + 5(1− e2)p2e +
5− 4e2
e2
p2ω] (20)
where the singularity e = 0 corresponds to circular orbits. In particular (n, e, ω) are orthogonal coordinates for
the Riemannian metric associated to H , namely
g =
1
9n1/3
dn2 +
2n5/3
5(1− e2)de
2 +
2n5/3
5− 4e2 dω
2.
Further normalizations are necessary to capture the main properties of the averaged orbital transfer.
Proposition 2 In the elliptic domain we set
r =
2
5
n5/6, ϕ = arcsin e
and the metric is isometric to
g = dr2 +
r2
c2
(dϕ2 +G(ϕ)dω2)
where c =
√
2/5 and G(ϕ) = 5 sin
2 ϕ
1+4 cos2 ϕ .
3.2 Transfer towards circular orbits
As noticed in Remark 1, for such transfers we may ignore the cyclic variable ω and allow negative e. In this case,
the elliptic domain is the X given by (10). The metric above then reduces to
g = dr2 + r2dψ2 , with ψ = ϕ/c
defined on the domain {(r, ψ), 0 < r < +∞,− pi2c < ψ < pi2c}; it is a polar metric isometric to the flat metric
dx2 +dz2 if we set x = r sinψ and z = r cosψ. Flatness in the original coordinates can be checked by computing
the Gauss curvature. We deduce the following theorem:
Theorem 1 The geodesics of the averaged coplanar transfer towards circular orbits are straight lines in the
domain X (see (10)) in suitable coordinates, namely
x =
23/2
5
n5/6 sin(
1
c
arcsin e), z =
23/2
5
n5/6 cos(
1
c
arcsin e)
with c =
√
2/5. Since c < 1, the domain is not (geodesically) convex and the metric is not complete.
Remark 4 (Tangential thrust) The properties of theorem 1 are still true when the thrust is only in the tangential
direction except that the metric has a singularity at e = 1. The formula is
g =
1
9n1/3
dn2 +
(1 +
√
1− e2)n5/3
4(1− e2)
[
1√
1− e2 de
2 + e2 dω2
]
.
We may slightly twist the previous coordinates using e = sinϕ
√
1 + cos2 ϕ to get the normal form dr2 +
(r2/ct)( dϕ
2 + Gt(ϕ) dω
2), ct = c
2 = 2/5, Gt(ϕ) = sin
2 ϕ( 1−(1/2) sin
2 ϕ
1−sin2 ϕ )
2.
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4 The analysis of the averaged systems for minimum time
4.1 The Hamiltonian
We compute Ht according to (19). The functions Hi, i = 1, 2 depend on n, e, ω, pn, pe, pω, l. Since we only
consider transfer towards a circular orbit, we set pω = 0 and define h1, h2 by
hi(n, e, pn, pe, v) = Hi(n, e, ω, pn, pe, 0, ω + v) . (21)
The right-hand side does not depend on the cyclic variable ω, see Remark 1. From here on we will use the
subscripts 1 and 2 to denote respectively the tangential and normal directions, rather than t and n, for ease of
notation. From (7), we get
h1 = n
−1/3
(
−3n pn
√
1 + 2e cos v + e2√
1− e2 + 2pe
(e+ cos v)
√
1− e2√
1 + 2e cos v + e2
)
(22a)
h2 = −n−1/3 pe sin v (1− e
2)3/2
(1 + e cos v)
√
1 + 2e cos v + e2
(22b)
Note that ω does not vary in the integral; the integrand has period 2pi with respect to either l or v. This allows us to
make the change of variable l = ω + v in the integral in (19). In the full control case (both tangential and normal
control), the sum in (19) contains two terms, and we obtain
Ht(n, e, pn, pe) =
(1− e2)3/2
2pi
∫ 2pi
0
√√√√ 2∑
i=1
hi(n, e, pn, pe, v)2
dv
(1 + e cos v)2
, (23)
In the tangential thrust case it only contains h1 —see remark 2— and we get (the superscript 1 in H1t denotes
single input):
H1t (n, e, pn, pe) =
(1− e2)3/2
2pi
∫ 2pi
0
∣∣h1(n, e, pn, pe, v)∣∣ dv
(1 + e cos v)2
. (24)
In order to highlight some properties of these Hamiltonians, we perform a canonical change of coordinates
(n, e, pn, pe) 7→ (λ, ϕ, pλ, pϕ):
n = e3λ , e = sinϕ , pn =
pλ
3n
, pe =
pϕ
cosϕ
followed by taking (ρ, ψ) as polar coordinated for the adjoint vector (pλ, pϕ); we shall never use again the nota-
tions λ, pλ, pϕ and directly write the change as
3n pn = ρ cosψ ,
√
1− e2 pe = ρ sinψ , e = sinϕ , −pi2 < ϕ < pi2 . (25)
Equations (23) and (24) then yield
Ht(n, sinϕ,
ρ cosψ
3n
,
ρ sinψ
cosϕ
) = ρn−1/3 L(ψ,ϕ) (26)
H1t (n, sinϕ,
ρ cosψ
3n
,
ρ sinψ
cosϕ
) = ρn−1/3M(ψ,ϕ) (27)
with L and M some functions C → R, where C is the cylinder
C = {(ψ,ϕ), ψ ∈ (R/2piZ), ϕ ∈ R, −pi
2
< ϕ <
pi
2
} = R/2piZ× (−pi
2
,
pi
2
) . (28)
The expressions of L and M are, taking the eccentric anomaly E as the variable of integration instead of v (see
(13); in particular, dv/(1 + e cos v) = dE/
√
1− e2) and restricting the interval of integration from [0, 2pi] to
[0, pi] because the integrand depends on cosE only:
L(ψ,ϕ) =
1
pi
∫ pi
0
√
I˜(ψ,ϕ,E) dE , (29)
I˜(ψ,ϕ,E) = α1,1(ϕ, cosE) cos2ψ + 2α1,2(ϕ, cosE) cosψ sinψ + α2,2(ϕ, cosE) sin2ψ , (30)
α1,1 = 1− sin2ϕ cos2E , α1,2 = −2 cosϕ (1−sinϕ cosE) cosE ,
α2,2 = (1−sinϕ cosE) (1− 3 sinϕ cosE + 3 cos2E − sinϕ cos3E) (31)
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and
M(ψ,ϕ) =
1
pi
∫ pi
0
∣∣∣J˜(ψ,ϕ,E)∣∣∣ dE , (32)
J˜(ψ,ϕ,E) =
√
1− sinϕ cosE
1 + sinϕ cosE
(
(2 cosϕ sinψ − sinϕ cosψ) cosE − cosψ
)
. (33)
In the sequel we take advantage of the double homogeneity with respect to ρ and n displayed in (26) and (27).
4.2 Singularities of the Hamiltonian in the single-input and two-input cases
According to (26) and (27), the Hamiltonians Ht and H1t , have the same degree of smoothness as, respectively
the maps L and M .
Proposition 3 The maps L : C → R and M : C → R are real analytic away from
S =
{
(ψ,ϕ), tanψ =
1 + sinϕ
2 cosϕ
}
∪
{
(ψ,ϕ) , tanψ =
−1 + sinϕ
2 cosϕ
}
. (34)
They are both continuously differentiable on C, but their differentials are not locally Lipschitz-continuous on the
set S; we have the following moduli of continuity of the differentials: in a neighborhood of a point ξ = (ψ,ϕ) ∈ S,
in some corrdinates and for a “small” δ,
‖dL(ξ + δ)− dL(ξ)‖ ≤ k ‖δ‖ ln(1/‖δ‖) (35)
‖dM(ξ + δ)− dM(ξ)‖ ≤ k ‖δ‖1/2 (36)
Proof The set S is the set of points (ψ,ϕ) such that I˜(ψ,ϕ,E) vanishes for some value of E; hence the integrand
in (29) is real analytic on C \ S and so is L. The degree of regularity (35) for L at points in S is given in [3].
Let us now treat M . It turns out that S is also the border between the region
R1 = {(ψ,ϕ) ∈ C : −1 + sinϕ
2 cosϕ
< tanψ <
1 + sinϕ
2 cosϕ
} (37)
where the sign of J˜(ψ,ϕ,E) does not depend on E and the region
R2 = {(ψ,ϕ) ∈ C : tanψ < −1 + sinϕ
2 cosϕ
or
1 + sinϕ
2 cosϕ
< tanψ} (38)
where J˜(ψ,ϕ,E) vanishes for two distinct values of the angleE where it changes sign; these two values are given
by cosE = R(ψ,ϕ) with
R(ψ,ϕ) =
cosψ
P (ψ,ϕ)
, P (ψ,ϕ) = 2 cosϕ sinψ − sinϕ cosψ (39)
(note that (37),(38) amount toR1 = {|R(ψ,ϕ)| > 1},R2 = {|R(ψ,ϕ)| < 1} and S is the locus whereR = ±1).
Hence (32) yields
M(ψ,ϕ) =

− sign cosψ
pi
∫ pi
0
J˜(ψ,ϕ,E) dE onR1 ,
signP (ψ,ϕ)
pi
(∫ arccosR(ψ,ϕ)
0
J˜(ψ,ϕ,E) dE − ∫ pi
arccosR(ψ,ϕ)
J˜(ψ,ϕ,E) dE
)
onR2 .
(40)
It is therefore clear that M is real analytic on C \ S = R1 ∪ R2. The singularity of M on S is not of the type
treated in [3], but it is clear above that the restriction of M toR1 has a real analytic continuation through S while
its restriction toR2, on the contrary, behaves like a square root in a neighborhood of S, whence (36). uunionsq
The properties of the differential of the Hamiltonian are important because it is the right-hand side of the
Hamiltonian equation. Studying these singularities more precisely is an interesting program that is not yet carried
out.
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4.3 The Hamiltonian flow
Let us now study the solutions of the Hamiltonian equation associated with the minimum time problem in the full
control or single control (tangential thrust) cases, namely:
n˙ =
∂Ht
∂pn
, e˙ =
∂Ht
∂pe
, p˙n = −∂Ht
∂n
, p˙e = −∂Ht
∂e
(41)
and
n˙ =
∂H1t
∂pn
, e˙ =
∂H1t
∂pe
, p˙n =
∂H1t
∂n
, p˙e =
∂H1t
∂e
. (42)
with Ht given by (23) and H1t by (24).
Specifically, we establish geodesic convexity of the elliptic domain X (see (10)), i.e. any two points in X can
be joined by a extremal curve. This is contained in the following result:
Theorem 2 (geodesic convexity) For any (n0, e0) and (n1, e1) in X , there exist a time T ≥ 0 and a solu-
tion [0, T ] → X , t 7→ (n(t), e(t), pn(t), pe(t)) of (41) (resp. of (42)) such that (n(0), e(0)) = (n0, e0) and
(n(T ), e(T )) = (n1, e1).
In order to ease the proof, let us write (41) and (42) in other coordinates.
Proposition 4 In the coordinates (n, ϕ, ψ, ρ) defined by (25), and after a time re-parametrization
dt = n1/3 dτ , (43)
equation (41) (resp. equation (42)) becomes
dψ
dτ
= a(ψ,ϕ) ,
dϕ
dτ
= b(ψ,ϕ) ,
dn
dτ
= − 3n c(ψ,ϕ) , (44)
where a, b, c are given by1:
a(ψ,ϕ) = −L(ψ,ϕ) sinψ − Lϕ(ψ,ϕ) cosψ ,
b(ψ,ϕ) = L(ψ,ϕ) sinψ + Lψ(ψ,ϕ) cosψ , (45)
c(ψ,ϕ) = L(ψ,ϕ) cosψ − Lψ(ψ,ϕ) sinψ
(resp. given by:
a(ψ,ϕ) = −M(ψ,ϕ) sinψ −Mϕ(ψ,ϕ) cosψ ,
b(ψ,ϕ) = M(ψ,ϕ) sinψ +Mψ(ψ,ϕ) cosψ , (46)
c(ψ,ϕ) = M(ψ,ϕ) cosψ −Mψ(ψ,ϕ) sinψ )
and the evolution of ρ is given by:
ρ(τ) = ρ(0)
(
n(0)
n(τ)
)−1/3
L(ψ(0), ϕ(0))
L(ψ(τ), ϕ(τ))
(47)
(resp. ρ(τ) = ρ(0)
(
n(0)
n(τ)
)−1/3
M(ψ(0), ϕ(0))
M(ψ(τ), ϕ(τ))
). (48)
The “time” τ is related to the real time t by
t =
n(τ)1/3 cosψ(τ)
L(ϕ(τ), ψ(τ))
− n(0)
1/3 cosψ(0)
L(ϕ(0), ψ(0))
. (49)
(resp. t =
n(τ)1/3 cosψ(τ)
M(ψ(τ), ϕ(τ))
− n(0)
1/3 cosψ(0)
M(ψ(0), ϕ(0))
). (50)
1 lower indices stand for partial derivatives
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Proof From (25) and (41) (resp. (25) and (42)), one gets
ψ˙ =
1
ρ
(
3n sinψ
∂H
∂n
− cosϕ cosψ∂H
∂e
)
− cosψ sinψ
(
1
n
∂H
∂pn
+
sinϕ
cos2ϕ
∂H
∂pe
)
,
ϕ˙ =
1
cosϕ
∂H
∂pe
, n˙ =
∂H
∂pn
(51)
where H stands for Ht (resp. for H1t ). Differentiating (26) (resp. (27)) with respect to n, ϕ, ρ, ψ and solving for
∂Ht
∂n ,
∂Ht
∂e ,
∂Ht
∂pn
, ∂Ht∂pe (resp. for
∂H1t
∂n ,
∂H1t
∂e ,
∂H1t
∂pn
, ∂H
1
t
∂pe
), we obtain the latter as linear combinations of L(ψ,ϕ),
Lϕ(ψ,ϕ), Lψ(ψ,ϕ) (resp. of M(ψ,ϕ),Mϕ(ψ,ϕ),Mψ(ψ,ϕ)) with coefficients depending on n, ϕ, ρ, ψ; substi-
tuting these expressions into (51) gives
ψ˙ = n−1/3 (−L sinψ − Lϕ cosψ) ,
ϕ˙ = n−1/3 (L sinψ + Lψ cosψ) ,
n˙ = −3n2/3 (L cosψ − Lψ sinψ)
(resp. ψ˙ = n−1/3 (−M sinψ −Mϕ cosψ) ,
ϕ˙ = n−1/3 (M sinψ +Mψ cosψ) ,
n˙ = −3n2/3 (M cosψ −Mψ sinψ) ).
With the new time τ given by (43), one easily deduces (44) and the expressions (45) (resp. (46)) of a, b, c. Finally,
(44) and (45) (resp. (44) and (46)) imply ddτ
(
n1/3 cosψ
L(ψ,ϕ)
)
= n−1/3 (resp. ddτ
(
n1/3 cosψ
M(ψ,ϕ)
)
= n1/3), that implies
(49) (resp. (50)) according to (43). uunionsq
The first two equations in (44) form an autonomous system of equations in the two variables (ψ,ϕ) ∈ C that
will be the core of our analysis; the third one may be integrated and yields n(τ):
n(τ) = n(0) exp
(
−3
∫ τ
0
c(ψ(σ), ϕ(σ))dσ
)
. (52)
The variable ρ (the magnitude of the adjoint vector) plays no role in the evolution of the other variables, in
particular the state (n, e) (e = sinϕ); this is a well-known consequence of the Hamiltonian being homogeneous
of degree 1 with respect to the adjoint vector and is anyway obvious from (44).
Let us now gather some properties of the maps a, b, c, i.e. of the differential equation (44), that are valid both
for a, b, c given by (45) and for a, b, c given by (46); they contain all the information to prove Theorem 2.
Proposition 5 The maps a, b, c given by (45) satisfy the following properties with σ = 0. The maps a, b, c given
by (46) satisfy the same properties with σ = arctan 12 .
1. Symmetries. For all (ψ,ϕ) in C,
a(ψ + pi, ϕ) = −a(ψ,ϕ) ,
b(ψ + pi, ϕ) = −b(ψ,ϕ) ,
c(ψ + pi, ϕ) = −c(ψ,ϕ) ,
a(−ψ,−ϕ) = −a(ψ,ϕ) ,
b(−ψ,−ϕ) = −b(ψ,ϕ) ,
c(−ψ,−ϕ) = c(ψ,ϕ) .
(53)
2. Uniqueness of solutions. The following differential equation on C:
ψ˙ = a(ψ,ϕ) , ϕ˙ = b(ψ,ϕ) (54)
has, for any (ψo, ϕo) ∈ C, a unique solution t 7→ (ψ(t), ϕ(t)) such that (ψ(0), ϕ(0)) = (ψo, ϕo), defined on
a maximum open interval of definition (τ−, τ+). In this interval, τ− < 0 < τ+ where τ− is such that either
τ− = −∞ or ϕ(τ−) = ±pi2 , and τ+ is such that either τ+ = +∞ or ϕ(τ+) = ±pi2 . This defines a flow Φ
from an open subset of C × R to C such that the above unique solution is
t 7→ Φ(ψo, ϕo, t) . (55)
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3. Sign and zeroes of b. There exists a continuous map
Zb : [0,
pi
2
]→ (−pi
2
, 0] (56)
continuously differentiable on the open interval (0, pi2 ), such that
Zb(0) = −σ (57)
and
b(ψ,ϕ) = 0,
ϕ ≥ 0
}
⇔

either ψ = Zb(ϕ),
or ψ = pi + Zb(ϕ),
or ϕ = 0 and ψ ∈ [−σ, σ] ∪ [pi − σ, pi + σ] .
(58)
Furthermore,
b(ψ,ϕ) > 0,
ϕ ≥ 0
}
⇔
{
either ϕ > 0 and Zb(ϕ) < ψ < pi + Zb(ϕ) ,
or ϕ = 0 and σ < ψ < pi + σ ,
(59)
4. Sign and zeroes of a. One has
0 < ϕ < pi2 ⇒ a(Zb(ϕ), ϕ) > 0 ,
a(0, 0) = 0 ,
and, if σ > 0 , −σ ≤ ψ < 0⇒ a(ψ, 0) > 0 .
(60)
5. Hyperbolic saddle point at (0, 0). The maps a and b are smooth in a neighborhood of (0, 0) and
a(0, 0) = b(0, 0) = 0 ,
∂a
∂ψ
(0, 0)
∂b
∂ϕ
(0, 0)− ∂a
∂ϕ
(0, 0)
∂b
∂ψ
(0, 0) < 0 . (61)
6. Values of c at equilibria.
c(0, 0) = 1 , c(pi, 0) = −1 . (62)
7. Stable and unstable manifolds of (0, 0). There exists continuous maps
S : [0,
pi
2
]→ [−pi, 0] , U : [0, pi
2
]→ [0, pi] , (63)
continuously differentiable on the open interval (0, pi2 ), and a number σ with
U(0) = 0, S(0) = −σ, σ ≥ 0 , (64)
such that the stable and unstable manifolds of (0, 0) are described by
S0 = {(S(ϕ), ϕ), 0 ≤ ϕ < pi2 } ∪ [−σ, σ]×{0} ∪ {(−S(−ϕ), ϕ), −pi2 < ϕ ≤ 0}U0 = {(U(ϕ), ϕ), 0 ≤ ϕ < pi2 } ∪ {(−U(−ϕ), ϕ), −pi2 < ϕ ≤ 0}
(65)
Furthermore, the zeroes of b are positioned with respect to the stable and unstable manifolds so that the maps
S,U, Zb satisfy:
0 < ϕ <
pi
2
⇒ S(ϕ) < Zb(ϕ) < 0 < U(ϕ) . (66)
Proof See Appendix A. uunionsq
The following theorem is almost independent of the rest of the paper: it states that for any a, b, c that satisfy
the seven conditions established in Proposition 5, the differential equation (54) has some properties (that will
lead to geodesic convexity); the conditions are of course much more general than the two cases considered in
Proposition 5. Theorem 2 will be easily deduced from Theorem 3.
Theorem 3 If a, b, c satisfy the properties of Proposition 5, i.e. (53) through (62), then, for any ϕ0 and ϕ1 in the
interval (−pi/2, pi/2) and any λ¯ ∈ R, there exists τfin ≥ 0 and a solution (ψ(.), ϕ(.)) : [0, τfin] → C of (54) such
that
ϕ(0) = ϕ0 , ϕ(τfin) = ϕ
1 ,
∫ τfin
0
c(ψ(τ), ϕ(τ))dτ = λ¯ . (67)
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Proof of Theorem 3. See Appendix B. uunionsq
Proof of Theorem 2. Pick n0, e0, n1, e1; according to Proposition 5, Theorem 3 applies to a, b, c defined either by
(45) or by (46). Take
ϕ0 = arcsin e0 , ϕ1 = arcsin e1 , λ¯ = −1
3
ln
n1
n0
and apply this theorem. Use (52) to get n(τ) and (47) or (48) to get ρ(τ) (with some arbitrary ρ(0), for instance
ρ(0) = 1) and finally (25) to get e(τ), pn(τ), pe(τ) from ψ(τ), ϕ(τ), n(τ), ρ(τ). Apply the time reparametrization
(τ  t) given by (49) or (50), T being deduced from τfin in the same way. According to Proposition 4, the obtained
t 7→ (n(t), e(t), pn(t), pe(t)) satisfies the conclusions of Theorem 2. uunionsq
4.4 Simulations
Fig. 1 Numerical plot (obtained using Matlab) of the stable and unstable manifolds (bold) and trajectories through a number of arbitrary initial
values in C for the full control case. The other curve shown is ψ = Zb(ϕ).
A numerical simulation of the phase portrait of the differential equation (54) (or the first two equations in (44))
is displayed in Figure 1 in the “full control case” where a and b are given by (45) and in Figure 2 in the “tangential
thrust case” where a and b are given by (46). This is supposed to be a phase portrait on the cylinder C (for instance,
identify {ψ = pi2 } with {ψ = 3pi2 }).
The thick trajectories are the stable and unstable manifolds of (0, 0) and (pi, 0); the other thick curve is the set
of zeroes of b(ψ,ϕ) (i.e. the isocline {ϕ˙ = 0}). One may check visually the properties established in Proposition 5;
in particular the unstable manifold of (0, 0) is, in both cases, a graph ϕ 7→ ψ while the stable manifold is also
such a graph in the full control case (Figure 1) but not in the tangential thrust case (Figure 1) where it comprises
a segment of the ψ-axis.
It can be seen that in both cases, the cylinder C is divided into six regions by these invariant manifolds: one
region (called F in Appendix B) where all trajectories go “up” (ϕ is monotone increasing), one (called F+ in
Appendix B) where all trajectories go “down”, and four other regions (called E, E], E+ and E+] in Appendix B)
where all trajectories cross once the isocline {ϕ˙ = 0} so that they go up and then down or down and then up.
This is exploited in the proof of Theorem 3. The generic figure 7 is a drawing used to support that proof, that
figures in an illustrative manner the features contained in the assumptions of Theorem 3, and that can also be
observed in the numerical simulations of the two cases that we are really interested in (Theorem 2).
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Fig. 2 Numerical plot (obtained using Matlab) of the stable and unstable manifolds (bold) and trajectories through a number of arbitrary initial
values in C for the tangential case. The other curve shown is ψ = Zb(ϕ).
5 Comparison between the minimum-energy and minimum-time cases from the convexity point of view
In section 3 we recalled some results from [4] (and previous work by the same authors); in particular, Theorem 1
states that the elliptic domain is not geodesically convex for the energy minimization problem, i.e. some pairs
of points in E cannot be joined by a geodesic. In that case, in suitable coordinates ((n5/6,√5/2ϕ) as polar
coordinates), geodesics are straight lines hence geodesic convexity reduces to usual (affine) convexity, thus the
simplest way to see this non convexity is to determine the shape on the elliptic domain in these polar coordinates.







Fig. 3 The phase portrait, for energy minimization, in the same coordinates as Figure 1 and 2. There are two lines of non isolated equilibria.
The darker zone is all the points that can be reached in positive time from the line {ϕ = ϕ0}, with ϕ0 rather close to −pi
2
. The highest
possible final value is ϕ is ϕ1max = ϕ
0 +
√
2/5pi.
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Here we try to explain why convexity holds in the minimum-time case and not in the minimum-energy case.
Using the coordinates from Theorem 1 for the time-minimizing problem does not seem to shed any light. Rather,
we explain how the proof of convexity that we made in the minimum-time case fails when applied to the minimum-
energy case.
When pω = 0, the Hamiltonian in the minimum-energy case is given by (20) and can be written as follows
H = n−5/3
[
2(3n pn)
2 + 5p2ϕ
]
(68)
in the coordinates (n, ϕ, pn, pϕ) that result from the symplectic change of coordinates e = sinϕ, pϕ =
√
1− e2pe.
The Hamiltonian equations can be written
n˙ = 12n−2/3 (3n pn) , ddt (3n pn) = 5n
−5/3 [2(3n pn)2 + 5p2ϕ] ,
ϕ˙ = 10n−5/3 pϕ , p˙ϕ = 0 .
With the same polar coordinates as in (25) (namely ρ cosψ = 3n pn, ρ sinψ = − pϕ), and the time reparametriza-
tion dt = 5n−5/3dτ , the state equations of these Hamiltonian equations have the form
dψ/dτ = − sinψ (2 + 3 sin2ψ) , dϕ/dτ = 2 sinψ . (69)
It is easy to describe the solutions of these equations on the cylinder C (see (28)). There are two lines of
equilibria at ψ = 0 and ψ = pi and
ϕ+
√
2
5
arctan
(√
5
2
tanψ
)
(70)
is a first integral (it is smooth at ψ = pi2 ). These solutions are drawn on Figure 3. It is clear that, on a solution, the
maximum possible variation of the variable ϕ is
√
2/5pi; this implies that, if |ϕ0| > (√2/5 − 12 )pi, there are
some values of ϕ that cannot be reached by any solution starting from the line {ϕ = ϕ0}.
6 Conclusion and open problems
We have studied the average minimum time problem as described in section 4.1. This is a reduced subproblem
of the planar transfer problem: the state has dimension 2, whereas it would have dimension 3 in the real planar
problem (we have set pω = 0; this imposes that the cyclic variable is constant along transfers) and dimension 5 in
the full problem where the plane containing the orbits is not fixed.
In [4,5], the energy problem in full dimension is treated; the planar case is integrable (but only the reduced
planar case is flat); the full problem is not integrable but extremals may still be computed explicitly. Studying
minimum time in higher dimension is an interesting program.
Concerning the reduced problem considered here, the main contribution of the paper is to prove geodesic
convexity of the elliptic domain (any two points in the domain may be joined by an extremal trajectory). On the
one hand, it is not clear that this result holds true in higher dimension, and on the other hand, in the present small
dimension, optimality and/or uniqueness of the extremal trajectories has not been studied.
Finally the singularities of the Hamiltonian have been investigated roughly, mostly to ensure existence of a
Hamiltonian flow. It would be interesting to better understand their nature and their role, in particular the singu-
larities they cause on the balls of small radius for the metric.
APPENDIX
A Proof of Proposition 5
Let us prove that the seven points in Proposition 5 are satisfied by a, b, c given by (45) (full control case) and also
by a, b, c given by (46) (tangential thrust case).
1. Symmetries. Equations (30) and (31) imply
I˜(pi + ψ,ϕ,E) = −I˜(ψ,ϕ,E), I˜(−ψ,−ϕ, pi − E) = I˜(ψ,ϕ,E)
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while (33) implies
J˜(ψ + pi, ϕ,E) = −J˜(ψ,ϕ,E), J˜(−ψ,−ϕ, pi − E) = J˜(ψ,ϕ,E).
Substituting in (29) and (32) yields, using the change of variable E → pi − E in the integrals L(−ψ,−ϕ) and
M(−ψ,−ϕ),
L(pi + ψ,ϕ)=L(−ψ,−ϕ)=L(ψ,ϕ), M(pi + ψ,ϕ)=M(−ψ,−ϕ)=M(ψ,ϕ).
This yields identities (53) with a, b, c given either by (45) or by (46).
2. Uniqueness of solutions. This follows from the classical Cauchy-Lipschitz theorem away from S (see Proposi-
tion 3). On S,
- in the full control case (a, b given by (45)), as seen in [3], the regularity properties (35) of the right hand side
of (54) guarantee the existence and uniqueness of solutions to the Cauchy problem (Kamke uniqueness Theorem
[13, chap.III, Th.6.1]),
- in the tangential thrust case (a, b given by (46)), the same argument does not apply but one may check that
the derivative of tanψ − 12 (±1 + sinϕ)/ cosϕ along ψ˙ = a(ψ,ϕ), ϕ˙ = b(ψ,ϕ) is nonzero along the curve
tanψ = 12 (±1 + sinϕ)/ cosϕ, hence the vector field is transverse to S and this implies uniqueness of solutions
starting from a point in S (see e.g. [10]).
Continuity of Φ in (55), is, according to [13, chap. V, Theorem 2.1], guaranteed by uniqueness of solutions
and continuity of a, b.
3. Sign and zeroes of b.
3.1. Full control case (a, b given by (45)). On the one hand, one has
b(0, ϕ) =
2 cosϕ sinϕ
pi
∫ pi
0
cos2E dE√
1− sin2ϕ cos2E
, b(−pi, ϕ) = −b(0, ϕ) . (71)
On the other hand, the derivative of b(ψ,ϕ) with respect to ψ is given by
∂b
∂ψ
(ψ,ϕ) =
cosψ
pi
∫ pi
0
(1− sin2ϕ cos2E)4 sin2E
I˜(ψ,ϕ,E)3/2
dE . (72)
The integrals in both equations are positive. Hence for any fixed ϕ ≥ 0, b(ψ,ϕ) is increasing with respect to ψ on
(−pi2 , pi2 ) and decreasing on (pi2 , 3pi2 ); according to (71), it is positive in (0, pi2 ] and negative in (pi, 3pi2 ] (identified
with (−pi,−pi2 ]), hence it must vanish for a unique value of ψ between−pi2 and 0, that we call Zb(ψ), thus defining
Zb : [0,
pi
2 )→ (−pi2 , 0]. It also vanishes for a unique value of ψ between pi2 and pi that must be equal to pi + Zb(ψ)
according to (53). According to (71), Zb(0) = 0 and Zb(0) < 0 if ϕ > 0.
Fig. 4 Numerical plot of the func-
tion (73) on the interval [0, 1). Ob-
tained with Maple 15.
Proposition 3 says that L, and hence b, are smooth away from S. The part of S that is contained in the square
(−pi2 , 0] × [0, pi2 ) is the curve {tanψ = −1+sinϕ2 cosϕ , 0 ≤ ϕ < pi2 }. We claim that γ(ϕ) = b
(
arctan −1+sinϕ2 cosϕ , ϕ
)
does not vanish between 0 and pi2 ; this is numerically checked by plotting, on Figure 4, the graph of the function
e 7→ γ(arcsin e) on [0, 1], i.e.
e 7→ b
(
arctan
−1 + e
2
√
1− e2 , arcsin e
)
. (73)
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On the one hand, this proves that b is smooth at points where it vanishes; on the other hand the derivative of b
with respect to ψ is (see (72)) strictly positive at (Zb(ϕ), ϕ), ϕ > 0. This implies smoothness of Zb according to
the inverse function theorem; and this extends to negative ϕ with Zb(0) = 0, hence point 3 of the proposition is
satisfied with σ¯ = 0; it is also easy to check that b(ψ, 0) only if ψ = 0 or ψ = pi.
3.2. Tangential thrust case (a, b given by (46)). In the regionR1, one has
b(ψ,ϕ) = (sign cosψ)
2 cosϕ sinϕ
pi
∫ pi
0
cos2E√
1− sin2 ϕ cos2E
dE . (74)
The derivative of b(ψ,ϕ) with respect to ψ is zero inR1 because the above does not depend on ψ, and inR2 it is
given by
bψ(ψ,ϕ) =
sign
(
P (ψ,ϕ)
)
8 cos2ϕ R(ψ,ϕ) (1−R(ψ,ϕ) sinϕ)√
1−R(ψ,ϕ)2
√
1−R(ψ,ϕ)2 sin2ϕ (2 sinϕ cosψ − cosϕ sinψ)2
. (75)
Since |R| < 1 onR2, all factors are positive exceptR(ψ,ϕ), hence bψ vanishes inR2 at points whereR vanishes,
and this is exactly, according to (39), on the lines {ψ = ±pi2 }, so that bψ(ψ,ϕ) has the sign of P (ψ,ϕ)R(ψ,ϕ),
i.e. of cosψ. Hence, for fixed ϕ ≥ 0, b(ψ,ϕ) is
- minimum and negative for ψ = −pi/2,
- increasing for ψ in (−pi2 , arctan
(
−1+sinϕ
2 cosϕ
)
),
- constant, positive if ϕ > 0 and zero if ϕ = 0, for ψ in [arctan
(
−1+sinϕ
2 cosϕ
)
, arctan
(
1+sinϕ
2 cosϕ
)
],
- increasing, hence positive, for ψ in (arctan
(
1+sinϕ
2 cosϕ
)
, pi2 ),
- maximum and positive for ψ = pi2 .
Hence, for any ϕ > 0, there is a unique ψ, −pi2 < ψ < arctan
(
−1+sinϕ
2 cosϕ
)
such that b(ψ,ϕ) = 0; we call it
Zb(ϕ), thus defining Zb : (0, pi2 ) → (−pi2 , 0), satisfying −pi2 < Zb(ϕ) < arctan
(
−1+sinϕ
2 cosϕ
)
satisfying (58)-(59)
(situation on [pi2 ,
3pi
2 ] by symmetry, see (53)).
Since (74) is valid also on S by continuity, b does not vanish on S except at ϕ = 0, hence b is smooth when it
vanishes, away from ϕ = 0; since we also proved that bψ is nonzero at these points, the inverse function theorem
implies that Zb is smooth on the open interval (0, pi2 ); also the monotonicity argument shows that limϕ→0 Zb(ϕ) =− arctan 12 , hence Zb is defined [0, pi2 ) → (−pi2 , 0) with Zb(0) = − arctan 12 . Since our considerations above for
ϕ ≥ 0 imply that b(0, ϕ) is zero if and only if ψ ∈ [− arctan 12 , arctan 12 ] ∪ [pi − arctan 12 , pi + arctan 12 ], we
have proved point 3 of the proposition with σ¯ = arctan 12 .
4. Sign and zeroes of a. In (60), the part saying that a(ψ, 0) > 0 for −σ¯ ≤ ψ < 0 needs no proof in the full
control case because σ¯ = 0 and is easy in the tangential thrust case because, from (40) and (46), a(ψ, 0) =
(1 + cosψ) sinψ inR2.
We give numerical evidence that a(Zb(ϕ), ϕ) is positive if 0 < ϕ < pi2 . Note that the map Zb can only
be determined numerically as the zero ψ = Zb(ϕ) of b(ψ,ϕ) = 0 between −pi2 and 0 for fixed ϕ, but the
determination is very reliable for b is monotonous with respect to ψ = Zb(ϕ) in the considered region; see
point 3.
Figure 5 displays a numerical plot of the graph of the map ϕ 7→ a(Zb(ϕ), ϕ) in the full control case; we also
showϕ 7→ Zb(ϕ). Figure 6 displays a numerical plot of the graph ofϕ 7→ a(Zb(ϕ), ϕ) in the tangential thrust case;
we also show ϕ 7→ Zb(ϕ) and ϕ 7→ arctan
(
−1+sinϕ
2 cosϕ
)
to show that it is very close to Zb (ψ = arctan
(
−1+sinϕ
2 cosϕ
)
is the curve where R(ψ,ϕ) = −1, the border betweenR1 andR2).
5. Hyperbolic saddle. Smoothness around the origin follows from Proposition 3. It is clear in both cases that
a(0, 0) = 0, b(0, 0) = 0. The computation of the Jacobians is easy (in the tangential thrust case it takes place in
the regionR1 with cosψ ≥ 0, see (74)).
In the full control case,
∂a
∂ψ
(0, 0) = −2 , ∂a
∂ϕ
(0, 0) =
1
2
,
∂b
∂ψ
(0, 0) =
1
2
,
∂b
∂ϕ
(0, 0) = 1 . (76)
The eigenvalues of the Jacobian
( −2 1/2
1/2 1
)
are (
√
10 − 1)/2 (unstable) and −(√10 + 1)/2 (stable) associated to
the eigenvectors (
√
10− 3, 1) and (−√10− 3, 1), respectively.
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Fig. 5 Plots (obtained with Matlab)
of the maps ϕ 7→ Zb(ϕ) (dashed
line) and ϕ 7→ a(Zb(ϕ), ϕ) (solid
line) in the full control case.
0
0.2
0
0.2
0.4
/4

Zb()
a( Zb() ,  )
Fig. 6 The plots (obtained
with Matlab) of the func-
tions ϕ 7→ Zb(ϕ) (dashed)
and ψ = a(Zb(ϕ), ϕ) for
ϕ ∈ [0, pi/2]. Note that
a(Zb(ϕ), ϕ) is everywhere
positive on this interval. The
other curve shown is the curve
R(ψ,ϕ) = −1.
In the tangential thrust case,
∂a
∂ψ
(0, 0) = −2, ∂a
∂ϕ
(0, 0) =
1
2
,
∂b
∂ψ
(0, 0) = 0,
∂b
∂ϕ
(0, 0) = 1. (77)
The eigenvalues of the Jacobian
(−2 1/2
0 1
)
at (0, 0) are 1 (unstable) and −2 (stable), associated to the eigen-
vectors (1/6, 1) and (1, 0), respectively.
6. Values of c at equilibria. One deduces L(0, 0) = L(pi, 0) = 1 from (29), (30), (31) andM(0, 0) = M(pi, 0) = 1
from (32), (33). According to (45) and (46), this implies c(0, 0) = 1, c(0, pi) = −1 in both cases.
7. Stable and unstable manifolds of (0, 0).
7.1 full control case. The unstable manifold is the union of the equilibrium (0, 0) and two solutions that tend to
(0, 0) as time τ tends to −∞ and are, according to (76), both tangent to the line {ψ = (√10− 3)ϕ} at (0, 0). One
of the solutions approaches with positive ψ and ϕ and the other with negative ψ and ϕ. We consider only the first
one and call it τ 7→ (ψ¯(τ), ϕ¯(τ)), defined on the time interval (−∞, τ¯+), τ¯+ ≤ +∞; the result for the other one
follows by symmetry. Let D1 be the rectangle
D1 = {(ψ,ϕ) ∈ C, 0 < ψ < pi, 0 < ϕ} .
On the one hand, we have limτ→−∞ ψ¯(τ) = limτ→−∞ ϕ¯(τ) = 0, limτ→−∞(ψ¯(τ)/ϕ¯(τ)) =
√
10 − 3, hence
(ψ¯(τ), ϕ¯(τ)) ∈ D1 for τ close enough to −∞. On the other hand, the border of D1 is made of the two equilibria
and three segments
{ψ = 0, 0 < ϕ < pi
2
} , {ψ = pi, 0 < ϕ < pi
2
} , {0 < ψ < pi, ϕ = 0} .
A short computation shows that
a(0, ϕ) =
cosϕ sinϕ
pi
∫ pi
0
cos2E dE√
1− sin2 ϕ cos2E
, a(pi, ϕ) = −a(0, ϕ) , (78)
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hence a is positive on the first segment and negative on the second one; according to the proof of Point 3 above, b
is positive on the last one; hence solutions starting on these segments all enter D1. This proves positive invariance
of D1 (solutions may “exit” through the segment {ϕ = pi2 }, but they are no longer defined). Hence the solution
remains in D1 for all time in the open interval (−∞, τ¯+). According to Point 3, b(ψ,ϕ) is positive on D1. This
solution cannot remain in a compact subset of C for all time because then it would have a non-empty ω-limit set
that would have to be a union of equilibria and periodic solutions by Poincaré-Bendixon Theorem, but the fact
that ϕ˙ > 0 inD1 prevents periodic solutions from existing and the only equilibria are (0, 0) and (pi, 0), that cannot
be approached because ϕ¯(t) cannot become small for ϕ¯(τ) is increasing. Hence necessarily, limt→τ¯+ ϕ¯(t) = pi2 .
We have established that the parametrized curve t 7→ (ψ¯(t), ϕ¯(t)), −∞ < t < τ¯+ defines the graph of a function
ψ = U(ϕ), (0, pi2 ) → (0, pi); it is continuously differentiable from the implicit function theorem: since the right-
hand side of the differential equation is continuous, the parameterized curve is continuously differentiable, and we
saw that the derivative of ϕ with respect to the parameter (time) remains positive (again because b > 0 in D1).
Let us turn to the stable manifold. It is the union of the equilibrium (0, 0) and two solutions that tend to (0, 0) as
time τ tends to +∞. According to the proof of point 5, both solutions are tangent to the line {ψ = −(√10 + 3)ϕ}
at the origin. We consider the solution that approaches (0, 0) with negative ψ and positive ϕ, and call it τ 7→
(ψ¯(τ), ϕ¯(τ)); the result for the other one follows by symmetry. The proof is now very similar to the one for the
unstable manifold, reversing time and replacing D1 by the domain
D2 = {(ψ,ϕ) ∈ C , −pi < ψ < Zb(ϕ) , ϕ > 0} .
Firstly, b(ψ,ϕ) is negative in this domain. Secondly, the solution is in this domain for τ large enough (obvi-
ously ψ is negative and ϕ is positive, and it is on the right side of ψ = Zb(ϕ) because ϕ tends to zero so the
solution must spend some time in the region where b < 0). Thirdly, the domain D2 is negatively invariant: its
border is made of the equilibria, the segments {ψ = −pi, 0 < ϕ < pi2 }, {−pi < ψ < 0, ϕ = 0} and the curve{ψ = Zb(ϕ), 0 < ϕ < pi2 }. Solutions which start on the segments leave D2 because of (78) and the fact that that
b(ψ, 0) < 0 if−pi < ϕ < 0 (see Point 3 above). Solutions which start on the curve leave the domainD2 because of
Point 4 above (at these points, Zb is differentiable, Zb(ψ¯(τ), ϕ¯(τ)) = 0, a(ψ¯(τ), ϕ¯(τ)) > 0, b(ψ¯(τ), ϕ¯(τ)) = 0).
This with the second point implies that the solution is in the domain for all time. The end of the proof, i.e. defi-
nition of the continuously differentiable S is exactly the same as the previous proof, only with b < 0 instead of
b > 0. Moreover, we get for free that −pi < S(ϕ) < Zb(ϕ) from the definition of D2; this and the above implies
(66).
7.2 tangential thrust case. Let us first compute some values of a and b on special lines2: according to (46) and
(32)-(33),
a
(pi
2
, ϕ
)
= −2 |cosϕ|
sinϕ
ln
(
1 + sinϕ
1− sinϕ
)
,
a
(
−pi
2
, ϕ
)
=
2 |cosϕ|
sinϕ
ln
(
1 + sinϕ
1− sinϕ
)
, (79)
a (0, ϕ) =
cosϕ sinϕ
pi
∫ pi
0
cos2E dE√
1− sin2ϕ cos2E
,
b(ψ, 0) =
sign(sinψ)
2
pi
√
4− cot2 ψ if tanψ ≥ 12 (i.e. inR2) ,
0 if tanψ ≤ 12 (i.e. inR1) .
(80)
The unstable manifold comprises the equilibrium point (0, 0) and two solutions that tend towards it as time τ
tends to −∞, tangent, according to (77), to the line {ψ = ϕ/6} at (0, 0). Thus either both ϕ and ψ are positive as
they approach (0, 0) or they are both negative. Of the two solutions, we will only consider the one where ψ,ϕ are
both positive, and call it τ → (ψ¯(τ), ϕ¯(τ)). Obviously, (ψ¯(τ), ϕ¯(τ)) is in the rectangle
D1 = {(ψ,ϕ) ∈ C : 0 < ψ < pi/2, ϕ > 0}
for τ negative large enough. From Point 3.2 above, b(ψ,ϕ) > 0 in the whole ofD1. From (79) and (80), a(0, ϕ) >
0, a(pi/2, ϕ) < 0, and b(ψ, 0) ≥ 0 for 0 < ψ < pi, ϕ > 0, thus D1 is positively invariant. The rest of the proof
follows exactly the same argument as for the case of the unstable manifold in Point 7.1 above.
2 The journal version unfortunately contains some misprints in equations (79)-(80); they are corrected here.
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We now consider the stable manifold. It comprises the equilibrium point (0, 0) and two solutions that tend
towards it as time τ tends to +∞. They are both tangent at (0, 0) to the stable eigenvector, i.e. (see (77) and the
sequel) to the line {ϕ = 0}. Since ϕ˙, i.e. b(ψ,ϕ), is zero on the segment {ϕ = 0, − arctan 12 ≤ ψ ≤ arctan 12},
these solutions follow this segment. We examine the one that approaches (0, 0) with negative ψ, the other one
follows by symmetry. Call τ 7→ (ψ¯(τ), ϕ¯(τ)) the solution such that ψ¯(0) = − arctan 12 , ϕ¯(0) = 0. One has
ϕ¯(τ) = 0 for all positive τ and ψ¯(τ) is increasing for positive τ and tends to zero as τ → +∞. Define the domain
D2 = {(ψ,ϕ) ∈ C : −pi
2
< ψ < Zb(0), ϕ > 0} .
The solution is outside D2 for positive τ but on its border at τ = 0. From (79), a(−pi2 , ϕ) > 0 for all ϕ be-
tween 0 and pi2 ; from (79), b(ψ, 0) < 0 for ψ ∈ (−pi2 ,− arctan 12 ) (− arctan 12 is Zb(0))); from point 4 above,
a(Zb(ϕ), ϕ) > 0 if ψ ∈ (0, pi2 ). Hence D2, as well as its topological closure, are negatively invariant. Since
(ψ¯(0), ϕ¯(0)) is on the boundary of D2, one has (ψ¯(τ), ϕ¯(τ)) ∈ D2 for all τ ∈ (τ−, 0) where (τ−,+∞) is the
maximal interval of definition of the solution we consider. From (59) and (58), b(ψ,ϕ) < 0 for all (ψ,ϕ) in D2.
Then, following the same argument as in the proof concerning the stable manifold in Point 7.1 above, we obtain
that the restriction to negative times of the solution is the graph ϕ = S(ψ) where S : [0, pi2 ) → (−pi2 , 0] is con-
tinuously differentiable on (0, pi2 ) and S(0) = − arctan 12 . We already noticed that the other part of the solution
covers the segment {ϕ = 0, − arctan 12 ≤ ψ < 0}. This ends the proof of point Point 7 ((63) to (66)) in the
tangential thrust case. uunionsq
B Proof of Theorem 3
Theorem 3 and this section are independent of the rest of the paper: here we only refer to the seven conditions
ranging from equation (53) to equation (66).
Lemma 1 Assume that a, b, c satisfy (53) (i.e. point 1).
If τ 7→ (ψ(τ), ϕ(τ)) ∈ C is a solution of (54) defined on the time interval [0, τfin], then τ 7→ (ψ](τ), ϕ](τ)) and
τ 7→ (ψ+(τ), ϕ+(τ)) with
ψ](τ) = −ψ(τ) , ψ+(τ) = ψ(τfin−τ) + pi ,
ϕ](τ) = −ϕ(τ) , ϕ+(τ) = ϕ(τfin−τ) , (81)
are also solutions of (54) on the same time interval [0, τfin] and they satisfy∫ τfin
0
c(ψ](τ), ϕ](τ))dτ =
∫ τfin
0
c(ψ+(τ), ϕ+(τ))dτ =
∫ τfin
0
c(ψ(τ), ϕ(τ))dτ . (82)
Proof This is straightforward. uunionsq
We also use the “]” and “+” notation to denote the transformations in C:
(ψ,ϕ)] = (−ψ,−ϕ) , (ψ,ϕ)+ = (pi + ψ,ϕ) . (83)
Let us make further constructions and remarks on the conditions (53)-(66) before proceeding with the proof
per se.
Stable and unstable manifolds. Equation (61) implies that the Jacobian of the vector field at the equilibrium (0, 0)
has two real eigenvalues, of which one is positive and the other negative; i.e. (0, 0) is an hyperbolic saddle (see e.g.
[14, section 8.3]). Thus it has a stable manifold S0 and an unstable manifold U0; these are curves passing through
(0, 0) tangent to the corresponding eigenvectors. Their existence is a consequence of (61) but point 7 assumes a
more specific description.
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The number σ. Everything may be stated in a much simpler if σ = 0: in particular in Points 3 and 7, S and Zb
may be continued into continuous even maps (−pi2 , pi2 )→ R, and, for instance, the equations of S0 and U0, instead
of (65), as {ψ = S(ϕ),−pi2 < ϕ < pi2 } and {ψ = U(ϕ),−pi2 < ϕ < pi2 }. We would have preferred this simpler
formulation but we do not assume σ = 0 because the proof of Theorem 2 in the tangential case uses Theorem 3
with a nonzero σ (σ = arctan 12 ).
However, in order to avoid considering positive and negative ϕ’s as different cases in (65), (58) and (59), we
define the functions U0: [−pi2 , pi2 ]→ [−pi, pi], S0: [−pi2 , pi2 ] \ {0}→ [−pi, pi], Z0b : [−pi2 , pi2 ] \ {0}→ (−pi2 , pi2 ) after S,
U , Zb; these functions are odd and coincide with the former on (0, pi2 ]:
S0(−ϕ) = −S0(ϕ), U0(−ϕ) = −U0(ϕ), Z0b (−ϕ) = −Z0b (ϕ) , (84)
0 < ϕ ≤ pi
2
⇒ S0(ϕ) = S(ϕ), U0(ϕ) = U(ϕ), Z0b (ϕ) = Zb(ϕ) . (85)
Then, the description (65) of the stable and unstable manifolds of (0, 0) may be replaced by
S0 = {(ψ,ϕ) ∈ C, ϕ 6= 0 and ψ = S0(ϕ)} ∪ [−σ, σ]×{0} ,
U0 = {(ψ,ϕ) ∈ C, ψ = U0(ϕ)} . (86)
and (58) may be replaced by
b(ψ,ϕ) = 0 ⇔
{
ϕ = 0 and ψ ∈ [−σ, σ] ∪ [pi − σ, pi + σ]
or ϕ 6= 0 and ψ ∈ {Z0b (ϕ)} ∪ {Zpib (ϕ)} .
The equilibrium point (pi, 0). The “+” symmetry (see (81)) obviously maps (0, 0) to (pi, 0), the stable manifold
of (0, 0) to the unstable manifold of (pi, 0), the unstable one to the stable one and the set of zeroes of b to itself.
Define Spi , Upi , Zpib after S0, U0, Z0b by
Spi(ϕ) = pi + U0(ϕ), Upi(ϕ) = pi + S0(ϕ), Zpib (ϕ) = pi + Z
0
b (ϕ) . (87)
From (84), (85) and (87), the relation (66) translates into
0 < ϕ < pi2 ⇒
{
S0(ϕ) < Z0b (ϕ) < 0 < U
0(ϕ) ,
Upi(ϕ) < Zpib (ϕ) < pi < S
pi(ϕ) ,
−pi2 < ϕ < 0⇒
{
U0(ϕ) < 0 < Z0b (ϕ) < S
0(ϕ) ,
Spi(ϕ) < pi < Zpib (ϕ) < U
pi(ϕ) .
(88)
The stable and unstable manifolds of (pi, 0) are:
Spi = {(ψ,ϕ) ∈ C, ψ = Spi(ϕ)} ,
Upi = {(ψ,ϕ) ∈ C, ϕ 6= 0 and ψ = Upi(ϕ)} ∪ [−σ, σ]×{0} . (89)
Also, (58) and (59) become:
b(ψ,ϕ) = 0 ⇔
{
ϕ = 0 and ψ ∈ [−σ, σ] ∪ [pi − σ, pi + σ]
or ϕ 6= 0 and ψ ∈ {Z0b (ϕ)} ∪ {Zpib (ϕ)} ,
(90)
b(ψ,ϕ) > 0 if
{
ϕ = 0 and σ < ψ < pi + σ
or ϕ 6= 0 and Z0b (ϕ) < ψ < Zpib (ϕ) .
(91)
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Fig. 7 This picture reflects qualitatively the assumptions on a and b. It is provided as a help to follow the proof; a precise numerical drawing
is provided in Figure 1 and Figure 2 for the specific expression of a, b in the case of full control or tangential thrust.
The six invariant regions separated by the stable and unstable manifolds of (0, 0) and (pi, 0) are shown. The other curves are ψ = Z0b (ϕ) and
ψ = Zpib (ϕ), where b(ψ,ϕ) changes sign.
Invariant regions of C. The stable and unstable manifolds S0, U0, Spi , Upi , that intersect at the equilibria (0, 0)
and (pi, 0) are invariant sets that divide the cylinder C into six open regions:
F = {(ψ,ϕ), 0 < ϕ < pi/2 and S0(ϕ) < ψ < U0(ϕ)} , (92)
F+ = {(ψ,ϕ), 0 < ϕ < pi/2 and Upi(ϕ) < ψ < Spi(ϕ)} , (93)
F ] = {(ψ,ϕ), −pi/2 < ϕ < 0 and U0(ϕ) < ψ < S0(ϕ)} , (94)
F ]+ = {(ψ,ϕ), −pi/2 < ϕ < 0 and Spi(ϕ) < ψ < Upi(ϕ)} , (95)
E = {(ψ,ϕ), S0(ϕ) < ψ < Spi(ϕ) if ϕ ≤ 0 , U0(ϕ) < ψ < Upi(ϕ) if ϕ ≥ 0 } , (96)
E+ = {(ψ,ϕ), Upi(ϕ) < ψ < U0(ϕ) if ϕ ≤ 0 , Spi(ϕ) < ψ < S0(ϕ) if ϕ ≥ 0 } . (97)
E is self-symmetric under the “]” symmetry and E+ is its own image under the “+” symmetry; F+, F ], F ]+ are
the images of F by the “]” and “+” symmetries; see Lemma 1. These regions are represented in Figure 7.
We now state and prove two preliminary lemmas and give the proper proof of Theorem 3.
Lemma 2 Assume that a, b satisfy assumptions (53) to (60), and consider a solution t 7→ (ψ(t), ϕ(t)) of (54)
defined on [0, τfin], τfin > 0.
1. If it starts in E or in the upper part of the unstable manifold U0, ϕ(.) is monotonic increasing.
2. If it starts in F , then
- if it starts in {(ψ,ϕ), Z0b (ϕ) ≤ ψ < U0(ϕ)}, it remains in this part of E and ϕ(.) is monotonic increasing,
- if it starts in {(ψ,ϕ), S0(ϕ) < ψ < Z0b (ϕ)}, either it remains in this part ofE and ϕ(.) is monotonic decreasing,
or there is some τ¯ , 0 < τ¯ < τfin such that t 7→ ϕ(t) is monotonic decreasing for t between 0 and τ¯ , minimum for
t = τ¯ and monotonic increasing for t between τ¯ and τfin, with ψ(τ¯)− Z0b (ϕ(τ¯)) = b(ψ(τ¯), ϕ(τ¯)) = 0.
3. If it starts in the upper part of the stable manifold S0, ϕ(.) is monotonic non-increasing.
The behavior in the regions E+, F+, F ], F ]+ and on the other pieces of stable or unstable curves are obtained by
symmetry; see Lemma 1.
Proof Points 1 and 3 are obvious because b is negative in E and in the upper part of U0 while it is positive in the
upper part of S0 except, if σ is nonzero, on the segment {ϕ = 0}, where it is zero. Let us prove point 2. In the
region F , according to (59), b has the sign of ψ−Z0b (ϕ). Using differentiability of Z0b away from ϕ = 0 (see (63)),
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one may compute the derivative ofψ−Z0b (ϕ) with respect to time along a solution; it is is a(ψ,ϕ)−Z0b ′(ϕ)b(ψ,ϕ),
which, according to (60), is positive when ψ − Z0b (ϕ) = 0, i.e. when b(ψ,ϕ) = 0. Hence the region where b > 0
is positively invariant, this accounts for the behavior of solutions starting in {b > 0}, and no solution may stay on
the locus where b = 0, this accounts for solutions that start in {b < 0}: either they stay in this part of F or they
cross {b = 0} at one time and then remain in {b > 0}. uunionsq
For any number f , 0 < f < pi2 , let
Cf = {(ψ,ϕ) ∈ C , |ϕ| < f}. (98)
Lemma 3 Assume that a, b, c satisfy assumptions (53) to (62). For any number f , 0 < f < pi2 , there are two
neighborhoods Ω0 and Ωpi of (0, 0) and (pi, 0) respectively and, a number T (f) ≥ 0 such that
(ψ,ϕ) ∈ Ω0 ⇒ c(ψ,ϕ) > 12 , (ψ,ϕ) ∈ Ωpi ⇒ c(ψ,ϕ) < − 12 , (99)
no solution t 7→ (ψ(t), ϕ(t)) of (54) may cross both Ω0 and Ωpi , (100)
and any solution t 7→ (ψ(t), ϕ(t)) defined on the time interval [0, τfin] such that (ψ(t), ϕ(t)) ∈ Cf for all t ∈
[0, τfin] satisfies
meas {t ∈ [0, τfin] , (ψ(t), ϕ(t)) /∈
(
Ω0 ∪Ωpi
)} ≤ T (f) . (101)
The left-hand side (meas stands for the Lebesgue measure of a subset ofR) is simply the time spent by the solution
outside the neighborhoods Ω0 and Ωpi of (0, 0) and (pi, 0); this bound depends on f < pi2 because a and b could
tend to zero as ϕ tends to ±pi2 .
Proof of Lemma 3. To deal with the case where the stable or unstable manifolds contain a segment of the ψ-axis,
we must account for both the cases where σ = 0 and where σ 6= 0. We define the set Kε (ε > 0) as follows:
Kε = ∅ if σ = 0 (102)
and, if σ 6= 0,
Kε = [ε, σ + ε]×[−k¯ε, k¯ε] ∪ [−σ − ε,−ε]×[−k¯ε, k¯ε]
∪ [pi + ε, pi + σ + ε]×[−k¯ε, k¯ε] ∪ [pi − σ − ε, pi − ε]×[−k¯ε, k¯ε] (103)
with
0 < k¯ ≤ min{ 1, 1
2
∣∣∣∣ ∂a∂ψ (0, 0)
/
∂a
∂ϕ
(0, 0)
∣∣∣∣ }. (104)
Since ∂b∂ψ (0, 0) is zero, (61), (59) and (60) imply
∂b
∂ϕ (0, 0) > 0,
∂a
∂ψ (0, 0) < 0, and (66) implies
∂a
∂ϕ (0, 0) ≥ 0.
The slope of the tangent to the curve a = 0 is − ∂a∂ψ (0, 0)
/
∂a
∂ϕ (0, 0), and the slope of the unstable man-
ifold {ψ = U0(ϕ)} (i.e. the slope of the eigenvector corresponding to the negative eigenvalue ∂a∂ψ (0, 0)) is(
∂b/∂ϕ(0, 0)− ∂a∂ψ (0, 0)
)/
∂a
∂ϕ (0, 0), larger than the previous slope. Hence, for some open ball B around the
origin,
|ϕ| ≤ k¯|ψ|, ψ 6= 0, (ψ,ϕ) ∈ B ⇒ |a(ψ,ϕ)| 6= 0 and |ψ − U0(ϕ)| 6= 0 . (105)
This implies that a does not vanish on B ∩ ([ε, σ + ε]× [−k¯ε, k¯ε]). On the compact segment {(ψ, 0), 0 ≤ ψ ≤
σ, (ψ, 0) /∈ B}, |a(ψ,ϕ)| has a positive lower bound a; hence, for ε small enough, a(ψ,ϕ) is larger that 12a/2
on the part of the compact rectangle [ε, σ + ε] × [−k¯ε, k¯ε] that is outside B. Gluing the piece inside B and the
piece outside B together, we get that, for ε small enough, a does not vanish on the compact rectangle [ε, σ + ε]×
[−k¯ε, k¯ε]. By symmetry, i.e. from (53) and (103), we get that, for ε small enough,
a does not vanish on Kε. (106)
By a similar argument, since ψ − U0(ϕ) does not vanish on the compact segment {(ψ, 0), 0 ≤ ψ ≤ σ, (ψ, 0) /∈
B}, (105) implies that it also does not vanish on Kε for ε small enough either, hence
U0 ∩ Kε = Upi ∩ Kε = ∅ (107)
for ε small enough. Define the neighborhoods Ωε0 and Ω
ε
pi of (0, 0) and (pi, 0) as:
Ωε0 = {(ψ,ϕ), |ψ| < ε , |ϕ| < ε} ,
Ωεpi = (Ω
ε
0)
+
= {(ψ,ϕ), |ψ − pi| < ε , |ϕ| < ε} . (108)
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Consider the two distinct solutions going through (pi2 , 0) and (−pi2 , 0); for ε small enough they cross neither Ωεpi
nor Ω0pi , and hence they separate C into two regions, one containing Ωεpi and the other one Ωεpi . Hence, for ε small
enough, no solution can cross both Ωεpi and Ω
ε
0 . From (62), it is also clear that, for ε small enough,
min
(ψ,ϕ)∈Ωε0
c(ψ,ϕ) >
1
2
and max
(ψ,ϕ)∈Ωεpi
c(ψ,ϕ) < −1
2
.
Let us now fix some ε small enough that this is true, (106) and (107) hold and no solution can cross both Ωεpi and
Ωε0 . Take
Ω0 = Ω
ε
0, Ωpi = Ω
ε
pi, K = Kε (109)
for this fixed value of ε. With this choice, one has
U0 ∩ K = Upi ∩ K = ∅ , (110)
and there is some a > 0 such that
(ψ,ϕ) ∈ K ⇒ |a(ψ,ϕ)| > a (111)
and (99) and (100) hold: we only need to prove that (101) holds as well.
First, “thicken” the curves ψ = Z0b (ϕ) and ψ = Z
pi
b (ϕ) where b vanishes, using the flow Φ (see (55)):
Σ0 = {Φ(Z0b (ϕ), ϕ, t), −pi2 <ϕ< pi2 , ϕ 6= 0, − 12 <t< 12} ∩ Cf ,
Σpi = (Σ0)
+ = {Φ(Zpib (ϕ), ϕ, t), −pi2 <ϕ< pi2 , ϕ 6= 0, − 12 <t< 12} ∩ Cf .
(112)
Note: if, for the initial condition (ψo, ϕo) = (Zpib (ϕ), ϕ), either τ
− > − 12 or τ+ < 12 (see (54)-(61)), then
Φ(Zpib (ϕ), ϕ, t) is not defined up to − 12 or 12 ; we however kept, for the sake of simplicity, “− 12 < t < 12 ” in-
stead of “max{− 12 , τ−} < t < min{ 12 , τ+}”.
The topological closure of Cf \
(
Ω0 ∪ Ωpi ∪ K ∪ Σ0 ∪ Σpi
)
does not contain any zero of b, and is obviously
compact. Hence b has a positive lower bound m(f) on that compact set:
(ψ,ϕ) ∈ Cf \
(
Ω0 ∪Ωpi ∪ K ∪Σ0 ∪Σpi
) ⇒ |b(ψ,ϕ)| > m(f) > 0. (113)
Now consider a solution [0, τfin]→ Cf , and partition [0, τfin] as follows:
[0, τfin] = I0 ∪ I1 ∪ I2 ∪ I3
with I0 = {t ∈ [0, τfin] , (ψ(t), ϕ(t)) ∈ Ω0 ∪Ωpi } ,
I1 = {t ∈ [0, τfin] , (ψ(t), ϕ(t)) ∈ K} ,
I2 = {t ∈ [0, τfin] , (ψ(t), ϕ(t)) ∈ Σ0 ∪Σpi and t /∈ I0 ∪ I1 } ,
I3 = {t ∈ [0, τfin] , (ψ(t), ϕ(t)) /∈ Ω0 ∪Ωpi ∪ K ∪Σ0 ∪Σpi } .
(114)
Obviously,
meas {t ∈ [0, τfin] , (ψ(t), ϕ(t)) /∈
(
Ω0 ∪Ωpi
)} = meas I1 + meas I2 + meas I3. (115)
Either the solution is one of the two equilibria or it stays in one of the stable or unstable manifolds or in one of
the six regions E, E+, F , F+, F ], F ]+. According to Lemma 1, and seen that the neighborhoods are invariant by
the ] symmetry and exchanged by the + symmetry, it is enough to prove the property for solutions in the regions
E and F , the equilibrium (0, 0) and the upper parts of its stable and unstable manifolds S0 and U0.
In order to bound meas I1 if σ 6= 0 (it is zero if σ = 0), let us prove that
either the solution does not cross K
or there are times t1, t2, 0 ≤ t1 < t2 ≤ τfin such that the solution is
in K on the time interval [t1, t2] and outside K on [0, τfin] \ [t1, t2].
(116)
– This is obvious if the solution is an equilibrium or is on the unstable manifold U0, that do not cross K (see
(110)).
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– In E: among the rectangles in (103), only [ε, σ + ε]× [−k¯ε, k¯ε] and [pi − σ − ε, pi − ε]× [−k¯ε, k¯ε] intersect
E; a solution that lies in E cannot cross both rectangles because the solution passing through (0, pi2 ) separates
them. Consider a solution that crosses one of them, say [ε, σ + ε]×[−k¯ε, k¯ε] (the situation around [pi − σ −
ε, pi− ε]×[−k¯ε, k¯ε] is similar). Since ψ˙ is negative in the rectangle (a does not change sign according to (106)
and a(0, σ) < 0 according to (60)) and ϕ˙ is positive in E, a solution may only exit through the top or left-hand
edge; if it exits through the top edge {ϕ = k¯ε}, it will not enter again because ϕ will remain larger than k¯ε.
If it exits through the left-hand edge, the fact that ϕ˙ > 0 in E only allows it to enter again through the same
edge, but this is impossible because ψ˙ > 0 on this edge; this proves (116).
– In F : from (110), [−σ − ε,−ε]×[−k¯ε, k¯ε] is the only rectangle in (103) that intersects F ; hence the solution
may only cross this rectangle. Since, according to (106), a does not change sign in the rectangle and, according
to (60), a(0, σ) > 0, a is positive on the rectangle, then the vector field points inwards on the left-hand edge
{ψ = −σ − ε} and outwards on the right-hand edge {ψ = −ε}. The bottom edge is not in F . A solution may
only exit through the top or right-hand edge; if it exits through the top edge, it means that ϕ(t) is increasing at
the exit time, and so, according to Lemma 2, it will continue increasing and cannot go back to the rectangle.
Also, if it exits through the right-hand edge, re-entering the rectangle through the top or left-hand edge would
require ϕ to increase and reach at least kε, making it impossible to reach the rectangle again because ϕ will
continue increasing. This proves (116) for solutions that remain in F .
– A solution in the upper part of the stable manifold S0 also satisfies (116) because it enters the rectangle through
the left-hand edge or the top edge and exits it through the right-hand edge and then goes asymptotically to
(0, 0).
We have proved (116) for any solution. Either I1 = ∅ or I1 = [t1, t2] and connectedness implies that the solution
stays in a single rectangle of K. Using (111), ψ(t) varies monotonically in [t1, t2], and so its variation is at most
σ: a(t2 − t1) < σ. This yields
meas I1 ≤ σ/a . (117)
Solutions in E or in the stable and unstable manifolds cross neither Σ0 nor Σpi; hence I2 = ∅ for these
solutions. Solutions in F may cross Σ0 but not Σpi , and they cannot enter Σ0 again after leaving it because the
region between Σ0 and the unstable manifold U0 is invariant in positive time. They stay in Σ0 on a time-interval
of length at most 1 from the definition (112). Hence, for any solution,
meas I2 ≤ 1 . (118)
Using Lemma 2, for any solutions in E or F or the upper part of S0 or U0, the total variation of ϕ on the
interval [0, τfin] is at most pi − 2`. The inequality (113) then implies
meas I3 ≤ (pi − 2`)/m(f). (119)
Setting T (f) = σ/a+ 1 + (pi−2`)/m(f), (115), (117), (118) and (119) imply (101). uunionsq
Proof of Theorem 3. From Lemma 1, the “+” symmetry allows one to interchange ϕ1 and ϕ0 while the “]”
symmetry changes their sign: we may assume
−pi
2
< ϕ0 ≤ ϕ1 < pi
2
and ϕ1 ≥ 0 (120)
in the proof without loss of generality. We distinguish four cases.
Case a:−pi
2
< ϕ0 ≤ 0 < ϕ1 < pi
2
. In this paragraph, by convention,
if ϕ0 = 0, then S0(ϕ0) stands for σ and Spi(ϕ0) stands for pi − σ. (121)
The solutions such that ϕ(0) = ϕ0, ϕ(τfin) = ϕ1, must be in the region E (see Lemma 2 and Figure 7), and satisfy
S0(ϕ0) < ψ(0) < Spi(ϕ0). For any χ in the open interval (S0(ϕ0), Spi(ϕ0)), let (ψχ(.), ϕχ(.)) be the unique
solution to the Cauchy problem (54) with initial condition
ψχ(0) = χ , ϕχ(0) = ϕ0 . (122)
It is —see (55)— continuous with respect to χ and continuously differentiable with respect to τ . Since this solution
is in E, ϕχ is an increasing function of time, and so there is a unique time τχfin > 0 such that
ϕχ(τχfin) = ϕ
1 . (123)
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Since b(ϕχ(τχfin) , ψ
χ(τχfin) ) > 0, there is a constant k > 0 such that |ϕχ(t′)− ϕχ(t′′)| > k|t′ − t′′| for t′, t′′ in a
neighborhood of τχfin. This implies that τ
χ
fin depends continuously on χ. This allows us to define a continuous map
Λ : (S0(ϕ0), Spi(ϕ0))→ R by
Λ(χ) =
∫ τχfin
0
c(ψχ(s), ϕχ(s))ds. (124)
All we need to prove is that, for any λ¯ ∈ R, there is at least one χ in (S0(ϕ0), Spi(ϕ0)) such that Λ(χ) = λ¯, i.e.
that Λ is onto. Since Λ is continuous, it is sufficient to prove that
lim
χ→S0(ϕ0)
χ>S0(ϕ0)
Λ(χ) = +∞ , lim
χ→Spi(ϕ0)
χ<Spi(ϕ0)
Λ(χ) = −∞ . (125)
The solution t 7→ (ψS0(ϕ0)(t), ϕS0(ϕ0)(t)) of (54) with initial condition (S0(ϕ0), ϕ0) is on the stable manifold of
(0, 0); it is defined on [0,+∞); ϕS0(ϕ0)(t) is negative for all time and tends to zero as t → +∞. By continuity
with respect to initial conditions, the solutions (ψχ(.), ϕχ(.)) starting from (χ, ϕ0) with χ close enough to S0(ϕ0)
are also defined on [0, τ ] for arbitrarily large fixed τ > 0, and converge uniformly to (ψS
0(ϕ0)(.), ϕS
0(ϕ0)(.)) on
the compact interval [0, τ ] as χ→ S0(ϕ0). This proves that, for χ close enough to S0(ϕ0), ϕχ(τ) < 0 and hence
τfin > τ . The situation near Spi(ϕ0) being similar, we have proved that
lim
χ→S0(ϕ0)
χ>S0(ϕ0)
τχfin = lim
χ→Spi(ϕ0)
χ<Spi(ϕ0)
τχfin = +∞ . (126)
Now define Ω0 and Ωpi according to Lemma 3, and τ large enough that (ψS
0(ϕ0)(τ), ϕS
0(ϕ0)(τ)) is in Ω0.
For χ close enough to S0(ϕ0), we also have (ψχ(τ), ϕχ(τ)) ∈ S0(ϕ0); hence, according to (100), solutions
(ψχ(.), ϕχ(.)) with χ close enough to S0(ϕ0) never cross Ωpi . The interval [0, τ
χ
fin] is partitioned into times t
such that (ψχ(t), ϕχ(t)) ∈ Ω0 and also (ψχ(t), ϕχ(t)) /∈
(
Ω0 ∪ Ωpi
)
. Since, according to (101) ( with f =
max{|ϕ0|, |ϕ1|}) meas{t ∈ [0, τχfin] , (ψχ(t), ϕχ(t)) /∈
(
Ω0∪Ωpi
)} ≤ T (f) and meas {t ∈ [0, τχfin] , (ψχ(t), ϕχ(t)) ∈
Ω0} ≥ τχfin − T (f), then (124) and (99) imply
Λ(χ) ≥ 12 (τχfin − T (f))− cf T (f) with cf = max(ψ,ϕ)∈C, |ϕ|≤f |c(ψ,ϕ)| , (127)
and this does imply, using (126), the first limit in (125). Similarly, for χ close enough to Spi(ϕ0), one has meas{t ∈
[0, τχfin] , (ψ
χ(t), ϕχ(t)) ∈ Ωpi} ≥ τχfin − T (f), meas {t ∈ [0, τχfin] , (ψχ(t), ϕχ(t)) /∈
(
Ω0 ∪ Ωpi
)} ≤ T (f) and
hence, using (127) again,
Λ(χ) ≤ − 12 (τχfin − T (f)) + cf T (f) (128)
with cf as in (9). This implies, according to (126), the second limit in (125).
Case b: −pi
2
< ϕ0 < 0 and ϕ1 = 0. If σ = 0, the solutions such that ϕ(0) = ϕ0, ϕ(τfin) = ϕ1 must
be in the region E, and the proof from case (a) applies, where ϕ1 is replaced with zero. If σ > 0, the solutions
on the stable manifolds {ψ = S0(ϕ)} and {ψ = Spi(ϕ)} (see Figure 7) also qualify for this case, because
ϕ reaches zero in finite time. Hence we have to examine the solutions such that (ψ(0), ϕ(0)) = (χ, ϕ0) with
χ ∈ [S0(ϕ0), Spi(ϕ0)] instead of the open interval; the solutions (ψχ(.), ϕχ(.)) to the Cauchy problem (54)-
(122) are still well defined and depend continuously on χ; however, uniqueness of τχfin such that (123) holds for
χ ∈ (S0(ϕ0), Spi(ϕ0)) but not for χ = S0(ϕ0) or χ = Spi(ϕ0). If we call τS0(ϕ0)fin (resp. τS
pi(ϕ0)
fin ) the first
time t such that ϕS
0(ϕ0)(t) = 0 (resp. ϕS
pi(ϕ0)(t) = 0), the solutions to be considered are these with initial
condition (ψ(0), ϕ(0)) = (χ, ϕ0), S0(ϕ0) < χ < Spi(ϕ0) on the time interval [0, τχfin] and these with initial
condition (ψ(0), ϕ(0)) = (χ, ϕ0), χ ∈ {S0(ϕ0), Spi(ϕ0)} on the time intervals [0, τ ], τχfin ≤ τ < +∞. With
the first set of solutions, one reaches λ¯ ∈ [Λ(S0(ϕ0)), Λ(Spi(ϕ0))]; the set of solutions with initial condition
(S0(ϕ0), ϕ0) allows one to reach λ¯ larger than Λ(S0(ϕ0)) as the value of
∫ τ
0
c(ψS
0(ϕ0)(s), ϕS
0(ϕ0)(s))ds varies
from Λ(S0(ϕ0)) to +∞ as τ varies from τS0(ϕ0) (the smallest such value such that ϕS0(ϕ0)(τ) = 0) to +∞;
these solutions with initial condition (Spi(ϕ0), ϕ0) allow one to reach λ¯ smaller than Λ(Spi(ϕ0)).
Case c: ϕ0 = ϕ1 = 0. It suffices to chose τfin = |λ¯| and the solution to be the equilibrium (0, 0) if λ¯ ≥ 0 or
the equilibrium (pi, 0) if λ¯ ≥ 0. Then (67) is satisfied because c(0, 0) = 1, c(pi, 0) = −1.
Case d: 0 < ϕ0 < ϕ1 < pi
2
. This is the other “generic” case, with case (a). According to Lemma 2, the solu-
tions such that ϕ(0) = ϕ0, ϕ(τfin) = ϕ1 must lie in one of the regions F ,E, or F+ or in the unstable manifolds U0
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or Upi that separate them (see Figure 7). These solutions satisfy ϕ(0) = ϕ0, hence S0(ϕ0) < ψ(0) < Spi(ϕ0). For
any χ in the open interval (S0(ϕ0), Spi(ϕ0)), let (ψχ(.), ϕχ(.)) be the solution to the Cauchy problem (54)-(122).
According to Lemma 2:
- If S0(ϕ0) < χ < Z0b (ϕ
0) or Z0b (ϕ
pi) < χ < Spi(ϕ0), t 7→ ϕχ(t) is first decreasing, then crosses the set of
zeroes of b at some time to: ψχ(to) = Z0b (ϕ
χ(to)) or ψχ(to) = Zpib (ϕ
χ(to)) and is increasing for t larger than to.
Hence, since ϕχ(to) < ϕ0 < ϕ1, there is a unique τχfin (larger than t
o) such that ϕχ(τχfin) = ϕ
1.
- If Z0b (ϕ
0) ≤ χ ≤ Zpib (ϕ0), t 7→ ϕχ(t) is monotonic increasing for positive times and cannot have a limit, hence
it takes all the values between ϕ0 and pi2 only once and there is a unique τ
χ
fin such that (123) holds.
In both cases, Z0b (ϕ
1) < ψχ(τχfin) < Z
pi
b (ϕ
1), hence b( ϕ̂χ(τχfin) , ψ̂
χ(τχfin) ) > 0, and so there is a constant k > 0
such that |ϕχ(t′)−ϕχ(t′′)| > k|t′− t′′| for t′, t′′ in a neighborhood of τχfin. This implies that τχfin depends continu-
ously on χ. This continuous dependence on χ allows us to define the continuous map Λ : (U0(ϕ0), Upi(ϕ0))→ R
by (124); as in case (a), let us prove the following limits, sufficient to imply that Λ is onto:
lim
χ→U0(ϕ0)
χ>U0(ϕ0)
Λ(χ) = +∞ , lim
χ→Upi(ϕ0)
χ<Upi(ϕ0)
Λ(χ) = −∞ . (129)
This follows as in case (a): first we get
lim
χ→U0(ϕ0)
χ>S0(ϕ0)
τχfin = lim
χ→Upi(ϕ0)
χ<Spi(ϕ0)
τχfin = +∞
and then, with f = |ϕ1|, (127) holds for χ close to U0(ϕ0) and (128) for χ close to Upi(ϕ0).
Case e: 0 < ϕ0 = ϕ1 < pi
2
. This is a similar to the previous case but degenerate in the sense that τχfin = 0 if
Z0b (ϕ
0) ≤ χ ≤ Zpib (ϕ0). The only nontrivial trajectories that display the same initial and final values of ϕ lie in
the regions F or F+, and they join points on one side of the curve where b vanishes (ψ = Z0b (ϕ) or ψ = Z
pi
b (ϕ))
to points on the other side. We have
Λ(χ)

> 0 if U0(ϕ1) < χ < Z0b (ϕ
1) ,
= 0 if Z0b (ϕ
1) ≤ χ ≤ Zpib (ϕ1) ,
< 0 if Zpib (ϕ
1) < χ < Upi(ϕ1) ;
(129) still holds and the same arguments prove that Λ is onto. uunionsq
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