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An orthogonal–Pin duality
K. Neerg˚ard1
Fjordtoften 17, 4700 Næstved, Denmark
An orthogonal–Pin analogon of the orthogonal–orthogonal case of a general duality
theorem due to Howe is proven.
I. INTRODUCTION
A duality between irreducible representations of two orthogonal Lie algebras of operators
on a fermion Fock space, one conserving and one not conserving the number of fermions,
was suggested by an early study in the framework of the nuclear shell model.1 An analogous
symplectic-symplectic duality had been discovered previously by Helmers.2 Both results are
(except for the precise relation between the equivalence classes of the dually connected
irreducible representations) special cases of a general duality theorem proven by Howe in
1976.3,4 The orthogonal-orthogonal special case of Howe’s theorem relates a number conserv-
ing orthogonal group to a number non-conserving orthogonal Lie algebra, while I establish
in a recent article a related association of two orthogonal Lie algebras.5 More recently, I
showed that the former result can be derived from the latter by an analysis of the represen-
tation of a reflection.4 The present study completes a picture of an almost perfect symmetry
between the partners in the orthogonal-orthogonal dual relationship by establishing in an
analogous manner a duality between irreducible representations of the number conserving
orthogonal Lie algebra and a number non-conserving group, which turns out to be the dou-
ble covering, so-called Pin, group of an orthogonal group. The main derivation appears in
Sec. III after Sec. II has provided some necessary preliminaries. Concluding remarks are
added in Sec. IV.
II. PRELIMINARIES
To prepare the main derivation in Sec. III, I recapitulate in this section required elements
of a formalism set up in Refs. 5 and 4. Throughout, the base field is understood to be the
field of complex numbers, and the word irrep denotes an equivalence class of irreducible
representations of a group or Lie algebra or a standard realization within such a class.
A. The group O(n) and its Lie algebra o(n)
The group O(n) and its Lie algebra o(n) are treated comprehensively in Refs. 6–8. The
group O(n) is defined by a vector space V of dimension n equipped with a non-singular
symmetric bilinear form b. With (|p〉, p = 1, . . . , n) a basis for V , it consists of the linear
transformations g of V , with matrix elements 〈p|g|q〉, that preserve b in the sense of∑
rs
〈b|rs〉〈r|g|p〉〈s|g|q〉 = 〈b|pq〉. (1)
It is composed of a maximal connected subgroup SO(n) of rotations, det g = 1, and a coset
of reflections, det g = −1. For every basis (|p〉) there is a basis (|p∗〉), called dual with
respect to b. It is given by
〈b|pq∗〉 = δpq, (2)
which implies
〈p∗|g|q∗〉 = 〈q|g−1|p〉. (3)
2Note |p∗∗〉 = |p〉 by the symmetry of b. By a change of basis,
|p〉 =
∑
q
|q′〉〈q|t|p〉, (4)
the dual basis transforms contragrediently,
|p∗〉 =
∑
q
〈p|t−1|q〉|q′∗〉. (5)
A Young diagram has the form:
(6)
It describes an O(n) irrep when no pair of different columns have depths whose sum exceeds
n. A Young diagram λ may be characterized by the tuple (λ1, λ2, . . . ) of row lengths
listed from top to bottom, or the tuple (λ˜1, λ˜2, . . . ) of column depths listed from left to
right, with trailing zeros as convenient. The 1 representation may be assigned an empty
Young diagram. Allowed diagrams generally come in pairs λ and λ′ with λ˜1 + λ˜
′
1 = n and
λ˜p = λ˜
′
p, p > 1. Such diagrams are called complementary. (They are called “associate” in
Ref. 6 and “associated” in Ref. 9. Since many relations are called associations, I choose
to describe the present one by the more specific term of complementarity.) For even n a
Young diagram may be self-complementary, λ˜1 = n/2.
With linear transformations epq and ep∗q∗ defined by
〈r|epq|s〉 = 〈r
∗|ep∗q∗ |s
∗〉 = δrs,pq, (7)
the Lie algebra o(n) of O(n) is spanned by the transformations
e¯pq = epq − eq∗p∗ . (8)
It is convenient to choose the basis (|p〉) such that
〈b|pq〉 = δp+q,n+1. (9)
Such a basis exists for every non-singular symmetric bilinear form b, as does an orthonormal
basis, 〈b|pq〉 = δpq. Note that Eq. (9) implies |p
∗〉 = |n+1−p〉, which can be written also as
a relation of indices, p∗ = n+1− p. In a basis obeying this relation, a linearly independent
set of transformations (8) is constrained by p+ q < n+ 1. The subset with p ≤ q spans a
Borel subalgebra b, and the one with p = q its Cartan subalgebra. In an irreducible o(n)
module, the eigenvalues of e¯pp, p = 1, . . . ,
⌊
n
2
⌋
on the highest-weight vector defined by the
Borel subalgebra b thus describes its highest weight. For a reason to be seen in a moment,
I denote also these highest-weight eigenvalues of e¯pp by the symbol λp.
The reason is that there is a close relation between the highest-weight eigenvalues of
e¯pp and the row lengths of O(n) Young diagrams. Before specifying this relation I describe
which tuples (λp, p = 1, . . . ,
⌊
n
2
⌋
) of highest-weight eigenvalues of e¯pp are allowed by Cartan’s
general analysis of irreps of semisimple Lie algebras.10 This analysis does not apply to the Lie
algebra o(2), which is not semisimple, but no exception from the rule now to be formulated
anyway occurs for n = 2 in the present context. The Lie algebra o(1) = {0} has only the 0
representation, which may be assigned the empty tuple (λp, p = 1, . . . , 0). The rule which
follows from Cartan’s analysis, as generalized to the case n = 2, may be expressed as follows
for n ≥ 2. Either every λp is integral or every λp is half-integral, and the allowed values are
constrained by the inequalities
λ1 ≥ λ2 ≥ · · · ≥ λ(n−1)/2 ≥ 0, odd n,
λ1 ≥ λ2 ≥ · · · ≥ |λn/2| ≥ 0, even n,
(10)
3An O(n) irrep with a self-non-complementary Young diagram stays irreducible by restriction
to o(n), and this o(n) irrep is the same for both complementary O(n) irreps. The highest-
weight eigenvalues of e¯pp, p = 1, . . . ,
⌊
n
2
⌋
equal the Young diagram row length listed from top
to bottom, in the member with λ˜1 < n/2 of the complementary pair. An O(n) irrep with
a self-complementary Young diagram is the directs sum of two o(n) irreps with opposite
signs of λn/2. In this case the sequence λ1, λ2, . . . , |λn/2| gives the row lengths of the O(n)
Young diagram. This close relation between the highest-weight eigenvalues of e¯pp in the
o(n) irrep or irreps contained in an O(n) irrep and the row lengths of its Young diagram
suggests to define o(n) Young diagrams by the convention that the row lengths indicate the
highest-weight eigenvalues of e¯pp.
4 An o(n) Young diagram may thus have bottom rows of
negative lengths like the following one for n = 6.
(11)
(For n = 2 one must mark somehow the edge whence the single row extends.) One may
also have diagrams with half-integral row lengths like the following ones.
(12)
They describe the so-called spin irreps of o(n), which are not contained in O(n) irreps.
An O(n) irrep with a self-non-complementary Young diagram is seen to be not completely
determined by its embedded o(n) irrep. Knowing the latter leaves the possibility of any one
of the pair of complementary Young diagrams. The O(n) irreps which they describe are
distinguished, however, from one another by the eigenvalue, on the highest-weight vector
defined by the Borel algebra b, of the reflection
r =
{
−e(n+1)/2,(n+1)/2 +
∑
p6=(n+1)/2 epp, odd n,
en/2,n/2+1 + en/2+1,n/2 +
∑
p6=n/2,n/2+1 epp. even n.
(13)
This eigenvalue thus equals 1 for λ˜1 < n/2 and −1 for λ˜1 > n/2.
4
B. Fermion Fock space
Now consider a system of k different kinds of fermions sharing a 1-fermion state space V
with basis (|p〉, p = 1, . . . , d). A fermion of kind τ is created from the vacuum in the state
|p〉 by the operator a†pτ . These operators and a set of corresponding annihilation operators
apτ obey the the usual commutation relations
{a†pτ , a
†
qυ} = {apτ , aqυ} = 0, {apτ , a
†
qυ} = δpτ,qυ, (14)
Any change of the basis for V is required to preserve these commutation relations. It follows
that a†p∗τ and ap∗τ transform as apτ and a
†
pτ . Despite the notation, a
†
pτ and apτ are not
assumed Hermitian conjugates. No Hermitian inner product is defined, indeed, on the state
space. The span A of the set of operators a†pτ and apτ is called the space of field operators.
The operators a ∈ A generate an associative algebra A. The Fock space Φ is defined in
terms of the vacuum state |〉 by
Φ = A|〉 = A†|〉, (15)
where A† is the subalgebra of A generated by 1 and the creation operators, and a represen-
tation of O(d) on Φ by
ga†pτg
−1 =
∑
q
a†qτ 〈q|g|p〉, g|〉 = |〉 ∀g ∈ O(d). (16)
4This induces representations of SO(d) and o(d). In particular the o(d) basic transforma-
tions (8) are represented by the operators
∑
τ
(a†pτaqτ − a
†
q∗τap∗τ ). (17)
For d = 1, I denote the field operators a†1τ and a1τ by a
†
τ and aτ , their span by A1, and
the associative algebra generated by the operators a ∈ A1 by A1. Let g denote the span of
the set of commutators [a, b], a, b ∈ A1. This space is closed under commutation, and so is
then, by the Jacobi identity, the space Λg of linear transformation ΛX : a 7→ [X, a] of A1,
where X ∈ g. Both spaces thus form Lie algebras. Further, the Lie algebra homomorphism
X 7→ ΛX , X ∈ g, is clearly an isomorphism. With the definitions of a
†
τ and aτ extended to
negative τ by
a†τ = a−τ , −k ≤ τ ≤ k, τ 6= 0, (18)
a basis for A1 can be written (a
†
τ , τ = −k, . . . ,−1, 1, . . . , k). When the basic operators
are written in this order, the linear transformations Λ[a†τ ,aυ] are seen to have the matrix
elements of the transformations (8) for n = 2k and the bilinear form (9). It follows that
the Lie algebra Λg, and then also the Lie algebra g, are isomorphic to o(2k). By the
map e¯lm 7→ [a
†
τ , aυ], where l and m are the ordinal numbers of τ and υ in the sequence
−k, . . . ,−1, 1, . . . , k, a g module thus becomes an o(2k) module. The anticommutator {·, ·}
is seen to play the role of the bilinear form b in relation to the Lie algebra Λg. That ΛX
preserves {·, ·} in the sense of Lie algebras, actually follows directly from
{ΛXa, b}+ {ΛXb, a} = {[X, a], b}+ {[X, b], a} = [X, {a, b}] = 0 (19)
because {a, b} is a number.
For arbitrary d, if a ∈ A1 is a linear combination
∑
τ ατa
†
τ with τ running from −k to
k with 0 omitted, I define for each p a corresponding element ap· ∈ A by ap· =
∑
τ ατa
†
pτ
with
a†pτ = ap,−τ , −k ≤ τ ≤ k, τ 6= 0. (20)
A representation ρ of g on Φ, which, by the isomorphism of o(2k) and g, provides also a
representation of o(2k), is then given by
ρ([a, b]) =
∑
p
[ap·, bp·]. (21)
This definition depends on the basis for V . I shall assume that some standard orthonormal
basis (|p¯〉) has been chosen for the definition of ρ. In an arbitrary basis, the expression (21)
is then replaced by
ρ([a, b]) =
∑
p
[a†p·, bp·] (22)
with
a†p· =
∑
τ>0
(ατa
†
pτ + α−τap∗τ ), ap· =
∑
τ>0
(ατa
†
p∗τ + α−τapτ ). (23)
C. Duality theorems
In Ref. 5, I prove the following.
5Theorem 1 (o(d)–o(2k) duality). The fermion Fock space Φ has the decomposition
Φ =
⊕
Xλ ⊗Ψw, (24)
where Xλ and Ψw carry, by the actions (17) and (22), irreducible representations of o(d)
and o(2k) described by the Young diagrams λ and w. No pair of λ and w appears in the
sum more than once. If d is even, if one member of a pair of Young diagrams λ and λ′
that are identical except for λd/2 = −λ
′
d/2 is present, both of them appear in combination
with the same w. If one member of a pair of Young diagrams w and w′ that are identical
except for wk = −w
′
k is present, both of them appear in combination with the same λ.
The participating pairs of λ and w with all row lengths non-negative are selected by the
requirement that they fill a d/2× k frame without overlap:
λ
w
d/2
k (25)
In this figure, w is reflected and rotated so that its rows appear vertically from right to left.
The proof in Ref. 5 is based on a calculation of characters akin to one used in 1961 by
Helmers to prove an analogous symplectic-symplectic duality theorem,2 and the diagram-
matic description of the dual relation of irreps is modeled over one applied by Helmers
in that case. In Ref. 4, I show that by combining Theorem 1 with an analysis of the
representation on Φ of the reflection (13), one can prove also the following.
Theorem 2 (O(d)–o(2k) duality). The fermion Fock space Φ has the decomposition
Φ =
⊕
Xλ ⊗Ψw, (26)
where Xλ and Ψw carry, by the actions (16) and (22), irreducible representations of O(d)
and o(2k) described by the Young diagrams λ and w. The sum runs over the pairs of λ and
w that fill a d/2×k frame without overlap when a negative wk cancels a part of λ extruding
the frame:
λ
w
d/2
k (27)
In this figure, w is reflected and rotated so that its rows appear vertically from right to left.
This implies Theorem 1, so both theorems are equivalent. The part of Theorem 2 that
states multiplicity freedom and 1–1 correspondence of irreps is a special case of Howe’s
general duality theorem.3 His proof of this general theorem is based on the so-called double
commutant theorem and invariant theory.6 The precise relation between the connected irreps
was described by Rowe, Repka and Carvalho, who related them to irreps of the general
linear groups GL(d) and GL(k).9 Its diagrammatic formulation is mine.4 While Theorem 1
is symmetric in the Lie algebras o(d) and o(2k), Theorem 2 is asymmetric by relating a
group and a Lie algebra. In Sec. III, I prove a theorem with the opposite asymmetry.
6III. o(d)–Pin(2k) DUALITY
The following builds on the account in Ref. 8 of Clifford algebras and their embedding
of faithful representations of the double covering groups Pin(n) of the orthogonal groups
O(n). The bilinear form {·, ·} on A1 renders A1 isomorphic to the Clifford algebra Cl(2k).
The group Pin(2k) is faithfully represented in A1 by the products of elements a ∈ A1 ⊂ A1
that satisfy a2 = −1. I take this faithful representation as a definition of Pin(2k) and call
the said elements a, which map to reflections in O(2k), reflections in Pin(2k). The products
of an even number of them form a maximal connected subgroup Spin(2k), which is also a
double covering group of the rotation group SO(2k). In particular −1 = a2 ∈ Spin(2k).
The group Spin(2k) is simply connected, and its Lie algebra in the present realization is
g, which was shown in Sec. II B to be isomorphic to o(2k). Because Spin(2k) is simply
connected, the representation ρ of g ⊂ A1 given by Eq. (22) expands to a representation of
Spin(2k) in A. In particular
ρ(−1) = ρ(exp ipi[a†1, a1]) =
∏
p
exp ipi[a†p1, ap1] = (−1)
d. (28)
To extend ρ to a representation of Pin(2k) one must define the image ρ(s) of one reflection
s ∈ A1.
The condition s2 = −1 implies
sa = {s, a} − as = −{s, a}s2 − as = (−{s, a}s− a)s := a′s, a ∈ A1. (29)
One notes a′ ∈ A1, and easily derives a
′′ = a, which implies that the map a 7→ a′ is
invertible. From Eq. (29) follows s[a, b] = [a′, b′]s, so ρ(s) must satisfy
ρ(s)ρ([a, b]) = ρ([a′, b′])ρ(s). (30)
This is fulfilled if either
ρ(s)ap· = a
′
p·ρ(s), a ∈ A1, ∀p, or ρ(s)ap· = −a
′
p·ρ(s), a ∈ A1, ∀p, (31)
which holds with the sign (−)d−1 if one sets
ρ(s) = c
∏
p
sp· (32)
with some numeric factor c. A final condition, which makes ρ a representation of Pin(2k),
is
ρ(s)2 = ρ(s2) = ρ(−1) = (−1)d (33)
by Eq. (28). Because
(∏
p
s2p·
)2
= (−1)⌊
d
2
⌋+d, (34)
Eq. (33) is satisfied if c is set to a square root of (−1)⌊
d
2
⌋.
I now make the specific choice
s = a†1 − a1 (35)
and write ρ(s) = σ. By Eq. (29), one then gets
(a†1)
′ = −a1, a
′
1 = −a
†
1, (a
†
τ )
′ = −a†τ , a
′
τ = −aτ , τ > 1, (36)
7so Eq. (31) gives
σa†p1σ
−1 = (−)dap1, σap1σ
−1 = (−)da†p1, σa
†
pτσ
−1 = (−)da†pτ , σapτσ
−1 = (−)dapτ , τ > 1, ∀p.
(37)
The action of σ on the vacuum is
σ|〉 = c
(∏
p
a†p1
)
|〉. (38)
Like the preliminary definition (21) of ρ, the definition (32) of σ depends on the chosen
basis for V . I assume that σ is defined in the same orthonormal standard basis (|p¯〉) as
chosen in Sec. II B to define ρ. In any other basis the transformation (37) then becomes
σa†p1σ
−1 = (−)dap∗1, σap1σ
−1 = (−)da†p∗1, σa
†
pτσ
−1 = (−)da†pτ , σapτσ
−1 = (−)dapτ , τ > 1, ∀p.
(39)
The transformation a 7→ σaσ−1 of A induced by the present operator σ thus deviates
from that induced by the operator σ of Ref. 4 only by an extra general factor (−1)d. It
follows from Eq. (39) that σ commutes with the operators (17) and, therefore, with the
representation of o(d) on Φ. A basis (|p〉) obeying Eq. (9) is given in terms of the standard
basis (|p¯〉) by
|p〉 =


√
1
2 (|p¯〉+ i|d+ 1− p〉), p < (d+ 1)/2,
|p¯〉, p = (d+ 1)/2 (only for odd d),√
1
2 (|d+ 1− p〉 − i|p¯〉), p > (d+ 1)/2.
(40)
In this basis, Eq. (38) becomes
σ|〉 = c (det t−1)
(∏
p
a†p1
)
|〉, (41)
where t is the transformation (40). By det t−1 = i⌊
d
2
⌋, this gives
σ|〉 = ±
(∏
p
a†p1
)
|〉, (42)
Except for the possible minus sign, this is the action of the operator σ of Ref. 4.
The extra factors (−1)d and ±1 in Eqs. (39) and (42) do not alter the analysis in Ref. 4
of the operator σ except that for odd d, the present σ is not an involution of Φ but satisfies
σ2 = −1. In particular also the present σ anticommutes with the representation on Φ of the
reflection r ∈ O(d) defined by Eq. (13). Recall the choice in Sec. II A of a Borel subalgebra
b of o(n). If in the figure (25), the Young diagram λ is self-complementary (the border
between λ and w hits the bottom edge of the d/2 × k frame, which can happen only for
even d), the figure represents a term (Xλ⊕Xλ′)⊗Ψw in the sum (24). As shown in Ref. 4,
the states in Xλ ⊗ Ψw and Xλ′ ⊗ Ψw of highest weights defined by the Borel subalgebras
b of both o(d) and o(2k) are eigenstates of σ, and because σ and the representation of r
on Φ anticommute, the eigenvalues differ by a factor −1. Because σ commutes with the
representation of o(d) on Φ, this is equivalent to s having a representation sλ on each copy
of Ψw such that the o(2k) highest-weight vector is an eigenvector of sλ with eigenvalue equal
to that of σ on the common o(d) and o(2k) highest-weight state. This makes each copy a
module for Pin(2k), but these modules are inequivalent. An intertwining map would indeed
intertwine their restrictions to o(2k) modules. Since these are irreducible, it would then,
by Schur’s lemma, connect their highest-weight vectors. But then sλ would have the same
eigenvalue on both vectors, a contradiction. One can assign Young diagrams w to these two
8inequivalent Pin(2k) irreps such that each w fills, in combination with the corresponding
Young diagram λ, the d/2 × k frame without overlap when a negative λd/2 cancels a part
of the Pin(2k) Young diagram extruding the frame:
λ
w
d/2
k (43)
The eigenvalues of σ on the common o(d) and o(2k) highest-weight states, which are also
those of sλ on the o(2k) highest-weight vectors, can be calculated as in Ref. 4 with the
extra factors in Eqs. (39) and (42) taken into account. One gets ±(−1)d/2 for λd/2 > 0 and,
therefore, ∓(−1)d/2 for λd/2 < 0. These expressions are rendered independent of d by the
choice of (−)⌊
d
2
⌋ for the arbitrary sign in Eq. (42), corresponding to c = i⌊
d
2
⌋ in Eq. (32).
The eigenvalues of sλ then become ±1 for λd/2 ≷ 0.
If the Young diagram w in the figure (25) is self-complementary (the border between
λ and w hits the left edge of the frame), the figure represents, in the sum (24), a term
Xλ ⊗ (Ψw ⊕ Ψw′) with wk = −w
′
k > 0. As shown in Ref. 4, the operator σ connects the
spaces Xλ ⊗Ψw and Xλ ⊗Ψw′. Because σ commutes with the representation of o(d) on Φ,
this is equivalent to a representation of s connecting the spaces Ψw and Ψw′ . The resulting
Pin(2k) module Ψw⊕Ψw′ is irreducible because each of Ψw and Ψw′ is an irreducible o(2k)
module. This Pin(2k) irrep may be assigned the Young diagram w. I have thus proven the
following.
Theorem 3 (o(d)–Pin(2k) duality). The fermion Fock space Φ has the decomposition
Φ =
⊕
Xλ ⊗Ψw, (44)
where Xλ and Ψw carry, by the actions (17), (22), (39), and (42), irreducible representations
of o(d) and Pin(2k) described by Young diagrams λ and w. The sum runs over the pairs of
λ and w that fill, in a figure like the figure (43), the d/2×k frame without overlap when, for
even d, a negative λd/2 cancels a part of w extruding the frame. In the figure, w is reflected
and rotated so that its rows appear vertically from right to left.
Different Young diagrams w describe inequivalent Pin(2k) irreps. Such with less or more
than k rows only occur for even d. They have rows of integral lengths and columns such
that no pair of their depths have a sum exceeding 2k. Two such Young diagrams which
have depths of their first columns adding to 2k and are otherwise identical may be called
complementary. The Pin(2k) irreps which they describe stay irreducible upon restriction to
o(2k), and these o(2k) irreps are identical. In a complementary pair, the Young diagram
with less than k rows is identical to the o(2k) Young diagram. With c = i⌊
d
2
⌋ in Eq. (32), in
the Pin(2k) irreps described by Young diagrams with less and more than k rows, respectively,
the o(2k) highest-weight vectors defined by the Borel subalgebras b are eigenvectors with
eigenvalues ±1 of the representation ρ(s). The Pin(2k) irreps described by Young diagrams
with exactly k rows, which may be called self-complementary, are direct sums of two o(2k)
irreps described by Young diagrams differing only by opposite lengths of their bottom rows.
The Pin(2k) row lengths are the absolute values of the o(2k) row lengths.
Remark. For even d, because ρ(−1) = 1 by Eq. (28), the Pin(2k) irreps reduce to O(2k)
irreps, with the Pin(2k) Young diagrams identical to the O(2k) Young diagrams. The choice
of c = i⌊
d
2 ⌋ in Eq. (32) thus makes, for even d, the representation of s on Φ analogous to
that of r ∈ O(d). For some d setting c equal to the other square root of (−1)⌊
d
2 ⌋ results in
a multiplication of the representation of s on Φ by −1.
Since Theorem 3 evidently implies Theorem 1, all the three theorems 1–3 are seen to be
equivalent.
9IV. CONCLUDING REMARKS
Theorem 3 seems to complete a pattern of almost perfect symmetry between the partners
in the orthogonal-orthogonal dual relationship. To recapitulate, Theorem 1 relates two
o(n) Lie algebras, and the rule which connects their irreps is symmetric in these two Lie
algebras. The single element of asymmetry consists in the o(d) irreps being always non-spin
irreps while the o(2k) irreps are non-spin or spin irreps depending on whether d is even
or odd. Theorem 2 relates the group O(d) to the Lie algebra o(2k), and, symmetrically,
Theorem 3 relates the Lie algebra o(d) to the group Pin(2k). For even d the Pin(2k) irreps
reduce to O(2k) irreps, which brings the symmetry even closer to being perfect. The group
O(d) contains a reflection r which distinguishes irreps with identical restrictions to o(d)
from one another in some cases and merge different o(d) irreps to an O(d) irrep in some
other cases. Symmetrically, Pin(2k) contains a reflection s which distinguishes irreps with
identical restrictions to o(2k) from one another in some cases and merge different o(2k)
irreps to a Pin(2k) irrep in some other cases. The cases when r provides a distinction are
those when s merges, and vice versa. Finally, r and s anticommute on the fermion Fock
space Φ as a module for O(d) and Pin(2k), respectively. The most symmetric of the three
theorems, Theorem 1, can be proven by a calculation of characters,5 and Theorems 2 and
3 follow from Theorem 1 by analyses of representations of r and s, respectively, as shown
in Ref. 4 and the present note. All the three theorems were shown to be equivalent.
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