Optimal control of stochastic flow by Ming, Ju
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2009
Optimal control of stochastic flow
Ju Ming
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Mathematics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Ming, Ju, "Optimal control of stochastic flow" (2009). Graduate Theses and Dissertations. 10782.
https://lib.dr.iastate.edu/etd/10782
Optimal control of stochastic flow
by
Ju Ming
A dissertation submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Major: Applied Mathematics
Program of Study Committee:
Lisheng Hou, Major Professor
Scott Hansen
Hailiang Liu
Gary Lieberman
Paul Sacks
Iowa State University
Ames, Iowa
2009
Copyright c© Ju Ming, 2009. All rights reserved.
ii
TABLE OF CONTENTS
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
CHAPTER LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
CHAPTER LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
CHAPTER 1. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Polynomial Chaos Expansion for Stochastic Partial Differential Equations . . . 2
1.3 Wick Product and Gaussian Field . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Optimal Control Problem of Stochastic Flow . . . . . . . . . . . . . . . . . . . 3
1.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
CHAPTER 2. Brocher-Minlos Theorem and Wiener-Itoˆ Chaos Expansion 6
2.1 Brocher-Minlos Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Wiener-Itoˆ Chaos Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Hermite Polynomial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 Wiener-Itoˆ Chaos Expansion of White Noise . . . . . . . . . . . . . . . 11
CHAPTER 3. Kondratiev Spaces and Wick Product . . . . . . . . . . . . . 13
3.1 Kondratiev Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Wick Product . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
CHAPTER 4. Optimal Control of Stochastic Burgers’ Equations with Ad-
ditive White Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.1 Wiener chaos solutions of SBEs . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2 Distributed problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
iii
4.2.1 Formulation of distributed control problem . . . . . . . . . . . . . . . . 20
4.2.2 The discrete control problem . . . . . . . . . . . . . . . . . . . . . . . . 22
4.2.3 Numerical Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.3 Boundary control problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3.1 Formulation of boundary control problems . . . . . . . . . . . . . . . . . 29
4.3.2 Numerical Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3.3 Numerical Test 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
CHAPTER 5. Optimal Control Problem of Stochastic Navier-Stokes Equa-
tions with Additive White Noise . . . . . . . . . . . . . . . . . . . . . . . . 40
5.1 Wick-type Navier-Stokes equations . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.1.1 Weak Formulation of the Wick type Navier-Stokes problems . . . . . . 42
5.2 Distributed Control Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2.1 Formulation of the Optimality System . . . . . . . . . . . . . . . . . . . 44
5.2.2 Finite Element Discretization . . . . . . . . . . . . . . . . . . . . . . . . 45
5.3 Numerical Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
CHAPTER 6. Optimal Control of Stochastic Fluid Flow in A Backward
Facing Step Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.1 Karhunrn-Loeve Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.1.1 Mercer’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.1.2 Karhunrn-Loeve Expansion . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.1.3 Galerkin Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.1.4 Polynomial Chaos Expansion . . . . . . . . . . . . . . . . . . . . . . . . 57
6.2 Vorticiy reduction by stochastic boundary action in backward facing step chan-
nel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2.1 Stochastic Navier-Stokes Equation . . . . . . . . . . . . . . . . . . . . . 59
6.2.2 Solution Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
iv
6.2.3 Vorticity Reducing Problem . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.2.4 Numerical Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
vACKNOWLEDGEMENTS
First and foremost, I would like to gratefully acknowledge my advisor, Professor Lisheng
Hou, for his invaluable encouragement and guidance in the last five years. Furthermore, all
the members of my committee, Prof. Scott Hansen, Prof. Gary Lieberman and Prof. Paul
Sacks, are thanked for their patience and advices. In particular, I want to express my thanks
to Prof. Hailiang Liu for his helpful discussions.
I also owe many thanks to my friends from Carver Hall, Iowa State University, for their
continued support. I would like to thank Chris Kurth for his help in reading my thesis. From
the staff, I especially thank Melanie for her care and attention.
Finally, I am greatly indebted to my parents, Tingguang Ming and Wen Zhao, my brother
Yue Ming and my wife Yani Liu, without their endless support, understanding and encourage-
ment, I would not be able to complete my Ph.D journey.
vi
LIST OF TABLES
Table 4.1 Test 2 of the distributed control . . . . . . . . . . . . . . . . . . . . . . 29
Table 4.2 Test 1 of the boundary control . . . . . . . . . . . . . . . . . . . . . . . 34
Table 4.3 Test 2 of the boundary control . . . . . . . . . . . . . . . . . . . . . . . 37
vii
LIST OF FIGURES
Figure 1.1 The outline of the optimal control problems . . . . . . . . . . . . . . . 4
Figure 4.1 The Mean and variance of the WCE solution . . . . . . . . . . . . . . 18
Figure 4.2 The L2([0, 1]× [0, 1]) norm of the fifth order WCE coefficients . . . . . 19
Figure 4.3 The desired velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Figure 4.4 The mean of the solution without control . . . . . . . . . . . . . . . . . 25
Figure 4.5 The mean of the solution under control, which is actually the first WCE
coefficient u0, is quite close to the desired velocity after a short time. . 26
Figure 4.6 The objective functional J . The result without predicting the control
f by using lower order WCE may be not as good as the one using
prediction, but it reduces the elapsed CPU time from 1555.39 seconds
to 176.19 seconds, therefore, taking a prediction of control f is still an
efficient technique to handle this type of control problem. . . . . . . . 27
Figure 4.7 The mean of controlled, desired and uncontrolled velocity at time t=0,
0.26, 0.5, 0.76, 1. At the beginning t=0, the mean of velocity under
control is determined by the initial condition, but after a short time,
the result matches the desired velocity quite well. . . . . . . . . . . . . 28
Figure 4.8 The L2 norm of the WCE coefficients. Note that the first coefficient
corresponds to the mean of our optimal solution, which is quite close
to the desired function, and in the meantime the magnitude of the re-
maining WCE coefficients decay rapidly. This implies the optimization
of the variance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Figure 4.9 Simulation of the desired function. . . . . . . . . . . . . . . . . . . . . 30
viii
Figure 4.10 Means of desired velocity (left) and WCE solution under control (right). 31
Figure 4.11 Snapshots of the means of the target velocity, WCE solutions under
control and without control. . . . . . . . . . . . . . . . . . . . . . . . 32
Figure 4.12 The target velocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Figure 4.13 The mean of solution without control. . . . . . . . . . . . . . . . . . . 34
Figure 4.14 The mean of WCE solution under control, . . . . . . . . . . . . . . . . 35
Figure 4.15 Snapshots of the target velocity, the mean of WCE solutions under
control and without control at x=0, 0.26, 0.5, 0.76, 1 . . . . . . . . . . 35
Figure 4.16 L2(QT ) of the WCE coefficients. Note that the first coefficient is the
mean of our optimal solution, the next 8 coefficients are the first order
Wick polynomials, and the remaining coefficients are the Wick poly-
nomials with order 2 ≤ |α| ≤ 5, which are almost identically zero
(O(10−4)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Figure 4.17 The mean of the target velocity (left) and the WCE solution under
control (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Figure 4.18 Snapshots of the mean of the target velocity, the WCE solution under
control and without control at x=0, 0.25, 0.5, 0.75, 1 . . . . . . . . . . 38
Figure 4.19 L2(QT ) of the WCE coefficients. The results are similar to Figure (4.16)
and shows that our optimization solution is a Gaussian approximation
to the target velocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Figure 5.1 Column 1 and 3 are the deterministic Navier-Stkoes flows, Column 2
and 4 are the stochastic Navier-Stokes flows, which are generated by
the Wiener-Itoˆ expansion solution (5.11). . . . . . . . . . . . . . . . . . 43
Figure 5.2 Column 1 and 3 are the mean and simulation of the target Navier-
Stokes flow respectively, Column 2 and 4 are the mean and simulation
of the controlled stochastic Navier-Stokes flow, which is generated by
Wiener-Itoˆ chaos expansion solution (5.11). Row 1 - Row 5 are the
instants as t=0.1, 0.3, 0.5, 0.7, 0.9 respectively. . . . . . . . . . . . . . 48
ix
Figure 5.3 Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Figure 6.1 Eigenvalues, covariance function R(x, y) = e−|x−y| . . . . . . . . . . . . 55
Figure 6.2 Approximation by KL expansion (left); Exact covariance function, R(x, y) =
e−|x−y|
2
(right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Figure 6.3 The first 11 eigenvalues (left); The first 4 eigenfunctions (right) . . . . 58
Figure 6.4 Backward facing step channel . . . . . . . . . . . . . . . . . . . . . . . 59
Figure 6.5 The simulation of the stochastic flow (Column 1) and the mean of the
stochastic flow (Column 2) at time t = 2 (Row 1) and t = 4 (Row 2) . 65
Figure 6.6 The simulation of the stochastic flow (Column 1) and the mean of the
stochastic flow (Column 2)at time t = 2 (Row 1) and t = 4 (Row 2) . . 66
Figure 6.7 Polynomial chaos coefficients, u0(Column 1, Row 1), u1(Column 2, Row
1), u2(Column 1, Row 2), u3 (Column 2, Row 2) at time t = 4 . . . . . 67
Figure 6.8 uM − u0 at time t = 2 (Column 1, Row 1), t = 4 (Column 2, Row 1),
t = 6 (Column 1, Row 2), t = 8 (Column 2, Row 2) . . . . . . . . . . 68
Figure 6.9 The mean of the stochastic flow under control. . . . . . . . . . . . . . . 69
Figure 6.10 The control function φ. . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
1CHAPTER 1. Overview
1.1 Introduction
In recent years, as an effective mathematical tool in complex physical modeling and theo-
retic dynamical problems, there has been an increasing interest in the study of stochastic partial
differential equations (SPDEs). In many instances, a physical system may involve various un-
certainties such as inexact knowledge of the force system, initial and boundary conditions, and
lacking information of the medium, hence the resulting equations may contain some random
inputs and are stochastic. Examples include wave propagation [33], [56], turbulence [39], [54],
flows in porous media [3], [17]. In addition, in the analysis of climate change, biology, finance,
and other fields, SPDEs models are also adopted as an essential component. Analogous to
deterministic partial differential equations, there are only very few SPDEs can be solved ana-
lytically. Therefore, it is important to investigate the numerical solutions of SPDEs , and by
now, various numerical methods and tools have been developed, [2], [9],[11],[15], [32], [34], [59].
Currently the most popular numerical method implemented in solving SPDEs is the Monte
Carlo (MC) method [49],[59]. To solve a SPDE numerically, one firstly samples the randomness,
then the solution can be obtained by performing the deterministic computation, by repeating
the realizations and taking the mean of the solutions, the statistical information of the solution,
such as expectation, can be acquired eventually. But according to the law of large number
theorem, the rate of the convergence of the MC method is only 1/
√
N , whereN is the number of
the realizations, which is rather slow. Even though a number of techniques have been proposed
to accelerate the rate, the MC method is still not very effective, especially for nonlinear SPDEs’
problem.
21.2 Polynomial Chaos Expansion for Stochastic Partial Differential
Equations
Besides the MC method, the polynomial chaos expansion (PCE) method provides an-
other direction to solve SPDEs numerically, see e.g. [2], [18], [36], [37], [65], [70], [17], [43],
[61],[62],[63]. In this dissertation, we are primely concerned with the Wiener-Itoˆ chaos ex-
pansion (WCE) and the polynomial chaos expansion (PCE) based on the Karhunen-loeve
expansion (KLE). Particularly for some nonlinear SPDEs, e.g. stochastic Burgers’ equations
(SBEs) and stochastic Navier-Stokes equations (SNSEs), with or without the random force,
the expansion method may be a more efficient and accurate numerical method than Monte
Carlo simulation [38], [44], [45].
These expansion methods are in some sense the Fourier expansion in the corresponding
probability spaces. Suppose that u(x, t, ω) is the probability solution of a given SPDE, and
under some assumptions, for instance, u ∈ L2(µ), then let
u(x, t, ω) =
∑
uα(x, t)Hα(ω),
each coefficient uα = E[uHα] is deterministic, and {Hα} is an orthonormal basis of the proba-
bility space and hence is stochastic. In other words, by expanding u into the expansion form, we
can decompose a stochastic function into the deterministic part and the random part. There-
fore, for a solution u(x, t, ω) of a nonlinear SPDE, after plugging the expansion of u(x, t, ω)
into the associated SPDE, we can establish a deterministic partial differential equation (PDE)
system for the WCE coefficients uα, which can be solved efficiently by regular deterministic
numerical methods. Furthermore, some techniques can be applied to reduce the size of the
resulting deterministic system.
1.3 Wick Product and Gaussian Field
In this dissertation, we will study the SPDEs defined on a special probability space, the
so-called Kondratiev space [29]. The reason to define such a space is based on the fact that in
general a solution of a SPDE can be viewed as a distribution function, therefore, such solution
3should be discussed in the associated Schwartz space. Similar as the deterministic case, a well-
defined product of the distribution functions in the Kondratiev space is needed, such a product
is called Wick Product, denoted by ′¦′, and in fact it can be considered as a regularization of the
ordinary multiplication; that is, for two distribution functions u and v, suppose the associated
WCE as u =
∑
α
uαHα and v =
∑
α
vαHα, respectively, then u¦v :=
∑
uαvβHα+β. The Wick
type stochastic Burgers’ equation with additive white noise, for example, is expressed as
ut + u ¦ ux = νuxx + W˙ ,
whereW is a Brownian motion and ν > 0 denotes a viscosity parameter. In [28], the uniqueness
and existence of the solutions for such type of SBE is proved by using a Wick version Cole-
Hopf transformation. Some examples can be found in [5], [14], [30], etc. The numerical
approximation of the Wick type SPDE is studied in [40], [41], [42].
In addition, we will consider the SNSE in a backward facing step channel with stochastic
boundary conditions. For this benchmark problem, we assume that there are some random
perturbations on the boundary satisfying the standard Gaussian distribution. By applying the
KLE, a deterministic system of the PCE can be derived and solved. The original work of the
PCE is made by Ghanem and Spanos [18], and a plenty of literatures have been published to
study this method, see [52] for a summary.
1.4 Optimal Control Problem of Stochastic Flow
On the other hand, the optimal control of flow is an active field of research in fluid dynamics,
a vast amount of literatures are devoted to discussing such problems, see e.g. [20], [23], [24],
[26], [53]. The aim of this dissertation is to discuss the numerical approximation of SPDEs
and the associated optimal control problems by implementing the WCE and the PCE based
on KLE. Due to the nonlinearity and randomness of the system, such problems are still very
challenging and difficult to handle, and there are only very sparse literatures available.
The first problem under consideration is the optimal control of SBE with additive white
noise, which is presented in [8] as a step to develop a method for control of turbulent flows.
4In this dissertation, our objective is to keep the distance between the solution of the Burgers
equation and the target velocity as small as possible, which is called the velocity tracking
problem. The control used in such problem is the forcing function (distributed control) and
the boundary conditions (boundary control), separately. By adjusting the control, the distance
is expected to be minimized in L2 sense.
Since the Burgers equation can be viewed as a simplified version of the Navier-Stokes
equation, we could then develop some useful conclusions applicable to the control problems
subject to the SNSE. In other words, this work implies the applicable of Winer-Itoˆ method in
the optimal control problems of stochastic flows. Therefore, the velocity-tracking problem of
the SNSE with additive white noise will also be investigated.
Aside from above control problems, we will study the vorticiy reduction problem of the
SNSE in a backward facing step channel. In such problem, we assume that the boundary
has some small random perturbations satisfying Gaussian distribution. Very similar to the
WCE, the KLE can expand a stochastic function in Gaussian field into a series, and thus
the deterministic part can be separated from the function. Therefore, by applying the PCE
based on the KLE, the SNSE can be solved numerically by applying deterministic numerical
methods, e.g. finite element method. Some discussions can be found in [44] and [45].
The algorithm of the optimal control problems in this dissertation is based on an adjoint-
based iterative method [21], that is, firstly we solve the SPDE numerically, then derive a
variational formulation for the control problems, repeat this process until we acquire the sat-
isfied solution. Figure 6.4 presents the outline of our optimization algorithm, here F (u, φ) = 0
denotes the state equation, regards to the SBE or SNSE, φ is the control, J is the objective
functional, λα is the Lagrange multiplier function corresponding to Hα.
Figure 1.1 The outline of the optimal control problems
control φ -
solve F (u, φ) = 0
WCE coefficients uα -
solve
∂J
∂uα
= −λα ∂F
∂uα
adjoint functions λα
?

HHHH
HH
HH


||∇J || ≤ εﬀ NOφ = φ+ δ∇J
6
?
YES
φopt = φ
51.5 Summary
This dissertation is organized as follows: in Chapter 2 we review some definitions for the
probability space and the WCE method. Chapter 3 is devoted to defining the Wick product
and the associated probability space. The distributed and boundary control problems of the
SBEs with random forcing are presented, and a variational formulation is derived in Chapter
4, in which some numerical results and experiments are given. In Chapter 5, the distributed
control problem of the SNSE with additive white noise is studied, some numerical tests are
made to testify our algorithm. In Chapter 6, we will review KLE and study the optimal control
problem of the SNSE in backward facing channel.
6CHAPTER 2. Brocher-Minlos Theorem and Wiener-Itoˆ Chaos Expansion
2.1 Brocher-Minlos Theorem
For a fixed positive integer d, let S(Rd) be the Schwartz space of rapidly decreasing C∞
functions on Rd, which is actual a Freche´t space under the family of semi-norms
||f ||k,α := sup
x∈Rd
{(1 + |x|k)|∂αf(x)|}, (2.1)
where k is a nonnegative integer, α = (α1, · · · , αd) is a d-dimensional multi-indice, and
∂αf :=
∂|α|f
∂xα11 · · · ∂xαdd
, where |α| := α1 + · · ·+ αd. (2.2)
Equipped with the weak-* topology, the dual S ′(Rd) of S(Rd) is the space of tempered distri-
bution.
Our approach to stochastic partial differential equations is based on the existence of the
probability measure µ on S ′(Rd), the following Brocher-Minlos theorem [29] provides the foun-
dation of our numerical algorithm that will be used later.
Theorem 2.1.1 (Brocher-Minlos ) For a family of Borel subsets of B(S ′(R)), there is a unique
probability measure µ (normalized Gaussian measure) on B(S ′(R)) with the following property:
Eµ[ei(·,φ)] =
∫
S′
ei(ω,φ)dµ(ω) = e−1/2||φ||
2
(2.3)
for all φ ∈ S, where ||φ||2 = ||φ||2
L2(Rd)
, < ω, φ > is the action of ω ∈ S ′(Rd) on φ ∈ S, and Eµ
denotes the expectation with respect to µ
The space (S ′(R),B(S ′(R)), µ) is called the one-dimensional white noise probability space.
Furthermore, we have the following lemma.
7Lemma 2.1.2 ([29] Lemma 2.2.1) Let ζ1, · · · , ζn be functions in S(Rd) that are orthonormal
in L2(Rd). Let λn be the normalized Gaussian measure on Rd, i.e.
dλn(x) = (2pi)−n/2e−|x|
2/2dx1 · · · dxn;x = (x1, · · · , xn) ∈ Rn (2.4)
Then the random variable
ω 7→ (< ω, ζ1 >, · · · , < ω, ζn >) (2.5)
has a distribution λn. Equivalently,
Eµ[f(< ω, ζ1 >, · · · , < ω, ζn >)] =
∫
Rn
f(x)dλn(x) for all f ∈ L1(λn). (2.6)
Remark 2.1.3 If ζ1, · · · , ζn are orthonormal in L2(Rd), then the random variables < ·, ζ1 >
, · · · , < ·, ζn > defined on the one-dimensional white noise probability space (S ′(R),B(S ′(R)), µ)
are independent and normally distributed with zero mean and variance equal to one.
2.2 Wiener-Itoˆ Chaos Expansion
2.2.1 Hermite Polynomial
In statistics, for a probability space Ω, the L2 space with respect to measure µ is defined
as
L2(µ) = {f :
∫
Ω
f(x)2dµ(x) <∞}. (2.7)
In other words,
L2(µ) = {f : E[f2] <∞}, (2.8)
where E is the expectation operator. The associated inner product is defined as
(f, g)µ := E[fg] =
∫
Ω
f(x)g(x)dµ. (2.9)
In addition, from the viewpoint of analysis, the L2 space with weight function ρ(x) is
defined as
L2ρ(R) = {f :
∫
R
ρ(x)f(x)2dx <∞} (2.10)
8with the corresponding inner product
(f, g)ρ :=
∫
R
ρ(x)f(x)g(x)dx. (2.11)
Therefore, if Ω = R and the probability measure µ is defined as
dµ = ρ(x)dx, (2.12)
where dx is the Lebesgue measure, then the L2(µ) space is exactly the L2ρ(R), and
E[f(ζ)g(ζ)] = (f, g)ρ, (2.13)
where ζ is a random variable satisfying the standard normal distribution N(0, 1).
The Hermite polynomials hn(x) are defined as
hn(x) = (n!)−
1
2 (−1)nex
2
2
dn
dxn
(e−
x2
2 ), n = 0, 1, 2, · · · , (2.14)
which constitutes an orthogonal basis of the L2ρ(R) space with weight function e
x2/2, i.e. {hn}
is an orthogonal basis of Hilbert space L2(R,µ), where µ is the Gaussian measure.
E[hn(ζ)hj(ζ)] = (hn, hj)ρ = n!δnj , (2.15)
where ρ(x) = e−x
2/2.
Differentiating (2.14) we have
h′n(x) = xhn(x)− hn+1(x). (2.16)
On the other hand, one can show that the generating function g(x, t) [10] of hn(x) is
g(x, t) = e−t
2/2+xt =
∞∑
n=0
hn(x)
tn
n!
. (2.17)
Actually, the Taylor expansion of g(x, t) with respect to t is
g(x, t) =
∞∑
n=0
∂ng(x, t)
∂tn
|t=0tn. (2.18)
Note that
g(x, t) = ex
2/2e−(t−x)
2/2 (2.19)
9and
∂
∂t
e−(t−x)
2/2|t=0 = − d
dx
e−x
2/2, (2.20)
hence,
g(x, t) = ex
2/2
∞∑
n=0
(−1)n
n!
dn
dxn
(e−x
2/2)tn =
∞∑
n=0
hn(x)
tn
n!
. (2.21)
Now differentiating equation (2.17) with respect to x, we get
∂g(x, t)
∂x
= tg(x, t) =
∞∑
n=0
h′n(x)
tn
n!
. (2.22)
Compare the coefficients of tn on both sides, apparently
h′n(x) = nh(x). (2.23)
Thus the Hermite polynomials constitute an Appell sequence.
From (2.16) and (2.23), the recursive relation of the Hermite polynomials is given by
hn+1(x) = xhn(x)− nhn−1(x), n = 0, 1, 2, · · · , (2.24)
where h−1 = 0 and h1 = 1. The expressions for the Hermite polynomials thus can be obtained.
For example, the first five (unnormalized) Hermite polynomials are:
h0(x) = 1 (2.25)
h1(x) = x (2.26)
h2(x) = x2 − 1 (2.27)
h3(x) = x3 − 3x (2.28)
h4(x) = x4 − 6x2 + 3. (2.29)
For normalized Hermite polynomials {hn(x)}, the recursive relation is
√
n+ 1hn+1(x) = xhn(x)−
√
nhn−1(x), n = 0, 1, 2, · · · (2.30)
and
h′n(x) =
√
nhn−1(x). (2.31)
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Define the Hermite functions {ξn} as
ξn(x) = pi−
1
4 ((n− 1)!)− 12 e−x
2
2 hn−1(
√
2x), (2.32)
which is a well known complete orthonormal basis for L2(Rd).
The family of tensor products
ξδ := ξ{δa,··· ,δd} := ξδ1 ⊗ · · · ⊗ ξδ1 (2.33)
forms an basis of L2µ(R
d).
For x = (x1, x2, · · · , xd) ∈ Rd, define function φj on Rd as
φj(x) := ξ
(j)
δ1
(x1)ξ
(j)
δ1
(x2) · · · ξ(j)δ1 (xd), j = 1, 2, · · · , (2.34)
which is in fact ξδ by assigning an order.
Let J denote the set of multi-indices where only finitely many components are nonzero,
i.e.
J = {α = (α1, α2, · · · ) : αi ∈ N0, |α| :=
∞∑
i=1
αi <∞}. (2.35)
We define α! = α1!α2! · · · ; α < β if αi < βi for all i ∈ N and α+β = (α1+β1, α2+β2, · · · ).
Definition 2.2.1 : For α ∈ J , the Wick polynomial Hα(ω) with order |α| is defined as
Hα(ω) =
∞∏
i=1
hαi(< ω, ξi >); ω ∈ S ′(R), (2.36)
where < ω, ξi > denotes the standard Gaussian random variable.
For measure µ defined by (2.1.1) or a general Gaussian measure, the family {Hα , α ∈ J }
constitutes an orthonormal basis for L2(µ) with properties:
1.
E[HαHβ] = α!δαβ , (2.37)
2.
E[H0] = 1, and E[Hα] = E[H0Hα] = 0, if α 6= 0. (2.38)
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We then have the following Cameron-Martin theorem [6].
Theorem 2.2.2 : Every f ∈ L2(µ) has a unique representation (Wiener chaos expansion)
f(x, t, ω) =
∑
α∈J
fα(x, t)Hα(ω), fα(x, t) = E[fHα], (2.39)
where fα denotes the αth Wiener chaos coefficient which is deterministic.
Furthermore,
f0 = E[f ], and the variance V ar[f ] =
∑
α∈J ,α 6=0
α!|fα|2. (2.40)
2.2.2 Wiener-Itoˆ Chaos Expansion of White Noise
Let W (t) denote Brownian motion modeled by Wiener process, that is, W (t) satisfies the
following three facts
1. W (0) = 0;
2. W (t) is continuous almost surely;
3. W (t) has independent increments with distribution W (t) − W (s) ∼ N(0, t − s) (for
0 ≤ s < t),
where N(µ, σ2) denotes the normal distribution with expectation µ and variance σ2. Then the
derivative of W is called white noise.
Now we suppose {φj(s)} is the orthogonal basis of L2[0, t], by above definition of white
noise, one can show that
W (s) =
∫ t
0
χ[0,s](τ)dW (τ). (2.41)
Consider the Fourier expansion of χ[0,s](τ) with respect to the basis {φ(τ)}, we have
χ[0,s](τ) =
∞∑
n=0
∫ t
0
χ[0,s](w)φn(w)dwφn(τ) =
∞∑
n=0
∫ s
0
φn(w)dwφn(τ). (2.42)
Therefore,
W (s) =
∫ t
0
∞∑
n=0
∫ s
0
φn(w)dwφn(τ)dW (τ) =
∞∑
n=0
∫ t
0
φn(τ)dW (τ)
∫ s
0
φn(w)dw. (2.43)
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On the other hand, from the properties of Itoˆ’s integral and the orthogonality of {φi}, we
have
E[
∫ t
0
φn(τ)dW (τ)] = 0, (2.44)
E[(
∫ t
0
φn(τ)dW (τ))2] =
∫ t
0
(φn(τ))2dτ = 1. (2.45)
If we denote
∫ t
0 φn(τ)dW (τ) as ζn, then
E[ζiζj ] =
∫ t
0
φi(τ)φj(τ) = 0, if i 6= j. (2.46)
Hence {ζn} is independent and identically- distributed (i.i.d.) random variables that satis-
fies standard normal distribution N(0, 1), furthermore,
W (s) =
∞∑
n=0
ζn
∫ s
0
φn(w)dw. (2.47)
Now we have the following theorem.
Theorem 2.2.3 The Brownian motion {W (s) : 0 ≤ s ≤ t} has the Fourier expansion
W (s) =
∞∑
n=0
ζn
∫ s
0
φn(w)dw, 0 ≤ s ≤ t (2.48)
and the convergence is in the mean square sense for all s ≤ t;
E[W −
N∑
n=0
ζn
∫ s
0
φn(w)dw]2 ≤ C t
N
(2.49)
where C is a constant related to the basis φi
Remark 2.2.4 In [29], in the expansion of Brownian motion, the basis function {φi} is the
Hermite functions defined by (2.32). Some discussions of the other basis function {φi} can be
found in [12].
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CHAPTER 3. Kondratiev Spaces and Wick Product
3.1 Kondratiev Spaces
From previous chapter, to guarantee the convergence of the Wiener chaos expansion, i.e.
f(ω) =
∑
fαHα(ω) ∈ L2(µ), (3.1)
we have to assure that ∑
α
α!f2α <∞. (3.2)
In this chapter, we will modify this condition to define a stochastic space of test functions
and distributions. As mentioned in Chapter 1, the motive to introduce a such space is from
the properties of SPDE: a solution of SPDE can be interpreted as a distribution function, thus
we need to define an associated Schwartz space and the multiplication of such distributions.
Definition 3.1.1 The Kondratiev spaces of stochastic test functions and stochastic distribu-
tions
1. The stochastic test function spaces :
Let N be a natural number. For 0 ≤ ρ ≤ 1, space (S)Nρ consist of the functions
f(ω) =
∑
fαHα(ω) ∈ L2(µ), with fα ∈ RN (3.3)
such that
||f ||2ρ,k :=
∑
α∈J
f2α(α!)
1+ρ(2N)kα <∞ for all k ∈ N, (3.4)
where
f2α = |fα|2 =
N∑
k=1
(f (k)α )
2 if fα = (f (1)α , · · · , f (N)α ) ∈ RN . (3.5)
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2. The stochastic distribution spaces :
For 0 ≤ p ≤ 1, space (S)N−p consist of the formal expansions
f =
∑
α∈J
fαHα : fα ∈ RN (3.6)
such that
|f ||−p,−q :=
∑
α∈J
f2α(α!)
1−p(2N)−qα <∞, for some q ∈ N, (3.7)
where (2N)kα =
∏
j
(2j)kαj . (S)Nρ and (S)
N−p are called the Kondratiev spaces of stochastic
test function and stochastic distributions [35], respectively.
Remark 3.1.2 For general ρ ∈ [0, 1], we have
(S)N1 ⊂ (S)Nρ ⊂ (S)N0 ⊂ L2(µ) ⊂ (S)N−0 ⊂ (S)N−ρ ⊂ (S)N−1. (3.8)
3.2 Wick Product
The Wick product was first introduced by Wick [67] in quantum field theory. Hida and
Ikeda in [25] used the Wick product to study stochastic analysis. Advanced discussion in
physical mathematics and probability theory can be found in [13], [50].
Definition 3.2.1 For given f(ω) =
∑
α∈J
fαHα(ω) and g(ω) =
∑
β∈J
gβHβ(ω) ∈ (S)N−1, the Wick
product is defined as
(f ¦ g)(ω) :=
∑
α,β∈J
fαgβHα+β(ω). (3.9)
Remark 3.2.2 If {Hα} in above definition is an orthonormal basis, then
(f ¦ g)((ω)) :=
∑
α,β∈J
√
(α+ β)!
α!β!
fαgβHα+β(ω). (3.10)
Remark 3.2.3 By replacing conditions (3.4) and (3.7) by sup
α
{f2αα!(2N)kα} < ∞ for all
k < ∞, and sup
α
{f2αα!(2N)−qα} < ∞ for some q < ∞ respectively, we can define two other
probability spaces which are called the Hida test functions space (S)N and the Hida distribution
space (S)∗,N respectively. Also there is a Hida version of Wick product with the same expression
as (3.9).
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By comparing the definitions of Knodratiev spaces and Hida spaces, we have
(S)N = (S)N0 and (S)
∗,N = (S)N−0. (3.11)
Furthermore, we can show the following important properties
Lemma 3.2.4 1.
if f, g ∈ (S)N−1, then f ¦ g ∈ (S)1−1. (3.12)
2.
if f, g ∈ (S)N1 , then f ¦ g ∈ (S)11. (3.13)
3.
if f, g ∈ (S)N , then f ¦ g ∈ (S)1. (3.14)
4.
if f, g ∈ (S)∗,N1 , then f ¦ g ∈ (S)1∗,1. (3.15)
Lemma 3.2.5 1. (Commutative law)
if f, g, h ∈ (S)N−1, then f ¦ g = g ¦ f. (3.16)
2. (Distributive law)
if f, g, h ∈ (S)N−1, then f ¦ (g + h) = f ¦ g + f ¦ h. (3.17)
3. (Associative law)
if f, g, h ∈ (S)N−1, then (f ¦ g) ¦ h = f ¦ (g ¦ h). (3.18)
Follows from the the definition of Wick product, we have E[f ¦ g] = E[f ]E[g]. Most
properties of the Wick product do not hold for general product.
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CHAPTER 4. Optimal Control of Stochastic Burgers’ Equations with
Additive White Noise
4.1 Wiener chaos solutions of SBEs
The one-dimensional viscous Wick type Burgers equation with a source f has the form
ut + u ¦ ux = νuxx + f
u(x, 0) = φ(x)
(t, x) ∈ (0, T )× R, (4.1)
where ν is the viscosity parameter.
In [29], the authors proved that if the equation is regarded as an equation in (S)1−1, then a
Wick version of the Cole-Hopf solution method can be implemented to show that there exists
a unique solution of the equation ( 4.1).
In this chapter, we will study the application of Wiener chaos expansion method in ( 4.1),
particularly, we will add a time-dependent white noise term to the source.
We define one-dimensional, d-parameter Brownian by the formal expansion
W (t) =
∞∑
j=1
∫ t
0
φj(s)dsHεj , (4.2)
where εj = (0, · · · , 0, 1︸ ︷︷ ︸
jth
, · · · ) , {φj} is the basis of L2(Rd) defined in ( 2.34) and Hα is defined
by ( 2.36).
Now let us consider the Wiener chaos solutions of SBE
ut + u ¦ ux = νuxx + f + W˙
u(0, t) = ϕ1(t), u(1, t) = ϕ2(t)
u(x, 0) = ψ(x)
(t, x) ∈ QT = (0, T )× [0, 1], (4.3)
where f is deterministic, ν is the viscosity parameter and W (t) is the Brownian motion.
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Theorem 4.1.1 Let u(x, t, ω) =
∑
α∈J
uα(x, t)Hα(ω) be a solution of equation ( 4.3), then the
WCE coefficient uα satisfies
(1) if α = 0, then
uα,t + uαuα,x = νuα,xx + f ; (4.4)
(2) if |α| = 1 and αj = 1, then
uα,t + (u0uα)x = νuα,xx + φj(t), (4.5)
where {φj(t)} is an orthonormal basis in L2([0, T ]);
(3) if |α| > 1, then
uα,t +
∑
0≤β≤α
√
α!
β!(α− β)!uβuα−β,x = νuα,xx. (4.6)
Proof: The proof can be obtained by plugging the WCE into the Burgers equations, multiplying
by Hα and then taking expectation.
From (4.2) and (4.5), the randomness of the WCE solution is generated from the part of
|α| = 1, which is called Gaussian part.
As for the numerical Wiener chaos solution, one of the essential problems is the number
of WCE coefficients in our truncation, because we are expecting to achieve satisfactory results
without having to solve a large system. In fact, for a Nth order truncation with K Gaussian
random variables, the number of WCE coefficients would be
N∑
n=0
(n+K)!
n!K!
, thus the number
would grow rapidly as N and K increase. One basic technique that can reduce the number
is to choose some ’important’ Wick polynomials that can capture the main information of the
solution.
In particular, let
r = (α1, α2, · · · , αK), where N = r1 ≥ r2 ≥ · · · ≥ rK , (4.7)
and define the index truncation
JrK,N = {(α1, · · · , αK) : |α| ≤ N,αi ≤ ri}, (4.8)
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then our truncation is defined as
uK,N (x, t, ω) =
∑
α∈J rK,N
uα(x, t)Hα(ω). (4.9)
Take the fifth order truncation with seven Gaussian random variables as an example (N =
5, K = 7). For a simple truncation, the number of WCE coefficients would be 792, by
implementing above technique, let
r = (5 5 4 3 2 1 1 ), if |α| = 1
r = (5 5 4 3 ), if |α| = 2
r = (5 5 4 ), if |α| = 3
r = (5 5 ), if |α| = 4 and |α| = 5,
the number can be reduced to only 39.
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(a) Mean, t=0.5
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Figure 4.1 The Mean and variance of the WCE solution
Figure(4.1) presents a numerical example of the WCE solution for equation (4.3)on [0, 1]×
[0, 1], where f = 0, the viscosity parameter ν = 0.1, the boundary conditions ϕ1(t) = ϕ2(t) = 0,
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Figure 4.2 The L2([0, 1]× [0, 1]) norm of the fifth order WCE coefficients
and the initial condition ψ(x) = 0.1 sin(4pix). The solution is tested by the second order (N=2,
K=3), fourth order (N=3, K=5), fifth order (N=4, K=6) and seventh order (N=7, K=9) WCE
approximation with above sparse truncation technique, with 7, 32, 39, and 87 WCE coefficients
respectively. From this figure, for the variance, the fourth order WCE approximation has
almost the same accuracy as seventh order. The L2 norm of the 39 WCE coefficients with
|α| = 5 on [0, 1] × [0, 1] is presented on Figure(4.2). Obviously the coefficients decay rapidly,
the first coefficient is the zeroth order of Wick polynomial, which is the solution of (4.4);
and the next 7 coefficients are the first order of Wick polynomials, which are the solutions
of (4.5). The remaining coefficients correspond to the solution of (4.6). From the result of
this test, the first several coefficients, including the zeroth Wick polynomial and the Gaussian
part, dominate in magnitude. Further analysis and numerical experiments can be found in
[38] and [65]. Hence for the control problem, this implies that we may acquire the numerical
approximation by only considering several of the leading terms.
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4.2 Distributed problems
4.2.1 Formulation of distributed control problem
Due to the randomness of our WCE solutions of the Wick type SBEs, the control problem
is necessary to be considered in the stochastic sense. Now define the objective functional as
J(u, f) := E[
1
2
∫ T
0
∫ 1
0
|u− v|2dxdt+ 1
2
∫ T
0
∫ 1
0
|f |2dxdt]. (4.10)
We wish to minimize J subject to
ut + u ¦ ux = νuxx + f + W˙
u(0, t) = u(1, t) = 0
u(x, 0) = ψ(x)
(t, x) ∈ QT = (0, T )× [0, 1], (4.11)
where we assume the control f is deterministic and the initial condition ψ ∈ L2(QT ), i.e. we
want to match the velocity u to a target velocity v, where v can be random variable as well.
Suppose v(x, t, ω) =
∑
α∈J
vα(x, t)Hα(ω) , by Theorem 2.2.2, we have
J(u, f) =
1
2
∑
α∈J
∫ T
0
∫ 1
0
|uα − vα|2dxdt+ 12
∫ T
0
∫ 1
0
|f |2dxdt. (4.12)
Remark 4.2.1 : If the target velocity v is deterministic, then
J =
1
2
∫ T
0
∫ 1
0
|u0 − v|2dxdt
+
1
2
∑
|α|≥1,α∈J
∫ T
0
∫ 1
0
|uα|2dxdt+ 12
∫ T
0
∫ 1
0
|f |2dxdt
=
1
2
||u0 − v||2L2(QT ) +
1
2
||V ar[u]||2L2(QT ) +
1
2
||f ||2L2(QT ).
By introducing the adjoint functions λα for α ∈ J , and letting
λα(x, T ) = 0
λα(0, t) = λα(1, t) = 0
,
the associated Lagrangian is expressed as
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L(u, f ;λ) : = J(u, f) +
∫ T
0
∫ 1
0
λ0(u0,t + u0u0,x − νu0,xx − f)dxdt
+
∑
|α|=1,αj=1
∫ T
0
∫ 1
0
λα(uα,t + (u0uα)x − νuα,xx − φj)dxdt
+
∑
|α|>1
∫ T
0
∫ 1
0
λα(uα,t +
∑
0≤β≤α
√
α!
β!(α− β)!uβuα−β,x − νuα,xx)dxdt.
Note that we assume ψ(x) is deterministic, so we have the initial conditions for the WCE
coefficients,
u0(x, 0) = ψ(x) and if |α| ≥ 1, uα(x, 0) = 0
Therefore, by using integration by parts, we have
L(u, f ;λ) = J(u, f)
−
∫ 1
0
u0(x, 0)λ0(x, 0)dx−
∫ T
0
∫ 1
0
λ0fdxdt−
∑
|α|=1,αj=1
∫ T
0
∫ 1
0
φjλαdxdt
−
∑
α∈J
∫ T
0
∫ 1
0
(uαλ0,t +
1
2
∑
0≤β≤α
√
α!
β!(α− β)!uβuα−βλα,x + νuαλα,xx)dxdt.
Now taking variation, note that since the initial condition is fixed, the admissible variation δu0
has δu0(x, 0) = 0,
δL =
∑
α∈J
∂L
∂uα
δuα +
∂L
∂f
δf
=
∑
α∈J
∫ T
0
∫ 1
0
(uα − vα − λα,t −
∑
γ≥α,γ∈J
√
γ!
α!(γ − α)!uγ−αλγ,x − νλα,xx)δuαdxdt
+
∫ T
0
∫ 1
0
(f − λ0)δfdxdt.
Thus if we let
λα,t +
∑
γ≥α,γ∈J
√
γ!
α!(γ − α)!uγ−αλγ,x + νλα,xx = uα − vα, (4.13)
the variation of L is simplified as
δL =
∫ T
0
∫ 1
0
(f − λ0)δfdxdt, (4.14)
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which gives us a descent direction to update the control f ,
δf = −η(f − λ0) (4.15)
where η is the step size.
4.2.2 The discrete control problem
In practice, we solve the discrete version of above distributed control problem, and thus
some ’good’ discretization needs to be chosen. Firstly, partition the time interval [0, T ] (respec-
tively, the space interval [0, 1]) into M (respectively, into I) subintervals of length ∆t = T/M
(respectively ∆x = 1/I). For the set of index truncation J rK,N , the discrete objective functional
is given by
Jr,MK,N,I =
∆x∆t
2
∑
α∈J rK,N
I∑
i=1
M∑
j=1
|ujα,i − vjα,i|2 +
∆x∆t
2
I∑
i=1
M∑
j=1
|f ji |2, (4.16)
where ujα,i and f
j
i is the approximation of uα(i∆t, j∆x) and f(i∆t, j∆x) respectively, and we
truncate the WCE solution by the technique in Section 4.1. Denote the first order and the
second order central difference in space as
δuji := u
j
i+1 − uji−1; δ2uji := uji+1 − 2uji + uji−1.
Use Crank-Nicolson in time and second order central difference in space to discretize equations
(4.4), (4.5) and (4.6), we have
1. If |α| = 0, then
(i)initial condition: u0α,i = ψ(i∆x), 0 ≤ i ≤ I;
(ii)boundary condition: ujα,0 = u
j
α,I = 0, 1 ≤ j ≤M ;
(iii)scheme: for j = 1, 2, · · ·M − 1 and 1 ≤ i ≤ I − 1,
1
∆t
(uj+1α,i − ujα,i) +
1
4∆x
(ujα,iδu
j
α,i + u
j+1
α,i δu
j+1
α,i )−
ν
2∆x2
(δ2ujα,i + δ
2uj+1α,i )
−1
2
(f ji + f
j+1
i ) = 0,
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2. If |α| = 1 and αl = 1, then
(i).initial condition: u0α,i = 0, 0 ≤ i ≤ I;
(ii)boundary condition: ujα,0 = u
j
α,I = 0, 1 ≤ j ≤M ;
(iii)for j = 1, 2, . . . ,M − 1 and 1 ≤ i ≤ I − 1,
1
∆t
(uj+1α,i − ujα,i) +
1
4∆x
(uj0,iδu
j
α,i + u
j+1
0,i δu
j+1
α,i ) +
1
4∆x
(uj0,iδu
j
α,i + u
j
0,iδu
j
α,i)
− ν
2∆x2
(δ2ujα,i + δ
2uj+1α,i )−
1
2
(φj+1l + φ
j
l ) = 0,
3. If |α| ≥ 2, then
(i).initial condition: u0α,i = 0, 0 ≤ i ≤ I;
(ii).boundary condition: ujα,0 = u
j
α,I = 0, 1 ≤ j ≤M ;
(iii).for j = 1, 2, · · · ,M − 1 and 1 ≤ i ≤ I − 1,
1
∆t
(uj+1α,i − ujα,i) +
1
4∆x
∑
0≤β≤α
√
α!
β!(α− β)! (u
j
β,iδu
j
α−β,i + u
j+1
β,i δu
j+1
α−β,i)
− ν
2∆x2
(δ2ujα,i + δ
2uj+1α,i ) = 0.
The discretization of adjoint functions can be established as follows
(i)final conditions: λMα,i = 0, 0 ≤ i ≤ I;
(ii)boundary conditions: λjα,0 = λα,I = 0, 1 ≤ j ≤M ;
(iii)for j =M,M − 1, · · · , 1,
1
∆t
(λjα,i − λj−1α,i ) +
1
4∆x
∑
γ≥α,γ∈J rK,N
√
γ!
α!(γ − α)! (u
j+1
γ−α,iδλ
j+1
γ,i + u
j
γ−α,iδλ
j
γ,i)
+
1
2∆x2
(δ2λj+1α,i + δ
2λjα,i) =
1
2
(uj+1α,i − vj+1α,i + ujα,i − vjα,i).
From this discretization, we have
δJr,MK,N,I = f
j
i − λj0,i. (4.17)
Our optimization algorithm is summarized as follows :
Step 1. Determine the index set J rK,M and choose a tolerance ε,
Step 2. Set initial value to fMI and let η be sufficient small,
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Step 3. Solve for (uMα,I ,λ
M
α,I) from the corresponding discrete equations,
Step 4. Evaluate Jr,MK,N,I(0) = J
r,M
K,N,I(u
M
I , f
M
I ),
Step 5. Set fMI = f
M
I − η(fMI − λM0,I),
Step 6. Solve for (uMα,I ,λ
M
α,I) from the corresponding discrete equations, and set k = k + 1,
Step 7. Evaluate Jr,MK,N,I(k) = J
r,M
K,N,I(u
M
I , f
M
I ).
Step 8. If Jr,MK,N,I(k) > J
r,M
K,N,I(k − 1), set η = η/2 and go to Step 5; otherwise, continue,
Step 9. If ||Jr,MK,N,I(k) − Jr,MK,N,I(k − 1)||/||Jr,MK,N,I(k)|| > ε, set η = 1.2η and go to Step 5;
otherwise, stop.
4.2.3 Numerical Test
Two numerical examples are tested for the above algorithm with following settings:
ν = 0.1, T = 1, I = 50, M = 50, f = 0,
ψ(x) = sin(2pix),
and we choose the sine basis
φ1(t) =
1√
T
, φi(t) =
√
2
T
sin(
(i− 1)pit
T
), i = 2, 3, · · · .
for L2[0, T ], where 0 ≤ t ≤ T .
4.2.3.1 Numerical Test 1
First let us consider that the target velocity is deterministic . We choose
v(x, t) = e−txx(1− x)(2x3 − 5x2 + 7),
whose graph is presented in Figure (4.3).
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Figure 4.3 The desired velocity
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Figure 4.4 The mean of the solution without control
From the remark of Section 4.1, if the desired velocity is deterministic, then we are expecting
the mean of our optimal solution to get as close as possible to the target velocity in the L2
sense. In other words, the associated variance should be as small as possible. With a similar
idea to the proper orthogonal decomposition (POD) technique in the deterministic control
problems, we don’t have to control every WCE coefficient here, but only consider the most
’important’ coefficients in the second order moment sense. Another technique to reduce our
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Figure 4.5 The mean of the solution under control, which is actually the
first WCE coefficient u0, is quite close to the desired velocity
after a short time.
computation cost is instead of taking control to the higher order WCE solutions directly, we
can ’predict’ control f first by using lower order WCE approximation, then take it back to our
higher-order WCE system as the initial value and then compute the final results.
In this numerical experiment, we use the fifth order WCE approximation with 8 Gaussian
random variables (N=5, K=8) and apply the technique of truncation in Section 4.1 to choose
117 WCE coefficients. Figure(4.4) lays out the mean of the numerical WCE solution without
control.
Let the tolerance ε = 0.01 and the initial step size η = 0.001. The CPU time cost (Dual
Core 2.4GHs and 2 GB of RAM) without prediction is 1555.39 seconds. Next we apply our
optimization algorithm after predicting f first by a second order approximation (N=2, K=3)
with 7 coefficients, the elapsed time is only 176.19 seconds in total, including 51.16 seconds for
prediction.
Figure(4.6) shows the optimal results for the two cases: J decreases from 0.5573 to 0.1707
by 13 steps of iteration without prediction and from 0.5573 to 0.1728 by two steps of iteration
after prediction. The results are very close.
Figure(4.5) presents the mean of our WCE solution under control, and some snapshots are
taken to compare our results with the target velocity v(t) in detail, see Figure (4.7).
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Figure 4.6 The objective functional J . The result without predicting the
control f by using lower order WCE may be not as good as the
one using prediction, but it reduces the elapsed CPU time from
1555.39 seconds to 176.19 seconds, therefore, taking a prediction
of control f is still an efficient technique to handle this type of
control problem.
In Figure(4.8), the L2 norm of WCE coefficients on QT is presented. The first coefficient is
actually the mean u0 of our WCE solution, the next eight coefficients correspond to the first
order Wick polynomials, and the rest are all the coefficients with order 2 ≤ |α| ≤ 5.
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Figure 4.7 The mean of controlled, desired and uncontrolled velocity at
time t=0, 0.26, 0.5, 0.76, 1. At the beginning t=0, the mean
of velocity under control is determined by the initial condition,
but after a short time, the result matches the desired velocity
quite well.
4.2.3.2 Numerical Test 2
In this test, we consider the case that our desired velocity is a random variable. This
assumption is plausible under stochastic circumstances. For most cases, we do not expect our
desired velocity is dominant by the random part, but may only be with a small perturbation.
Let
v(x, t) = 2et sin(3pix) +
1
2
cos(2pix)W˙ (t),
where W (t) is a Brownian motion.
From the properties of white noise, we know that E[v] = v0 = 2et sin(3pix), V ar[v] =
cos2(2pix)/4. Figure (4.9) shows the simulation of v, where the white noise W˙ is generated by
the ’randn’ command of Matlab.
From (4.2), the WCE of v(x, t) would be
v(x, t) =
∑
α∈J ,|α|≤1
vα(x, t)Hα, (4.18)
where v0 = et sin(3pix), for |α| = 1. Suppose the j′th component of α is 1, i.e. α =
(α1, α2, · · · , αn, · · · ) ∈ J , αi = δij , then vα = cos(2pix)φj(x)/2, and vα(x, t) = 0, if |α| > 1.
For this example, we use the technique of prediction with the same WCE truncation as the
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Figure 4.8 The L2 norm of the WCE coefficients. Note that the first coef-
ficient corresponds to the mean of our optimal solution, which
is quite close to the desired function, and in the meantime the
magnitude of the remaining WCE coefficients decay rapidly.
This implies the optimization of the variance.
first numerical test, and let
I = 100, M = 50,
the tolerance ε = 10−6 for our prediction and ε = 0.01 for the fifth order WCE approximation.
As for the desired velocity v, due to the smallness of the random part, we also take 8 Gaussian
random variables in our WCE approximation. Figure (4.10) and Figure (4.11) show the means
and some snapshots respectively. The following Table presents our optimal result.
Table 4.1 Test 2 of the distributed control
CPU time iterations iterations initial J final J
(seconds) (prediction) (after prediction)
3322 359 2 3.9559 1.6738
4.3 Boundary control problems
4.3.1 Formulation of boundary control problems
The boundary control problem is presented as follows: consider the objective functional
J(u, f) := E[
1
2
∫ T
0
∫ 1
0
|u− v|2dxdt+ 1
2
∫ T
0
(|ϕ1|2 + |ϕ2|2)dt]. (4.19)
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Figure 4.9 Simulation of the desired function.
We wish to minimize J subject to
ut + u ¦ ux = νuxx + W˙
u(0, t) = ϕ1(t)
u(1, t) = ϕ2(t)
u(x, 0) = ψ(x)
(t, x) ∈ QT = (0, T )× [0, 1], (4.20)
where the functions ϕ1 and ϕ2 are our controls which are assumed to be deterministic.
Firstly, the objective functional can be rewritten as
J(u, f) =
1
2
∑
α∈J
∫ T
0
∫ 1
0
|uα − vα|2dxdt+ 12
∫ T
0
(|ϕ1|2 + |ϕ2|2)dt. (4.21)
With similar arguments as in the distributed control problems, define the adjoint functions
as λα for α ∈ J , and let 
λα(x, T ) = 0
λα(0, t) = λα(1, t) = 0
.
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Figure 4.10 Means of desired velocity (left) and WCE solution under con-
trol (right).
The associated Lagrangian is expressed as
L(u, f ;λ) : = J(u, f) +
∫ T
0
∫ 1
0
λ0(u0,t + u0u0,x − νu0,xx)dxdt
+
∑
|α|=1,αj=1
∫ T
0
∫ 1
0
λα(uα,t + (u0uα)x − νuα,xx − φj)dxdt
+
∑
|α|>1
∫ T
0
∫ 1
0
λα(uα,t +
∑
0≤β≤α
√
α!
β!(α− β)!uβuα−β,x − νuα,xx)dxdt
= J(u, f) +
∫ 1
0
u0(x, t)λ0(x, t)|Tt=0dx−
∑
|α|=1,αj=1
∫ T
0
∫ 1
0
φjλαdxdt
+ ν
∫ T
0
(ϕ2(t)λ0,x(1, t)− ϕ1(t)λ0,x(0, t))dt
−
∑
α∈J
∫ T
0
∫ 1
0
(uαλ0,t +
1
2
∑
0≤β≤α
√
α!
β!(α− β)!uβuα−βλα,x + νuαλα,xx)dxdt.
(4.22)
If we let
λα,t +
∑
γ≥α,γ∈J
√
γ!
α!(γ − α)!uγ−αλγ,x + νλα,xx = uα − vα, (4.23)
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Figure 4.11 Snapshots of the means of the target velocity, WCE solutions
under control and without control.
then we have
δL =
∑
α∈J
∂L
∂uα
δuα +
∂L
∂ϕ1
δϕ1 +
∂L
∂ϕ2
δϕ2 (4.24)
=
∑
α∈J
∫ T
0
∫ 1
0
(uα − vα − λα,t −
∑
γ≥α,γ∈J
√
γ!
α!(γ − α)!uγ−αλγ,x − νλα,xx)δuαdxdt
+
∫ T
0
(ϕ2(t) + νλ0,x(1, t))δϕ2(t)dt+
∫ T
0
(ϕ1(t)− νλ0,x(0, t))δϕ1(t)dt
=
∫ T
0
(ϕ2(t) + νλ0,x(1, t))δϕ2(t)dt+
∫ T
0
(ϕ1(t)− νλ0,x(0, t))δϕ1(t)dt. (4.25)
Thus the descent direction to update the control ϕ1 and ϕ2 can be assigned as

δϕ1 = η(ϕ1(t)− νλ0,x(0, t))
δϕ2 = η(ϕ2(t) + νλ0,x(1, t)),
(4.26)
where η is the step size.
For the optimization algorithm, we still apply the Crank-Nicolson scheme here. Thus for
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the discrete boundary control problems, we have the gradient of L as
∂Jr,MK,N,I
∂ϕM1
=
η(ϕ1(i∆t)− νλ0,x(0, i∆t))
∆x
∂Jr,MI,K,N
∂ϕ2
=
η(ϕ2(i∆t) + νλ1,x(0, i∆t))
∆x
for i = 0, 1, · · · ,m. (4.27)
4.3.2 Numerical Test
Similarly we test our algorithm by two numerical examples. Let
ν = 1, T = 1,
ϕ1 = 2− t, ϕ2 = t− 2, ψ(x) = 2 cos(pix).
4.3.2.1 Numerical Test 1
For the first example, the target velocity v(x, t) is
v(x, t) = e−t sin(2pix) + cos(3pit),
which is deterministic and plotted in Figure (4.12).
0
0.5
1
0
0.5
1
−2
−1
0
1
2
xt
v
Figure 4.12 The target velocity.
In this example, we still choose fifth order WCE approximation with 117 coefficients and
use second order WCE with 7 coefficients for our prediction. The control results including the
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Figure 4.13 The mean of solution without control.
CPU elapsed time, iterations for prediction and after prediction, initial objective functional
and final objective functional are given in the following table.
Table 4.2 Test 1 of the boundary control
CPU time iterations iterations initial J final J
(seconds) (prediction) (after prediction)
352 11 2 2.8985 1.1049
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Figure 4.15 Snapshots of the target velocity, the mean of WCE solutions
under control and without control at x=0, 0.26, 0.5, 0.76, 1 .
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Figure 4.16 L2(QT ) of the WCE coefficients. Note that the first coefficient
is the mean of our optimal solution, the next 8 coefficients
are the first order Wick polynomials, and the remaining coeffi-
cients are the Wick polynomials with order 2 ≤ |α| ≤ 5, which
are almost identically zero (O(10−4)) .
The effect of the optimization algorithm is presented in Figure (4.14) and Figure (4.15).
Similarly to Example 4.3.1, as t = 0, the solution is determined by the initial function ψ(x) =
2 cos(pix), and after a short time the mean of the optimal solution starts to approximate the
target velocity. Also see the snapshots taken at x = 0, 0.26, 0.5, 0.76, 1 (Figure (4.15)). Since
the controls here are functions of time t, the results would be obvious if we ’cut the slice’ based
on position. Note that the snapshots at x = 0 and x = 1 are actually our controls ϕ1 and ϕ2.
In Figure (4.16), the L2 norm of WCE coefficients decay rapidly, and for the coefficients
of order |α| ≥ 2, the norms are almost identically zero (O(10−4)), which implies our optimal
solution can be viewed as a approximation of the target velocity (|α| ≤ 1).
4.3.3 Numerical Test 2
Similarly to Example 4.3.2, we will consider that our target velocity has a perturbation.
Let
v(x, t) = e−x cos(2pit) +
1
2
sin(pix)W˙ (t).
And the preset is the same as before except for letting
I = 100, M = 50.
37
This test also shows that a good approximation to the target velocity is given by our
algorithm. See the following table.
Table 4.3 Test 2 of the boundary control
CPU time iterations iterations initial J final J
(seconds) (prediction) (after prediction)
725.30 12 2 3.3285 0.7971
In Figures (4.17) and (4.18), we compare the mean of the target velocity and our solution
under control. One interesting result is that our optimization result seems still to be a Gaussian
approximation to the target velocity. See Figure (4.19).
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Figure 4.17 The mean of the target velocity (left) and the WCE solution
under control (right) .
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Figure 4.19 L2(QT ) of the WCE coefficients. The results are similar to
Figure (4.16) and shows that our optimization solution is a
Gaussian approximation to the target velocity.
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4.4 Conclusions
In this chapter, by applying the Wiener Chaos Expansion(WCE) and an adjoint algorithm
for control problem, we propose an algorithm for the control problems subject to the stochastic
Burgers’ equations. In our numerical test, we use fifth order WCE with 8 Gaussian random
variables as our approximation. For a Nth order with K Gaussian random variables approxi-
mation, the number of WCE coefficients would be
(
K +N
K
)
, thus the number would increase
dramatically as N and K increase, which will leads to an unacceptable computational cost,
even for the fifth order approximation. To avoid this, we firstly use the technique of sparse
truncation, see e.g. [38] and [65], which can reduce the number of coefficients efficiently with-
out losing much accuracy. On the other hand, we employ our algorithm to a lower order WCE
approximation to predict our controls, and next use the results as the initial control guess for
the higher-order WCE approximation. By comparing the results achieved by third order WCE
approximation with only 7 coefficients to the fifth order truncation with 117 coefficients, we
found that the difference between the controls is surprisingly small, which actually shows the
stability of our optimal solution. This aspect can be explained roughly as that our optimal
solutions are acquired by controlling the most important coefficients. It is highly unlikely that
our control outcome are the best possible results, however, due to the randomness, one can
not expect to find a perfect control.
Furthermore, the algorithm can also be implemented to control problems subject to general
stochastic Burgers’ equations with a random source, like the problems in [8]. One only needs
to change the product of WCE from Wick type to general one.
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CHAPTER 5. Optimal Control Problem of Stochastic Navier-Stokes
Equations with Additive White Noise
5.1 Wick-type Navier-Stokes equations
In this chapter, we will extend our previous results to the stochastic Navier-Stokes equa-
tions.
Let D be a bounded open set, the Wick type two-dimensional stochastic Navier-Stokes
equation with additive random forcing is given as follows: Given ~f ∈ (S)k−1(H(D)), find
(~u, p) ∈ (S)k−1(H10 (D))× (S)k−1(L2(D)) satisfying
~ut − ν∆~u+ (~u ¦ ∇)~u+5p = ~f + σ ~˙W (t), (5.1)
5 · ~u = 0,
with initial velocity
~u|t=0 = ~u0,
and Dirichlet boundary conditions
~u|∂D×[0,T ] = ~0,
where ¦ is the Wick product, ν > 0 denotes a viscosity parameter, ~u = [u, v]T , ~u0 = [ϕ1, ϕ2]T ,
σ = diag[σ1(x, y), σ2(x, y)], and ~W is a Brownian motion vector. Hence the term σ ~˙W represents
the additive random term, and ~f = [f1, f2]T is the external forces.
Similar to the previous chapter, we have the following theorem of the Weiner-Itoˆ expansion
solution:
Theorem 5.1.1 Let u =
∑
α∈J
uαHα, v =
∑
α∈J
vαHα, and p =
∑
α∈J
pαHα be a WCE solution
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of (5.1), ϕ1 =
∑
α∈J
ϕ1αHα, ϕ2 =
∑
α∈J
ϕ2αHα, and suppose both ~f and the boundary condition is
deterministic. Then the WCE coefficients (uα, vα, pα) satisfy
1. if |α| = 0,
uα,t − ν∆uα + uαuα,x + vαuα,y + pα,x = f1,
vα,t − ν∆vα + uαvα,x + vαvα,y + pα,y = f2,
uα,x + vα,y = 0, (5.2)
uα|t=0 = ϕ1α, vα|t=0 = ϕ2α,
uα|∂D×[0,T ] = 0, vα|∂D×[0,T ] = 0;
2. if |α| = 1, where α = (0, · · · , 0, 1︸ ︷︷ ︸
j
, 0, · · · ),
uα,t − ν∆uα + uαu0,x + vαu0,y + u0uα,x + v0uα,y + pα,x = σ1(x, y)ψj(t),
vα,t − ν∆vα + uαv0,x + vαv0,y + u0vα,x + v0vα,y + pα,y = σ2(x, y)ψj(t),
uα,x + vα,y = 0, (5.3)
uα|t=0 = ϕ1α, vα|t=0 = ϕ2α,
uα|∂D×[0,T ] = 0, vα|∂D×[0,T ] = 0,
where {ψj(t)} is an orthonormal basis in L2([0, T ]);
3. if |α| > 1,
uα,t − ν∆uα + uαu0,x + vαu0,y + u0uα,x + v0uα,y + pα,x
= −
∑
0<β<α
(uβuα−β,x + vβuα−β,y),
vα,t − ν∆vα + uαv0,x + vαv0,y + u0vα,x + v0vα,y + pα,y
= −
∑
0<β<α
(uβvα−β,x + vβvα−β,y), (5.4)
uα,x + vα,y = 0,
uα|t=0 = ϕ1α, vα|t=0 = ϕ2α,
uα|∂D×[0,T ] = 0, vα|∂D×[0,T ] = 0.
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Proof : The proof can be obtained directly by plugging the Wiener-Itoˆ chaos expansion
into the SNEs (5.1). Or see [41].
5.1.1 Weak Formulation of the Wick type Navier-Stokes problems
Similar to the weak form of the deterministic Navier-Stokes problems, we set
a(~u,~v) = ν
n∑
i,j=1
(
∂ui
∂xj
,
∂vi
∂xj
) = ν(5~u,5~v), ∀~u,~v ∈ H1(D),
b(~v, q) = −(q,5 · ~v),∀~v ∈ H1(D),
c(~u;~v, ~w) =
2∑
i,j=1
∫
Ω
wj(∂ui/∂xj)vidx, ∀~u,~v, ~w ∈ H1(D).
(5.5)
From above equations (5.2)-(5.4), a weak form of the system (5.2)-(5.4) can be written as
1. if |α| = 0,
(~uα,t, ~w) + a(~uα, ~w) + c(~uα; ~uα, ~w) + b(~w, pα) = (~f, ~w), (5.6)
2. if |α| = 1,
(~uα,t, ~w) + a(~uα, ~w) + c(~uα; ~u0, ~w) + c(~u0; ~uα, ~w) + b(~w, pα)
= (~σψ, ~w), (5.7)
3. if |α| > 1,
(~uα,t, ~w) + a(~uα, ~w) + c(~uα; ~u0, ~w) + c(~u0; ~uα, ~w) + b(~w, pα)
= −
∑
0<β<α
c(~uβ; ~uα−β , ~w), (5.8)
where ∀~w ∈ H(D).
As for the numerical approximation of Wiener Chaos solution, we let
r = (α1, α2, · · · , αK), where N = r1 ≥ r2 ≥ · · · ≥ rK , (5.9)
and define the index truncation
JrK,N = {(α1, · · · , αK) : |α| ≤ N,αi ≤ ri}, (5.10)
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then our truncation of the Wiener Chaos solution is defined as
~uK,N (x, t, ω) =
∑
α∈J rK,N
~uα(x, t)Hα(ω). (5.11)
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Figure 5.1 Column 1 and 3 are the deterministic Navier-Stkoes flows, Col-
umn 2 and 4 are the stochastic Navier-Stokes flows, which are
generated by the Wiener-Itoˆ expansion solution (5.11).
A numerical example defined on D × [0, T ] = [0, 1]2 × [0, 1] is presented by figure 5.1.1.
Here we set ν = 0.01, ∆t = 0.05, ∆x = ∆y = 0.1, the initial conditions are given by
ϕ1(x, y) = −φ(x)φ′(y), ϕ2(x, y) = φ′(x)φ(y),
where φ(z) = 10z2(1− z)2, and let σ in equation (5.3) be defined as
σ1(x, y) = cos(x) sin(y), σ2(x, y) = sin(x) sin(y).
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The solution is tested by N = 4 and K = 6, and taking 50 WCE coefficients by applying the
sparse truncation technique mentioned in previous chapter. Here we use the finite element
method and the details of the algorithm will be given in the next section.
5.2 Distributed Control Problems
5.2.1 Formulation of the Optimality System
In this section, we will discuss the application of the Wiener Chaos method in distributed
optimal control problems subject to the stochastic Navier-Stokes equations (5.1). Also an
adjoint system will be derived by the gradient method.
The objective functional considered is defined as
J = E[
`1
2
||~u− ~U ||2 + `2
2
||~f ||2], (5.12)
where ~u is the solution of equation (5.1) and ~U is the target velocity, and ~f is our control. The
goal of the minimization of the objective functional is to keep the solution ~u close to target
velocity ~U .
Particularly, if ~f is deterministic, ~u =
∑
α∈J
~uαHα and ~U =
∑
α∈J
~UαHα, then
J =
`1
2
∑
α∈J
α!|| ~uα − ~Uα||2L2(D×[0,T ]) +
`2
2
||~f ||2L2(D×[0,T ]). (5.13)
To develop the adjoint system, we introduce the family of the adjoint functions {~λα : ~λα ∈
H0(D)}α∈J , with 5 · ~λα = 0, and the associated Lagrangian is expressed as
L(~u, ~f) =
`1
2
∑
α∈J
α!(~uα − ~Uα, ~uα − ~Uα) + `22 (
~f, ~f)
−
∑
α∈J
[(~uα,t, ~λα) + a(~uα, ~λα) +
∑
0≤β≤α
c(~uβ ; ~uα−β , ~λα) + b(~λα, pα)]
+ (~f,~λα) +
∑
j=1,|α|=1,αj=1
(~σψj , ~λα). (5.14)
Note that if 5 · ~u = 0, then the variation
δ((~u · ∇)~v, ~w) = ((∇~v)T ~w, δ~u)− ((~u · ∇)~w, δ~v),
45
hence,
δL(~u, ~f) = `1
∑
α∈J
α!(~uα − ~Uα, δ~uα) + `2(~f, δ ~f)
−
∑
α∈J
[−(~λα,t, δ~uα) + a(~λα, δ~uα) +
∑
0≤β≤α
(((5~uα−β)T~λα, δ~uβ)
− ((~uβ · 5)~λα, δ~uα−β)) + b(~λα, δpα)] + (~λ0, δ ~f). (5.15)
Thus if we let
− (~λα,t, δ~uα) + a(~λα, δ~uα)
+
∑
α≤γ
(((5~uγ−α)T~λγ , δ~uα)− ((~uγ−α · 5)~λγ , δ~uα)) + b(~λα, δpα)
= `1α!(~uα − ~Uα, δ~uα), (5.16)
then the variation of L is simplified as
δL = (`2 ~f + ~λ0, δ ~f), (5.17)
where ~λ0 represents ~λα as |α| = 0, which gives us a descent direction to update the control ~f ,
δ ~f = ~f − ε(`2 ~f + ~λ0), (5.18)
where ε is the step size in the descent direction.
5.2.2 Finite Element Discretization
Now let us consider the discrete version of the distributed control problem (5.12). Due to
the determinism of the WCE coefficient system, we can use the finite element method to solve
the system.
For simplicity, we consider the domain D to be a square, that is D = [0, L]2. Firstly,
partition the time interval [0, T ] (respectively, the space interval [0, L]) into M (respectively,
into I) subintervals of length ∆t = T/M (respectively ∆x = ∆y = L/I). In current context, we
solve the system (5.2)-(5.4) by semi-discrete approximation in time and finite element methods
in space, see e.g. [19], [22]. Assume that Mh and Nh are finite element subspaces of H0(D)
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and L20(D) respectively. We define the finite dimension vector space
Ph := {~uh =
∑
α∈J rN,K
~uα,hHα,h ∈ (S(H0(D))k−1 : ~uα,h ∈ (Mh)2}. (5.19)
Qh := {ph =
∑
α∈J rN,K
pα,hHα ∈ (S(L20(D))k−1 : pα,h ∈ (Nh)2}. (5.20)
Apply the single step θ scheme approximation in time: for 0 ≤ θ ≤ 1, let ~uθα,h = θ~unα,h +
(1 − θ)~un+1α,h , ~pθα,h = θ~pnα,h + (1 − θ)~pn+1α,h , and ~fθα = θ ~fn + (1 − θ)~fn+1, n = 1, 2, · · · ,M and
denote ~uα,h as ~u0,h as |α| = 0, then the Galerkin semi-discrete approximation of the coefficient
system is formed as follows: for each t ∈ [0, T ], find ~uh ∈ Ph and ~ph ∈ Qh such that
1 if |α| = 0,
1
θ∆t
(~uθ0,h, ~ϕh) + ah(~u
θ
0,h, ~ϕh) + ch(~u
θ
0,h; ~u
n
0,h, ~ϕh) + ch(~u
n
0,h; ~u
θ
0,h, ~ϕh)
+bh(~ϕh, pθα,h) = (~f
θ, ~ϕh) +
1
θ∆t
(~un0,h, ~ϕh) + ch(~u
n
0,h; ~u
n
0,h, ~ϕh), (5.21)
2 if |α| = 1
1
θ∆t
(~uθα,h, ~ϕh) + ah(~u
θ
α,h, ~ϕh) + ch(~u
θ
0,h; ~u
θ
α,h, ~ϕh) + ch(~u
θ
α,h; ~u
θ
0,h, ~ϕh)
+bh(~ϕh, pθα,h) =
1
θ∆t
(~unα,h, ~ϕh) + (~σψ
θ
j , ϕh), (5.22)
3 if |α| > 1,
1
θ∆t
(~uθα,h, ~ϕh) + ah(~u
θ
α,h, ~ϕh) + ch(~u
θ
0,h; ~u
θ
α,h, ~ϕh) + ch(~u
θ
α,h; ~u
θ
0,h, ~ϕh)
+bh(~ϕh, pθα,h) =
1
θ∆t
(~unα, ~ϕh)−
∑
0<β<α
ch(~uθβ,h; ~u
θ
α−β,h, ~ϕh), (5.23)
where ∀~ϕh ∈ (Mh)2,
and
bh(~uθα,h, qh) =

(1− θ)b(~u0α,h, qh), if n = 1
0, if n > 1
, (5.24)
for ∀qh ∈ (Mh)2.
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Similarly, the discretization of the adjoint system (5.16) can be formed as follows: find
~λα,h ∈ (Mh)2, such that
1
θ∆t
(~λθα,h, ~ϕh) + ah(~λ
θ
α,h, ~ϕh) + ((5uθ0,h)T~λθα,h, ~ϕh)− ((uθ0 · 5)~λθα,h, ~ϕh)
+b(~ϕh, ~λθα,h) =
∑
γ>α
(−((5~uθγ−α,h)T~λθγ,h, ~ϕh) + ((~uθγ−α,h · 5)~λθγ,h, ~ϕh)
+
1
θ∆t
(~λn+1α,h , ~ϕh) + `1α!(~u
θ
α,h − ~U θα,h, ~ϕh), (5.25)
where ~λθα,h = θ~λ
n
α,h + (1− θ)~λn+1α,h .
Now we denote the discrete version of our objective functional as
Jr,MK,N,I =
`1∆t
2
∑
α∈J rK,N
M∑
j=1
||~ujα − ~U jα||2 +
`2∆t
2
M∑
j=1
||~f j ||2, (5.26)
where ~ujα = ~uα|t=(j−1)∆t, ~U jα = Uα|t=(j−1)∆t and ~f j = ~f |t=(j−1)∆t.
The algorithm used here is as same as gradient-based iterative algorithm in Chapter 4.
5.3 Numerical Test
To check the validation of our methodology, a numerical example is tested with the following
settings:
ν = 0.01, T = 1, L = 1, I = 8, M = 10, `1 = 1, `2 = 0.001,
σ1(x, y) = cos(x) sin(y), σ2(x, y) = sin(x) sin(y),
and we choose the sine basis
ϕ1(t) =
1√
T
, ϕi(t) =
√
2
T
sin(
(i− 1)pit
T
), i = 2, 3, · · ·
for L2[0, T ], where 0 ≤ t ≤ T .
In this example, we assume that the stochastic target flow with velocity (U, V ) is given as
follows:
U = −10φ(x)φ′(y) + 1
20
cos(pix) sin(piy)W˙ (t), (5.27)
V = −10φ′(x)φ(y) + 1
20
sin(pix) cos(piy)W˙ (t), (5.28)
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Figure 5.2 Column 1 and 3 are the mean and simulation of the tar-
get Navier-Stokes flow respectively, Column 2 and 4 are the
mean and simulation of the controlled stochastic Navier-Stokes
flow, which is generated by Wiener-Itoˆ chaos expansion solution
(5.11). Row 1 - Row 5 are the instants as t=0.1, 0.3, 0.5, 0.7,
0.9 respectively.
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Figure 5.3 Errors
where we still let φ = 10z2(1− z)2.
In addition, the tolerance ε = 5 × 10−3. We use the fourth order Wiener chaos approx-
imation with 5 Gaussian random variables (N=4, K=5) and apply the technique of sparse
truncation to choose 33 Wiener Chaos coefficients. From our numerical test, 33 coefficients
are enough to capture the main information of the stochastic solution. In fact, we compared
it with the solution of 66 coefficients as N = 6,K = 5, and found that the quotient of their
second moments E[~u2]N=5,K=4/E[~u2]N=6,K=5 is almost identically 1 (> 98%).
The effect of the above optimization algorithm is presented in figure(5.3). At the beginning,
the flow is determined by the initial condition, and at about the instant between 0.2 and 0.3,
the flow shape, not only the mean of our stochastic flow, starts to change to match the target
flow. However, due to the randomness, we cannot expect that our controlled flow could match
the target flow exactly.
The error between the controlled (or uncontrolled) flow ~u (or ~w) and target flow ~U is
presented in figure(5.3). Our result shows that the magnitude of the objective functional
(5.26) decreases from 7.0348 to 0.9496. In fact, a better optimization result can be obtained if
we set a smaller value to ε.
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5.4 Conclusions
In this chapter, a distributed control problem subject to the stochastic Navier-Stokes equa-
tions is studied, where the product in the governing equations is defined in the Wick sense. To
solve this optimal control problem, we apply Wiener chaos expansion to convert the original
SNSEs to a deterministic system, then we use the the stochastic Galerkin finite element method
to find the solutions. Furthermore, based on these coefficients, we developed an adjoint system
which leads to a descent direction to minimize our objective functional. A numerical test is
used to verify our algorithm.
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CHAPTER 6. Optimal Control of Stochastic Fluid Flow in A Backward
Facing Step Channel
Recently, polynomial chaos expansion (PCE) has been widely used in computational fluid
dynamics (CFD), such as flow in porous media [16], [17]; incompressible flow [44], [71], [47],
thermofluid flow [45], [46], reaction flow [58], [63], compressible flow [7], [57], [48].
In this chapter, we will investigate the application of PCE based on Karhunrn-Loeve ex-
pansion (KLE) in stochastic Navier-Stokes equations and the associated control problem, in
particular, the control in a backward facing step channel.
Using the stochastic boundary problem as an example, we can outline the basic principles of
the PCE method follows: firstly apply the KLE to expand the boundary conditions as a power
series of Gaussian random variables. Then project the stochastic Navier-Stokes equations onto
the probability space, the resulting system can be solved numerically by the stochastic finite
element method. In addition, for the optimal control problem, a deterministic adjoint system
can be derived and hence a decent direction can be found.
6.1 Karhunrn-Loeve Expansion
6.1.1 Mercer’s Theorem
Define the kernel function K as
K : [a, b]× [a, b]→ R, (6.1)
which is a symmetric continuous function, that is ,
K(x, y) = K(y, x). (6.2)
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Then K is said to be non-negative definite (or positive semidefinite) if and only if
n∑
i=1
n∑
j=1
K(xi, xj)cicj ≥ 0, (6.3)
for all finite sequences of points {xk}nk=1 of [a, b] and all choices of real numbers {ck}nk=1.
Define the associated integral operator TK as
(TKφ)(x) =
∫ b
a
K(x, y)φ(y)dy. (6.4)
For technical considerations we assume φ can range through the space L2[a, b]. Due to the
linearity of Tk, we have the following Mercer’s Theorem for the eigenvalues and eigenfunctions
of TK .
Theorem 6.1.1 (Mercer’s Theorem): Suppose K is a continuous symmetric non-negative
definite kernel. Then there is an orthonormal basis {ei}i of L2[a, b] consisting of eigenfunctions
of TK such that the corresponding sequence of eigenvalues {λi}i is nonnegative, i.e.
(TKei)(x) = λiei(x), and λi ≥ 0. (6.5)
The eigenfunctions corresponding to non-zero eigenvalues are continuous on [a, b] and K has
the representation
K(x, y) =
∞∑
i=1
λiei(x)ei(y), (6.6)
where the convergence is absolute and uniform.
6.1.2 Karhunrn-Loeve Expansion
Now we let Y (x, ω), x ∈ Ω be a random variable with finite second order moment
E[Y 2(x, ω)]dx <∞. (6.7)
We denote the associated covariance function as R(X,Y ). For simplicity, we assume that
E[Y ] = 0, then
R(X,Y ) = Cov(X,Y ) = E[(X − EX)(Y − EY )] = E[XY ]− EX · EY = E[XY ]. (6.8)
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It is easy to show that R(X,Y ) is bounded, symmetric and positive definite by the definition
of the covariance. Thus by Mercer’s Theorem, R has the specific decomposition
R(X,Y ) =
∞∑
i=1
λiφi(X)φj(Y ), (6.9)
where λi and φi(X) are the eigenvalues and the eigenfunctions of the covariance kernel, re-
spectively. In other words, they satisfy∫
Ω
R(X,Y )φi(Y )dY = λiφi(X), i = 1, 2, · · · , (6.10)
where Ω is the probability space.
Clearly, {φi}i constitutes an orthogonal basis of L2(Ω), for simplicity, we still use {φi} to
denote the associated normalized basis functions.
Now for a random variable Y (x, ω) ∈ L2(Ω), it can thus be expanded as a Fourier series
Y (x, ω) =
∞∑
i=1
Yi(ω)φi(x), (6.11)
where
Yi(ω) =
∫
Ω
Y (x, ω)φi(x)dx.
Furthermore,
E[YiYj ] =
∫
Ω
∫
Ω
E[Y (x, ω)Y (y, ω)]φi(x)φj(y)dxdy =
∫
Ω
φj(y)
∫
Ω
R(x, y)φi(x)dxdy
= 0. (6.12)
Therefore, Yi is uncorrelated, i.e. E[YiYj ] = 0, if i 6= j, and
E[YiYi] =
∫
Ω
φi(y)
∫
Ω
R(x, y)φi(x)dxdy =
∫
Ω
λi(φi(y))2dy = λi > 0.
Define θi = Yi/
√
λi, Y (x, ω) then can be expressed as the following expansion:
Y (x, ω) =
∞∑
i=1
√
λiθi(ω)φi(x), (6.13)
where θi satisfy E(θi) = 0 and E(θiθj) = δij .
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Definition 6.1.2 The expansion (6.13) is called the Karhunen- Loeve expansion (KLE) of the
stochastic process Y (x, ω).
Remark 6.1.3 For a Gaussian process Y (x, ω), the coefficients Yi(ω) are independent and
identically distributed (i.i.d.) Gaussian random variables.
From the definition of {φi}i, {λi}i and Mercer’s Theorem, the KLE is similar to the eigen-
value decomposition of a symmetric semi-positive definite matrix. Also the KLE is able to
expand a random process as a series of uncorrelated random variables, the eigenfunctions
φi(x) constitutes an orthogonal basis of L2(Ω).
Suppose that the KLE of a given stochastic process Y (x, ω) is truncated as
YNKL(x, ω) =
NKL∑
i=1
√
λiθi(x)φi(ω). (6.14)
Then YNKL(x, ω) converges to Y (x, ω) in the mean square sense, that is
lim
N→∞
E[(Y − YNKL)2] = 0. (6.15)
Furthermore, the essential factor to determine the convergence rate of the KLE is the
smoothness of the associated covariance function, not the structure of the stochastic process
being expanded. Using this fact, when making truncation to approximate the random variables
whose covariance is very smooth, we only need to keep the first several leading terms to capture
the main information or energy of the stochastic variable.
For the truncation (6.13), the energy ratio is defined as
e(NKL) :=
∫
Ω
E[Y 2NKL ]dx∫
Ω
E[Y 2]dx
=
NKL∑
i=1
λi
∞∑
i=1
λi
. (6.16)
Due to rapid decay of the eigenvalues λi, i = 1, 2, · · · , the truncation YNKL can provide a
good approximations of the stochastic process.
Now we compare the KLEs of R(x, y) = e−|x−y| and R(x, y) = e−|x−y|
2
.
55
For the covariance function R(x, y) = e−|x−y|, we can acquire the explicit expressions for
the associated eigenvalues [18], that is,
λn =
2
ω2n + 1
, (6.17)
and
λ∗n =
2
ω∗2n + 1
, (6.18)
where ωn and ω∗n are defined by
 1− ω tan(ω) = 0ω∗ + tan(ω∗) = 0. (6.19)
Figure 6.1 Eigenvalues, covariance function R(x, y) = e−|x−y|
The energy ratio E(N4) for R(x, y) = e−|x−y| and R(x, y) = e−|x−y|
2
is approximately
92.3% and 99.8%, respectively. From Figure (6.1) and Figure (6.3), apparently the eigenvalues
for covariance function R(x, y) = e−|x−y|2 decay faster than R(x, y) = e−|x−y|, since the former
covariance function is smoother.
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Remark 6.1.4 The ideas of the KLE are also widely applied in deterministic optimal control
problems, which is called proper orthogonal decomposition (POD) method, see e.g. [60], [20].
6.1.3 Galerkin Approximation
Consider the truncation
Y (x, ω) =
NKL∑
i=1
Yi(ω)φi(x). (6.20)
Let hj(x) be a complete set of functions in the Hilbert space H. Then each eigenfunction
of the Kernal R(x, y) can be represented as
φi(x) ≈
N∑
j=1
d
(i)
j hj(x), i = 1, 2, · · · , NKL. (6.21)
From (6.10), we have the following expression for the error
εN =
N∑
j=1
d
(i)
j (
∫
Ω
R(x, y)hj(y)dy − λihj(x)). (6.22)
Now consider the Galerkin approximation, we let
(εN , hl(x)) = 0, l = 1, 2, · · · , N. (6.23)
In other words,
N∑
j=1
d
(i)
j [
∫
Ω
[
∫
Ω
R(x, y)hj(y)dy]hl(x)dx− λi
∫
Ω
hj(x)hl(x)dx] = 0. (6.24)
If we let M = N , then above identity can be expressed as
KD = BDΛ, (6.25)
where K, D, and B are N-dimensional matrices whose elements of K, D, and B are given as
Kjl =
∫
Ω
∫
Ω
R(x, y)hj(x)hl(y)dxdy (6.26)
Djl = d
(i)
j , (6.27)
Bjl =
∫
Ω
hj(x)hl(y)dxdy, (6.28)
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Λ is a N-dimensional diagonal matrix whose elements are
Λjl = δjlλj . (6.29)
Equation (6.25) represents a generalize eigenvalue problem which may be solved for the matrix
D and the eigenvalues λj .
See figure (6.2) and (6.3) for the numerical test, we let the covariance function be
R(x, y) = e−|x−y|
2
; Ω = [−1, 1]2; NKL = N = 10. (6.30)
Figure 6.2 Approximation by KL expansion (left); Exact covariance func-
tion, R(x, y) = e−|x−y|
2
(right)
Remark 6.1.5 : The Rayleigh-Ritz method guarantees the convergence of the approximation
eigenfunctions and eigenvalues to the real ones, see [4].
6.1.4 Polynomial Chaos Expansion
Suppose that {ζi(ω)} is a sequence of i.i.d Gaussian random variables. Denote the space
of all polynomials in {ζi(ω)} of degrees not exceeding p as Γˆp, then let Γp present the space of
all the polynomials in Γˆp but are orthogonal to Γˆp−1. Then any function with finite variance
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Figure 6.3 The first 11 eigenvalues (left); The first 4 eigenfunctions (right)
can be represented as
u(ω) = u0Γ0 +
∞∑
i1=1
ui1Γ1(ζi1(ω)) +
∞∑
i1=1
i1∑
i2=1
ui1i2Γ2(ζi1(ω), ζi2(ω)) (6.31)
+
∞∑
i1=1
i1∑
i2=1
i2∑
i3=1
ui1i2i3Γ3(ζi1(ω), ζi2(ω), ζi3(ω)) + · · · , (6.32)
Where Γn(ζi1 , ζi2 , · · · , ζin) represents the Hermite-chaos polynomial of order n, that is, for
a finite index α = (α1, α2, · · · , αd), define Γn as
Γn(ζi1 , ζi2 , · · · , ζin) =
n∏
k=1
hαi(ζik). (6.33)
They are products of one-dimensional Hermite polynomials hi, defined by (2.14).
The homogenous chaos expansion was first introduced by Wiener [68]. The theorem of
Cameron- Martin introduced in Chapter 2 states that it can represent any functional in L2
and converges in an L2 sense. Thus a general stochastic process with finite variance can be
expressed in the (Hermite) polynomial chaos (PC) expansion.
We can rewrite the expansion (6.31) as
u(ω) =
∞∑
i=0
uiΦi(ζ), (6.34)
where ζ = (ζ1(ω), ζ2(ω), · · · ) and there is a one-to-one correspondence between the coefficients
and the polynomials in (6.31) and (6.34).
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If we denote E[f · g] as < f, g >, then by the orthogonality of {Φi},
ui =
< u,Φi >
< Φi,Φi >
, i = 0, 1, 2, · · · . (6.35)
Furthermore,
E[u] = u0, E[(u− u0)2] =
∞∑
i=1
u2i < Φi,Φi > . (6.36)
Similar to Wiener-Itoˆ chaos expansion, in practical computation, we need to truncate the
PCE in both the order of the polynomials Φi and the number of the random variables, therefore,
the finite PCE can be represented as
up,n(ω) =
p∑
i=0
uiΦi(ζ1(ω), ζ2(ω), · · · , ζn). (6.37)
6.2 Vorticiy reduction by stochastic boundary action in backward facing
step channel
6.2.1 Stochastic Navier-Stokes Equation
Γin
Γt
Γb
Γout
Γc
Γd
Figure 6.4 Backward facing step channel
Consider the incompressible fluid through a channel with a backward facing step (Figure
(6.4)), which can be described by the following incompressible Navier-Stokes equation.
~ut − ν∆~u+ (~u · ∇)~u+∇P = ~f (6.38)
∇ · ~u = 0, (6.39)
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where ~u = (u, v). The boundary conditions are given by
~u|Γin = (uin, 0), (6.40)
(P~n− ν ∂~u
∂~n
)|Γout = (0, 0), (6.41)
~u|Γt∪Γb∪Γd = (0, 0), (6.42)
~u|Γc = φ(t)~h(y), (6.43)
where µ is viscosity, ~u is the velocity, p is the pressure.
Now suppose there is a small perturbation on boundary Γc, which is expressed as
~h(y) = h¯+ σζ(ω), (6.44)
where ζ(ω) is a Gaussian random process with symmetry, nonnegative covariance function
K(x, y) = σ2e−|x−y|
2/L, (6.45)
σ2 is the variance vector and L is the normalized correlation length.
Denote the Karhunrn-Loe`ve expansion of ζ(ω) as
ζ(ω) =
∞∑
i=1
√
λihi(t)Φi(ω) (6.46)
where {hi} and {λi} are the eigenfunctions and eigenvalues of the covariance of ζ, respectively.
Then we truncate the random variable ω = (ω1, · · · , ωNKL), hence the corresponding truncation
of random process ζ can be expressed as
ζNKL(ω) =
NKL∑
i=1
√
λihi(t)Φi(ω). (6.47)
therefore,
~h(y, ω) = h¯(y) +
NKL∑
i=1
αiΦi(ω) =
NKL∑
i=0
αiΦi(ω), (6.48)
where α0 = h¯, αi = σ
√
λihi(y) for i = 1, 2, · · · , NKL, and by the one-to-one correspondence
between Φi and Γi, and the order of polynomial Φi is 1, hence
Φi(ω) = ωi, for i = 1, 2, · · · , NKL. (6.49)
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Using (6.37) and denoting the truncation of the PCE solution of (6.38) as
~uM =
M∑
i=0
~uiΦi(ω), PM =
M∑
i=0
PiΦi(ω), (6.50)
we have the truncated version of Navier-Stokes equations:
(~uM )t − ν 4 ~uM + (~uM · 5)~uM +∇PM = f, (6.51)
∇ · ~uM = 0. (6.52)
By multiplying Φi for i = 0, 1, 2, · · · ,M and taking expectation, also note the orthogonality
of Φi, we obtain that
∂t~ui < Φi,Φi > −ν4~ui < Φi,Φi > +
M∑
l,j=1
(~ul · ∇)~uj < ΦlΦj ,Φi > +∇Pi(Φi,Φi)
=< f,Φi > . (6.53)
therefore,
∂t~ui − ν4~ui +
M∑
l,j=0
C(i, j, l)(~ul · ∇)~uj +∇Pi = fi, (6.54)
where C(i, j, l) =< ΦlΦj ,Φi > / < Φi,Φi > and fi =< f,Φi >.
The corresponding boundary conditions are :
on Γin, ~ui = ~uin; if i = 0, ~ui = 0, if i ≥ 1 (6.55)
on Γout, ν
∂~ui
∂~n
− Pi~n = 0, if i = 0, ~ui = 0, if i ≥ 1 (6.56)
on Γc, ~ui = φ(t)αi, if 0 ≤ i ≤ NKL; ~ui = 0, if N < i ≤M (6.57)
on Γt ∪ Γb ∪ Γd, ~ui = (0, 0), for i = 0, 1, 2, · · · ,M. (6.58)
6.2.2 Solution Method
To solve the deterministic system of the coefficients ui, we still adapt the semi-implicit
scheme and notations a(·, ·), c(·; ·, ·), b(·, ·) introduced in Chapter 5, and use the stochastic
finite element method.
Define the finite variance space as L2µ(D) = {f : E[f2] < ∞},where µ is the Gaussian
measure, and H = {~u =
∞∑
i=1
~uiΦi(ζ(ω)) ∈ L2µ(D) : ∇ · ~u = 0, u = 0 on ∂D \ (Γc ∪ Γin ∪ Γout)}.
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For any ~w ∈ H01 (D), where D is the region of the backward facing channel, the weak formu-
lation of our equation is to seek ~u =
∞∑
i=0
~uiΦi(ζ(ω)) ∈ L2µ(0, T ;D), and ui ∈ L2(0, T ;H10 (D))∩
L∞(0, T ;H), ~u|Γc = φ(t)~h(y), ~u|Γin = ~uin and p =
∑∞
i=0
~PiΦi(ζ(ω)) ∈ L2µ(0, T ;D), and Pi ∈
L2(0, T ;L20(D)) satisfy
(∂t~ui, ~w) + a(~ui, ~w) +
M∑
l,j=0
C(i, j, l)c(~uj ; ~ul, ~w) + b(~w, Pi) = (~f, ~w); (6.59)
b(~ui, q) = 0; for q ∈ L2(D), (6.60)
and the associated semi-discrete system of the coefficients ~ui is
1
θ∆t
(~uθi , ~w) + a(~u
θ
i , ~w) +
M∑
l,j=0
C(i, j, l)(c(~uθj ; ~u
n
l , ~w) + c(~u
n
j ; ~u
θ
l , ~w)) + b(~w, P
θ
i ) (6.61)
= (~fθi , ~w) +
1
θ∆t
(~uni , ~w) +
M∑
l,j=0
C(i, j, l)c(~unj ; ~u
n
l , ~w) + (f
θ
i , ~w); (6.62)
b(~uni , q) =
 (1− θ)b(~u
0
i , q), if n = 1
0, otherwise
, (6.63)
where uθi = θu
n
i + (1− θ)un+1i ,pθi = θPni + (1− θ)Pn+1i and fθi = θfni + (1− θ)fn+1i .
6.2.3 Vorticity Reducing Problem
In mechanisms, particularly the transition process, it is known that a transition phe-
nomenon is the formulation of vortices and bursts of turbulence in places of high local vorticity.
Thus, to reduce the vorticity in the domain can lead to delay the transition, see [64].
Define the objective functional J is defined as
J(~u, φ) = E[
1
2
∫ T
0
∫
D
| 5 ×~u|2dΩdt+ α
2
∫ T
0
|φ(t)|2dt], (6.64)
and then by the definition of PCE of ~u, we obtain
J(~u, φ) =
1
2
M∑
i=0
(Φi,Φi)
∫ T
0
∫
D
| 5 ×~ui|2dΩdt+ α2
∫ T
0
|φ(t)|2dt. (6.65)
Our control problem will be
min
(~u,φ)∈U
J(~u, φ), (6.66)
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where U = {(~u, φ(t)) : (~u, φ(t)) ∈ ~u =
∞∑
i=0
~uiΦi(ζ(ω)) ∈ L2µ(0, T ;D), ui ∈ L2(0, T ;H10 (D)) ∩
L∞(0, T ;H), ~u|Γc = φ(t)~h(y), ~u|Γin = ~uin}.
By using the truncation (6.50)and introducing the adjoint functions ~λi = (λi1, λ
i
2) ∈
L2(0, T ;H10 (Ω)), 0 ≤ i ≤ M , let ~λ|it=T = (0, 0),∇ · ~λ = 0 and λ|∂Ω\Γout = 0, we define the
associated Lagrangian L(~u, λ, φ) as
L(~u, φ) =
1
2
M∑
i=0
(Φi,Φi)
∫ T
0
∫
D
| 5 ×~ui|2dΩdt+ α2
∫ T
0
|φ(t)|2dt (6.67)
−
M∑
i=0
(Φi,Φi)
∫ T
0
∫
D
~λi · (~ui − ν4~ui +
M∑
l,j=0
C(i, j, l)(~ul · ∇)~uj +∇Pi)dΩdt (6.68)
=
1
2
M∑
i=0
(Φi,Φi)(∇× ~ui,∇× ~ui) + α2 (φ, φ)[0,T ] (6.69)
−
M∑
i=0
(Φi,Φi)[(∂t~ui, ~λi)− ν(4~ui, ~λi) +
M∑
j,l=1
C(i, j, l)((~uj · ∇)~ul, ~λi) (6.70)
+(~λi,∇Pi)− (~λi, ~fi)]. (6.71)
Moreover, let (Φi,Φi) = 1, we have
M∑
i=1
(
δL
δ~ui
, δ~ui) + (
δL
δφ
, δφ)[0,T ] (6.72)
=
M∑
i=1
(∇× (∇× ~ui), δ~ui) + α(φ, δφ)[0,T ] (6.73)
+
M∑
i=1
[(∂t~λi, δ~ui) + (4λi, δui) (6.74)
+
M∑
j,l=1
C(i, j, l)(−((∇~ul)T~λi, δ~uj) + ((~uj · ∇)~λi, δ~ul)] (6.75)
+
M∑
i=1
[−
M∑
j,l=1
C(i, j, l)((~ul · ~n)~λi, δ~uj)(∂Ω×[0,T ]) + ((∇~ui − (∇~ui)T ) · ~n (6.76)
+ν
∂~λi
∂~n
, δ~ui)(∂Ω×[0,T ])]. (6.77)
Therefore, for i = 1, 2, · · · ,M , the system of the equations for the family of the adjoint
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functions {λi} is
−∂tλi −4λi +
M∑
j,l=1
C(j, i, l)(∇~ul)T~λj −
M∑
j,l=1
C(l, j, i)(~uj · ∇)~λl +∇Qi = 0, (6.78)
−
M∑
j,l=1
C(j, i, l)(~ul · ~n)~λj + (∇~ui − (∇~ui)T ) · ~n− ν ∂
~λi
∂~n
+Qi~n = 0, on Γout, (6.79)
∇ · λi = 0, (6.80)
~λi|t=T = (0, 0), (6.81)
~λi = (0, 0), on ∂Ω \ Γout. (6.82)
Note that ~ui = 0 on Γt∪Γb∪Γd, and if i > NKL, ui = 0 on Γc, the variation of Lagrangian
is
δL =
∫ T
0
(αφ(t) +
NKL∑
i=1
∫
Γc
~h · ((∇~ui − (∇~ui)T ) · ~n− ν ∂
~λi
∂~n
+Qi~n)dΓ)δφdt, (6.83)
which gives a direction to update our control φ(t).
6.2.4 Numerical Test
In this numerical test, we let the initial condition as
u0(x, y) =
 10(1− y)(y − 0.5), on Γin0, otherwise , (6.84)
also let T = 5, ∆t = 0.05, viscosity µ = 0.002, on boundary Γc, we let h(y) = 0.2(0.5− y), the
coefficient for the perturbation σ = 0.5, and φ(t) = 1 for computing the flow without control,
320 elements were taken on D.
In addition, we let NKL = 3, the energy ratio E3 is about 97%, and the order of polynomial
is 2, and the corresponding number of polynomials in our truncation M = 10. For simplicity,
we assume v = 0 on Γc.
Figure (6.5) and Figure (6.6) present the numerical simulation of the mean of the velocity
field in the channel, it is clear that around the step, a recirculation bubble is generated. Figure
(6.7) presents the snapshot of the coefficients at instant t = 4. Figure (6.8) shows the random
part of the PCE solution, that is , ~uM − ~u0.
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Figure 6.5 The simulation of the stochastic flow (Column 1) and the mean
of the stochastic flow (Column 2) at time t = 2 (Row 1) and
t = 4 (Row 2)
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Figure 6.6 The simulation of the stochastic flow (Column 1) and the mean
of the stochastic flow (Column 2)at time t = 2 (Row 1) and
t = 4 (Row 2)
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Figure 6.7 Polynomial chaos coefficients, u0(Column 1, Row 1),
u1(Column 2, Row 1), u2(Column 1, Row 2), u3 (Column 2,
Row 2) at time t = 4
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Figure 6.8 uM − u0 at time t = 2 (Column 1, Row 1), t = 4 (Column 2,
Row 1), t = 6 (Column 1, Row 2), t = 8 (Column 2, Row 2)
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After our control algorithm was applied, the recirculation bubble disappeared, and the
objective functional was reduced from 6.5 × 105 to 2.1 × 103 after 7 iterating 7 times, see
Figure(6.9).
Figure 6.9 The mean of the stochastic flow under control.
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The control function φ is presented by Figure(6.10)
Figure 6.10 The control function φ.
6.3 Conclusion
In this chapter we developed a method using polynomial chaos expansion (PCE) based
on Karhunrn-Loeve expansion for the optimal control of fluid flows with stochastic boundary
conditions. The Karhunrn-Loeve expansion can capture the information of the randomness of
a Gaussian stochastic process efficiently. In our example, the first 3 associated eigenvalues can
capture 97% energy. Then, a system of the coefficients in the PCE can be derived, and the
SNSE is converted to a deterministic system. An adjoint system hence can be derived, which
gives an decent direction of our objective functional. Numerical test was used to verify our
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method.
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