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Chapter 1
Introduction
When Victor Hess discovered the cosmic radiation in 1912 [1], he laid a foundation for the upcoming field
of high energy particle physics. For about 40 years, the cosmic radiation was the only source of particles
with energies of several GeV. The analysis of cosmic rays and their reactions with matter led to several
discoveries, for instance the positron in 1933 [2], the muons in 1936 [3], and the pions in 1947 [4].
In the 1950’s, the main focus of particle physicists shifted towards man-made particle accelerators,
which offered several advantages over the cosmic radiation. The key development was the synchrotron
as a scalable accelerator for particles up to multi-GeV energies. The Cosmotron, completed in 1953, was
one of the first [5]. Artificial accelerators provide almost monochromatic beams of high intensity with a
defined particle content, in contrast to the cosmic radiation, and overall much more control over the particle
interactions.
Cosmic rays remained of considerable interest for astrophysicists as messenger particles of very pow-
erful astrophysical processes. In 1939, Pierre Auger discovered cosmic ray induced particle showers in the
atmosphere, called extensive air showers [6]. He analysed coincident particle counts in several spatially
separated detectors and estimated from the number of registered particles, that cosmic rays exist with en-
ergies up to 1016 eV. His concept of measuring cosmic rays through their extensive air showers in an array
of particle detectors turned out to be extremely scalable and is used till today. In 1963, Linsley found the
first cosmic rays around 1020 eV with a large surface detector [7].
It is a downside of the surface detector measurement, that the reconstruction of the energy and mass
of the cosmic ray from the measured signals depend strongly on model calculations of the air shower de-
velopment, which still have quite large theoretical uncertainties. A new detection method, the fluorescence
method, was established with the Fly’s Eye/HiRes experiment in the 1980’s [8], which reduces this model
dependency considerably. The fluorescence method allows to follow the full air shower development in
the atmosphere. This is achieved by observing fluorescence light with appropriate telescopes which was
emitted by nitrogen molecules after an excitation through the passing air shower.
It was realised eventually that fluorescence and surface detectors are complementary in many ways
so that a combination, a hybrid detector, would be even more versatile. The Pierre Auger Observatory is
such a hybrid detector and currently the world’s largest cosmic ray observatory. Its design focuses on the
detection of ultra-high energy cosmic rays from 1018 eV to 1020 eV and above.
The center of mass energy in the first interaction of the most energetic cosmic rays in the atmosphere
reaches almost 103 TeV. This is two orders of magnitude larger than the center of mass energy in the
largest artificial accelerator, the Large Hadron Collider [9]. These large interaction energies and the precise
measurement of air showers at the highest energies with the observatory raises new interest in particle
physicists for cosmic rays and air showers.
Like many of its predecessors, the Pierre Auger Observatory focuses on the analysis of air showers with
zenith angles up to 60◦ although it is sensitive up to 90◦. This restricted class of events is called vertical
showers by convention, the remain are called very inclined. Most of the collected events are vertical in this
sense: about 75 % of the events in the surface detector and about 87 % of the events in the fluorescence
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detector fall into the vertical category.
Very inclined air showers are more difficult to simulate and model. The curvature and the geomagnetic
field of the Earth may be neglected for vertical showers but not for very inclined showers. The muon
component of a very inclined shower dominates the signals measured in the surface detector. The signals
are weaker and have a more complex pattern due to geomagnetic deflections of the muons. Nevertheless,
there is an ongoing effort to reliably reconstruct these events [10–17] so that they may be used in cosmic ray
studies. A reliable reconstruction of very inclined showers would increase the number of detected cosmic
rays by about 30 %, as well as the overall sky coverage of the Pierre Auger Observatory.
There are also other gains. The signals in the surface detector generated by very inclined showers are
dominated by the muons in the shower. A proper reconstruction of such events therefore challenges the
understanding of this shower component. Searches for cosmic neutrinos in the surface detector data of
the Pierre Auger Observatory benefit from the understanding of hadron induced very inclined air showers,
which form the main background [18].
This work contributes to the understanding of hadron induced very inclined air showers measured with
the surface detector of the Pierre Auger Observatory. This is done by presenting a full analysis chain from
the simulation of such events, over their reconstruction from the collected data, towards the final goal of a
measurement of the flux of ultra-high energy cosmic rays between 1018 eV and 1020 eV. A precise energy
calibration of the surface detector measurement with the fluorescence detector is a key step in this chain.
This thesis is structured as follows. Chapter 2 lists the basic conventions used throughout the work.
Chapter 3 provides an overview over cosmic rays, with a focus on cosmic rays at ultra-high energies and
extensive air showers.
The simulation of a large library of very inclined air showers was a major part of the work and is
discussed in Chapter 5. The simulations are used to study and model the muon component of very inclined
air showers and the response of the surface detector of the Pierre Auger Observatory to such showers.
The reconstruction of cosmic ray properties from data of the Pierre Auger Observatory is discussed in
Chapter 6, whereas the discussion focuses on the reconstruction of surface detector events generated by
very inclined air showers. The reconstruction will make heavy use of the models derived in the simulation
chapter and will be thoroughly tested with simulated events.
The cosmic ray energy reconstructed from the data of the surface detector has large systematic un-
certainties, if it is based only on theoretical models of the shower development. These uncertainties can
be greatly reduced by calibrating the surface detector with the fluorescence detector. The latter is able to
perform an almost calorimetric measurement of the cosmic ray energy. The calibration is performed with
a small sample of events, which are observed in both detectors simultaneously. A significantly improved
method for this kind of calibration is introduced and applied in Chapter 7.
The last chapter, Chapter 8, discusses the calculation of the cosmic ray flux from the reconstructed
cosmic ray events. An unfolding technique is used to obtain the true flux from the measured flux. The
result is compared with the most recent result obtained from the analysis of vertical showers at the Pierre
Auger Observatory.
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Chapter 2
Conventions
This chapter summarises the coordinate system and naming conventions used throughout this work. Most
of the conventions mentioned here are taken from the official conventions guide of the Pierre Auger Obser-
vatory [19].
Particle notation
The following chapters deal with extensive air showers, particle showers generated through high energy
interactions of a cosmic ray in the atmosphere. During the development of this air shower, particles and
anti-particles are generated in equal amounts. For almost all purposes, the distinction between particles
and anti-particles is irrelevant in this study.
Therefore, terms like “electrons” and “muons” will generally refer to both the particle and anti-particles,
unless explicitely stated otherwise. Another commonly used term in the context of air showers is “electro-
magnetic particles”, which refers to electrons, positrons, and photons (but not muons).
Coordinate systems
Ground coordinate system
Fig. 2.1 shows the main coordinate system to describe the shower. It is a local cartesian coordinate system,
defined at the impact point of the shower axis on the ground. The impact point is called the shower core.
It is not feasible to define a single global rectangular coordinate system for the Pierre Auger Observa-
tory, because Earth’s curvature is relevant over the size of the surface array, as demonstrated in Fig. 2.2.
The zenith angle θ has the usual astronomical definition. The definition of the azimuth angle φ in the
coordinate system of the Pierre Auger Observatory differs from the astronomical one. The direction defined
by (θ, φ) points to the origin of the cosmic ray in the sky, not in the direction of shower propagation.
Lateral coordinate system
It is useful to introduce a special coordinate system to describe the lateral profile of an air shower in the
context of this work: the shower front plane coordinate system. It is depicted in Fig. 2.3. The shower front
plane contains the point where the shower axis intersects the ground plane, which is called the shower core.
It is perpendicular to the shower direction and oriented so, that the y-axis is parallel to the geomagnetic
field projected into the plane.
It should be emphasized, that observations and predictions are always done in the ground plane, and
only projected in the shower front plane. The coordinate system has the advantage, that it preserves some
of the principal symmetries of the shower profile. It helps to separate geometrical effects from physical
effects.
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Figure 2.1: The drawing shows the local cartesian coordinate system. The center of the system is the
impact point of the shower axis on the ground (shower core). The x-axis points into the geographic east,
the y-axis points into the geographic north, the z-axis points upwards (adapted from [19]). The zenith angle
θ is counted from the vertical direction. The azimuth angle φ starts in the geographic east and is counted
conter-clockwise. The elevation angle Ω = π/2− θ is less common, but sometimes used in the context of
Fluorescence telescope measurements.
∆θ~ 0.01 rad
∼ 0.5°
60 km
282 m
A
B
Figure 2.2: The drawing illustrates the effect of Earth’s curvature over the size of the surface array of the
Pierre Auger Observatory. A shower with θA = 0◦ in the local rectangular coordinate system A at the west
end of the array, has a zenith angle θB ≈ 0.5◦ in the local coordinate system B at the east end. Also, the
center of B appears by about 280 m deeper in A. Distances and angles are not to scale (from [19]).
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Figure 2.3: A drawing of the lateral shower coordinate system, after [20]. Arcs without arrows indicate
right angles. The center of the system is the impact point of the shower axis on the ground. The x-y-
plane is perpendicular to the shower axis. The z-axis is anti-parallel to the shower direction vector eS .
The orientation of this plane is choosen as such, that the y-axis is parallel to the projected vector of the
geomagnetic field B into the plane.
Figure 2.4: The drawing shows the coordinates, which are used to describe a point in the longitudinal
profile of the shower. The distances R, d, and h are geometrical lengths, while X is a slant depth, counted
from the top of the atmosphere. To describe a particular point on the shower axis, The distance d is the
distance of a particular point on the shower axis from the impact point on the ground, the height h is the
altitude of this point above the ground level. Another way to describe the point is via the accumulated slant
depth X along the shower axis. The total atmospheric depth Xatm depends on the zenith angle θ of the
trajectory and the ground altitude, e.g. Xatm ≈ 750 gcm−2 for θ = 0◦ and the site of the southern Pierre
Auger Observatory.
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Longitudinal coordinate system
Fig. 2.4 shows the coordinates used to describe the longitudinal shower development. The most common
quantity to describe the longitudinal profile is the slant depth X , defined by the integral
X =
∫
ds ρ(s), (2.0.1)
where ρ(s) is the local air density, and s is a path length counted from the top of the atmosphere along the
shower axis. The slant depth is good to describe the shower in terms of interaction and attenuation lengths,
which are independent of the material if expressed in this unit.
In this work, a point in the longitudinal development will also be characterised by its altitude above
the ground h, and its distance d to the shower impact point on the ground (= shower core), as indicated in
Fig. 2.4.
Other coordinate systems
Landmarks and geographic maps of the Earth are usually expressed in the UTM coordinate system. Points
are expressed in northing, easting, and altitude above sea level within a particular reference zone. The
system takes the curvature of the Earth into account and is therefore not cartesian: the northing and easting
coordinates measure distances on the surface of a reference ellipsoid.
The geomagnetic field has a coordinate system based on the magnitude and direction of the field
vector. The direction is expressed with the inclination angle θ and the declination angle δ. The inclination
is the vertical angle. It is zero, if the field is parallel to the horizon, and −90◦ (90◦) if the field points
vertically downwards (upwards). The declination is the horizontal angle. It is zero, if the field points to the
geographic north, and is counted clock-wise from there.
Acronyms
ADC Analog Digital Converter
ADST Advanced Data Summary Tree (event data format)
AGN Active Galactic Nuclei
AIRES AIR-shower Extended Simulations (air shower simulator)
AMIGA Auger Muon-detectors and Infill for the Ground Array
APF Aerosol Phase Function (Monitor)
a.s.l. above sea level
QCD Quantum ChromoDynamics
CDAS Central Data Aquisition System
QED Quantum ElectroDynamics
CLF Central Laser Facility
CMB Cosmic Microwave Background
CORSIKA COsmic Ray SImulations for KAskade (air shower simulator)
DAQ Data AQuisition
EPOS Energy-conserving quantum mechanical multiple scattering approach, based on Par-
tons (parton ladders), Off-shell remnants, and Splitting of parton ladders
FADC Flash Analog Digital Converter
FD Fluorescence detector
FLUKA FLUktuierende KAskade (german for fluctuating cascade)
FoV Field of View
FRAM Fotometric Robotic Atmospheric Monitor
GHEISHA Gamma-Hadron-Electron-Interaction SH(A)ower code
GPS Global Positioning System
HAM Horizontal Attenuation Monitor
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HEAT High Elevation Auger Telescope
IGRF International Geomagnetic Reference Field
LED Light Emitting Diode
LIDAR Light detection and ranging
p.d.f. probability density function
PLD Programmable Logic Device
PMT Photomultiplier tube
QGSJet-II Quark-Gluon-String model with JETs
RUN Regularised UNfolding
SD Surface detector
SDP Shower Detector Plane
UTM Universal transverse mercator
UV Ultra Violet
VEM Vertical Equivalent Muon
XLF eXtreme Laser Facility
Mathematical notation
〈x〉 average of x
σ[x] statistical uncertainty of x
σsys[x] systematic uncertainty of x
x vector (small letter)
M matrix (capital letter)
xT transpose of x
erf(x) error function erf(x) = 2√
π
∫ x
0
dt e−t2
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Chapter 3
Ultra-high energy cosmic rays
This chapter provides a general overview over cosmic rays. The focus is laid on ultra-high energy cosmic
rays above 1018 eV and the extensive particle showers which they initiate in the atmosphere of the Earth.
Understanding the properties of such air showers is fundamental for the Pierre Auger Observatory and
similar instruments which rely on the indirect observation of cosmic rays via this phenomenon.
The development of an air shower in the atmosphere is best described with full Monte-Carlo simulations
of the elementary particle processes, which are covered in Chapter 5. This chapter tries to provides simple
model calculations for many air shower properties which are very approximate, but allow to understand
many basic air shower features.
3.1 Cosmic rays
The following general discussion of cosmic rays is based on ref. [21–24].
The term cosmic rays generally refers to stable and charged particles which travel through interstel-
lar or even intergalactic space. The total flux of cosmic rays at the top of the atmosphere is about
1000 m−2 sr−1 s−1 and dominated by protons of a few GeV. The differential flux J(E) ∝ dN/dE is
approximately a power law J(E) ∝ Eα with a spectral index −2.6 . α . −3.2. The range of cosmic ray
energies is huge. The cosmic rays with the highest energies detected so far slightly exceed 1020 eV, but are
extremely rare: only about one such particle per km2 and century arrives at the Earth. The measured flux
J(E) above 1 TeV is shown in Fig. 3.1.
Experimentally, two energy ranges need to be distinguished. Up to 100TeV, the flux J is large enough
for balloon and outer space experiments, which measure the cosmic rays directly with appropriate particle
detectors close to or above the top of the atmosphere. Such experiments are able to measure the cosmic ray
energies and the mass composition directly, see e.g. ref. [25, 26]. Therefore, the flux J(E) and the relative
abundance of different cosmic ray nuclei is well known in this energy range. The latter can be used to learn
something about the propagation of the rays.
At energies above 100 TeV, the differential flux eventually becomes so low that only ground based
experiments can provide the necessary exposure to collect enough events in a reasonable time frame. These
experiments cannot observe the cosmic ray directly. Instead, they sample the extensive air shower generated
by interactions of the cosmic ray with atmospheric matter. An extensive air shower is equivalent to a particle
shower in a hadronic calorimeter. Therefore, one can say that ground based experiments use the atmosphere
as a calorimeter for the cosmic rays.
Soft hadronic interactions are most important for the development of an extensive air shower. These
interactions cannot be described in the pertubative approach to quantum chromo dynamics. Therefore,
systematic uncertainties arise in the reconstruction of the cosmic ray properties from the air shower data.
The reconstruction of the cosmic ray mass A is particularly difficult. The relative abundances of different
cosmic ray nuclei are generally not known at these energies. In most cases only a measure of the average
9
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Figure 3.1: Shown is a compilation of measurements of the cosmic ray flux as a function of the cosmic ray
energy, done by several air shower experiments. Note, the scaling of the cosmic ray flux with E2.5, which
emphasizes the features. The second horizontal axis shows the center of mass energy in the first interaction
of the cosmic ray, if it was a proton. This interaction energy is compared with some collider experiments
(see ref. [24] and references therein).
logarithm of the cosmic ray mass 〈lnA〉 can be derived. The differential flux J(E) has comparably large
systematic uncertainties as well.
3.1.1 Cosmic rays up to 100 TeV
The relative abundance of nuclei with the charge number Z > 1 in cosmic rays is similar to the interstellar
medium [27]. This is a strong indication that cosmic rays are initially normal interstellar matter which is
accelerated in an astrophysical process.
It is generally accepted that the majority of cosmic rays from a few GeV up to 100TeV are accelerated
in supernova blast waves. Turbulent magnetic fields in the shock front of these waves are able to accelerate
charged particles from the interstellar medium. The general process is called first-order Fermi acceleration,
see e.g. ref. [21].
The relative abundance of two groups of elements (Li, Be, B) and (Sc, Ti, V, Cr, Mn) is many orders of
magnitude larger in cosmic rays than in the interstellar medium. These elements are essentially absent as
end products of stellar nucleosynthesis. The discrepancy can be explained by spallation processes during
the propagation of the cosmic rays. Spallation can occur when a cosmic ray collides with a proton from
the interstellar medium. The cosmic ray nucleus is transformed or fragmented in the process. As a conse-
quence, some of the more abundant elements are converted and fill up the rare elements. The Lithium-group
is mostly generated by spallation of carbon and oxygen, while the Scandium-group is mostly generated by
spallation of iron.
With knowledge about the spallation cross-sections at these energies, it is possible to derive the tra-
versed slant depth X of the cosmic rays from the abundances of the spallation products. The slant depth is
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of the order of 10 g cm−2 for cosmic rays of a few TeV and has to be compared with the average density
of the interstellar medium of about proton per cm3. The corresponding path length of cosmic rays is then
of the order of 1000 kpc, much larger than the extensions of our galaxy which is 50 kpc at most.
This large path length can be understood by considering the gyro radius rg of cosmic rays in this energy
range. A handy formula for the gyro radius is
rg =
p c
Z e
1
B
≈ (1.1× 10−7 pc) p/(GeV/c)
Z (B/nT)
, (3.1.1)
whereas p and Z are the momentum and charge number of the cosmic ray. The galactic magnetic field is
of the order of 0.1 nT and therefore a 100 TeV proton has a gyro radius rg ≈ 0.1 pc. This is only a small
fraction of the thickness of the galactic disk of about 300 pc.
Cosmic rays up to 100 TeV are apparently confined in our galaxy by magnetic fields and travel for a
long time on complex trajectories until they eventually escape the galaxy. This interpretation is fortified
by a more direct measurements of their average time of residence which can be obtained from an analysis
of the relative abundance of long-living radioactive isotopes in the cosmic radiation (see ref. [22] and
references therein).
The confinement into the galaxy is less efficient at larger energies, which makes the observed energy
spectrum of cosmic rays steeper than the input spectrum at the source.
3.1.2 Cosmic rays above 100 TeV
Much less is certain about cosmic rays above 100 TeV. To a large degree, this is a consequence of the
less precise or even controversial data delivered by experiments, which leave more room for interpretation.
The acceleration mechanism which works so well at lower energies also runs into problems. The shock
acceleration in supernova blast waves is not powerful enough to explain cosmic rays with energies much
larger than 100 TeV and has to be replaced by something else.
A comparison of the gyro radius rg of a cosmic ray with the thickness of the galactic shows, that protons
up to about 1017 eV and iron nuclei up to about 1018 eV can be confined in our galaxy by magnetic fields.
Cosmic rays up to these energies are generally believed to be of galactic origin. Above, they are considered
to be extragalactic.
A rapid change in the spectral index α of the differential flux J(E) is observed around 4 × 1015 eV.
The feature is called the knee. The spectral index α changes from about −2.7 to about −3.2. Furthermore,
an increase of the average logarithm of the cosmic ray mass 〈lnA〉 with the energy E is observed above
the knee which continues up to about 1017 eV.
There are two concurrent classes of theories for the knee. The first assumes that galactic accelerators
reach their energy limit around the knee, so that cosmic ray components of different mass A successively
vanish. In general, nuclei with a larger charge number Z are better confined via magnetic fields in the
source and can be accelerated to higher energies.
The second class of theories assumes powerful accelerators, able to accelerate cosmic rays up to about
1018 eV or larger. In this scenario, the cosmic ray components of different mass A successively vanish,
because the galactic magnetic fields are not able to confine them. The maximum energy of a cosmic ray in
the galaxy depends again on its charge number Z.
Another feature is observed around 4 × 1018 eV, the so called ankle. The spectral index α of the
differential flux J(E) changes again from about −3.2 to about −2.6. There are two theories for the ankle.
The first assumes that the galactic component of the cosmic ray flux extends up to the ankle and is taken
over by a harder intergalactic component.
The second theory is the so-called dip model [28]. Here, the take-over of the extra-galactic component
happens earlier, somewhere between the knee and the ankle. The ankle is explained as a consequence of
the propagation of extragalactic cosmic ray protons in the cosmic microwave background (CMB). During
their propagation, the protons loose energy by e+e− production
p γ → p e+ e−, (3.1.2)
which starts around 1018 eV and produces the ankle feature in the dip model.
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Figure 3.2: Shown is the depth of the electromagnetic shower maximum Xmax extracted from data of the
Pierre Auger Observatory as a function of cosmic ray energy. The data are shown as black dots, the gray
dashed line is a fit. The straight lines above and below the data are predictions from several hadronic
interaction models (from [29]).
The dip model assumes that the cosmic rays between 1017 eV and 1019 eV are mostly protons while
the takeover model expects an iron dominated composition up to 1018 eV and then a fast transition to the
composition of extragalactic cosmic rays. Measurements of the cosmic ray composition help to decide
between these models, but do not clearly favor one or the other. The depth of the electromagnetic shower
maximumXmax is an example of a mass-sensitive air shower observable with the property 〈Xmax〉 ∝ 〈lnA〉.
A recent measurement from the Pierre Auger Observatory is shown in Fig. 3.2.
The last feature in the cosmic ray flux is the cut-off, experimentally established around 7 × 1019 eV.
The spectral index α changes from about −2.6 to about −4.3 [30]. The position of the cut-off matches a
40 years old prediction, the Greisen-Zatsepin-Kuzmin limit (GZK limit) [31, 32]. The GZK limit is also a
consequence of the high density of CMB photons. Cosmic ray protons above the limit loose energy through
pion production
p γ(CMB) → p π0 → p 2γ (3.1.3)
→ nπ+ (3.1.4)
while heavier cosmic rays nuclei are destroyed by photo-disintegration. Fig. 3.3a) shows the attenuation
lengths for several nuclei at ultra-high energies. Only nearby sources can possibly contribute to the ob-
served flux on the Earth above the GZK limit and therefore the flux should be suppressed.
The GZK limit is a reasonable explanation based on well-established physics, like Lorentz-invariance
and cross-sections measured in the laboratory. Nevertheless, there is also another possible explanation for
the cut-off. Fig. 3.3b) shows a compilation of possible intergalactic accelerators for cosmic rays. In first
approximation, the maximum energy provided by a source is proportional to its typical extension L and
typical magnetic field strength B, times the charge number Z of the cosmic ray. If the acceleration process
is a scaled variant of the shock front acceleration in supernova blasts, it is also proportional to the speed of
the shock βs, measured in units of the speed of light. Put together, this gives a magnitude estimate [33]:
Emax ≃ (1018 eV)Z βs
(
L
kpc
) (
B
µG
)
, (3.1.5)
with 1 G(auss) = 10−5 T. The estimate shows that the known astrophysical objects are barely able to
reach an energy level of 1020 eV. It is therefore also possible that the observed cut-off is caused by the
energy limit of the accelerators.
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Conventional acceleration scenarios for ultra-high energy cosmic rays are called bottom-up approaches
in contrast to the more exotic top-down approaches. The latter explain the extragalactic flux by rare decays
of super heavy relics from the big bang. The relics may be new particles, topological defects, or primordial
black holes. A general feature of top-down models is an enhanced photon and neutrino flux at the Earth,
and a cosmic composition made entirely of (anti-)protons or neutrons.
The composition measurements performed by the Pierre Auger Observatory makes top-down scenarios
unlikely, since also heavy cosmic rays seem to be present in the cosmic ray flux. Recent limits on the
neutrino and photon fluxes obtained from data of the Pierre Auger Observatory add further constrains [34–
36]. In particular, the photon fraction above 1019 eV is smaller than 2% at 95% confidence, which excludes
most top-down models.
Finally, the experimentally observed anisotropy of cosmic rays above 5.7 × 1019 eV favors the expla-
nation of the flux suppression with the GZK limit. At large distances, the arrival directions of cosmic rays
are made isotropic by random intergalactic magnetic fields. Thus, an anisotropy can only be observed, if
only nearby sources contribute to the flux observed at the Earth.
Fig. 3.4 shows the anisotropic distribution of the 27 highest energy events from ref. [37]. The data
allows to rejected the hypothesis that the distribution is isotropic with a confidence of 99 % [37, 38].
The result is obtained from a comparison of the arrival directions of the highest energy cosmic rays with
position of active galactic nuclei (AGNs) in the sky. Still, the observed correlation does not prove a general
connection of extragalactic cosmic rays with AGNs, which may simply be tracers of the true sources.
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(b) Source candidates of ultra-high energy cosmic rays
Figure 3.3: a) The graphs show the attenuation lengths for several nuclei due to interactions with the
cosmic microwave background, calculated at a red-shift z = 0 (from ref. [39]). b) The figure shows source
candidates of cosmic rays in relation to the typical magnetic field strength and the size of their acceleration
regions. The maximum energy increases from the bottom left to the top right. The Large Hadron Collider
is shown for comparison (from ref. [24], original: ref. [33]).
Figure 3.4: Shown is a Aitoff projection of the celestial sphere in galactic coordinates. Circles with a radius
of 3.1◦ represent the arrival directions of the 27 cosmic rays with the energies larger than 5.6 × 1019 eV
detected by the Pierre Auger Observatory up to 26th May 2006. Red asterisks indicate the positions of
472 of galaxies with active nuclei from the 12th edition of the catalog of quasars and active nuclei [40]
within 75 Mpc distance. The solid line shows the border of the field of view of the Southern Pierre Auger
Observatory, if zenith angles up to 60◦ are taken into account. The shades of blue indicate the relative
exposure of the observatory in these coordinates, each band has equal integrated exposure. The dashed line
is the supergalactic plane. Centaurus A, one of the closest active galactic nuclei, is marked in white (from
ref. [37]).
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3.2 Extensive air showers
A cosmic ray proton or nucleus with an energy larger than a few GeV initiates an air shower in the at-
mosphere of the Earth. An air shower is a cascade of secondary particles generated by the successive
interactions of the primary cosmic ray with the electrons and nuclei in the atmosphere. As the cosmic ray
energy increases, the term extensive air shower is used, referring to an air shower with a lateral size of at
least several hundred meters. The particles in an extensive air shower form a slightly curved front, which
moves with the speed of light. The phenomenon is well described in the literature, see e.g. ref. [21–23,44].
Fig. 3.5 illustrates the main components in an air shower and Fig. 3.6 shows a simulation of two very
inclined showers. The secondary particles in an air shower can be grouped into four basic components: the
electromagnetic, muonic, hadronic, and the neutrino component.
In each hadronic interaction, the primary cosmic ray looses about half its kinetic energy, which serves
to produce hadrons. Light mesons are preferred, but also baryons are produced in rare cases. Pions are
most frequent (about 90 %), followed by kaons (about 10 %) [44]. The pion multiplicity per interaction
increases slowly with the beam energy, it is of the order of 10 (at typical energies after a few cascading
steps) to a few 100 (in the first interaction) for cosmic rays between 1018 eV and 1020 eV [22].
The unstable mesons decay before making another interaction if their time-dilated decay length γβcτ
is shorter than their hadronic interaction length lint. An overview of the decay constants cτ and hadronic
interaction lengths lint of typical shower particles is given in Table 3.1 and Fig. 3.7b).
About 1/3 of the pions in the first interaction are neutral. Through their short life-time, they decay
almost immediately into two high energy photons. The probability for another hadronic interaction re-
mains slim even for neutral pions generated in the first interaction of a 1019 eV cosmic ray, and it can
be safely neglected at lower energies. The π0-decay feeds the electromagnetic cascade, which dilutes the
initial photon energy further into numerous electromagnetic particles of low energy by pair production and
bremsstrahlung processes.
The charged pions and the kaons except for KS have much longer life-times and usually produce
more particles in successive hadronic interactions with air nuclei. This forms the hadronic component. In
successive cascading steps, the kinetic energy of each pion is used up to generate more particles.
Again, about 1/3 of the energy after each step of the hadronic cascade goes into the electromagnetic
component and forms new electromagnetic sub-showers. There are feed-back processes like electromag-
netic interactions with air nuclei and direct pair production of muons, but their effect is negligible in
hadronic showers. In the end, most of the cosmic ray energy is carried by electromagnetic particles.
The hadronic cascade comes to an end, when the time delated decay length γπ βπc τπ of the charged
pions becomes smaller than their hadronic interaction length lint. It is possible to define a critical energy
ξπc for charged pions from this decay condition
γπ βπ c τπ
!
= lint(h
π
max) ⇒ ξπc ≈
lint(h
π
max)
cτπ
mπc
2, (3.2.1)
whereas lint(hπmax) is the typical distance between two interactions at the altitude hπmax of the hadronic
shower maximum and mπ the mass of the pion. The critical energy marks the energy at which most
charged pions decay. The critical energy ξπc ranges between 10 GeV and several 100 GeV, depending on
the zenith angle θ of the shower.
A charged pion decays almost always in a muon and a muon neutrino, feeding the last two shower
components. The muon inherits about 80 % of the pion energy in this two-body decay. The typical muon
energy at the production point is therefore of the same order as the critical energy ξπc .
The electromagnetic cascades come to an end, when the electrons reach their critical energy ξec ≈
87 MeV in air. Electrons at this energy start to loose more energy in collisions faster than in radiative
processes and get quickly absorbed in the atmosphere. A part of the energy dumped by electromagnetic
particles into the air is released through the isotropic emission of fluorescence light. Relativistic electrons
and muons also produce Cherenkov light in air, which is collimated in the forward direction.
The point where the number of electromagnetic particles reaches a maximum can be measured with
telescopes, that detect the emitted fluorescence light. Fig. 3.2 shows measurements of the depth of the
electromagnetic shower maximum Xmax from the Pierre Auger Observatory. The atmosphere above the
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Figure 3.5: Left: Shown are the main processes in an extensive air shower, which form the hadronic,
electromagnetic, muonic, and neutrino component (see text). Right: Drawing of a lateral section through
the shower with its shower front of finite width (see text). The drawings are not to scale (adapted from [41]).
Table 3.1: The table shows an overview of the decay constants cτ of the most common unstable particles
in extensive air showers, taken from ref. [23]. Experimental uncertainties are not shown.
Particle π± π0 K± KS KL µ± n
c τ/m 7.8 2.5× 10−9 3.7 2.7× 10−2 5.1 659 2.6× 1010
observatory is thick enough to contain the air shower development at least up to the maximum. The total
atmospheric slant depth at the site as a function of the shower inclination θ is shown in Fig. 3.7a).
The electromagnetic cascade is continuously fed by the hadronic cascade. The electromagnetic shower
maximum is therefore coupled with the end of the hadronic cascade, and should be reached shorter after
the latter. In first approximation, both are coincident. The majority of the muons are produced at end of the
hadronic cascade.
At the electromagnetic shower maximum, the number of electromagnetic particles is much larger than
the number of muons. At larger shower inclinations, the total atmospheric depth is large enough to fully
absorb the electromagnetic component. After this transition, the shower is dominated by muons. Ground
based detectors observe this transition at zenith angle between 60◦ and 70◦, depending on their altitude.
3.2.1 Heitler-model of the hadronic cascade
A quantitative treatment of extensive air showers is quite complex and either involves solving coupled
cascade equations or full Monte-Carlo simulations of the involved microscopic processes. Both approaches
are described in Chapter 5.
To gain a qualitative understanding of an air shower, it is instructive to analyse a simplified view of the
air shower cascade, which allows analytical calculations. Before the era of high-speed computing, Heitler
presented such a model for the development of a photon induced shower [46]. An adaption of Heitler’s
approach to the case of hadronic cascades is presented in ref. [22, 45], which are the basis of the following
discussion.
Fig. 3.8 illustrates the model approach. The hadronic cascade is approximated by a discrete sequence
of simultaneous pion splittings. Each splitting occurs after a constant splitting length ln 2λπ , which is the
slant depth interval after which the pion has a 50 % chance for an inelastic interaction. At each splitting
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Figure 3.6: The graphs show two simulated proton showers from Chapter 5: a) number of particles vs. slant depth, b) particle number density on the ground
vs. radial distance from the shower axis, c) energy spectrum on the ground. The right side of figure b) shows the radial distribution in slice perpendicular to the
projected geomagnetic field BT , while the left side shows a slice parallel to BT (see Fig. 2.3). The particle depletion along BT in b) for θ = 80◦ is caused by
geomagnetic deflections. The peak in the photon energy distribution in c) is caused by e+/e− annihilation. The energy thresholds in all plots are 250 keV for
electromagnetic particles and 0.1 GeV for muons.
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Figure 3.7: The figures show for an observer at an altitude of 1400 m: a) the total slant depth Xatm of
the atmosphere, which an air shower has to pass to reach the ground [42, 43], b) the interaction length
of some shower particles as a function of the altiude h (approximately valid between 10 GeV and 1000
GeV) [21, 42, 43], c) the distance dmax between the electromagnetic shower maximum and the impact
point on the ground plane, and d) the altitude of said maximum above the ground hmax [29, 42, 43]. The
calculations are covered in Appendix A.1.
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Figure 3.8: Schematic view of a hadronic shower, according to Heitler’s approach. Dashed lines indicate
neutral pions, which decay immediately and yield electromagnetic showers (not shown). The thick line
indicates the leading particle, which carries a significant fraction of the total energy in the interaction. The
residual energy is divided equally between the other pions. Not all pion lines are shown after the n = 2
level (adapted from [45]).
level, a constant number of Nch charged pions and 12Nch neutral pions are generated from each initial
particle. Neutral pions decay immediately and feed the electromagnetic cascade.
One particle after each interaction is the leading particle, which gets a constant fraction (1− κ) of the
energy of the parent. In a real shower, the leading particle is usually a baryon. In the simplified model, it
is usually treated like a charged pion and in rare cases like a neutral pion. The remaining energy fraction κ
is divided equally on the other particles. Neutral pions decay immediately. A charged pion enters the next
cascading step, until its energy falls below the critical energy ξπc . If this happens, it decays into a muon
before making another interaction. Neutrinos are neglected in the picture.
Many approximations are done to get simple analytical formulas. The most important ones are de-
scribed in the following. The overall idea is to model the shower in terms of average interactions.
• Proton cosmic ray. The air shower in the simplified model is always initiated by a proton. The
model will be generalised to the case of heavy cosmic rays in a later step.
• Pion shower. The air shower is approximated as a pure pion shower. As 90 % of the generated
particles after each interaction are pions, this seems like a reasonable first approximation.
• Constant values for λπ and Nch. The pion interaction length λπ and the π± multiplicity Nch are
both are weak functions of the beam energy Eπ . Both are set constant.
• Leading particle approximations. When two hadrons interact, a significant fraction of the total
energy is carried away by a single leading particle. The inelasticity of the interaction can be described
by the parameter κ, which is the remaining fraction of the total energy available for immediate
particle production. The inelasticity parameter κ is a function of the primary energy, and not well
known at ultra-high energies. The predictions vary in the range 0.4 to 0.9 [21]. A constant value of
0.6 is used here.
In a real shower, the leading particle is usually a baryon, so that the energy of the leading particle
remains in the hadronic cascade. However, there is also a small probability ǫ for the leading particle
to be a neutral pion. The neutral pion would decay immediately, taking a lot of energy out of the
hadronic cascade. A constant probability ǫ = 0.05 is used here.
In the following, some basic formulas are derived from the simplified shower model. For comparisons
with full simulations and data, also some numerical values are calculated. It shall be emphasized, that
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the numerical values have to be considered with care and are by no means quantitative predictions. They
mainly serve to show that the simplified shower model is indeed able to produce the right magnitudes. Any
quantitative prediction of the model needs to be confirmed by realistic air shower simulations to be of any
value.
The following gives a summary of the parameter values used in these calculations:
E = 1019 eV energy of the initial cosmic ray
Nch = 10 average charged pion multiplicity [45]
ξπc = 10 GeV critical energy for pions from the last section
λπ = 100 g cm
−2 average pion interaction length [21]
κ = 0.6 total energy fraction available for pion production
ǫ = 0.05 probability that the leading particle is a π0
Energy calibration function
According to Fig. 3.8, the energy E of the cosmic ray is divided in the first interaction into three groups:
the energy (1 − κ)E is carried by the leading pion, 23κE is carried by the other charged pions, and 13κE
by neutral pions. The neutral pions decay immediately. The energy fraction E(1)π /E that remains in the
hadronic cascade depends on whether or not the leading particle is a neutral or charged pion. There are two
cases:
leading particle π±: P = (1− ǫ), E
(1)
π
E
= (1− κ) + 2
3
κ
leading particle π0: P = ǫ, E
(1)
π
E
=
2
3
κ.
On average, the energy fraction
E
(1)
π
E
= κ
(
ǫ− 1
3
)
+ 1− ǫ ≈ 0.78 (3.2.2)
remains in the hadronic cascade.
This situation repeats in every step, so that in the n-th step, the remaining energy E(n)π in the hadronic
cascade is
E(n)π =
[
κ
(
ǫ− 1
3
)
+ 1− ǫ
]n
E. (3.2.3)
The total number of charged pions in the n-th step is Nchn. The pion cascade stops, when the average
energy per pion reaches the critical energy ξπc :
E
(nc)
π
Nch
nc
!
= ξπc ⇒ nc =
ln[E/ξπc ]
ln[Nch]− ln[κ(ǫ− 13 ) + 1− ǫ]
≈ 8. (3.2.4)
The charged pions decay into muons at n = nc, which allows to derive the total number of muons Nµ
in the shower:
lnNµ = lnNπ = nc lnNch =
ln[Nch]
ln[Nch]− ln[κ(ǫ− 13 ) + 1− ǫ]︸ ︷︷ ︸
1/γ
ln
[
E
ξπc
]
. (3.2.5)
This can be rewritten in a form of a simple power law:
E = ξπc ×Nµγ . (3.2.6)
The power law is a very important result, because it allows to reconstruct the primary energy of the cosmic
ray by counting the total number of muons Nµ in the shower. Eq. (3.2.6) will be generalised later in this
section.
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The parameters ρπc and γ are constants in the simplified shower model. In reality, they are very weak
functions of the cosmic ray energy E, but it will be confirmed with full air shower simulations in Chapter 5,
that the approximation γ ≈ const. and ξπc ≈ const. is excellent for 1018 eV < E < 1020 eV. The numerical
value γ ≈ 1.11 obtained in the simple approach is close to the simulation results.
Invisible energy
Not all the energy of the cosmic ray is released into the atmosphere. In a real shower, most of the energy
not carried by electromagnetic particles is carried by muons and neutrinos. The neutrino energy is lost
entirely and muons loose only a small fraction of their energy in the atmosphere.
Fluorescence detectors observe the fluorescence and Cherenkov light, which is proportional to the
energy deposit of the air shower in the atmosphere. The energy Einv carried by the muons and neutrinos
is invisible for these detectors. The energy measurement of the fluorescence detectors is corrected for this
invisible energy, the correction is calculated with full air shower simulations.
The invisible energy fraction Einv/E can be calculated with Eq. (3.2.3) within the simplified model:
Einv/E =
Encπ
E
=
(
E
ξπc
)1/γ−1
≈
(
E
ξπc
)−0.10
≈ 0.14. (3.2.7)
This result is of the same order as full simulations [47].
The equation shows, that the correction decreases slowly with the cosmic ray energy E, which is one of
the reasons why the fluorescence method works best at ultra-high energies. The model also shows, that the
correction has a sensitive dependency on ξπc and γ, which depend on the details of the hadronic interactions
in the shower. It will be shown later, that it also has a sensitive dependency on the mass A of the cosmic
ray.
Depth of hadronic shower maximum
With Eq. (3.2.4) and the splitting length ln2λπ , it is possible to calculate the depth of the pion shower
maximum Xπmax:
Xπmax = X0 + nc ln2λπ = X0 +
ln2λπ
ln[Nch]− ln[κ(ǫ− 13 ) + 1− ǫ]
ln
[
E
ξπc
]
≈ 30 g cm−2 + 19 g cm−2 ln
[
E
ξπc
]
≈ 590 g cm−2, (3.2.8)
whereas X0 = ln2λp(1019 eV) ≈ 30 g cm−2 is the extrapolated proton-air interaction length at 1019 eV
from ref. [21]. As discussed before, the Xπmax of the hadronic cascade should occur shortly before the Xmax
of the electromagnetic cascade. The model result is of the same order as the maximum of the muon shower
in Fig. 3.6, which marks the end of the hadronic cascade.
A formula for the depth Xmax of the electromagnetic shower maximum may be derived with a similar
approach [45]. One obtains the same functional form:
Xmax = X0 + C lnE (3.2.9)
whereas C is a constant. If the average Xmax is plotted against the logarithm of the cosmic ray energy, one
should obtain a straight line. Fig. 3.2 shows some simulations of Xmax, which are indeed straight lines in
this representation.
Shower-to-shower fluctuations
There are physical fluctuations in the air shower development, that even occur if identical cosmic rays are
injected into the atmosphere. These shower-to-shower fluctuations affect the distribution of energy between
muons and electromagnetic particles in an air shower and the depth of the electromagnetic and hadronic
shower maximum.
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The shower-to-shower fluctuations can be traced back more of less directly to statistical fluctuations in
the first few interactions of the cosmic ray with the atmosphere. Statistical fluctuations in the interactions
of the second particle generation already average out, because of the large number of particles N (1)ch > 100
produced in the first interaction.
Only because of the leading particle effect, the second and third interactions matter at all. If there was
no leading particle, the fluctuations caused by the second particle generation were already by an order of
magnitude (N (1)ch )1/2 . 10 smaller.
The shower-to-shower fluctuations of the total number of muons Nµ on the ground turn out to be impor-
tant in the context of this work, and shall be estimated in the context of the simplified shower model. Only
the effect of the first interaction is considered. Two sources for fluctuations of Nµ can be identified: the
division of energy in the first hadronic interaction and fluctuations in the altitude of the muon production.
The energy division is discussed first. A considerable amount of the total energy E of the cosmic ray
goes directly into the electromagnetic component in the first interaction. The energy E(1)π remains in the
hadronic cascade. Only this energy can serve to produce muons in the end. Thus, one can approximately
write:
σ[Nµ]
Nµ
≈ σ[E
(1)
π ]
E
(1)
π
. (3.2.10)
To estimate the fluctuations of σ[E(1)π ]/E(1)π , it is instructive to turn back to the initial considerations,
which led to Eq. (3.2.2). If the leading particle always was a charged pion, fluctuations of E(1)π could only
come from the branching ratio p = 2/3 of charged to neutral pions, produced in the hadronic interaction.
The variance of p can be approximated by binomial statistics:
σ[p]
p
=
1
p
√
p(1− p)
3
2N
(1)
ch
. 6 %, (3.2.11)
whereas 32N
(1)
ch corresponds to the sum charged and neutral pions. The value N
(1)
ch & 100 is inserted to
obtain the numerical result. The energy fraction not carried by the leading particle is κ, so the fluctuation
caused by this effect is
σA[Nµ]
Nµ
≈ κ σ[p]
p
. 3 %. (3.2.12)
Much larger is the fluctuation caused by the leading particle itself. There is only a small chance ǫ for the
leading particle to be neutral pion, but the energy fraction (1 − κ) immediately lost is large. The variance
of the two cases serves as an estimate of the fluctuations:
σB[Nµ]
Nµ
≈ σ[E
(1)
π ]
E
(1)
π
=
(
ǫ(1− ǫ))1/2 (1− κ)
κ(ǫ− 13 ) + 1− ǫ
≈ 12 %. (3.2.13)
This type of fluctuation is interesting, because it has a strong asymmetry. In a realistic shower, this effect
should lead to a tail towards low numbers of muons. Such a tail is indeed observed in full air shower
simulations, as will be shown in Chapter 5.
The second source of fluctuations is the altitude of the muon production, which is also to a large degree
determined by the first interaction. The basis of this discussion is Eq. (3.2.5), which shows how the total
number of muons Nµ depends on parameters of the simplified model.
The calibration constant γ depends only weakly on the hadronic interaction parameters. It is assumed,
that the fluctuations of γ are negligible. This leaves fluctuations of the critical energy ξπc to consider.
Eq. (3.2.1) shows, that the critical energy ξπc is proportional to interaction length lint at the altitude of the
muon production, thus
σC [Nµ]
Nµ
≈ γ σ[ξ
π
c ]
ξπc
=
σ[lint]
lint
. (3.2.14)
The interaction length lint depends on the altitude of the muon production hπmax, which varies with the
depth of the pion shower maximum Xπmax. Most of the fluctuation of Xπmax is generated in the first inter-
action. The depth X0 of the first interaction in Eq. (3.2.8) has an exponential distribution. The interaction
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length at 1019 eV is λp(1019 eV) ≈ 40 g cm−2 which is then also the size of the fluctuation of X0. The
value σ[Xπmax] ≈ 50 g cm−2 for the whole cascade seems like a good estimate.
This corresponds to a fluctuation of about 1 km in the muon production altitude hπmax. This has an
estimated effect of about 10 % on lint, so that
σC [Nµ]
Nµ
≈ 10 %. (3.2.15)
The combination of all effects gives 15%, in good accord with the simulation results in Chapter 5. The
analysis shows, that σ[Nµ]/Nµ is approximately independent of the cosmic ray energy E and direction, at
least in very inclined air showers with 60◦ < θ < 90◦. This feature is also confirmed in Chapter 5.
Heavy cosmic rays
So far, only proton induced air showers were regarded in the simplified shower model. The formulas
derived so far can be generalised to heavy cosmic rays with A nucleons by using the superposition ap-
proximation [21, 22, 48]. In this approximation, a heavy cosmic ray is regarded as a superposition of A
simultaneous and independent proton showers, each carrying an energy E/A.
This approximation describes a particular limit of the first interaction of a heavy nucleus, in which the
cosmic ray suffers a full fragmentation very high in the atmosphere. That the first interaction is high in the
atmosphere is quite realistic, because the hadronic interaction length of a heavy nuclei is approximately by
a factor A2/3 smaller than for a proton. In reality, however, it is more probable for the heavy cosmic ray
nucleus to successively fragment into smaller pieces. Still, for the simple calculations considered here, the
superposition approximation is good enough.
A particular important consequence of this picture also holds in a realistic scenario: if a variable x in
an air shower depends only weakly on the primary energy of the cosmic ray, then it will also depend only
weakly on the mass A of the cosmic ray:
dx
dE ≈ 0 ⇒
dx
dA ≈ 0. (3.2.16)
In the simplified shower model, it is possible to derive generalised formulas for heavy cosmic rays
from the proton results by substituting E → E/A and summing over A showers, wherever appropriate. It
is instructive to express the new generalised quantities in terms of the corresponding quantities of a proton
shower with the same energy E:
[Nµ]A / [Nµ]p = A
1−1/γ ≈ A0.10 ≈ 1.4 (3.2.17)[
Eπ
E
]
A
/[Eπ
E
]
p
= A1−1/γ ≈ A0.10 ≈ 1.4 (3.2.18)[
σ[Nµ]
Nµ
]
A
/[σ[Nµ]
Nµ
]
p
=
1√
A
≈ 0.13 (3.2.19)
[Xπmax]A − [Xπmax]p =
ln2λπ
ln[Nch/(1− 13κ)]
lnA ≈ 19 g cm−2 lnA ≈ 76 g cm−2, (3.2.20)
where A = 56 for an iron shower is used for the numerical value in each line.
Apparently, air showers initiated by heavy cosmic rays develop higher in the atmosphere, have more
muons, and smaller shower-to-shower fluctuations. The numerical results for iron are again in of the same
order as the full simulations in Chapter 5.
The generalised energy calibration function for heavy cosmic rays is
E = A1−γ ξπc ×Nµγ , (3.2.21)
which means that the general power law structure is preserved, if A is constant. In particular, the exponent
γ is unchanged, which is in good accord with full simulations. In reality, γ is a very weak function of E,
and therefore also a very weak function of A.
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The last important insight is, that the power law is even preserved, if A is related to a power law of the
primary energy E itself. The following energy dependence for the cosmic ray mass shall be analysed
A(E) = A0 × Eβ , (3.2.22)
whereas A0 and β are constants. In this case, the generalised energy calibration function turns to
E = A0
(1−γ)/(1+β(γ−1)) ξπc
1/(1+β(γ−1)) ×Nµγ/(1+β(γ−1)) (3.2.23)
and the power law index γ is replaced by γA = γ
/(
1 + β(γ − 1)). If the composition of cosmic rays
becomes heavier (lighter) as the energy increases, then γA < γ (γA > γ), because γ > 1 and β > 0
(β < 0).
This special case is not just academic. It turns out, that Eq. (3.2.22) is at least a good approximation to
real data between 2 × 1018 eV and 2 × 1019 eV. This can be shown with Fig. 3.2. The measurements of
the depth Xmax of the electromagnetic shower maximum are well fitted by a (broken) line in this graphical
representation so that experimentally the following relation is observed
(Xmax − const.) ∝ lnE. (3.2.24)
It is not clear whether Fig. 3.2 shows a change in the cosmic ray composition, because its interpretation
depends on air shower simulations, which apparently have quite a large spread. However, it shall be
assumed, that there is a composition change. The simplified air shower model predicts that
(Xmax − const.) ∝ lnA, (3.2.25)
see Eq. (3.2.20), which was derived for the hadronic shower maximum, but an analog result is obtained for
the electromagnetic shower maximum. Eq. (3.2.24) and Eq. (3.2.25) can only be fulfilled simultaneously,
if A is either constant or changing like Eq. (3.2.22).
This is an important result, which will be picked up again in Chapter 7.
3.3 Very inclined air showers
It was discussed in the previous section, that a transition exists between θ = 60◦ and 70◦, where the
electromagnetic component becomes absorbed in the atmosphere, and the shower starts to be dominated
by the muon component. The so called very inclined air showers with zenith angles between 60◦ and 90◦
are the main topic of this work, and will be focused on in the following.
3.3.1 Muon component
The average muon energy immediately after their production is of the order of the critical energy ξπc of the
pions. The pions still have large Lorentz factors γ > 100 at the end of the hadronic cascade, which are
inherited by the muons. The muons therefore form a collimated beam in the forward direction. Positive
and negative charges are produced in equal numbers. After their production, the muons are only affected
by Coulomb scattering, energy losses, decay, and geomagnetic deflections.
Coulomb scattering
The charged particles in the shower are scattered predominantly in the electric Coulomb fields of air nuclei.
Multiple scattering is well covered by Molie`re’s theory [51, 52]. In a normal approximation [53] to this
theory, the average squared deflection angle after a given slant depth X is [49]
〈θs2〉 = X
λem
(
Es
mγ β2
)2
, (3.3.1)
where λem ≈ 37.7g cm−2 is the radiation length in dry air, Es ≈ 0.021GeV is a scattering constant, andm,
γ, and β = v/c are the mass, Lorentz factor and velocity of the scattering particle in the laboratory frame.
This effect is important for electrons at all zenith angles. It is sub-dominant for muons at θ . 80◦. At
larger zenith angles, Coulomb scattering and geomagnetic deflections are the main sources of the angular
divergence of the muons from the shower axis which is observed on the ground [54].
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Figure 3.9: The graphs show the total energy loss of muons in dry air as calculated in CORSIKA [49], and
the individual contributions due to ionisation loss, direct e+e− production in the electric field of a nucleus,
bremsstrahlung, and nuclear interaction (adapted from [50]).
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Figure 3.10: a) The graphs shows the magnitude of the perpendicular component of the geomagnetic field
with respect to the shower axis as a function of the shower direction. b) The plot shows the orientation of
the ground plane in the shower plane coordinate system, which depends on the orientation of the shower
axis and the geomagnetic field vector (see Chapter 2). The angle ψground points to the early arriving part
of the shower in this coordinate system. For both plots, a magnetic field of 24.6 µT with an inclination of
−35.2◦ and a declination of 4.2◦ is used.
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Energy losses
Fig. 3.9 shows the energy loss of muons as a function of the energy. The moderate ionisation energy loss
of about 3 MeV/g cm−2 is the only energy dissipation process for most muons. The total energy loss can
be estimated from Fig. 3.2 and Fig. 3.7a), by assuming that all muons are produced at the depth Xmax of the
electromagnetic shower maximum. The energy loss depends on the zenith angle θ of the shower. It is only
about 3GeV at θ = 60◦, but increases up to 70GeV for as the zenith angle θ approaches 90◦. Because the
muon energy ∝ ξπc also increases with θ, the muon attenuation caused by energy loss remains small up to
about 80◦.
Decay
The decay length βγcτ of a 10 GeV muon is 66 km, and thus much larger than the distance dmax between
the muon production point and the ground up to zenith angles θ of about 80◦, as shown in Fig. 3.7c). At
θ & 80◦, a transition happens and muon decays become significant. In addition, muon attenuation due to
energy loss processes becomes important.
The muon energy spectrum observed at the ground level is wide, as shown in Fig. 3.6. The decay and the
muon attenuation effects above 80◦ make the spectrum harder by removing muons in the low energy tail.
As a consequence, the average muon energy increases. The average energy at the muon production point
increases, too, since the critical energy ξπc for pions also increases with the zenith angle θ. Together, all
these effects lead to much higher average muon energies at the ground level as the zenith angle approaches
90◦.
Geomagnetic deflections
In the zenith angle range 60◦ . θ . 70◦, where the electromagnetic component becomes extinct, also
lateral deflections δx of muons caused by the geomagnetic field B become relevant. The deflections can
be approximated as [10, 55]
δx ≃ eBT d
2
2Eµ/c
for Eµ ≫ mµc2 and d≫ δx, (3.3.2)
whereas e is the elementary charge, d the distance between the muon production point and the ground along
the shower axis, Eµ is the muon energy, and BT is the perpendicular component of the geomagnetic field
B with respect to the shower direction.
Fig. 3.10a) shows BT as a function of the shower direction relative to the geomagnetic field. In the
extreme case, a muon propagates in a 25µT geomagnetic field at the Auger South site. For a 10GeV muon
at a zenith angle of θ = 60◦ (80◦), this leads to about 40 m (1600 m) lateral displacement after 10 km
(66 km) travelled distance to the ground level. Geomagnetic deflections may therefore be neglected for
θ < 60◦, but are important in very inclined showers. They introduce an asymmetry in the lateral profile of
the muon density, which is shown in Fig. 3.11.
The deflection also causes an increase of the total path length of the muons. Compared to the muon de-
cay length, this increase remains negligible, so that the total number of muons on the ground is independent
of the shower azimuth angle φ:
dNµ
dφ ≈ 0. (3.3.3)
3.3.2 Lateral shower profile at ground level
The lateral profile of an extensive air shower consists of photons, electrons, muons, and hadrons at all zenith
angles. The density of these particles decreases very fast with increasing radial distance r to the shower
axis, approximately like r−α for a certain r > rmin. The values of α and rmin are in general different for
the four components.
The lateral divergence in the shower is generated through the Fermi-motion of the partons in hadronic
interactions, through the conservation of the transverse momentum in the two or more products of a decay,
and to some degree by the geomagnetic field.
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Figure 3.11: The profiles show the simulated muon density nµ on the ground at E ≈ 1019 eV and φ ≈ 0◦
in the lateral coordinate system. The showers are the same as in Fig. 3.6. a) The radial symmetry around
the shower axis is still largely intact. b) The radial symmetry is broken by geomagnetic deflections.
(a) Simplified picture of the deflection of muons through the ge-
omagnetic field in the shower front plane. For η > 1, depleted
regions from (after [10]).
shower axis
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ground plane
“early” region“late” region
α
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α α
θ
(b) Asymmetry in the density observed in the “early” and “late”
regions of the shower on the ground. Distances are not to scale
(adapted from [56]).
Figure 3.12: The geometrical drawings illustrate a) the geomagnetic and b) the early-late asymmetries in
the lateral muon density nµ on the ground in very inclined air showers, which are explained in the text.
a) The drawing shows rings formed by muons of equal energy Eµ around the shower axis in the shower
front plane. The line thickness indicates the magnitude of Eµ. The geomagnetic field BT separates the
muon charges, shifting the rings by an offset ±δx. If the field is strong enough, two depleted regions with
an angular size η form around the magnetic field direction. b) The drawing in shows the shower from the
side. Muons generated with equal angles α to the shower axis at different points on the shower axis appear
more dense in the early region of the shower on the ground than in the late region. Muons in the late region
travel longer before reaching the ground level and get more attenuation than muons in the early region.
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The lateral density1 profile of the muons nµ is the most important one for the signal profile measured
in an array of Water-Cherenkov detectors on the ground at zenith angles larger than 60◦. Electrons and
photons are more numerous than muons at all zenith angles, but their energy is usually so low that they
make only short tracks in water, and thus they produce much less Cherenkov light than muons per particle.
The same arguments holds for the left-over hadrons. While the electrons still contribute to the total signal,
the contribution of the hadrons can safely be neglected [57].
Fig. 3.11 shows nµ for two example showers and the loss of radial symmetry at large zenith angles.
There are two kinds of asymmetry observed in the lateral muon profile nµ: geomagnetic asymmetries and
so called early-late asymmetries. The asymmetries are discussed separately.
Geomagnetic asymmetries
An analytical model of the muon density nµ in very inclined showers is derived in ref. [10, 55]. It is valid
in the range 1018 eV < E < 1020 eV and 60◦ < θ < 90◦.
The muon density nµ is calculated in the shower front plane at the ground level. Coulomb multiple
scattering, muon decay, and energy losses are all neglected. This is a good first approximation and removes
all sources of early-late asymmetries. Furthermore, the decay angle θµ between the muon direction and the
direction of its mother particle, the pion, is neglected. Initially, also the geomagnetic field is set to zero.
In this case, a muon inherits its direction from its mother particle, the charged pion. The pions have
a certain transverse momentum pT with the respect to the shower axis, which they obtain in hadronic
interactions. This leads to the following ansatz
rµ =
pT
pµ
d(θ) + rπ ≃ c pT
Eµ
d(θ) + rπ ⇔ Eµ = c pT d(θ)
rµ − rπ , (3.3.4)
which relates the radial distance rµ of the muon from the shower axis to its energy Eµ, the distance d from
the production point to the ground, and the radial distance rπ of the parental pion.
Simulations show [58,59], that the pT distribution of pions is approximately independent of the energy
E and mass A and direction of the cosmic ray. The radial distance rπ of the pions is of the order of 10 m
to 100 m [58]. The distance d ≈ dmax depends only on the zenith angle θ in good approximation for
θ > 60◦. Fig. 3.7c) shows, that the dependency of d on the cosmic ray energy E can be neglected at large
inclinations. It follows from Eq. (3.2.16), that the dependency on the cosmic ray mass A can be neglected,
too.
The angle θ˜µ between the muon and the shower axis due to the transverse momentum pT of the pion is
θ˜µ ≃ pT
pµ
. (3.3.5)
An average transverse momentum pT ≈ 0.3 GeV yields an angle θ˜µ ≈ 1.7◦.
Eq. (3.3.4) relates the muon density nµ with the muon energy distribution dN/dEµ:
nµ =
dN
dx dy =
1
2πrµ
dN
drµ
=
1
2πrµ
∣∣∣dEµdrµ
∣∣∣ dNdEµ = c pT d(θ)2πrµ(rµ − rπ)2 dNdEµ , (3.3.6)
where dN/dψ = const. is used (no geomagnetic field). If a power law dN/dEµ ∝ E−αµ is assumed for the
muon energy spectrum (compare with Fig. 3.6, which shows muon energy spectra observed on the ground),
one obtains
nµ ∝ r−1 (r − rπ)−2+α ≃ r−3+α for r ≫ rπ, (3.3.7)
which is in good accord with full simulations.
The geomagnetic field is now included. Inserting Eq. (3.3.4) into Eq. (3.3.2) from the previous section
leads to an offset δx in the shower front plane
δx =
eBT (θ, φ)d(θ)
2pT
(rµ − rπ) ≈ η(θ, φ) rµ for rµ ≫ rπ, (3.3.8)
1Strictly speaking, this “density” is actually the integrated muon flux through a particular ground area element over the arrival
time interval of the shower front.
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whereas rµ is the radial distance of the muon in absence of the geomagnetic field. The factor η(θ, φ)
depends only on the shower direction in this approximation. Eq. (3.3.8) has geometrical implications that
are illustrated in Fig. 3.12a). If the geomagnetic field is off, muons with equal energies form rings around
the shower axis. If the geomagnetic field is turned on, positive and negative charges are separated and each
rings separates into two, having an offset ±δx from the shower axis.
If η > 1, which is the case for θ & 80◦, depleted regions form, which contain no particles in the
simplified model. This allows to understand the butterfly shape of nµ at these angles, see Fig. 3.11, although
the effect is not so distinct in a real shower.
Eq. (3.3.6) allows another important conclusion. The shape of the muon density nµ essentially depends
only on the shape of the muon energy spectrum dN/dEµ. The latter is approximately independent of the
cosmic ray energy E and mass A, and therefore the same is true for the shape of the muon density nµ.
The universality of the muon energy spectrum dN/dEµ can be understood with Fig. 3.7d). The altitude
of the muon production does not change significantly with the cosmic ray energy E, and thus the critical
energy ξπc of the pions remains approximately constant. The insensitivity to the cosmic ray mass A then
follows again from the insensitivity to the energy E, see Eq. (3.2.16).
These results imply, that the lateral muon density profile nµ on the ground approximately factorises
into the total number of produced muons N0µ, which depends on energy E and mass A of the cosmic ray,
a zenith angle θ dependent muon attenuation factor a, and a normalised lateral density profile pµ, which
depends only on the shower direction [11, 13, 55]:
nµ ≈ N0µ(E,A)× a(θ)× pµ(r, ψ; θ, φ), (3.3.9)
The muon attenuation factor a(θ) takes the so far neglected absorption effects into account, which
reduce the total number of muons Nµ on the ground with respect to the total number of produced muons
N0µ
Nµ ≃ a(θ)×N0µ. (3.3.10)
The attenuation factor a depends only on the shape of the muon energy spectrum dN/dEµ and the distance
d(θ) to the ground. Since the former is approximately constant, the muon attenuation a(θ) is only a function
of the zenith angle θ. The factorisation will be confirmed quantitatively in Chapter 5 and used in Chapter 6.
A final remark on the derivation of nµ shall be made. To get a simple analytical model, the decay angle
θµ between the direction of the muon and its parental pion and the Coulomb scattering of muons were
neglected, like in the original derivation [10, 55]. These approximations shall be challenged now.
The fixed angle θµ between the muon direction and the direction of its parent, the charged pion, is [49]
cos θµ =
γπ γµ − γ′µ
γπ βπ
√
γ2µ − 1
(3.3.11)
where γπ and γµ are the Lorentz factors of the charged pion and the muon, βπ = vπ/c is the pion velocity,
and γ′µ ≈ 1.039 is the fixed Lorentz factor of the muon in the center-of-mass frame of the pion.
If the Lorentz factors are large γπ ≈ γµ ≫ 1, the muon angle θµ is approximately given by
θµ ≃
√
2
γπ
. (3.3.12)
For a Lorentz factor of 100, one obtains a decay angle θµ ≈ 0.8◦. This is the same magnitude as the earlier
derived muon angle θ˜µ ≈ 1.7◦ generated by the transverse momentum. One can further calculate with
Eq. (3.3.1) that the average angular divergence generated by Coulomb scattering becomes larger than the
angular divergence inherited by the pions at θ ≈ 80◦. Both effects therefore should be regarded in a full
analytical discussion.
However, it turns out that all these effects lead to Eµ ∝ r−1µ and nµ ∝ r−3+α in first approximation.
Thus the qualitative results derived so far remain valid.
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Figure 3.13: The plot shows the simulated ratio N+µ /N−µ of positively and negatively charged muons,
which arrive at the ground as a function of the shower azimuth φ for different zenith angles. Positive
muons are bend downwards for showers coming from the east. In this case, the ratio N+µ /N−µ is larger than
one, because negative muons have to travel longer paths and suffer more attenuation. At θ & 85◦, some
muons are even bend so that they never reach the ground. The situation is reversed for showers coming
from the west. The ratio is derived from air shower simulations described in Chapter 5 and approximately
independent of the cosmic ray energy E and mass A.
Early-late asymmetries
There are other effects that destroy the radial symmetry of the muon density nµ on the ground in very
inclined showers beside the geomagnetic field. They are summarised under the term early-late asymme-
tries [16, 56].
The early-late asymmetries arise, because the lateral particle profile is not measured in the shower front
plane perpendicular to the shower axis, but in the ground plane. This leads to differences in the muon
density nµ in the early and late part of the shower, which are partly caused by a geometrical effect and
partly caused by muon attenuation.
Fig. 3.12b) illustrates this. Muons in the early arriving part of the shower appear less inclined and more
dense to an observer on the ground than muons in the late arriving part. This is the geometrical effect.
Furthermore, muons in the late part of the shower travel longer to the ground than muons in the early
part. Muons in the late part suffer more energy losses and have more time to decay before reaching the
ground level. The differences are relevant, which is shown by the simulated muon charge ratio in Fig. 3.13.
This ratio is a function of the azimuth angle φ, mostly because of the attenuation effects.
In general, the early-late asymmetries are not aligned with the geomagnetic field asymmetry. The angle
between both in the shower plane coordinate system is shown in Fig. 3.10b).
3.3.3 Time structure of the shower front
The time structure of very inclined air showers is investigated in ref. [58, 59]. A general discussion of the
shower front at all zenith angles can be found e.g. in ref. [60]. Muons travel nearly in straight lines and
are the leading particles in the shower front at all zenith angles. In first approximation, the shower front is
well described by a sphere expanding with the speed of light. The center of the sphere is approximately the
point, where the hadronic cascade ends and the majority of the muons are produced.
The shower front has a finite width of a few meters, equivalent to a few tens of nanoseconds, see
Fig. 3.5. At θ . 60◦, this width is dominated by the delay of the electromagnetic partices. Electromagnetic
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Figure 3.14: The drawing shows how a time delay is generated, even if all particles in the shower would
move with the speed of light. Muons are the first arriving particles at all angles. Electromagnetic particles
generated in the hadronic are delayed with respect to the muons because of Coulomb scattering. The
time delay of the muons is mostly due to small differences in the individual velocities, at distances r >
1000 m, also differences in the geometric paths play a role [58, 59]. All effects in the drawing are greatly
exaggerated, the distances are not to scale.
particles get spread out in time by multiple scattering in contrast to muons, as illustrated in Fig. 3.14a).
At θ & 60◦, the electromagnetic component is extinct and the residual width is caused by the small dif-
ferences in the velocity β of the relativistic muons and geometrical delays, which are shown in Fig. 3.14b).
The muon delays are smaller than the delays of the electromagnetic particles and the shower front is better
defined in very inclined air showers.
3.3.4 Muon generated electromagnetic particles
A small but non-negligible electromagnetic component is detectable on the ground at all angles, which is
produced by the muons themselves. A discussion of this component can be found in ref. [11, 13, 16]. The
muons produce photons and electrons mainly through decay.
A muon decays into an electron and two neutrinos. On average, the electron inherits about 1/3 of the
muon energy and thus at least about 35MeV. This is many times the rest mass of an electron, but also quite
close to the critical energy ξec . Thus, the electrons usually only generate short electromagnetic subshowers,
before ionisation energy losses become dominant and they are quickly absorbed. Because of the broad
energy spectrum of the muons and their continuous energy losses, some muons always decay and refill this
residual electromagnetic particle spectrum.
The muons are therefore accompanied by a halo of electromagnetic particles of moderate lateral exten-
sion, typically a few tens of meters. If the density of muons is larger than 0.1 m−2, the halos overlap and
form a continuous electromagnetic particle front.
In general, the electromagnetic halo front arrives in coincidence with the muon front on the ground,
because the electromagnetic particles do not survive long enough to build up a noticeable time delay. The
particle density of the electromagnetic halo front follows the muon density closely, so that the number ratio
nem/nµ of electrons and muons remains nearly constant.
At larger zenith angles of θ & 85◦, a significant fraction of the muons can even reach energies up to a
few TeV, where bremsstrahlung, direct pair production, and muon-nucleon interactions become important,
see Fig. 3.9. These muon interactions favor the production of secondary particles which carry a significant
part of the muon momentum, which are then able to initiate small electromagnetic sub-showers along the
muon path. Therefore, nem/nµ increases again after a plateau between 65◦ and 85◦ (see Chapter 5).
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Chapter 4
Pierre Auger Observatory
The Pierre Auger Observatory is the world’s largest instrument for measuring cosmic rays of ultra-high
energies. It consists of two parts, one on the northern and one on the southern hemisphere, called Auger
North and Auger South.
Auger North is currently in its planning stage [61] and will be built in the south-eastern part of Colorado,
USA, near the city of Lamar. The northern site has a latitude of 38◦ north and an average altitude of 1100m
above sea level. The current design envisions an instrumentation of a ground area of 20 000 km2.
Auger South was completed in 2008 and instruments a ground area of 3000 km2. The observatory is
located on a plateau north-east of the city of Malargu¨e, Argentina. The site has a latitude of 35◦ south and
an average altitude of 1400 m above sea level.
Auger South already allows a good survey of the galactic center and the southern sky. Together with
Auger North, the Pierre Auger Observatory will achieve almost uniform sky coverage, which is motivated
by detailed anisotropy studies. The huge exposure of the observatory allows detailed studies of cosmic rays
at the highest energies. Already now, Auger South collects about 200 events above 1019 eV and about one
event above 6× 1019 eV each month. Auger North will triple these rates.
The design of the Pierre Auger Observatory incorporates two well-established measurement techniques,
which are both based on the indirect observation of cosmic rays through air showers. The first method
employs telescopes, which detect the fluorescence light generated by collisions of electrons and positrons
in the shower with nitrogen molecules in the air. The second method samples the lateral density of the
shower front on the ground with an array of particle detectors.
Fig. 4.1 gives an overview over Auger South. The southern part of the observatory has four fluorescence
detector (FD) buildings, located at four corners of the surface detector (SD) array. Each FD building houses
six telescopes and overlooks 180◦ in azimuth and about 30◦ of elevation above the horizon. The four FD
buildings together completely cover the area instrumented by the 1630 particle detector stations of the
surface detector1, which are placed in a triangular grid with a neighbor-to-neighbor distance of 1.5 km.
The geography of the site is shown in Fig. 4.2. The SD array is very flat, the mean ground slope is smaller
than 1 %.
The SD and the different FD buildings operate independently. The FD buildings operate in dark moon-
less nights and have an effective duty cycle of about 13 %. They observe the longitudinal shower profile
directly, and perform an almost calorimetric measurement of the cosmic ray energy. The longitudinal
shower profile allows sensitive studies of the nature of the cosmic rays, whether they are predominantly
protons or iron nuclei, or something completely different.
The surface detector with a duty cycle of almost 100%. It is the work horse to obtain the event statistic,
but it observes only the part of the fraction of the air shower, which arrives at the ground level. The direction
of the cosmic ray can be well reconstructed from this information. In principle, the reconstruction of the
energy and mass from the surface detector signals has large theoretical uncertainties, but these uncertainties
can be avoided by calibrating the SD with the FD.
1Current state at August, 19th, 2009.
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(a) Picture of Auger South (b) Schematical top view on Auger South
Figure 4.1: a) The picture shows one of the four FD buildings, a communication tower, and a SD station
in the foreground. b) The drawing depicts a top view on Auger South. Green circles represent active SD
stations, red and blue squares those which are just installed. Black dots represent the four FD buildings.
Solid gray lines are roads, thin dashed lines indicate the field of views of the fluorescence telescopes. The
yellow solid line indicates the design size of Auger South.
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Figure 4.2: Altitude maps generated from the positions of all deployed SD stations of Auger South are
shown in two different presentations. The positions are in UTM coordinates relative to the approximate
center of the SD array. The large parts of the array are very flat. An increase in the altitude of about 250m is
observed in the north-western direction, which marks the beginning of the Andes. The geographic features
appear somewhat exaggerated due to the plot scales.
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This is just one example for a genuine advantage of the Pierre Auger Observatory, which is its ability to
observe air showers in several FD buildings or in the FD and the SD simultaneously. These simultaneous
measurements can be used to cross-check the detectors and to quantify detection uncertainties.
The southern Pierre Auger Observatory was designed for cosmic rays with energies above 1018 eV. An
extension of the southern observatory to efficiently detect cosmic rays in the energy range of 1017 eV to
1018 eV is currently being built in the north-west corner of the array. This low energy extension will also
serves as a test site for new detector developments, which benefit from the existing infrastructure and the
possibility to compare new measurements with a well-understood reference. The low energy extensions
and the new developments are shortly discussed at the end of this chapter.
4.1 Surface detector
The surface detector (SD) of the southern observatory is documented in ref. [62]. The cell unit of the
array is the Water-Cherenkov-detector station [63] shown in Fig. 4.3. The Water-Cherenkov detectors of
the Pierre Auger Observatory are based on those of the Haverah Park experiment [64].
Each SD station works completely autonomous. It has two solar panels and a battery, that provide
a constant power of 10 W. The station is connected with the central data acquisition system (CDAS) in
Malargu¨e via a radio link to the nearest communication tower. A common time reference over the array
is established with the Global Positioning System (GPS) [65]. Each station is equipped with a commer-
cial GPS receiver (Motorola OnCore UT), providing a pulse per second, which synchronises an internal
100MHz clock. A micro-controller (80MHz 403GCX PowerPC) runs the local station software being re-
sponsible for data acquisition, monitoring and communication. The latest data is always stored in memory
and available upon request to the CDAS.
The exterior shell of the station is a cylindric polyethylene tank with a radius of 1.8 m and a height of
1.55 m. It encloses a TyvekTM liner filled with 12 m3 of purified water up to a level of 1.2 m. The water
has a resistivity of 5− 15 MΩcm and a refraction index of 1.33.
Fast particles from an air shower produce Cherenkov light in this medium, which is detected by three
semi-hemispheric 9 inch photomultipliers (Photonis XP1805PA/1). The photomultipliers (PMTs) are op-
tically coupled to the water with a special compound, which guides about 90 % of the incoming light to
the photocathode. The base of each PMT has two outputs, connected to the anode and to the last dynode,
respectively. The nominal end-to-end gain factor of the PMTs is 2×105. The dynode signal is additionally
amplified by a factor of 32.
The anode and dynode signals are filtered and digitized at 40 MHz using 10 bit Flash Analog Dig-
ital Converters (FADCs). Both signals together provide a high dynamic range from a few to about 105
photoelectrons, encoded effective in 15 bits with 5 bits overlap.
The FADC traces have a bin size of 25 ns, each bins contains 0 − 1023 channels. A pedestal of 50
channels is added to the signal to observe possible fluctuations of the baseline. The digitized signals are
processed by a fast programmable logic device (PLD), which forms trigger decisions. In case of a trigger,
768 bins of all six FADC traces are read out and stored together with the time stamp of the trigger, whereas
100 bins are stored before and 668 bins after the trigger. The first 100 bins are in general signal free and
used to analyse the signal baseline.
The station automatically collects monitoring data, which is send to the CDAS every 10 minutes.
Among such data are the current PMT, battery and CPU board voltages and the water temperature in
the tank. Finally, each station is equipped with an on-board LED flasher, which can be used to study the
PMT linearity.
4.1.1 Signal calibration
The signal calibration of the SD stations is documented in full detail in ref. [66], which is the basis of the
following summary.
Cherenkov pulses generated by charged particles within the water volume show exponential decays
with a typical decay time of 60 ns. The decay time depends on the liner reflectivity and the water quality.
An average pulse shape generated by a vertically and centrally through-going muon is shown in Fig. 4.4b).
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Figure 4.3: The drawing shows a station of the surface detector of the Pierre Auger Observatory, as de-
scribed in the text (adapted from ref. [41]).
The both the integral and the height of the pulse above the baseline are proportional to the Cherenkov
light generated by the particle. The pulse integral Q is equivalent to the charge collected at the PMT anode,
the pulse height I is proportional to the peak current at the anode. The pulse integral Q is more precise and
therefore used as the signal reference in the final event analysis. On the contrary, the station level triggers
are implemented as thresholds for the pulse height and therefore based on I .
The average values of Q and I generated by identical particles varies from station to station and from
PMT to PMT. The same is true for their ratio. Each PMT has slight differences in its amplification proper-
ties and its optical coupling to the water. Each station has slight variations in the quality of the water and
the liner reflectivity. The PMT amplification also has a temperature dependence, which gives rise to daily
and seasonal variations.
The trigger sensitivity of individual SD stations and the analysis of SD data should not dependent on
such individual and varying properties. Therefore, the SD stations continuously perform a self-calibration.
Nature provides an excellent calibration source: a uniform background flux of atmospheric muons is con-
stantly generated by cosmic rays of a few GeV, which produces a high rate of muon hits of roughly 2.5kHz
in each station.
This flux can be used to express both Q and I in terms of a physical reference: the vertical equivalent
muon = VEM. A VEM has a corresponding pulse height IVEM and charge QVEM, which are used as base
units for I and Q. Signals and trigger thresholds expressed in VEM are independent of individual station
or PMT characteristics.
A single station cannot measure the directions or impact points of individual background muons. It
therefore cannot measure the VEM-signal directly, but there are two indirect ways to derive the VEM
signal from the background flux.
The first method is more precise, but computationally too expensive for the limited capabilities of
a single station and therefore done offline (offline calibration). The second method is less precise, but
simpler and can performed online every minute by the station itself (online calibration). Both kinds of
calibrations are performed individually for each PMT and are robust against failures of individual PMTs in
a station.
Offline calibration
The integrals Qi and heights Ii of Cherenkov pulses generated by the background muons are collected over
some time to generate histograms. A clear peak turns up in these histograms, which is closely related to
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Figure 4.4: The plots show a sample of the 13 histograms of calibration data, which each surface detector
station re-generates every minute. This data is send together with the signal trace upon a readout request
by the central data acquisition system (adapted from ref. [66]).
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the signal generated by a VEM. Examples are as shown in Fig. 4.4c)–e). The peak positions shall be called
QpeakVEM and I
peak
VEM.
The VEM peak stands out in these histograms, because the track length for a vertically through-going
muon is independent of the impact point on the surface of a cylinder. This makes the VEM signal more
frequent than other signals. A small additional correction factor has to be applied, because the peak position
Q¯peakVEM in the histogram of the summed charge of all three PMTs actually corresponds to 1.09± 0.02 VEM
and the peak position QpeakVEM in the charge histogram of individual PMTs to 1.03± 0.02 VEM.
These correction factors were found in dedicated experiments with a reference station [67], in which
scintillators on top and underneath the station allowed to identify vertically and centrally through-going
muons via coincidences. The origins of these shifts are well understood [68].
The histogram-based calibration of the signal has a precision of 2 %, which is much better than the
typical statistical resolution of the signal. The station re-generates the required histograms of Q and I
every minute and sends them together with the signal trace to the CDAS upon a station readout. The actual
signal calibration is then performed offline.
The signals used in the event reconstruction is based on the calibrated pulse charge Q: S [VEM] =
Q/QpeakVEM.
Online calibration
Above a certain threshold Ithr, the PMT trigger rate is dominated by real muon hits from the background
flux over other forms of noise. Because this background flux is almost constant, the rate of such a threshold
trigger corresponds to a physical threshold value in units of VEM.
For example, a threshold Ithr ≈ 3 VEM for a single PMT corresponds to a rate of about 100 Hz. The
number of channels IestVEM above the baseline which corresponds to 1 VEM could therefore be derived by
adjusting IestVEM until the rate of triggers with I > 3 IestVEM is 100Hz. The actual procedure is a more complex,
but uses the same principle.
The relation between the trigger rate and the corresponding threshold value in VEM only has to be
established once for a reference station, which itself may be calibrated manually with the histogram-based
method.
The main purpose of this rate-based calibration is to retain a uniform trigger performance over the
whole SD array. This is achieved by re-calibrating IestVEM with this procedure every minute. The thresholds
of the proper station trigger algorithms are expressed in terms of VEM, and thus independent of individual
PMT characteristics.
The rate-based calibration is also used to initially set up the end-to-end gain of each PMT by adjusting
the high voltage upon the startup of a station. The high voltage is generally not re-adjusted during normal
operation. The average gain per PMT set up in this way is 3.4× 105, with an average of 94 photoelectrons
per VEM. The initial calibration of the gain ensures a balanced peak response for all PMTs in a station,
despite differences in the light collection efficiency and the optical coupling to the water. It also ensures a
proper dynamic range for the electronics.
The discussion shows, that the station level triggers and the final signals used in an event analysis are
based on different calibration methods. An absolute offset between IestVEM and I
peak
VEM is observed at the level
of 5%, with a seasonal variation of 3% [66]. The seasonal variation is generated by a physical variation of
the intensity of the background flux of muons, which in turn is caused by the differences in the atmospheric
density profiles of summer and winter. The absolute offset is not important for the event analysis, but the
seasonal variation of 3 % leads to a corresponding variation of the lowest level event trigger rate.
Also part of the online calibration is the monitoring of the dynode to anode signal ratio R. The nominal
gain factor of the last dynode to the anode is 32, but the true value is continuously monitored and derived
from real signals. About 100 large pulses are collected over a time span of three minutes. The pulses are
selected as such that they stand out above the noise level in both the anode and the dynode traces, but do
not saturate the dynode.
Simply calculating the ratio R from the heights of these pulse is not accurate enough, because the
dynode and the anode signals have a phase delay ǫ of about 5 ns. This phase delay is introduced by the
additional amplification step of the dynode signal. The correct mathematical model of the relation is fitted
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to the collected data instead:
Ai =
1
R
(
(1− ǫ)Di + ǫDi+1
)
, (4.1.1)
whereas Ai is the anode signal in time bin i in FADC channels above the baseline, and Di and Di+1 are
the corresponding dynode signals above the baseline in the same and the following bin.
4.1.2 Trigger system and data acquisition
The trigger system of the surface detector is documented in ref. [69]. The system has three levels. Trigger
events are called T1 to T3, according to the trigger level. T1 and T2 events are generated locally in each
station. The station stores the corresponding signal traces in a short time buffer. T2 events are automatically
reported together with the station ID and the trigger time to the CDAS.
The CDAS continuously monitors the stream of T2s and searches for compact patterns in time and
space, which are the signature of an air shower. If such a configuration is found, the CDAS emits a T3 and
the array is read out. The third level trigger is therefore also called event level trigger or simply central
trigger.
Local stations with a T1 or T2 are regarded as candidate stations in the event. They may be part of an
air shower or just random coincidences, generated by the background flux of atmospheric muons. It is not
the purpose of the third level trigger to distinguish between real showers and noise. More complex methods
are better suited for this task and are applied offline as part of the reconstruction of an event candidate.
A significant number of candidate events are rejected by the offline selection, too. Therefore, the
whole event reconstruction chain has to be regarded in an analysis of the detection efficiency of the surface
detector.
The CDAS also counts the number of T2 events generated by each station every second. This data is
written into special files and used offline to determine the exposure of the surface detector to cosmic rays.
It allows to see whether a station was in data acquisition mode at a given second. The exposure calculation
is discussed in Chapter 6 and Chapter 8.
Station level triggers
The FADC traces of all PMTs in a station are continuously monitored in hardware by a programmable logic
device (PLD). Three kinds of triggers are implemented in this device. All work on the high-gain dynode
signal and are applied to the calibrated pulse height I/IestVEM.
• Thr1 (T1). This a simple threshold trigger and a first level trigger. It requires a coincident crossing
of a threshold of 1.75 VEM in all three PMTs. In the rare case, that only two (one) PMTs are
operational, the threshold is 2 VEM (2.8 VEM). The trigger produces a rate of about 100 Hz.
• Thr2 (T2). This trigger is a stricter version of the Thr1 and a second level trigger. It requires a
coincident crossing of a threshold of 3.2 VEM in all three PMTs. In the rare case, that only two
(one) PMTs are operational, the threshold is 3.8 VEM (4.5 VEM). The trigger produces a rate of
about 20 Hz.
• ToT (T1, T2). This time-over-threshold trigger is a first level trigger, but automatically promoted to
the second level. It requires at least two PMTs to have at least 13 bins with more than 0.2 VEM in
a sliding time window of 120 bins = 3 µs. If only one PMT is operational, it is already regarded as
sufficient, if only the remaining PMT satisfies the trigger condition. The trigger produces a rate of
about 1− 5 Hz.
The signal calibration ensures, that the dominating Thr1 and Thr2 rates remain constant. The Thr1 and
Thr2 typically selects short signals with a length of 6 − 8 bins, equivalent to 150 − 200 ns, which are
typically generated by muons. Example traces for each trigger condition are shown in Fig. 4.5.
The ToT rate varies slightly from station to station and is not as well balanced by the station calibration
as the simple threshold triggers. It is much more pure than the other triggers, but still dominated by
coincident hits of two muons in the sliding time window. It is typically generated in stations close to the
shower core, where the dominant contribution to the signal comes from electromagnetic particles in the
shower front, which are spread out in time.
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(a) Example of a Thr1 condition
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(b) Example of a Thr2 condition
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(c) Example of a ToT condition
Figure 4.5: The graphs show examples of signal traces, which generated first or second level trigger events.
The triggers are based on the calibrated pulse height Speak ∝ I in VEM of these traces. Also shown in each
plot is the corresponding signal S based on the charge Q of the pulse. The dashed line marks the start time
of the traces.
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Event level triggers
The CDAS monitors the stream of incoming T2 events with a software on a central computer. The T2 events
are stored in a temporary buffer and sorted according to their trigger time. This buffer is then scanned with
a sliding window of 50 µs in search of a compact spatial configuration of the T2-emitting stations in the
window.
The trigger algorithms applied in this search use the concept of crowns to measure the distance between
two stations. Each station in a regular triangular grid is surrounded by six closest neighbors, which form
the first crown. The second crown is the ring of the second-closest neighbors and so one. Fig. 4.6 visualises
the concept, the three valid trigger conditions are listed below.
• 3ToT. This trigger condition asks for a compact configuration of three ToT triggers. It requires an
arbitrary central station to have one partner in the first crown and a second partner in the first or
the second crown. Each station participates in this trigger pattern about three times a day. About
90 % of the trigger events are generated by real air showers, most of them fall in the zenith range
0◦ < θ < 60◦.
• 4C1. This trigger condition asks for a compact configuration of four T2 triggers, regardless of the
type. It requires an arbitrary central station to have at least two partners within the first two crowns
and another one within the first four crowns. Each station participates in this trigger pattern about
two times a day. About 10% of the trigger events are generated by real air showers, most of the them
fall in the zenith range 60◦ < θ < 90◦.
• BIG. This trigger condition is automatically fulfilled, if 30 T2 stations or more are found in a single
time window of 50 µs. This limits the computing time of the other patterns and is also a catch-all
condition for anything highly unusual. BIG triggers are extremely rare and occur only a few times
per year. All event candidates triggered with this condition so far were either created by lightning
strikes in the array or by very inclined conventional air showers with energies close to 1020 eV. The
rejection of lightning events is discussed in Chapter 6.
If any of these conditions is fulfilled, the central computer emits a T3. Another way get a T3 is upon
external request by the fluorescence detector. Fig. 4.6 shows an example configuration for the 3ToT and
the 4C1 trigger.
Up to January 2007, the entire surface detector array was read out upon a T3 event. The SD array was
still growing at that time up to a point, where a read-out of the whole array produced an unacceptably high
load on the radio communication system. The CDAS was therefore changed and since then reads out only
the first six crowns around each T2 [70].
Stations with a T1 are only considered as candidates, if their trigger time is not further apart than
(6 + 5n) µs from that of the nearest T2-station, with n being the crown number. Otherwise, such stations
are regarded as having no signal.
Upon a read-out request, every candidate station sends its station ID, signal traces, trigger information,
position, calibration histograms, and an error code concerning the communication to the CDAS. The latter
is used as part of the monitoring of the communication systems.
The task of the CDAS ends after the event is written into a data storage system and the third level
trigger is therefore the last real trigger of the SD. The event candidates are further processed offline and
have to pass two more selection levels. Because of a similarity to a trigger level concept, these levels are
often referred to as the “Physics trigger” T4 and the “Quality trigger” T5. They are not actual triggers,
since they operate on already recorded data. The T4 rejects signals generated by background muons. The
T5 rejects events close to the border of the array, which are likely to have a large systematic reconstruction
uncertainty. These selections are discussed in Chapter 6.
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(a) Example of a 3ToT condition (only ToTs contribute) (b) Example of a 4C1 condition (any T2 contributes)
Figure 4.6: The plots give a schematical example for the two main third level trigger conditions discussed
in the text. The SD array is shown from the top. The central station is surrounded by crowns, C1 to C4, of
neighboring stations. Encircled points represent stations with a second level trigger.
4.2 Fluorescence detector
The fluorescence detector (FD) of the southern observatory is documented in ref. [71]. It uses the same
detection method as the successful Fly’s Eye/HiRes experiment [8].
The atmosphere and the fluorescence detector together form a calorimeter. The calorimeter is suf-
ficiently large to absorb cosmic rays even at ultra-high energies: a shower has to overcome at least 8
hadronic interaction lengths and 20 radiation lengths until it reaches the ground level. Charged particles in
an air shower excite nitrogen molecules along their path, which partly de-excite by isotropically emitting
fluorescence light. The number of emitted photons is proportional to the energy loss of the charged particle
in the atmosphere. The conversion factor is called fluorescence yield.
The wavelength-dependent fluorescence yield can be measured in the laboratory. Due to quenching
effects, the yield depends on the temperature, pressure, and humidity of the air [72, 73]. Since these
and other important atmospheric parameters are constantly changing over time, the atmosphere has to be
monitored carefully over the site. Under standard conditions (20◦C, pressure of 1013hPa), about 5 photons
per MeV are emitted between 300 nm and 400 nm in dry air [74].
With the fluorescence yield it is possible to reconstruct the total energy loss of the electromagnetic
shower component in the air by collecting the emitted fluorescence light along the shower path. The elec-
tromagnetic component carries about 90% of the total energy of the cosmic ray, as discussed in Chapter 3,
and therefore allows an almost calorimetric energy measurement.
The fluorescence light is detected with 24 Schmidt telescopes, which are housed in four separate FD
buildings – Los Leones, Los Morados, Loma Amarilla, and Coihueco – located at the border of the SD
array. Each telescope has a field of view of 30◦ × 28.1◦. Each FD building covers an azimuth angle of
180◦.
The telescope design is shown in Fig. 4.7. The optical system consists of a diaphragm with an aperture
of 3.8m2 and a spherical mirror, which has an area of 12m2 and a radius of curvature of 3.4m. To improve
the signal to noise ratio a UV transmitting filter (Schott MUG-6) is integrated into the aperture. A ring of
corrector lenses behind the filter reduces aberrations in the optical system and increases the collection area
by almost a factor of two. The optical system keeps the angular size of the image of a point source on the
camera smaller than 0.5◦.
The camera is installed in the focal plane of the mirror and consists of 440 hexagonal PMTs (Photonis
XP3062) arranged in a matrix of 22 rows and 20 columns. Each PMT forms a pixel of the camera and has
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(a) Drawing of telescope with optical system and camera (b) Photo of mirror and camera
Figure 4.7: The drawing on the left shows the optical components and the camera of a telescope of the
fluorescence detector of the Pierre Auger Observatory. The shutter on the outside provides protection from
bad wheather and dust and from light of the sun and the moon. The photo on the right shows the camera
and the mirror, the camera of another telescope is visible in the background. The photo also shows the
curtains in the front and the back of the telescope, which were lifted for the photo, but normally hang down
to catch stray light.
a field of view of 1.5◦.
The light collection efficiency over the surface of a PMT decreases towards its border and small gaps
between adjacent PMTs are unavoidable due to the mechanical structure of the camera. These effects would
decrease the collection efficiency over the entire camera to 70 %, but are avoided by placing small trian-
gular mirror segments around each PMT. These segments, called Mercedes stars, increase the collection
efficiency to 94 %.
The filtered and amplified pixel signal is digitized every 100ns with a 10MHz Analog Digital Converter
(ADC) with a dynamic range of 12 bits. Each PMT actually has to cover a range of 3 to 105 photoelectrons
which is equivalent to 15 bits. A compression scheme is used to cover this range with only 12 bits. The
scheme exploits, that only one pixels of the camera needs the full dynamic range at a given point in time,
while the other pixels only need a fraction of their 12 bit range. Each pixel has its own circular buffer
which stores the last 100 µs of the signal trace.
In order to be cost-efficient, not every PMT has its own high voltage unit. Instead, PMTs with similar
gain characteristics are grouped during the installation of the camera and are connected to one of several
high voltage channels per camera. The high voltages for the PMTs in the same channel are fine-tuned with
programmable potentiometers. The gain is balanced over the entire camera to a level of 1 %.
Each FD building uses a commercial GPS receiver (Motorola OnCore UT) to synchronise itself to a
common reference time. The same type of receiver is used in each SD station.
4.2.1 Signal calibration
The fluorescence detector reconstructs the total number of photons generated by an air shower from a
detected fraction of the isotropically emitted light in a certain distance. In order to derive the number
of photons at the aperture of the telescope from the integrated pixel signals, the telescopes need to be
calibrated. Similarly, the absorption and scattering properties of the atmosphere have to be measured to
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derive the total number of photons emitted by the shower from the sampled number of photons at the
aperture.
The signal calibration of the telescopes is done in two steps. An absolute calibration is done three
to four times per year, which relates the integrated pixel signals to a defined number of photons at the
aperture. A relative calibration is done every night of operation before and after the data taking. The
relative calibration allows to keep track of changes between two absolute calibrations.
Absolute calibration
The absolute calibration is a full end-to-end calibration of each telescope. It accounts for the optical
system, the camera, and the electronic readout. In order to perform the calibration, a diffuse light source
with a diameter of 2.5 m is mounted at the aperture of a telescope. The light source resembles a drum. It
is constructed to have an almost uniformly illuminated front, which covers the aperture of the telescope
completely.
The drum is illuminated by a calibrated UV LED diode and provides a known and uniform photon flux
at each PMT of the camera. The absolute calibration has an uncertainty of 6 %. The relative wavelength
dependency of the FD signal response is also measured with the drum, but using a Xenon flasher with a
filter wheel to select individual frequency bands.
Relative calibration
The relative calibration is performed with three diffusive light sources, mounted at different positions of
the optical system. They allow to monitor the short and long term changes in different groups of detector
components. This is done by illuminating the camera with these light sources and recording the measured
signals.
The first light source is mounted at the mirror and illuminates the camera directly. It is used to track
relative changes in the calibration of the PMTs and the camera electronics.
The second light source is mounted at the center of the camera itself. Its light is reflected at the mirror
and falls back into the camera. The second light source is used to track relative changes in the camera and
the mirror reflectivity, for example due to the accumulation of dust on the mirror.
The third light source is mounted in front of the aperture of the telescope and illuminates the aperture.
Its light passes the whole optical system. This light source is used to monitor relative changes in the
aperture, the mirror reflectivity, and the camera.
The measurements of all three light sources can be disentangled offline and then also allow to keep
track of changes in individual detector components.
Atmospheric monitoring
The Pierre Auger Observatory uses an extensive monitoring program to keep track of atmospheric prop-
erties. A summary of these activities can be found in ref. [75, 76]. The main task of the atmospheric
monitoring is to derive all parameters for a proper calculation of the fluorescence yield along the shower
track and the Mie scattering of UV light on aerosols in the atmosphere.
The vertical profiles of the density, temperature, and relative humidity of the atmosphere at the site
were measured with a program of wheather balloon launches, which rise up to an altitude of 25 km above
sea level [41]. Several of launches were conducted every month over the course of a year, to measure both
the daily and seasonal variations of the atmospheric conditions.
The measured profiles are used to calculate the fluorescence yield and the atmospheric slant depth of the
atmosphere above the observatory. The atmospheric density profile varies by about 5 % around an average
value, with a corresponding variation in the atmospheric slant depth profile of about 7 g cm−2. Variations
of the density profile have a potential small impact on the energy estimator of the surface detector, which
has to be derived from air shower and detector simulations. Variations in the slant depth profile affect the
reconstruction of the depth Xmax of the electromagnetic shower maximum.
The aerosol content of the air is measured with elastic backscatter LIDAR (LIght Detection And Rang-
ing) units [77]. A LIDAR unit consists of are steerable UV laser and an optical system with a PMT to
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detect the backscattered light. Each FD building is equipped with one unit. The time resolved signal of
backscattered light after a UV shot allows to reconstruct the aerosol extinction coefficient at any given spot
along the path of the laser beam. The aerosol extinction coefficient is used to correct for the attenuation of
UV light on its way from the shower axis to the telescope due to Mie scattering.
The LIDAR units also detect clouds in the field of view of the telescopes. Clouds can distort the
measured light curve obtained from a shower, either by adding reflected light to the curve or by absorption
of light, depending on whether the cloud was behind or in front of the shower. In addition to the LIDAR
units, there are infrared cameras installed at each FD building, which monitor the cloud coverage of the
sky.
A versatile instrument is the Central Laser Facility (CLF) in the approximate center of the SD array [78].
The solar powered facility houses a steerable 355nm UV laser, which fires laser shots of up to 7mJ into the
air. The laser beam can take almost any inclination from vertical shots into the air down to almost horizontal
shots. The scattered light from the beam is detected with the FD telescopes. At the maximum power level,
the amount of scattered light is roughly equivalent to the fluorescence light emitted by a 1020eV air shower.
The CLF provides a test beam for the fluorescence detectors, which is used to analyse the energy and
angular resolution of the telescopes, the aerosol extinction coefficient of the atmosphere. It can also be
used to derive the angular and energy resolution of the FD telescopes. The CLF is also used to measures an
absolute timing offset between the SD and FD by feeding a small fraction of the laser light into a specially
prepared nearby SD station, which triggers the station. A second facility, called XLF, is currently being
built.
The measurements of the aerosol extinction coefficient by LIDARs and the CLF are extended by Hor-
izontal Attenuation Monitors (HAMs), Aerosol Phase Function Monitors (APFs), and Fotometric Robotic
Atmospheric Monitor (FRAM) on the site. The HAMs measure the wavelength dependency of the aerosol
extinction coefficient. The APFs measure the aerosol differential scattering cross-section [79]. The FRAM
measures the wavelength depend integrated aerosol extinction coefficient through the atmosphere by track-
ing several bright stars [80]. The last method is non-invasive in contrast to the others and used to cross-
check the other instruments.
Finally, every FD building and the CLF are equipped with standard sensors for barometric pressure, air
temperature, relative humidity, wind speed, and wind direction.
4.2.2 Trigger system and data acquisition
The trigger system of the fluorescence detector has three levels. The first level trigger operates on individual
pixels and keeps the overall noise rate constant for the higher levels. The second and third level triggers
operate on individual telescopes and select tracks in the camera with a certain spatial and time ordering,
which are the signature of real air showers.
(1) Pixel trigger. The first level trigger is implemented in the logic of a Field-Programmable Gate Array
(FPGAs). The signal trace from each pixel is integrated over a sliding window of the last 16 bins (=
1.6 µs). The integral is compared to a threshold value to form the trigger. The threshold value is not
fixed, but continuously adjusted to maintain a trigger rate of 100 Hz for each pixel.
(2) Spatial structure. The second level trigger is also implemented in the logic of a FPGA. The trigger
searches for a combination of five adjacent pixel triggers, which form a rough line in the camera.
One out of the five pixels may be silent, which makes the trigger more tolerant to pixel failures and
weak showers. The trigger produces a rate of about 0.1− 100 Hz per telescope.
(3) Time structure. The third level trigger is implemented in software and rejects lightning events,
muon impacts in the camera, and plain random pixel triggers. The trigger produces a rate of about
0.01 Hz per telescope.
(a) Lightning rejection. Lightning can cause hundreds of pixels to trigger in bursts of 100 Hz.
It has to be rejected fast so that it does not congest the signal buffers and causes dead time.
Cuts on the time development of the pixel trigger multiplicity in steps of 100 ns and the total
number of triggered pixel reject 99 % of the lightning events while removing less than 1 % of
real showers [81].
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(b) Muon and random trigger rejection. Random triggers and muon impacts are rejected by
looking at the time structure of the peaks in the ADC traces of individual pixels. The peak time
search is used for this part of the trigger is comparably slow, but manageable after the basic
lightning rejection.
The local software in each FD building combines coincident third level triggers and starts the readout
of the participating telescopes. The collected event data is send to the CDAS, together with a request to
trigger the SD array readout. In order to set a proper time window for the SD trigger, a rudimentary online
reconstruction of the shower development is performed.
The FD reconstruction algorithm uses the measured arrival time in at least one SD station to improve
the accuracy of the reconstructed shower geometry, as will be discussed in Chapter 6. If the cosmic ray
energy is around or below 1018 eV, the shower may only trigger one or two stations, which is not enough
for an independent SD reconstruction, but enough to improve the FD reconstruction.
The data acquisition of the fluorescence detector is remotely operated by human shifters from the central
campus of the observatory in Malargu¨e, who open and close telescopes according to the environmental
conditions and monitor the data acquisition. In addition, automatic safety protocols are implemented in the
local slow control PC of each FD building, which performs orderly shutdowns in case of power failures,
communication problems, or bad environmental conditions like rain or heavy storms.
Data is collected, if the moon fraction is smaller than 60 %, which is the case in about 16 nights each
month. The data aquisition starts after and ends before the phase of astronomical twilight, yielding an
average time of 10 hours of operation. Individual telescopes remain closed, if they would get direct moon
light or if they get too much reflected moon light from clouds.
On average, the FD reaches at a duty cycle of 13 %. Since the thresholds of the pixel triggers depend
on the amount of background light, its sensitivity is a function of time and reaches a maximum during the
darkest nights of each monthly data taking period.
4.3 Extensions and new developments
The southern Pierre Auger Observatory works efficiently in the cosmic ray energy range of 1018 eV to
1020 eV. Two extensions are currently being built to increase this range down to about 1017 eV. Air
showers develop higher in the atmosphere and have a smaller lateral extension as their energy decreases. In
order to detect these showers efficiently, fluorescence detector telescopes are needed, which look up higher
into the sky, and a surface detector array with a smaller grid size.
The High Elevation Auger Telescope (HEAT) extension consists of three new telescopes, which are
located close to the FD building Coihueco [82]. They are almost identical to the standard telescopes, but
cover the required higher elevation angle from 30◦ to 60◦.
The Auger Muon-detectors and Infill for the Ground Array (AMIGA) extension fills up the standard
SD array near the Coihueco FD building with additional stations to make a more dense grid [83]. The
extension is partly visible already in the top left corner of Fig. 4.1a). Through the infill, the grid size is
reduced to 750 m in a fraction of the SD array and partly even to 433 m.
In addition, scintillation detectors are buried underground next to some of the SD stations in the denser
grid. The scintillation detectors are a new development for the Pierre Auger Observatory. They are shielded
from electromagnetic particles by the earth and therefore only detect the muon component of the shower.
Used in coincidence with the standard SD stations the buried detectors will help to separate the electro-
magnetic and the muonic component of the lateral shower profile.
The area covered by the low-energy extensions HEAT and AMIGA is an ideal testbed for new air
shower detectors. Air showers generate radio waves, which are detectable in the frequency range of 1MHz
to 100 MHz with suitable antennas [84]. A prototype array of about 100 autonomous radio detectors is
planned, which will be embedded in the AMIGA array, and record air shower data alongside the established
detectors.
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Air shower and event simulation
This chapter deals with air shower simulations and the insights that are gained from the simulations in the
context of this study. A large library of very inclined air showers and corresponding surface detector events
was generated as a part of this work, which is described here.
The library is used to model the muon component of very inclined air showers (see also ref. [54]) and
the signal response of the surface detector to such air showers in the second part of this chapter. The
derived models are used in the reconstruction of surface detector events measured with the Pierre Auger
Observatory in Chapter 6.
5.1 Simulation of air showers
It was discussed in Chapter 3, that an extensive air shower initiated by a cosmic ray nucleon forms a
hadronic cascade, which feeds an electromagnetic component along the way. The hadronic cascade mostly
consists of instable mesons, which eventually decay into a penetrating muon component and into neutrinos.
Ground based experiments observe the cosmic ray only indirectly through its air shower. Therefore,
they usually rely strongly on quantitative predictions of air shower observables as a function of the proper-
ties of the primary cosmic ray.
To predict observables, two main approaches were developed in the past, and one unified approach is
currently emerging.
• Cascade equations. The development of an air shower can be treated with a coupled set of cascade
equations [85, 86]. These are coupled differential equations that describe the change in the flux of
a particle species analytically with loss and gain terms (see e.g. [21]). The continuous and average
treatment of the particle flux is a good approximation after a few interaction lengths, because of the
huge number of secondary particles. The treatment of shower-to-shower fluctuations can be included
into the approach [87].
The equations are solved numerically and the necessary computing time is very moderate. The so-
lutions are 1-dimensional profiles of the number density of various particle species in the shower as
a function of the slant depth X , which allow valuable predictions for fluorescence telescope mea-
surements. Not yet achieved is a full 3-dimensional calculation of the shower, so that the cascade
equation approach is currently unable to predict observables for surface detector arrays.
The program CONEX [87] implements the pure cascade equation method and has found several
applications in the Pierre Auger Collaboration.
• Monte-Carlo simulation. Another way to calculate an air shower is the full Monte-Carlo simulation,
which explicitly follows every single particle and treat all relevant microscopic processes according
to their cross-sections and probabilities. It is currently the only way to predict the lateral shower
profile, which is the essential information for surface detector arrays.
47
5.1. SIMULATION OF AIR SHOWERS
A full Monte-Carlo simulation of an air shower with more than 1011 particles above 1018 eV needs
huge amounts of computing resources. Therefore, a statistical sampling algorithm is applied to cut
down the complexity to an acceptable level.
Two full Monte-Carlo simulation programs of widespread use in the Pierre Auger Collaboration are
AIRES [88] and CORSIKA [49, 89].
• Hybrid simulation. A comparably new approach tries to combine the calculation speed of the
cascade equation method with the full Monte-Carlo treatment of the lateral shower profile. This is
achieved by calculating the first and last steps of the shower with the full Monte-Carlo simulation,
and the intermediate steps with cascade equations.
The first program which implemented this idea was SENECA [90], which is also used in the Pierre
Auger Collaboration. Recently, there is an effort to merge the CONEX and CORSIKA programs [91],
which will enable this feature in CORSIKA in the future.
A discussion of the air shower simulation programs and hadronic interaction models can only be a snapshot
of the current situation, as there is vivid motion in the field [92,93]. A summary of past and recent programs
that use the Monte-Carlo simulation approach is given in ref. [94].
The simulation programs typically use external well-established codes to implement hadronic and elec-
tromagnetic interactions. The electromagnetic interactions are well determined at all energies by the pertu-
bative theory of quantum electrodynamics (QED). The EGS4 code [95], originally developed for collider
experiments, implements most of the necessary electromagnetic interactions in air showers and is utilized
in all modern air shower simulation programs. It is usually extended by some processes, that specially
appear in the context of air shower simulations at ultra-high energies, like the LPM-effect [89, 96, 97],
direct muon pair production in the electric field of a nucleus, and electromagnetic interactions of photons,
electrons, and muons with nuclei.
The treatment of hadronic interactions is not as straight-forward, because most interactions in air show-
ers happen at low momentum transfer, where the strong coupling constant αs is too large for the standard
pertubative approach to quantum chromodynamics (QCD). Phenomenological models and effective theo-
ries are used instead to calculate the interaction cross-sections.
The treatment of hadronic interactions is generally split into a high energy and a low energy part, with
a threshold between the two at about 80 GeV. The low energy part is usually treated by a model, which is
based directly on collider data. The high energy models are based on theoretically motivated extrapolations
of such low energy data.
The low energy models have a considerable impact on the shape of the lateral profile of the particle
density in an air shower, but almost no impact on the longitudinal profile [98]. For the high energy interac-
tion model, it is the other way round [93]. This observation can be understood in context of the analytical
discussion of air showers in Chapter 3. It was shown there, that only low energy muons are able to diverge
far away from the shower axis, which in turn are generated by pions of low energies in the last steps of the
hadronic cascade. In contrast, the interactions relevant for development of the longitudinal profile occur at
high energies.
An overview of contemporary hadronic interaction models is given in the following. Another important
feature of modern air shower simulations is the statistical weight-sampling. The sampling may introduce
biases to air shower observables and its impact therefore has to be analyzed. It discussed at the end of this
section.
5.1.1 Hadronic interaction models at low energies
The most commonly used hadronic interaction models at low energies are GHEISHA [99], URQMD [100,
101], and FLUKA [102, 103].
FLUKA combines an array of models for hadronic interactions for different energy ranges in itself.
The proclaimed aim of FLUKA is to rely on parametrized collider data as little as possible. Instead, the
authors use QCD motivated models wherever possible. The code and and the theoretical framework are
continuously improved.
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URQMD is based on a QCD motivated approach called Quantum Molecule Dynamics. It allows to
compute general hadronic interactions, but the approach specially aims at collisions of two heavy ions.
This specialization may be disadvantageous in the treatment of the low energy hadronic cascade in air
showers, where most interactions are pion+nucleus and nucleon+nucleus.
GHEISHA is a well tested and mature model in the context of collider experiments. It was the standard
for almost two decades, but is no longer actively maintained at present. It uses phenomenological fits to
tabulated experimental data in many cases.
Partial comparisons of predictions from these and other models with data can be found in ref. [98,104].
Data from fixed target experiments cover only a small fraction of the total interaction phase space of
interest in air showers. New experiments are desirable to extend this data. The analysis in ref. [104]
remains inconclusive, while ref. [98] favors FLUKA and URQMD over GHEISHA.
5.1.2 Hadronic interaction models at high energies
Many high energy hadronic interaction models are on the market. They extrapolate hadronic interactions
over several orders of magnitude beyond the data of current colliders and their predictions for cross-sections
at ultra-high energies vary significantly. Instead of a listing of many similar models, a general overview of
the theoretical approaches shall be given, based in parts on ref. [21, 22, 94].
Contemporary models usually have three theoretical components [105]: (a) a component to calcu-
late the “soft” part of the interaction of individual hadrons where the exchanged transverse momentum
pT is low, (b) a component to calculate the “hard” part of said interaction where pT is high, and (c) a
component to calculate hadron+nucleus and nucleus+nucleus cross-sections from the basic hadron+hadron
cross-sections.
The idea for the splitting of the soft and hard regime is obtained from the measured total inelastic pp(p¯)
cross-section. It features some resonances up to laboratory energies of about 10 GeV, then a nearly flat
plateau over nearly two orders of magnitude in the energy, and finally a slow increase [23]. A similar
plateau is observed in the Kp and πp cross-sections.
This gave rise to the minijet model [106, 107] for interactions above laboratory energies of about
10 GeV, which splits the inelastic cross-section σhhtot of two hadrons into a “soft” and “hard” part
σhhtot (
√
s) ≈ σhhsoft(
√
s) + σhhhard(p
min
T ,
√
s), (5.1.1)
where
√
s is the center-of-mass energy, and pminT is a lower threshold of transverse momentum exchange.
The soft part σhhsoft is thought to be dominated by complex peripheral QCD interactions between the
hadrons, in which the constituent quarks quarks participate collectively. It is assumed to vary slowly with
the center-of-mass energy
√
s.
The hard part σhhhard then is responsible for the bulk increase of the total cross-section with
√
s, and
caused by interactions of individual partons, see Fig. 5.1b). These multiple interactions give rise to small
hadronic jets. The hard part of the total cross-section can be calculated in pertubative QCD with the help
of the QCD factorization theorems [108] and experimentally measured parton structure and fragmentation
functions.
Although the first ansatz of the minijet model was Eq. (5.1.1), this picture is actually too simple and
has since evolved. The basic separation remains a guiding idea. The SIBYLL model [105, 109] is a pure
minijet model, which treats σhhsoft as a constant.
Most contemporary hadronic interaction models are based on the Gribov-Regge theory [110–114], for
example the QGSJet model [115–120]. Gribov-Regge theory is an effective field theory that works only
in the limit of low momentum transfer and multiple-scattering of partons. The hadronic interactions are
described by the exchange of hypothetical particles, called pomerons, see Fig. 5.1a). A pomeron can be
seen as a QCD cascade of quarks and gluons built between the interacting partons. It is charge and color
neutral.
There are soft and hard pomerons, which correspond to the two terms in Eq. (5.1.1). In Gribov-Regge
models, also σsoft varies with the center-of-mass energy
√
s. The model QGSJet became a common choice
in the cosmic ray community because it showed good agreement with cosmic ray data around 1015 eV,
for example in a comparative analysis of data from the KASCADE air shower experiment with several
hadronic interaction models [121, 122].
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(a) Soft interaction in the picture of Gribov-Regge theory. The
colliding hadrons (light gray circles) participate collectively in
the interaction and exchange pomerons (thick dark gray bars).
(b) Hard interaction in the picture of pertubative QCD with
structure and fragmentation functions (initial and final blobs).
The exchanged particle is a gluon.
Figure 5.1: Two diagrams show one out of many configurations, that contribute to a “soft” and “hard”
cross-section of two colliding protons.
The hadronic interaction models predict not only the total inelastic cross-sections, but also the dif-
ferential cross-sections. In case of the hard scatterings, pertubative QCD together with the factorization
theorem yields the differential cross-sections. Soft interactions need a phenomenological treatment, based
on a microscopic Monte-Carlo simulation of the interaction.
A variant of the dual parton model (DPM) of QCD string production and fragmentation [123, 124] is
usually used. It is based on the idea, that strings of “color field lines” should span between interacting
partons. The string picture is an analogy to classical fields in electromagnetism, with the difference that
the field lines of the strong force attract each other, because the force mediating gluon carries color charges
itself. A string gains potential energy as the interacting partons move apart, and then fragments into color
neutral objects.
The final component of an interaction model is a theory to calculate hadron+nucleus and nucleus+nucleus
interactions. The Gribov-Regge theory can be extended to such cases and the interactions are treated in a
similar way as the interaction of individual hadrons. The minijet model SIBYLL on the other hand is built
on the multiple scattering theory of Glauber [125] and an advanced superposition approach [48], which
approximates a nucleus as a superposition of free nucleons.
QGSJet has been succeeded by QGSJet-II [126–128], which includes interference terms of soft and
semi-hard pomeron amplitudes. QGSJet-II started to combine the soft and hard treatment into a common
theoretical framework, which further improves the agreement of this model with collider data.
The latest generation of models are based on the so called Parton-based Gribov-Regge theory [129],
which removes the separation between soft and hard interactions and treats them consistently. In particular,
energy conservation is strictly assured for the first time in the particle production.
The EPOS model [130, 131] is a representative of the latest model generation. The special feature of
EPOS is its enhanced cross-section for baryon production compared to other models, which the authors
derived from comparisons of EPOS predictions with data of heavy ion collisions. As a consequence, EPOS
currently generates more muons in air showers than any other model.
The author hopes to point out with this overview, that there is still a lot of theoretical uncertainty
in the description of hadronic interactions at ultra-high energies and that even now the field is rapidly
progressing. In general, the models co-evolve with the available data. Several experiments at the LHC at
CERN are dedicated to heavy ion collisions and sampling of the forward direction, which will greatly help
the model builders in the future.
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Figure 5.2: The graph shows the relative artificial fluctuation of the total muon number Nµ in CORSIKA
simulations as a function of the thinning level ǫ (adapted from ref. [89]).
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Figure 5.3: The graphs compare biases and fluctuations in the lateral density profile of proton showers
simulated with the thinning levels ǫ and weight limits wmax. The simulations are done with the air shower
program CORSIKA at an energy E = 1019 eV and a zenith angle θ = 0◦ (adapted from ref. [132]).
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5.1.3 Thinning
In principle, the full Monte-Carlo approach requires to follow every single particle in the air shower ex-
plicitly. This approach is not feasible even with modern computing resources at energies above 1018 eV,
where the shower consists of more than 1010 particles.
It was demonstrated recently in the Pierre Auger Collaboration, that the full simulation of a single air
shower at 1019 eV [133] takes about 1.5 years on an AMD OpteronTM CPU. The required storage space
is enormous, too: a few 100 GB for a single shower. On the other hand, data analyses which rely on
knowledge of the distribution of an observable need at least 10 times more simulated than real events, and
thus, huge libraries of simulated air showers are desired.
To reduce the computational complexity to a reasonable level, a weight-sampling of the shower is
introduced, which is called thinning. The thinning discards secondary particles of low energy during the
shower development, which have a negligible impact on the global development of the shower in the best
case [134, 135]. This reduces the amount of particles to explicitly follow by orders of magnitude.
The actual implementation of a thinning algorithm has to handle some special cases, see e.g. [89], but
the basic idea is to follow all particles down to a certain energy fraction ǫ of the cosmic ray and then start
to follow only one secondary particle i from each multiple particle production process at random, with a
probability pi equal to the fraction of the total energy carried by the i-th particle after the process:
pi =
Ei∑n
i=0 Ei
. (5.1.2)
The surviving particle gets a weight wi = 1/pi to conserve the energy in the shower. The survivor may
interact again, but only weight is accumulated in the subsequent shower development. The number of
actually followed particles remains constant. The energy fraction ǫ is also called the thinning level of
the shower. The thinning is turned off for particles, which have accumulated a preset maximum weight
wmax [136]. All secondaries particles are followed again in such a case.
The thinning algorithm solves the computational and storage issues, but also introduces artificial fluc-
tuations and biases in shower observables. These need to be kept at a minimum.
Firstly, the thinning may only start after the global shower-to-shower fluctuations are established. As
discussed in Chapter 3, the first interactions are the most important for the observed global shower-to-
shower fluctuations. Any thinning at this stage would increase the natural shower-to-shower fluctuations,
which has to be avoided. The thinning level ǫ therefore needs to be small.
Fig. 5.2 shows the effect of the thinning level ǫ on the global fluctuation of the total number of muons
Nµ in the shower. For ǫ = 10−6, the effect is negligible. With the simplified shower model from Chapter 3
and an assumed average multiplicity of 100 in the first few interactions, it is possible to estimate that the
thinning starts in the third to forth generation of secondary hadrons at this thinning level, which is on the
safe side.
Secondly, the weight limit wmax may not be too large. As discussed in Chapter 3, the lateral distance ri
of a particle from the shower axis is strongly correlated with the particle energy Ei. The thinning tends to
remove low energy particles and therefore makes the lateral density profile artificially steep, as shown in
Fig. 5.3. The weight limit wmax helps to reduce this bias.
While an impact on global shower features can be mostly avoided by careful choices ǫ and wmax,
additional the artificial fluctuations in local shower features cannot and have to be dealt with. The effect
shall be illustrated for a simple counting observable: the number of particles N which fall into an area on
the ground, which is small compared to the structure of the shower front.
If n is the number of weighted particles that arrive in this area, which carry individual weights wi, then
N is the sum of the weights
N =
n∑
i
wi. (5.1.3)
In the limit wi → 1, the fluctuations of N follow a Poisson distribution, so that σ[N ] ≈
√
N .
In local areas of the shower front, the individual weights tend to be of similar size, so that it is possible
to write approximately
N ≈ 〈w〉n, (5.1.4)
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whereas 〈w〉 ≈ wi is the average weight. In this case, n follows a Poisson distribution, so that the fluctua-
tion of N can be calculated as
σ[N ] ≈ 〈w〉σ[n] = 〈w〉√n =
√
〈w〉
√
N. (5.1.5)
The example shows, that the thinning increases the natural Poisson fluctuations in observables like the
lateral muon density profile nµ roughly by a factor equal to the square-root of the average local particle
weight at a particular point on the ground.
5.2 Simulation of surface detector events
The full Monte-Carlo simulation of an air shower produces a set of weighted particles on the ground level.
Each particles has a detailed space and time coordinates, a momentum and an energy. The particles can be
analyzed directly to learn something about the global features of an air shower or they can be used to further
simulate the detector response to such an air shower. Simulated events provide the connections between
air shower observables and detector signals. They are also used to calculate the detection efficiency of the
detector, which is often difficult to obtain experimentally.
The simulation of the surface detector (SD) of the Pierre Auger Observatory is done in the software
framework Offline of the Pierre Auger Observatory [137]. The default is a full Monte-Carlo simulation
of the SD, which shall be summarized here. The simulation only treats photons, electrons, and muons
from the air shower. All heavier particles barely produce Cherenkov light in an SD station [57] and are
neglected.
The site of the southern Pierre Auger Observatory is almost flat, as shown in Chapter 4, and thus the
impact point of the simulated air shower may be placed at an arbitrary position in the SD array. Once the
impact point is set, the simulation of surface detector events may be roughly divided into three steps.
(1) Shower un-thinning. A set of unweighted particles is recovered from the weight-sampled shower
around each station with a so called un-thinning algorithm. Some particles out of this set hit the
station. They are picked at random with a probability given by the effective area of the station with
respect to the shower front. Particles which hit the station are placed at random positions on its hull.
(2) Signal response of a SD station. The particles are individually tracked through the hull and the
whole detector in a full Monte-Carlo simulation of all particle processes based on GEANT4 [138].
The optical photons of the generated Cherenkov-light are individually tracked with a custom code [139],
which treats all relevant attenuation and scattering processes. The optical photons are either absorbed
or generate a photoelectron in one of the PMTs. The output of the station simulation is a discrete
time sequence of photoelectron counts, which is converted into a standard VEM trace with noise in
the subsequent simulation of the station electronics.
(3) Simulation of Online-triggers. The calibrated signal trace is checked against the station level trig-
gers T1 and T2, as discussed in Chapter 4. Finally, the T3 trigger condition is checked against the
stations with a T2.
The complete event is written into the same data structures as real events, which makes them indistinguish-
able from real events in the point of view of subsequent analyses steps.
The simulation fully imitates the signal calibration of the SD stations a simulated flux of background
muons, as described in Chapter 4. This procedure makes the simulated signal very robust, because small
errors in the parameters of the tank simulation, like the PMT efficiencies or the liner reflectivity, are counter-
balanced. The simulation of the signal response of a SD station to muons is compared with experimental
data in Fig. 5.4. The agreement is very good.
5.2.1 Un-thinning
The other simulation steps are straight forward, but the un-thinning of the weight-sampled air shower needs
some discussion. The full procedure is described ref. [140].
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Figure 5.4: a) The signal distribution obtained from the flux of atmospheric muons is compared with a
simulation of this flux and the signal response. The peak close to zero is generated by noise. The peak
around 1VEM is generated by vertically and centrally through-going muons. The small shift of this peak is
well understood, see Chapter 4. b) Signals of selected muon tracks from the background flux are compared
with the simulation. The tracks are selected in the experiment via pairs of scintillators, placed around the
station and used as triggers for the desired geometrical configuration. Muons produce larger signals if they
face a PMT, because a significant fraction of the Cherenkov light falls directly into the PMT (plots adapted
from [68]).
The un-thinning is essential to get the correct time structure of the signal trace and the correct signal
and time fluctuations. On way to see this is to regard the example of a weighted electron in the SD station,
which shall represent 100 electrons. If such a weighted electron was directly processed, the signal in the
SD station would be the random signal of a single electron, but scaled by a factor of 100. In reality, the 100
electrons would arrive over some time, making a wide signal, while the weighted electron would generate
just a single peak. Furthermore, the start time and the signal size uncertainties would be too large by factor
of 10.
The un-thinning method tries to avoid this effect by recovering a set of unweighted particles from the
weight-sampled ones with a minimum bias. The method is based on the observation that the shower front
is featureless and particles are uncorrelated over small scales in good approximation. This means that
particles in a small area of the shower front may arbitrarily switch positions without significantly affecting
the output of the event simulation, if the timing relative to the shower front is preserved.
Thus, it is possible to define a sampling area Asample around each SD station, which is larger than the
actual effective area of the station Astation by a factor w˜
Asample = w˜ Astation. (5.2.1)
Instead of the weighted particles which would normally fall directly into the effective area Astation of the
station, now all weighted particles from the sampling area Asample are regarded for a possible insertion into
the station.
To conserve the energy, a particle with weight wi in the sampling area has to re-weighted with the
factor 1/w˜. The re-weighted particles can be regarded as average representatives of identical clones. The
number k of such clones which need to be generated from a particle with weight wi/w˜ is given by the
Poisson distribution
f(k) =
w˜
wi
e−kw˜/wi (5.2.2)
The unweighted clones are then placed randomly on the surface of the station. The arrival time of each
clone is corrected after the spatial shift, so that the time delay τ with respect to the shower front is con-
served. Then, the time delay is artificially randomized to roughly imitate the original time structure of the
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shower front. The randomized time delay τ ′ is modeled with a log-normal distribution, which is a good
approximation of the true arrival time distribution. The formula used in praxis is
τ ′ = τ exp(G) (5.2.3)
whereas G is random number form a normal distribution with mean 0 and variance 0.1. Ideally, Asample
is large enough, so that wi/w˜ ≪ 1 and the production of identical clones is very unlikely. The thinning
effects are then essentially avoided.
On the other hand, Asample still has to remain small compared to the large scale structure of the air
shower. The default size of Asample in the SD simulation of the Pierre Auger Observatory is defined relative
to the distance r from the shower axis:
∆r = 0.1 r ∆ψ = 0.15 (5.2.4)
whereas ∆r and ψ are the radial and angular size of the sampling area Asample
Asample = ∆ψ
(
(r +∆r/2)2 − (r −∆r/2)2) (5.2.5)
in the lateral coordinate system. The achievable weight-reduction factor w˜ depends on the radial distance
r to the shower axis and the zenith angle θ of the shower. The magnitude of w˜ at the typical distance
r = 1000 m is:
w˜(1000 m) ≈


3× 103, θ = 0◦
6× 103, θ = 60◦
7× 103, θ = 80◦.
(5.2.6)
The calculation of the effective area Astation of a SD station is carried out in Appendix A.3
5.3 Mass production of very inclined air showers
A library of 6480 simulated air showers was produced in the course of this work [141] and an equal number
of SD events. The library contains cosmic rays with energies between 1018eV to 1020eV to cover the range
of interest of the Pierre Auger Observatory. The zenith angle range 60◦ < θ < 88◦ includes only very
inclined air showers. Many simulation options are chosen as such, that the library may be used as an
extension of the existing production LD1 GPF00q2fl [142] in the zenith angle range 0◦ < θ < 60◦.
About a quarter of the air showers were computed at the Ohio Supercomputer Center [143], the re-
maining air showers were computed at the Lyon supercomputing center CC-IN2P3 [144]. The production
consumed approximately 5500 days on an AMD OpteronTM CPU with 2GHz or equivalent processor. Air
showers need 631 GByte of storage. The simulation of the SD events needs only a small fraction of these
resources and was performed at the local institute. The SD events need 64 GByte of storage. The air
showers and the SD events are freely available for the Pierre Auger Collaboration. Download instructions
can be found online [142].
The mass production of air showers on the computing clusters was managed with a set of self-made
software tools. The management software [141] is based on a client-server concept. A MySQL database
as a central server stores a table with the defining properties of each air shower in the library. A set of
identical clients, which may run independently on many machines, communicate with the server. Each
client independently follows a simple algorithm:
(1) Find a shower in the table that is not already processed. Mark the shower as being processed.
(2) Run the air shower simulation and wait for its termination.
(3) Check the simulation output for a simulation abort. If the output is fine, mark the shower as finished
in the table of the central database. Otherwise, mark the shower as broken.
The system is designed for minimal manual intervention of the user. The only maintenance task are periodic
checks for broken simulations and finding the cause of such errors.
The setup and the features of the library are discussed in the following. The production was divided
in two distinct simulation runs, the technical and physical aspects of these runs will be pointed out. A
technical summary of all features can be found in Appendix B.
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5.3.1 Simulation setup
The work on the library started in the year 2005 and it was decided then to use the full Monte-Carlo simula-
tion program CORSIKA for the production. The air shower simulation needed to predict the lateral shower
profile, so that a cascade equation approach like CONEX could not be used. Other possibilities included
the hybrid air shower program SENECA and the full Monte-Carlo program AIRES. Since SENECA was
just emerging at that time, it was not considered. CORSIKA and AIRES were both already well established
simulation codes, so the choice was between the two.
CORSIKA and AIRES share many similarities, but an important difference is the treatment of low
energy interactions. AIRES employs a simplified treatment of the hadronic cascade at low energies, which
is an enhanced form of Hillas’ splitting algorithm [86, 134]. CORSIKA uses a range of detailed models,
which are well established in other parts of high energy physics. The enhanced splitting algorithm in
AIRES is very fast, but it is a rough approximation to true hadronic interactions.
It was shown in the first section of this chapter, the low energy hadronic interaction model has a strong
impact on the lateral density profile of muons. This study is largely based on this profile and thus CORSIKA
was favored.
Based on private communications that were later published in ref. [98], FLUKA was chosen as the low
energy hadronic interaction model in CORSIKA. Because of the considerable theoretical uncertainties in
the hadronic interaction models at high energies, half of the air showers were simulated with high energy
hadronic interaction model QGSJet-II and the other half with EPOS. Differences between both sets are
used to estimate the current systematic uncertainties of the simulation. The transition energy between the
low energy and high energy interaction models it the default choice of 80 GeV.
The correct simulation of very inclined showers has to be activated in CORSIKA by a choice of certain
code options. The options basically turn off some optimizations intended for vertical showers. By default,
CORSIKA neglects upward going particles, as the probability that such particles generate downward-going
particles in following interactions is very small in most cases. This is no longer true in near horizontal air
showers, and CORSIKA can be forced to follow upward going particles with the UPWARD option.
Also, the curvature of Earth’s atmosphere cannot be neglected in very inclined showers, as it is possible
for θ < 60◦. The CURVED option enables a curved atmospheric model in CORSIKA.
Finally, the calculation of the longitudinal shower profile needs special care. By default, CORSIKA
calculates the longitudinal shower profile dN/dXvert as a function of the vertical slant depth Xvert instead
of the slant depth along the shower axis X . This is sufficient, as long as the curvature of the Earth can be
neglected, because then Xvert ≈ X cos θ. With the SLANT option, CORSIKA can be convinced to bin the
longitudinal profiles correctly in X .
Unfortunately, it was not possible to use the last option together with the other two when the production
of the library started: this feature was added to CORSIKA later. Thus, the first production run is barely
usable for FD simulations and other analyses that rely on the longitudinal shower profile. However, all
simulated showers are suitable for SD simulations and studies of the lateral profile on the ground.
Parameter distribution
A central features of a library of air showers is the distribution of the continuous cosmic ray parameters
(E, θ, φ) within the range of the library. There are two possible choices:
(A) The parameter space (E, θ, φ) is divided into a regular grid and air showers are simulated at discrete
points (Ei, θi, φi) in this grid.
(B) Some distribution function is chosen for the parameter space (E, θ, φ) and air shower parameters are
picked at random from the distribution function.
The discrete case (A) is optimal, if the library is primarily used to parameterize air shower observables.
The continuous case (B) is optimal, if the library is primarily used to compare the distribution of air shower
observables with the according distribution in real data.
For example, it is simpler to parameterize the depth Xmax of the electromagnetic shower maximum
as a function of the cosmic ray energy E with discrete library, because then Xmax can be averaged at
56
CHAPTER 5. AIR SHOWER AND EVENT SIMULATION
lg(E / eV)
18 18.5 19 19.5 20
°
 
/ 
θ
60
65
70
75
80
85
90
Proton QGSII
2700 showers
Iron QGSII
540 showers
Proton EPOS
2700 showers
Iron EPOS
540 showers
°0 
° = 90 φ
°180 
°270 
Figure 5.5: The plots illustrate the distribution of the simulated air showers. The scatter plot on the left
shows the distribution of the zenith angle θ and cosmic ray energy E, the custom plot on the right the
distribution of the azimuth angle φ. The radius of each point in the right plot is chosen at random and
the polar angle according to the azimuth φ. The first 1800 showers followed a different azimuth angle
convention and are shifted with respect of the others shows by an azimuth angle of 4.2◦.
discrete points in E. To compare the distribution of the measured Xmax with the expected distribution from
simulations, it is necessary to use a continuous library. The continuous library can be re-weighted to reflect
the distribution of (E, θ, φ) in real events, which is not possible as such with a discrete library.
When the library was planned, it was tried to comply with both requirements to get a general purpose
library. The showers are randomly distributed in small finite bins in the (E, θ, φ) space and therefore some
areas are covered with a dense continuous distribution, while others are left empty. This compromise allows
a future extension of the library into a fully continuous form. Still, studies of shower properties in local
regions in the (E, θ, φ) space are possible with reasonable statistic. The parameter distribution is illustrated
in Fig. 5.5, the technical details can be found in Appendix B.
Thinning and energy thresholds
For the air shower thinning in the simulation, it was decided to use a thinning level ǫ = 10−6 and the
weight limits
wmax(hadrons, µ) =
E
1015 eV
(5.3.1)
wmax(e, γ) =
E
1013 eV
, (5.3.2)
which are a compromise between the computational requirements and the statistical quality of the lateral
profile, with E being the cosmic ray energy. The latter limit is for electromagnetic particles, which are
more numerous and therefore allowed to accumulate larger weights.
The maximum weight wmax is made proportional to the cosmic ray energy to keep the number of actu-
ally followed particles in the air shower simulation roughly constant as the cosmic ray energy E increases.
The computing time is proportional to the number of secondary particles in the shower, which in turn is
roughly proportional to the cosmic ray energy E. If the maximum weight wmax is also proportional to the
cosmic ray energy E, the increase is effectively suppressed and showers of all energies take similar times
to compute.
In addition to the basic thinning, CORSIKA also has a radial thinning algorithm. The radial thin-
ning is applied when the simulated particles are written to the disk and therefore does not influence the
shower development. It allows to reduce the size of the output file by removing particles near the shower
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axis and re-weighting the remaining ones. Particles are removed with a probability following a (rthin/r)4
distribution, whereas rthin is a maximum radius to be defined by the user.
The radial thinning is supposed to reduce the statistical quality where detectors saturate anyway because
of the huge number of particles. However, it turned out in the course of this analysis that there is not much
to gain from the radial thinning in very inclined showers, because the number of particles close to the axis
is already reduced through the atmospheric attenuation. The radial thinning was turned off in the second
production run to avoid the unnecessarily large artificial fluctuations near the shower axis.
CORSIKA follows particles down to certain minimum momentum. The momentum thresholds also
significantly affect the computing time. For photons, a momentum threshold is strictly necessary, because
the differential cross-section for ionization energy loss has an infrared divergence. Other particles below
a certain momentum may not be of interest, because they fall below a detection threshold. The following
thresholds are chosen:
pthr(hadrons, µ) = 0.1 GeV (5.3.3)
pthr(e, γ) = 250 keV. (5.3.4)
The threshold pthr(hadrons, µ) is used for the electromagnetic particles and approximately equal to the
threshold of Cherenkov light production in water for electrons. Similarly, the threshold pthr(hadrons, µ)
is the effective energy threshold for muons in water [16]. Electromagnetic particles which fall below the
threshold are added to the profile of the longitudinal energy loss of the shower. Hadrons and muons are
dropped from the simulation.
Ground altitude, geomagnetic field, atmosphere
The development of an air shower depends on the local conditions of the observation site: the altitude of
the ground, the profile of the atmospheric density, and the local geomagnetic field.
The geography of the southern observatory was shown in Chapter 4. The site is very flat. The altitude
varies only by less than 300 m over a distance of about 50 km. The corresponding maximum difference
in slant depth is negligible, less than 1 g cm−2 at θ = 60◦, for example. The ground plane altitude in
CORSIKA is set to 1425 m.
Values for the geomagnetic field B can be obtained from the IGRF-10 model [145]. The geomagnetic
field varies slowly with time and the position of the observer, which is shown in Fig. 5.6. CORSIKA uses
a fixed geomagnetic field. The geomagnetic declination δB has no influence on the air shower simulation,
as the internal coordinate system of CORSIKA is always oriented so, that the geomagnetic field is parallel
to the x − z-plane. The following values are used for the remaining parameters, the field strength B and
the inclination θB:
B = 24.6 µT θB = −35.2◦.
The geomagnetic declination δB comes into to play, when CORSIKA’s coordinate system is trans-
formed back into the site coordinate system. This transformation is done as part of the SD simulation by
the Auger Offline framework. A constant value of
δB = 4.2
◦
is used here. This value is apparently not in best agreement with the IGRF-10 prediction and should be
made time dependent in a future update of the analysis software.
So far, the time dependency of the geomagnetic field can be neglected. Fig. 5.6 shows, that the variation
of the magnitude between 2005 and 2010 is at the level of 1 %, the variation of the inclination less than
0.5◦, and the variation of the declination less than 0.8◦. The long-term evolution of Earth’s magnetic field
cannot be predicted. Over the life-time of the experiment of 20 years, the changes may become relevant.
CORSIKA uses a homogeneous geomagnetic field, although the true field shows a spatial variation.
The muons in near horizontal showers travel up to 400 km through the atmosphere until they reach the
ground, which is a significant distance compared to the variation scale of the geomagnetic field. Fig. 5.6
shows, how the geomagnetic field changes in the vicinity of the surface detector array. The effects turn out
to be of the same order as the time evolution effects for showers with zenith angles θ . 85◦.
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Figure 5.6: The graphs show the evolution of the geomagnetic field from 2000 to 2010 at the center of the
surface detector at the Southern Pierre Auger Observatory, as predicted by the IGRF model [145]. Depicted
from left to right is the total magnitude of the geomagnetic field, the inclination, and declination. The solid
line shows the geomagnetic field at the center of the Southern SD, at a ground altitude of 1400 m. The
dashed line shows the field in an altitude of 10 km above sea level. The other lines show how the field
varies, if the longitude and latitude of the latter point is changed by±1◦, which is equivalent to moving the
observation point by about 100 km to the north, south, east, and west. The large black dot represents the
fixed geomagnetic field in the simulation.
The atmospheric density profiles over Malargu¨e [41–43] differ slightly from the global reference model,
the US standard atmosphere [146], as shown in Fig. 5.7. Furthermore, the density profiles show variations
on the scale of months and days.
The total atmospheric depth Xatm shows negligible variation, but a considerable difference to the stan-
dard model of 10 % with a variation of about 5 % is observed in the air density ρair at an altitude of 17 km.
These differences should have an effect on the produced number of muons Nµ, if the altitude hπmax of the
maximum of the hadronic shower cascade is close to this altitude. The simplified air shower model derived
in Chapter 5 predicts Nµ ∝ ρair(hπmax).
For zenith angles smaller than 70◦, the hadronic shower maximum is below the critical altitude range
and the differences to the U.S. standard atmosphere can be neglected. At larger zenith angles, simulations
with the correct atmosphere could show up to 10% more muons on average and a seasonal variation of up to
5%. The systematic shift is small compared to other theoretical uncertainties in the total number of muons
Nµ and therefore not critical for this study. The seasonal variation of up to 5 % leads to a corresponding
variation in the SD energy scale, since the total number of muons Nµ on the ground is to derive the cosmic
ray energy. This energy variation could distort the measured cosmic ray flux in Chapter 8, but the impact
evaluated with real data turns out to be negligible.
The first production run used the U.S. standard atmosphere. The second production run used the spring
atmosphere shown in Fig. 5.7, which is close to an average atmospheric profile over Malargu¨e.
Event simulation
The simulation of surface detector events was done with the Offline-framework [137], using a developer
version of 2.5-Godot with the internal revision number 7732.
The SD array in the simulation emulates the completely constructed detector, without holes or gaps.
Every air shower was used to produce one simulated surface detector event. The core position is randomly
set in a square of 2 km× 2 km in the approximate center of the array.
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(a) Deviation of the air density from the US standard atmosphere
(b) Deviation of the vertical slant depth from the US standard atmosphere
Figure 5.7: The graphs show the difference between monthly models of the Malargu¨e atmosphere and the
US standard atmosphere [146] (from [43]).
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5.3.2 Comparison with older productions
Large libraries of air showers exist which were generated with former versions of CORSIKA and other
hadronic interaction models. It is worthwhile to compare this library with the former productions in order
to estimate the impact of the changes.
Fig. 5.8 shows a comparison of the combinations
• CORSIKA-6.0 + QGSJet01c + GHEISHA2002d (configuration A), and
• CORSIKA-6.5 + QGSJet-II-3 + FLUKA2006 (configuration B, this work),
for an example shower close to a zenith angle of 60◦. Configuration A was a common choice before
QGSJet-II succeeded QGSJet and FLUKA succeeded GHEISHA.
The electron density profiles in both configurations seem to agree, but the large fluctuations do not allow
any quantitative conclusions. The muon density profiles nµ on the other hand show significant deviations.
The total number of muons Nµ in configuration B is about 10 % lower than in configuration A and the
muon density profile nµ is significantly steeper at radial distances r > 2000 m.
The differences of the muon component are analyzed further through individual variations of the COR-
SIKA version and the hadronic interaction models. The change of the CORSIKA version has no apparent
effect. The global offset of about 10% turns out to be caused by the change of the high energy hadronic in-
teraction model, while the steeper decline of the lateral muon density nµ is due to the change from the low
energy hadronic interaction model. The latter effect is confirmed by another analysis [98]. The sensitivity
of nµ at large radii to the low energy hadronic model is apparent.
It may surprise that the decrease in the number of muons is not accompanied by an according increase
in the number of electrons due to energy conservation. There is corresponding increase, but it is smaller by
an order of magnitude because the muons carry only a tenth of the total cosmic ray energy, as explained in
Chapter 3.
The comparison allows to conclude that the choice of both the high and the low energy hadronic inter-
action model significantly affects the muon profile nµ on the ground. Comparisons of low energy hadronic
interaction models favor FLUKA over GHEISHA [98], so that the newer simulations made with FLUKA
should be preferred in analyses of very inclined air showers.
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Figure 5.8: The plots show the average lateral density of muons and electrons of an example shower at
θ ≈ 60◦ and E ≈ 2× 1019 eV for the two combinations CORSIKA-6.0 + QGSJet01c + GHEISHA2002d
(configuration A) and CORSIKA-6.5 + QGSJet-II-3 + FLUKA2006 (configuration B, this work). The
averages are built from 10 showers each, the altitude of the first interaction is fixed in all showers to 33km.
The colored bands indicate the variation of the densities in the individual showers. All other settings are
the same as for the showers with the run IDs 4681-6480 in Table B.2.
5.4 Modeling very inclined air showers
It was argued in Chapter 3, that the lateral density profile of the muons nµ in very inclined air showers
should factorize into three parts: the total number of produced muons N0µ, the attenuation factor a, and the
normalized density profile pµ:
nµ(r, ψ;E,A, θ, φ) ≃ Nµ(E,A, θ) pµ(r, ψ; θ, φ), (5.4.1)
whereas Nµ depends on the energy E, atomic mass A, and zenith angle θ of the cosmic ray and pµ on the
coordinates (r, ψ) in the lateral coordinate system and the orientation (θ, φ) of the shower axis relative to
the geomagnetic field vector (compare with Eq. (3.3.9)).
It was further argued that the total number of muons Nµ on the ground is related to the cosmic ray
energy via a power law:
Nµ(E,A) ≃ a(θ)C(A)E1/γ , (5.4.2)
whereas a(θ) describes the muon attenuation in the atmosphere and C(A) is a factor that depends on the
atomic mass A and γ is a constant (compare Eq. (3.2.21)).
Eq. (5.4.1) and Eq. (5.4.2) are approximations, which need to be confirmed over the energy range ob-
served at the Pierre Auger Observatory of 1018 eV to 1020 eV with full air shower simulations. This will
be done in the following with the help of the air shower library from the previous section. Similar analy-
ses have been done before [11, 13, 55], based on simulations with the air shower program AIRES and the
hadronic interaction model SIBYLL. They are confirmed in this study on the basis of another simulation
program and other hadronic interaction models.
In a second step, a full parameterization of the muon density nµ on the ground will derived from the air
shower library on the basis of Eq. (5.4.1) and Eq. (5.4.2). The parameterization of nµ will be an important
input for the event reconstruction in Chapter 6.
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5.4.1 Number of muons on the ground
The total number of muons Nµ on the ground is regarded first. Integrating Eq. (5.4.1) over the ground
surface and inserting Eq. (5.4.2) yields
Nµ(E,A, θ) ≃ a(θ)N0µ(E,A) ≃ a(θ)C(A)E1/γ . (5.4.3)
The factorization in Eq. (5.4.1) and the validity of Eq. (5.4.2) are confirmed by fitting Eq. (5.4.3) to simu-
lated showers. An analysis of the bias of the fit shows the quality of the approximations. The fits are done
separately for the hadronic interaction models QGSJet-II and EPOS.
In order to perform the fit, functional forms for C(A) and a(θ) need to be found. As the air shower
library only contains two types of cosmic rays, protons and iron nuclei, the functional form of C(A) cannot
be derived. The fit is done separately for proton and iron showers, which reduces C(A) to a constant in
each fit. The factorization of C(A) is confirmed by showing that the independent parameterizations divided
by C(A) approximately agree for both nuclei.
The parameterization of the attenuation function a(θ) turns out to be surprisingly simple. It is fitted
very well by a power law of the distance dmax between the electromagnetic shower maximum and the
shower impact point on the ground along the shower axis, as shown in Chapter 3:
a(θ) ∝ dmax(θ)β , (5.4.4)
whereas β is a constant.
There are two points about this equation, which need some discussion. The first is, that the muon
attenuation should in general depend on the distance of the hadronic shower maximum to the impact point
on the ground, not on dmax, which is the distance of the electromagnetic shower maximum to the impact
point on the ground.
At θ > 60◦, however, the difference between the two distances is small compared to dmax, as explained
in Chapter 3. The use of dmax then is just more convenient, as it can be calculated numerically without any
simulation input. The derivation is described in Appendix A.1. The fit uses the dmax(θ) curve for a cosmic
ray energy of 1019 eV.
The second point is the functional form of a power law. Intuitively, one might expect an exponential
form
a(θ) ∝ e−dmax(θ)/(γcτ), (5.4.5)
where γ is an average Lorentz factor of the muons in the shower and cτ is their decay constant. On the
other hand, the energy distribution of muons is wide and energy loss processes also play a role. Together,
these effects apparently turn into an effective power law in the considered zenith angle range.
The number of muons Nµ on the ground is now a function of independent power laws terms. To fit the
model to the simulated data, it is convenient to rewrite Eq. (5.4.3) as
Nµ = 10
α [dmax(θ)/km]β [E/EeV]1/γ
⇔ lgNµ = α+ β lg[dmax(θ)/km] + 1
γ
lg[E/EeV],
(5.4.6)
whereas α, β, and γ are the free parameters in the fit.
The fit of Eq. (5.4.6) turns out to be non-trivial. The usual least-squares fit expects Gaussian fluctuations
around the mean, see e.g. ref. [147]. The data shows asymmetric fluctuations and therefore the least-squares
fit yields biased results. The bias refers to the mean of the distribution of the residuals (Nµ−〈Nµ〉)/〈Nµ〉,
whereas 〈Nµ〉 is calculated by the fit and Nµ the random data.
The general procedure in case of non-Gaussian fluctuations is to model the probability density function
of the fluctuations and use the likelihood method to obtain the best parameter estimates. It turns out, that
the fluctuations are not described well by standard distributions. A special distribution, which shall be
named exp-normal distribution, yields a good description, but is mathematically too complex to be of any
use. The exp-normal distribution is derived and discussed in Appendix A.2.
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Therefore, another approach is used, based on a modification of the standard least-squared method.
The unmodified least-squares method is based on the numerical minimization of the sum of the squared
residuals around a fit
χ2 =
∑
i
(
N iµ − 〈Nµ〉
σi
)2
, (5.4.7)
whereas 〈Nµ〉 is calculated with the model and σi is the expected uncertainty of data point N iµ. The
uncertainties σi are not known a priori, but it turns out that the relative fluctuations are approximately
constant, so that it is possible to use a constant σrel = σ[Nµ]/Nµ ≈ σi/N iµ in the fit. The sum of the
residuals can be rewritten as
χ2 =
∑
i
(
N iµ/〈Nµ〉 − 1
σrel
)2
(5.4.8)
To enforce unbiasedness, a penalty term is added to the sum:
χ˜2 = χ2 + λ
(∑
i
N iµ/〈Nµ〉 − 1
σrel
)2
. (5.4.9)
The new term is the squared average of the residual distribution. The penalty factor λ can be used to tune
the importance of the penalty term for the minimization. The simple choice λ = 1 is used here. The
numerical minimization of χ˜2 is done with the MINUIT package [148].
The best estimate of σrel is obtained a posteriori from the width of the distribution of the residuals
(Nµ−〈Nµ〉)/〈Nµ〉. The size of σrel does not affect the position of the minimum of χ2 and may therefore be
set to 1 in a first iteration of the fit. The first iteration is then used to derive σrel from the residual distribution.
The second iteration of the fit then uses the best estimate of σrel to obtain meaningful uncertainty estimates
for the parameters α, β, and γ.
The parameter uncertainties derived from the modified fit are nevertheless only approximate. MINUIT
calculates the parameter uncertainties based on the assumption that the squares of the residuals (Nµ −
〈Nµ〉)/〈Nµ〉 follows a χ2 distribution. The fluctuations of the residuals (Nµ − 〈Nµ〉)/〈Nµ〉 are only
approximately Gaussian and thus the sum in Eq. (5.4.8) follows only approximately the χ2 distribution.
Adding a penalty term like in Eq. (5.4.9) also biases the uncertainty estimates. The impact of the penalty
term on the uncertainties can be analyzed by varying the penalty factor λ. It turns out that the impact of the
penalty term is negligible in this case.
The fits and the analyses of the distribution of the residuals (Nµ−〈Nµ〉)/〈Nµ〉 for the different hadronic
interaction models and cosmic ray masses are shown in Fig. 5.9. The residual distribution has mean at zero
as guaranteed by the fit. The distribution is compared with a Gaussian and the exp-normal distribution.
Both models work well in case of iron showers, but proton showers have a tail towards low number of
muons and are better described by the exp-normal distribution. A possible explanation for this tail was
given in Chapter 3.
Fig. 5.10 and Fig. 5.11 show detailed analyses of the model bias and of σrel as a function the cosmic
ray energy and direction. The model bias turns out to be smaller than 2 %, which is an excellent result.
The relative size σrel of shower-to-shower fluctuations is a constant in very good approximation. The
uncertainty of σrel is calculated according to ref. [149]:
σ2[σˆ2] =
1
N
(
µ4 − N − 3
N − 1σ
4
)
, (5.4.10)
whereas N is the number and µ4 the forth central moment of the measurements.
The fits already confirmed the basic structure of Eq. (5.4.1) and Eq. (5.4.2). It is still necessary to show
that the cosmic ray mass A only scales Nµ, but leaves the other dependencies of Nµ unaffected. This is the
case, if the fit parameters β and γ are approximately independent of A. Fig. 5.12 shows the comparison.
The parameter β varies at the level of 2 %, γ at the level of 1 %. Propagated to Nµ this corresponds to a
bias of up to 10 % in the range 1018 eV < E < 1020 eV and 60◦ < θ < 88◦.
Table 5.1 summarizes the final results. The following conclusions are derived for cosmic rays in the
range 1018 eV < E < 1020 eV and 60◦ < θ < 88◦.
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Figure 5.9: Left: The points show the simulated muon number Nµ on the ground as function of dmax(θ)
for proton and iron showers, simulated with QGSJet-II and EPOS. The five different energy intervals
from Fig. 5.5 are indicated by different markers and colors. The solid lines are energy slices of the two-
dimensional model Nµ(E, θ). Right: The histograms show the distribution of the residual around the fit
shown on the left side. The normal and the exp-normal distributions are shown in comparison. The reduced
χ2 values quantify the agreement of these fluctuation models with the observed distribution.
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Figure 5.10: The plots show the bias 〈(Nµ − 〈Nµ〉)/〈Nµ〉〉 of the Nµ model as a function of the cosmic
ray energy E, the zenith angle θ, and the azimuth angle φ for all combinations of cosmic ray masses and
hadronic interaction models. The reduced χ2 values quantify the agreement with the zero expectation.
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Figure 5.11: The plots show the width σrel of the residual distribution around the Nµ model as a function
of the cosmic ray energy E, the zenith angle θ, and the azimuth angle φ for all combinations of cosmic ray
masses and hadronic interaction models. The reduced χ2 values quantify the agreement with a constant.
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Figure 5.12: The plots show the variation of the parameters β (left) and γ (right) from Eq. (5.4.6) with the
cosmic ray mass and the hadronic interaction model. The horizontal lines show the average values of β
and γ for each hadronic interaction model, the gray bands estimate the systematic uncertainties.
Table 5.1: The table shows the fitted parameters α, β, and γ of Eq. (5.4.6). The ratioNµ/nrefµ shows the total
number of muons on the ground relative to proton showers simulated with QGSJet-II. The ratio depends
weakly on the zenith angle θ and the cosmic ray energy E. The given value is derived at E = 1019 eV
and θ = 70◦, the systematic uncertainty due to this dependency in the range 1018 eV < E < 1020 eV and
60◦ < θ < 88◦ is shown in braces. The last column shows the relative shower-to-shower fluctuation σrel
of the total number of muons Nµ on the ground. The systematic uncertainty shown in braces is estimated
from Fig. 5.11.
Hadronic model QGSJet-II EPOS
Cosmic ray proton iron proton iron
α 7.300± 0.003 7.403± 0.002 7.468± 0.006 7.546± 0.003
β −0.820± 0.002 −0.795± 0.001 −0.854± 0.003 −0.823± 0.002
γ 1.070± 0.001 1.093± 0.001 1.084± 0.002 1.077± 0.001
Nµ/N
ref
µ 1.000± 0.010 1.314± 0.007 1.281± 0.018 1.718± 0.008
(− 0.082 + 0.120) (− 0.103 + 0.069) (− 0.034 + 0.030)
σ[Nµ]/Nµ 0.135± 0.002 0.034± 0.001 0.214± 0.003 0.038± 0.001
(± 0.020) (± 0.005) (± 0.020) (± 0.005)
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• Eq. (5.4.1) and Eq. (5.4.2) are valid at the level of 10 %. This is sufficiently small to model the
total number of muons Nµ on the ground with these approximations in the event reconstruction
of Chapter 6. The θ-dependency of Nµ has the largest systematic uncertainty and may impose a
systematic bias in the reconstruction of the energy E of air showers from SD data. It will be shown
in Chapter 6 with an analysis of real events that there is no significant bias introduced by the θ-
dependency of Nµ.
• The relative size σrel of the shower-to-shower fluctuations of Nµ is constant for cosmic rays with a
given mass A in very good approximation. The relative fluctuation σrel is sensitive to the cosmic ray
mass A and sensitive to hadronic interaction models if A is small.
The predicted shower-to-shower fluctuations ofNµ for proton showers range between 14% and 21%.
The fluctuations depend mostly on the first hadronic interactions of the cosmic ray in the atmosphere,
as discussed in Chapter 3. The hadronic interaction models are extrapolated to their extreme in these
interactions, which may explain the large systematic variation in σrel.
The shower-to-shower fluctuations of iron showers do not show this sensitivity. The details of the
first hadronic interactions average out to some degree in the interactions of many nucleons.
• The absolute scale of Nµ is sensitive to the cosmic ray mass A and the hadronic interaction models.
The disagreement between the models of about 35 % is of the same magnitude as the difference
between proton and iron showers. Other comparisons find differences up to 50 % [11, 13, 131].
5.4.2 Universality of the normalized muon density profile
The first part of Eq. (5.4.1) is already confirmed. The next step is to show, that pµ is approximately inde-
pendent of the cosmic ray energy E and mass A. This feature is often called universality in the context of
extensive air showers.
In order to show the universality, simulated showers in a small (E, θ, φ) region are averaged, which
yields an average profile pµ and a variance. The profiles of showers arriving from the east and west can be
merged, since they show a basic mirror symmetry. This yields a statistic of ten showers per zenith angle
and energy interval.
Fig. 5.13 shows the variation of pµ with the cosmic ray energy E for proton showers. Within a radius of
4 km, variations up to 10 % are found between 1018 eV and 1020 eV. The observed variation of pµ within
a single energy interval seems to be dominated by shower-to-shower fluctuations.
Fig. 5.14 shows the variation of pµ with the atomic mass A. It was argued in Chapter 3, that an insen-
sitivity of a shower observable to the cosmic ray energy E is connected with an insensitivity to the cosmic
ray mass A. The principle is confirmed here. The variation of the normalized profile pµ with the atomic
mass A is again at the level of 10 %.
The universality of pµ can be confirmed at a level of 10 %. This is the same level of systematic
uncertainty as in the first part of Eq. (5.4.1). The impact of the approximations in Eq. (5.4.1) on the event
reconstruction will be derived in Chapter 6 and turn out to be smaller than 10 %.
It is possible to conclude from the universality of pµ that the lateral profile of the muon energy Eµ is
also universal to a similar degree. This is because there is a strong correlation between the radial distance
rµ of a muon from the shower axis and the energy Eµ of the muon, as discussed in Chapter 3. This will be
used in the next step.
The results confirm an earlier analysis, performed with another air shower simulation program and
other hadronic interaction models [13].
5.4.3 Parameterisation of the muon density profile
The total number of muons Nµ was already parameterized at the beginning of this section. The normalized
lateral profile of the muon density pµ is parameterized in the following to obtain a full model of the muon
density nµ on the ground with Eq. (5.4.1).
The parameterization [14, 54] used in this study is entirely phenomenological. The approach differs
from the one presented in ref. [11, 55]. In the other approach, a model of pµ is derived by applying an
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Figure 5.13: The plots show the variation of the normalized lateral density profile of muons pµ on the
ground as a function of the cosmic ray energy E in proton showers. The plots in the top row show simu-
lations done with QGSJet-II, the bottom row those with EPOS. The left and right sides show the result at
different zenith angles. The profiles are obtained from showers arriving from the eastern and western direc-
tion, so that the geomagnetic field effect is at its maximum. The colored bands show the shower-to-shower
fluctuation. The graph at r < 0 (r > 0) shows the variation parallel (perpendicular) to the geomagnetic
field component BT , which is oriented perpendicular to the shower axis. All profiles are normalized to
one at r = 1000 m.
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Figure 5.14: A similar analysis is shown as in Fig. 5.13, but this time the cosmic ray energy E is kept at
1019 eV and the cosmic ray mass A is varied.
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Figure 5.15: The plots show the normalized muon density (left) and the average muon energy (right) as
a function of the square root of the radial distance r to the shower axis for two example proton showers
simulated with QGSJet-II from Table B.1.
analytical model of the geomagnetic deflection to averaged simulated lateral profiles without geomagnetic
deflections. The result is tabulated and interpolated to obtain a continuous model.
The approach presented here is not based on an analytical model of pµ. Instead, it is general parame-
terization of the simulation output that relies only on very general properties of the lateral profile, mainly
that pµ is a smooth function with a negligible small scale structure. The parameters are derived from a fit
which makes no special restrictions to the distribution of the shower parameters (E, θ, φ) as long as they
sufficiently cover the range of interest. Thus, the parameterization may be applied to any kind of general
purpose air shower library.
The parameterization of pµ is done in two steps. In the first step, a parameterization based on a poly-
nomial expansion in
√
r and a Fourier expansion in ψ is fitted to lg pµ-profile of each individual shower,
whereas (r, ψ) are the polar coordinates in the lateral coordinate system. It turns out, that
√
r is an ideal
variable for the expansion, since the approximation lg pµ ≃ α
√
r + const. is already very good, as shown
in Fig. 5.15. The first step leads to a set of k parameters {ck} for every shower.
These parameters {ck} obtained from each shower turn out to be smooth functions of the direction of
the shower ck = ck(θ, φ). Thus, in the second step, a parameterization based on a polynomial expansion
in dmax(θ) and a Fourier expansion in φ is fitted to every parameter ck, which leads to l coefficients. It will
turn out, that the distance dmax between the shower maximum and the impact point of the shower on the
ground is an ideal variable for this kind of expansion.
The final result is a k × l matrix of coefficients, which gives an average continuous description of
pµ(r, ψ; θ, φ). The full procedure will be discussed in the following.
With only slight modifications, this procedure can also be used to obtain a parameterization of the
average muon energy Eµ(r, ψ; θ, φ). The lateral profile of the muon energy Eµ is interesting, because
the signal Sµ generated by a muon in a Water Cherenkov-detector has a weak energy dependency. This
dependency is neglected in this study, but may be included in a future update. The discussion of the
parameterization will focus on a obtaining a high-quality model of pµ. The parameterization of Eµ is
discussed alongside to illustrate how the procedure can be generalized.
First step: Local parameterization
The first step describes the parameterization on the level of a single simulated air shower. The simulation
provides weighted particles in the ground plane. Each weighted muon carries a position and momentum
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vector among other things. The algorithm is applied to each shower in the set.
The ground position of the muons are projected into the shower front plane. This plane is divided in
30 cells in ψ, and 30 cells in
√
r, ranging from 0 to
√
4000 m. The normalized density in each cell (i, j) is
calculated by adding the muon weight and dividing the sum by the corresponding ground area
Acell,ij =
1
2 cos θ
(ψi+1 − ψi) (√rj+14 −√rj4), (5.4.11)
and the total number of muons on the ground Nµ.
The logarithm of the raw data can now be parameterized with the following expansion in
√
r and ψ:
lg pµ =
3∑
k=0
rˆk ×
( 3∑
j=0
cgkj cos(jψ) +
3∑
j=1
cukj sin(jψ)
)
(5.4.12)
with rˆ = 2
√
r/4000 m− 1.
The use of the reduced variable rˆ optimizes the accuracy of the numerical computation of the fit, which is
done with the linear least-squares method1, see e.g. [147]. The fit leads to 28 parameters per shower.
The use of the linear least-squares method is a key ingredient of the approach, since so many parameters
need to be estimated from the data unambiguously and automatically for each shower. It shall be noted,
that fitting the logarithm of a random variable instead of the variable itself introduces a bias to the fitted
parameters, in analogy to the discussion in Section 5.4.1. The bias will be analyzed after the fit and
eventually corrected.
The early-late asymmetry described in Chapter 3 is contained within the dipole (j = 1) terms of
the Fourier expansion, the geomagnetic deflections in the quadrupole terms (j = 2). Both asymmetries
contribute to the octopole terms (j = 3).
The choice of the upper limits kmax = 3 and jmax = 3 of the expansions are based on the accuracy of
the raw simulated data. Lower orders of the expansions do not reproduce the structure of the lateral profile
with sufficient accuracy, but higher orders which correspond to short scale structures start to be dominated
by statistical and artificial fluctuations of the raw data.
To obtain a parameterization of the profile of the muon energy, the same procedure is followed, but
starting from a grid of average muon energies in the shower front plane. The muon energy in each cell of
the grid is calculated from its content under regard of the particle weights. The logarithms of the energies
are then fitted with the same parameterization.
Second step: Global parameterization
Each parameter cg,ukj of the first step is now regarded as a function of (θ, φ). Again, it is assumed that this
dependency is slowly varying. The parameterization in φ is done again with the first terms of a Fourier
expansion. The parameterization in θ is a polynomial expansion in dmax(θ), the distance between the
shower maximum and the shower impact point on the ground along the shower axis.
The distance dmax is roughly the scale on which the geomagnetic deformations, the divergence and
attenuation in the shower grow, as discussed in Chapter 3. It is therefore the ideal variable for an expansion
of pµ.
cgkj =
5∑
m=0
dˆ(θ)m
( 5∑
ℓ=0
c˜ggkjmℓ cos(ℓφ) +
6∑
ℓ=1
c˜gukjmℓ sin(ℓφ)
)
cukj =
5∑
m=0
dˆ(θ)m
( 5∑
ℓ=0
c˜ugkjmℓ cos(ℓφ) +
6∑
ℓ=1
c˜uukjmℓ sin(ℓφ)
) (5.4.13)
with dˆ = 2[dmax(θ)− dmax(60◦)]/[dmax(90◦)− dmax(60◦)]− 1,
1Numerically more efficient and more accurate methods exist to fit parameterizations, which consist entirely of orthogonal func-
tions. However, it turns out that the chosen form is fitted very well with standard methods, and further optimization is not needed.
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Figure 5.16: The plots show example profiles of the normalized muon density, obtained from simulated
proton showers around 1019 eV. The left side shows the raw profile from the simulation, while the right
side shows the final parameterization. The geomagnetic field effect is at its maximum in both examples.
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Figure 5.17: The plots show example profiles of the average muon energy, obtained from simulated proton
showers around 1019eV. The left side shows the raw profile from the simulation, while the right side shows
the final parameterization. The geomagnetic field effect is at its maximum in both examples.
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whereas dˆ is the reduced variable. The fit is again done with a linear least-squares method, for the same
reasons as in the first step.
The second parameterization of the lateral profile of the muon energy is done in the same way, but the
reduced variable dˆ is exchanged with
θˆ = 2(θ − 60◦)/(90◦ − 60◦)− 1. (5.4.14)
It turns out empirically that the parameterization of the energy profile works better in this variable.
The two sets of 28× 66 = 1848 coefficients
c˜ggkjmℓ, c˜
gu
kjmℓ, c˜
ug
kjmℓ, c˜
uu
kjmℓ
are the final result of the parameterizations. They provide a full description of the normalized lateral profile
of the muon density pµ, and the muon energy Eµ.
Some example profiles are shown in Fig. 5.16 and Fig. 5.17. The pµ profile examples show the dipole
from the early-late asymmetries with a maximum at about ψ ≈ −20◦ well in the example at θ ≈ 60◦,
while the quadrupole from the geomagnetic deflections has a clear signature in the example at θ ≈ 82◦.
The dipole from the early-late asymmetries is much weaker in the Eµ profile, but it can be also spotted
there: The Eµ profile has a minimum where the pµ profile shows a maximum, as some low energy muons
decay before reaching the ground in the late part of the shower, which in turn slightly increases the average
muon energy in the late part.
The parameterization of pµ is more precise than the parameterization of Eµ. Both are affected to some
degree by large artificial fluctuations in the simulated profiles at small radial distances r < 250 m. These
fluctuations are a consequence of the radial thinning near the shower axis, which was turned on in the first
production run. While the fit of the pµ-parameterization is quite robust against these fluctuations, but they
distort the Eµ-parameterization, as can be seen in Fig. 5.17 for the shower near 60◦. The radial thinning
should be avoided in very inclined air showers.
Bias and distortion
The parameterization procedure is applied to proton showers simulated with QGSJet-II in the range 60◦ <
θ88◦. The result needs to be quantitatively checked against the input for possible biases, since the fit itself
is not unbiased. This is done by analyzing the distribution of the residuals (pµ − 〈pµ〉)/〈pµ〉 of the data
pµ around the parameterization 〈pµ〉. The average of this distribution estimates the bias, the width of the
distribution the precision of the parameterization.
Getting a meaningful residual distribution is not trivial. The simulated profiles have shower-to-shower,
statistical, and artificial fluctuations, which should to be separated from the distortion introduced through
the parameterization. Shower-to-shower fluctuations are correlated variations over the full shower, statisti-
cal and artificial fluctuations are uncorrelated fluctuations from the counting of particles in a certain region.
The artificial fluctuations are a consequence of the shower thinning during the simulation.
Multiple showers with a varying cosmic ray energy E, zenith angle θ and azimuth angle φ shall not av-
eraged for the residual analysis. In this case, it is only the possible to reduce the statistical and artificial fluc-
tuations in every individual lateral profiles. The width of the distribution of the residuals (pµ−〈pµ〉)/〈pµ〉
will include the shower-to-shower fluctuations and the effect of the parameterization. If the combined re-
sult is not much larger than the observed shower-to-shower fluctuations of the normalized profile pµ in
Fig. 5.13, the parameterization is acceptable.
The following algorithm is used to reduce the statistical and artificial fluctuations in the simulated
pµ-profiles.
(1) Parts of the first step of the parameterization are repeated. The particles in the shower front plane
are sorted into 30 cells in ψ and 30 cells in
√
r, ranging from 0 to
√
4000 m, and the pµ-profile is
calculated. Instead of a fit, a second grid of the same form is filled with the prediction from the
parameterization (it is evaluated at the bin centers).
(2) Pairs of adjacent cells in ψ are averaged once, reducing the number of cells in ψ to 15. Then, for
each direction in ψ, adjacent cells in √r are merged and the contents averaged, until the merged cell
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Figure 5.18: The left plot shows the residual distribution of the normalized lateral profile of the muon
density pµ from proton showers simulated with QGSJet-II around the parameterization. The right plot
shows the same for the lateral profile of the muon energy Eµ, respectively. The parameterization of the
latter was multiplied with the factor 1.08 to compensate its bias. Residuals from cells closer than 150 m to
the shower axis are dominated by large artificial fluctuations and are thus excluded from the analysis.
contains more than 400 weighted particles. This is done starting from r = 0 and working outwards.
After this procedure, most remaining cells contain around 400 weighted particles, except for a few
left-over cells at large r, which could not grow enough. The latter are not used for the comparison
between the simulated showers and the parameterization.
(3) The second grid that holds the parameterization is merged in the exact same way as the first one, so
that the grids have pairs of cells of equal extensions. Finally, the residual is calculated for each pair
of corresponding cells, and saved together the radius r at the center of the cell.
The algorithm assures that the statistical and artificial fluctuations are reduced to a level of about 5 %. The
application to the profile of the muon energy Eµ is analogue.
Fig. 5.18 shows the results of this analysis, after its application to the full input set of proton showers
simulated with QGSJet-II. The residuals obtained from cells closer and farther than 150m from the shower
axis are separated. Only the latter are meaningful, since the former are dominated by the large artificial
fluctuations through the radial thinning in most showers of the input set.
The analysis shows, that the parameterization of pµ shows a negligible bias smaller than 1%, which is an
excellent result. The parameterization of Eµ on the hand is biased: the average of the residual distribution
is off by about 8 %, if the parameterization is not modified. Fig. 5.18 shows the residual distribution with
respect to the scaled parameterization of Eµ, where the energies are multiplied by a factor of 1.08 to
compensate the overall bias.
The residual distributions are not a Gaussian. Most residuals show a small variance, but there are also
rare large deviations. The width of the distribution is estimated by he square root of the variance. In case
of the pµ-parameterization, one obtains a width of 8 %, which is at the level of universality of pµ. This is
an optimal result and shows that the parameterization approach introduces only negligible distortions.
In case of theEµ-profile, the square root of the variance is 14%. This is not optimal, but still satisfactory
for a side product.
5.4.4 Comparison with another model
The model of the lateral profile of the muon density nµ developed in this work is based on a phenomeno-
logical parameterization of fully simulated profiles. This model, called model B, shall be compared with a
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semi-analytical approach [10, 13, 55] from the literature, called model A.
Model A is based partially on air shower simulations and partially on an analytical model of the lateral
muon profile. The analytical approach allows to understand the structure of the geomagnetic deformations
of the profile and a part of the derivation of model A is repeated in Chapter 3. Model A reproduces most
of the structure found in full air shower simulations remarkably well.
On the other hand, model A does not include some effects in its analytic approach that are present in
the full simulation:
• The early-late asymmetries in the profile of the muon density are neglected.
• The muons are formed in two body decays of mesons. The distance of the mesons to the shower axis
of some 100 m is neglected, instead the muons are assumed to originate from a point on the shower
axis.
• The decay angle between the direction of the parent meson and the generated muon is neglected.
These effects were already discussed in Chapter 3. Model B automatically includes these effects and
reproduces the full simulation to a level of 10 %. Model A does not achieves this level of agreement with
the simulation input everywhere [10], because of these neglected effects.
Model A also uses another simulation setup than model B. Model A is based on the AIRES air shower
program. QGSJet01 is used for hadronic interactions at high energy and the enhanced splitting algorithm
of AIRES for low energies, which is tuned to GHEISHA. The simulation setups of model A and B are not
too far from the two configurations A and B in the comparison in Section 5.3.2 and similar differences in
the profiles of the muon density nµ can be expected.
Fig. 5.19 to Fig. 5.22 compare the two models. The global offset in the produced number of muons
between QGSJet01 and QGSJet-II is of no interest for comparison and compensated by scaling model A
down by a factor of 0.9. The profiles in a) and b) show the expected number of muons in a station of the
surface detector as predicted by the models in the lateral coordinate system. The solid, dashed, and dotted
contour lines represent density contours representing 100, 10, and 1 muon per surface station. Model A
has a left-right symmetry in contrast to model B, because the early-late asymmetries are not included.
Shown in c) is the relative difference of the model predictions, in d) this difference is compared with
the Poisson uncertainty expected for the average model. The difference in units of the expected Poisson
uncertainty allows to estimate the severity of the difference in a fit of the profile to experimental data. For
example, a relative difference of a factor of two is very significant if the average number of muons per
station is 100, but not if the average number of muons is 0.1. Relative differences close to the shower axis
are more emphasized in d) than in c), because of the small statistical uncertainties in this region.
Overall, differences up to +50% and down to more than−100% are observed. In terms of the Poisson
statistic, the differences are larger than±1σ in some places. Model A shows a steeper decline at a function
of the radial distance from the shower axis than model B, which is caused by the different low energy
hadronic interaction models used for the simulation inputs of both models. Model B has a dipole which
is missing in model A and caused by the early-late asymmetries. Slight differences in the quadrupole
structure of model A and B are visible at 84◦ and probably due to neglected effects in the modeling of the
geomagnetic deflections in model A.
In conclusion, the differences of up to 100% between model A and B are significant and will affect the
event reconstruction of very inclined air showers in Chapter 6. The differences between model A and B are
much larger than the differences between model B and the its simulation input. The differences caused by
the different approaches used to derive model A and B seem comparable to those caused by the differences
in the simulation input.
A direct comparison of the models gives a first impression of the magnitude of the differences, but most
meaningful is a comparison of the performance of both models in the reconstruction of simulated and real
events. This comparison is done in Chapter 6.
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Figure 5.19: The profiles show the muon density predicted a) by model A [10, 13, 55] and b) by model B
(this work) at 1019 eV, θ = 60◦, and φ = 0◦. The profiles in c) and d) show the relative difference (see
text). Model B is scaled down by a factor of 0.9.
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Figure 5.20: The profiles show the muon density predicted a) by model A [10, 13, 55] and b) by model B
(this work) at 1019 eV, θ = 60◦, and φ = 90◦. The profiles in c) and d) show the relative difference (see
text). Model B is scaled down by a factor of 0.9.
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Figure 5.21: The profiles show the muon density predicted a) by model A [10, 13, 55] and b) by model B
(this work) at 1019 eV, θ = 84◦, and φ = 0◦. The profiles in c) and d) show the relative difference (see
text). Model B is scaled down by a factor of 0.9.
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Figure 5.22: The profiles show the muon density predicted a) by model A [10, 13, 55] and b) by model B
(this work) at 1019 eV, θ = 84◦, and φ = 90◦. The profiles in c) and d) show the relative difference (see
text). Model B is scaled down by a factor of 0.9.
80
CHAPTER 5. AIR SHOWER AND EVENT SIMULATION
5.5 Surface detector response to very inclined air showers
The surface detector samples the front of an air shower at several points on the ground. The SD signals
in very inclined air shower are dominated by the contribution of muons. Therefore, the SD basically
measures the lateral profile of the muon density Nµ on several spots on the ground. With the model of the
muon density nµ on the ground from the previous section, it is possible to reconstruct the total number of
muons Nµ on the ground from these measurements. The total number of muons Nµ is used as an estimator
of the cosmic ray energy E in Chapter 6.
In order to reconstruct the total number of muons Nµ on the ground with this approach, it is necessary
to understand and model the SD signal response to the particle mix in the front of a very inclined air shower.
The model has to relate the measured signal S in a station with the number of muon hits k and regard the
residual contributions of electrons and photons to the signal. The basic advantage in the reconstruction of
very inclined air showers is the fact that the contributions from electromagnetic particles are small and can
be treated approximately, while the main contribution to the measured signals stems from the muons. The
signal response of the Auger Water-Cherenkov detectors to muons can be modeled very well.
In the following, a signal response model is derived from the library of simulated SD events which was
presented earlier in this chapter. The derivation of the model follows the work of ref. [11,13,15–17] closely.
A slight modification of the standard ansatz will improve the accuracy of the model in its application to the
reconstruction of events in Chapter 6.
5.5.1 Properties of the Auger Water-Cherenkov detector
The signal response of a Water-Cherenkov detector to a fast charged particle is a function of the track length
l that the particle travels in the water volume with a velocity larger than the speed of light in water. The
track lengths l and therefore the generated signal varies from particle to particle, partly due to the geometry
of the detection volume and partly due to the de-acceleration of particles in water.
The signals generated by two or more simultaneous particles in the detector add up. Cherenkov photons
from different particles have a random phase relation and show no interference. The SD stations of the
Pierre Auger Observatory have a linear response to Cherenkov light over a large dynamic range.
The signals generated in the surface detector by very inclined air showers are dominated by the contri-
butions of muons, but also the response to electrons and photons needs to be regarded. The contribution of
hadrons can be neglected [57].
• Muons. The muons arrive in parallel over the extension of a station. The average muon signal is
proportional to the geometrical track length lµ of the muon in the detector in very good approxima-
tion. Muons in the energy range 1.5 GeV . Eµ . 500 GeV [16] fully penetrate the SD station and
maintain 100 % production efficiency for Cherenkov light, but do not generate secondary particles
via bremsstrahlung or direct e+e− pair production in the water. The average muon energy on the
ground in very inclined air showers ranges between 1 GeV and 100 GeV, depending on the zenith
angle θ of the shower.
• Electrons. The average energy of electrons on the ground is at least by two orders of magnitude
smaller than the muon energy. The production threshold for Cherenkov light is 0.8 MeV. The
ionization energy loss in the water of about 2 MeVcm−1 stops electrons up to an energy of about
0.1 GeV. Cherenkov light is generated with 100 % efficiency over the full track in good approx-
imation. Therefore, electrons up to about 0.1 GeV generate a signal proportional to their energy
in good approximation. Electrons with energies larger than the critical energy in water of about
0.08GeV [23] produce small sub-showers in the water and the relation between electron energy and
signal becomes more complex, but in first approximation it is still a proportionality.
• Photons. A photons needs to be converted into an electron/positron pair to generate any Cherenkov
light. The radiation length in water is 0.36 m [23] and a conversion therefore likely. The Cherenkov
production threshold for photons is about 1.3MeV [16], which is equal to the sum of the rest masses
of two electrons and the kinetic energy for at least one electron to be above the Cherenkov threshold.
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Figure 5.23: The left plot shows the frequency of masked PMTs in real events. A masked PMT is a faulty
PMT. Its signal is not used for the station level triggers or in the event reconstruction.
The signal response of the Auger Water-Cherenkov is independent of the azimuth angle φ of the incident
particle in good approximation. The station design assures, that most Cherenkov photons suffer several
reflections before hitting a PMT, so that the information about the initial direction of the photons is lost.
This randomization is very efficient if the particles have a moderate inclination.
In very inclined air showers, a particle generated Cherenkov cone can touch a PMT directly, which
amplifies the measured signal and introduces a dependency on the azimuth φ of the particle on the level of
a single PMT in the station. A φ-variation α ≈ 15 % in the average signal response to muons is observed
in simulations [15]. The total signal response of a station is the average of the its three individual PMTs.
The φ-variation on the PMT level is well described by a cosine law, which cancels in the calculation of the
average
Sµ ≡ 1
3
(
Sµ,PMT-1 + Sµ,PMT-2 + Sµ,PMT-3
)
=
1
3
(
(1 + α cos(φµ))Sµ + (1 + α cos(φµ + 120
◦))Sµ + (1 + α cos(φµ + 240◦))Sµ
)
= Sµ
If one of three PMTs is not operational, the φ-variation of the signal response is still smaller than 5 %.
Fig. 5.23 shows that most stations have all three PMTs in operation.
5.5.2 Modeling the signal response
The signal generated by the front of a very inclined air shower in an SD station now is modeled quanti-
tatively, based on the previous discussion of the properties of the Auger Water-Cherenkov detector. The
event reconstruction in Chapter 6 needs the full probability density function (p.d.f.) of the signal response
to k muons.
In general, the signal S in an SD station is the sum of a muon contribution Sµ and two kinds of
contributions from electromagnetic particles
S = Sµ + Sem + Sem-π0 , (5.5.1)
whereas Sem is the contribution from electromagnetic particles generated in earlier muon decays and Sem-π0
the contribution from electromagnetic particles which originate from the hadronic cascade.
The muon-generated electromagnetic particles make the first contribution. They are called halo parti-
cles and were already discussed in Chapter 3. The energy spectrum of the halo particles and their density
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relative to the muons are almost constant. Therefore, there is an almost fixed relation between the average
muon signal 〈Sµ〉 and the average halo signal 〈Sem〉
〈Sem〉
〈Sµ〉 ≈ 0.2 (5.5.2)
On average, the halo particles form a constant signal background for the muons.
While the initial energy of a halo particle is of the order of the energy of its parent, its energy is
lost quickly in a small electromagnetic sub-shower. Therefore, the average energy of the halo particles is
orders of magnitude lower than the average muon energy. The number of halo electrons is comparable to
the number of muons. The number of photons above one MeV is even an order of magnitude larger. The
signal ratio 〈Sem〉/〈Sµ〉 is still small, because the muons with their larger energy generate Cherenkov light
over their full geometrical track length in the detector volume, while the less energetic halo particles have
shorter tracks.
The remaining electromagnetic particles from the hadronic cascade are not closely related to the muon
density. Ideally, their contribution Sem-π0 to the total signal S is zero, which is the case at zenith angles
θ & 65◦. At 60◦ < θ < 65◦, the contribution is already small. The signal response model is based on the
requirement, that Sem-π0 makes only a small contribution to the signal so that it is not necessary to treat this
contribution in detail.
The signal components are random variables. Each has a corresponding p.d.f., which can be parame-
terized in general as
fµ(Sµ|θµ, φµ, Eµ, k) (5.5.3)
fem(Sem|Eµ, θµ, nµ) (5.5.4)
fem-π0(Sem-π0 |r, ψ, θ, φ,E,A), (5.5.5)
whereas θµ, φµ, Eµ are the average direction and energy of the k muons hitting the station; (r, ψ) is the
position of the station relative to the shower axis in the lateral coordinate system; (θ, φ), E, A are the
direction, energy and mass of the cosmic ray.
Only Sµ depends directly on the number of muon hits k. The electromagnetic signal Sem is tightly
correlated to k, but actually a function of nµ. Both Sµ and Sem are completely determined by the properties
of the muon front close to the ground, but the dependency of Sem-π0 needs to be traced back to the primary
properties of the cosmic ray.
The general p.d.f. of the total signal response to k muons is the convolution of these p.d.f.s:
f(S) = f(S|θµ, φµ, Eµ, k; r, ψ, θ, φ,E,A)
=
∫ ∞
0
dS˜em
∫ ∞
0
dSem-π0 fµ(S − S˜em) fem(S˜em − Sem-π0) fem-π0(Sem-π0) (5.5.6)
Modeling the complete p.d.f. is a complex task and has so far not been done. Instead, several approxima-
tions are used to reduce the general model to practical proportions.
The p.d.f. fµ of the muon signal is reduced to a function of θµ and the number of muons hits k.
The dependency on φµ cancels in very good approximation and the dependency on Eµ is very weak, as
discussed earlier. A study of simulated SD events finds a Eµ-dependency of the muon signal Sµ at the level
of about 5 % [150] in zenith angle range 60◦ < θ < 80◦, which is neglected in this study.
The remaining p.d.f. fµ(Sµ|θµ, k) of k muon hits follows from the p.d.f. g(Sµ|θµ) ≡ f(Sµ|θµ, 1) of a
single muon hit via auto-convolution:
Skµ = S
1
µ,1 + S
1
µ,2 + · · ·+ S1µ,k−1 + S1µ,k
⇒ fµ(Sµ|θµ, k) =
∫
dsk−1
∫
dsk−2 · · ·
∫
ds2
∫
ds1×
g(Sµ − sk−1|θµ) g(sk−1 − sk−2|θµ) · · · g(s2 − s1|θµ) g(s1|θµ). (5.5.7)
Thus, it is sufficient to model g(Sµ|θµ).
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The approximations towards fem and fπ0-em are radical in the standard approach. They are replaced by
delta-functions
f(S) ≃
∫ ∞
0
dS˜em
∫ ∞
0
dSem-π0 fµ(S − S˜em) δ(S˜em − Sem-π0 , 〈Sem〉) δ(Sem-π0 , 〈Sem-π0〉)
= fµ
(
S − 〈Sem + Sem-π0〉
) ≃ 1
1 + 〈ǫ〉fµ
(
S
1 + 〈ǫ〉
)
, (5.5.8)
whereas 〈ǫ〉 ≡ 〈Sem + Sem-π0〉/〈Sµ〉 is the average contribution from electromagnetic particles. The
following approximation is used:
Sµ ≈ S − 〈Sem + Sem-π0〉 ≈ S/(1 + 〈ǫ〉). (5.5.9)
The factor 1/(1 + 〈ǫ〉) needs to be introduced to preserves the normalization of f(S) after the approxima-
tion.
The correct average value of f(S) is obtained with this approach
〈S〉 =
∫ ∞
0
dS S f(S) = 1
1 + 〈ǫ〉
∫ ∞
0
dS S fµ
(
S
1 + 〈ǫ〉
)
= (1 + 〈ǫ〉)
∫ ∞
0
dS′ S′fµ(S′)
= (1 + 〈ǫ〉)〈Sµ〉 = 〈S〉, (5.5.10)
but fluctuations of f(S) will be too small. The discussion will return to this issue later.
The ansatz of using 〈ǫ〉 implies a scaling of both 〈Sem〉 and 〈Sem-π0〉 with the number of muon hits k:
〈ǫ〉 = 〈S
k
em + S
k
em-π0〉
〈Skµ〉
=
〈Skem〉
〈Skµ〉
+
〈Skem-π0〉
〈Skµ〉
=
k 〈S1em〉
k 〈S1µ〉
+
〈Skem-π0〉
k 〈S1µ〉
!
=
〈S1em〉
〈S1µ〉
+
〈S1em-π0〉
〈S1µ〉
⇒ 〈Skem-π0〉 != k 〈S1em-π0〉 (5.5.11)
This feature was already justified for 〈Sem〉, but it is not apparent for 〈Sem-π0〉. Very roughly, one may
argue that the number of muon hits k in a station is almost proportional the cosmic ray energy E, while the
same is true for 〈Sem〉:
k ∝ nµ ∝ E, 〈Sem-π0〉 ∝ E ⇒ 〈Sem-π0〉 ∝ k.
This approximation is very rough for several reasons. Neither the muon component nor the electromagnetic
component of an air shower scale exactly with E. Furthermore, the depth Xmax of the electromagnetic
shower maximum increases with lnE as shown in Chapter 3, so that the electromagnetic component is
slight less attenuated at higher energies.
The signal ratio 〈ǫ〉 is only a function of the cosmic ray energy E and mass A because of the contri-
bution of 〈Sem-π0〉. Neglecting these dependencies is part of the ansatz and only a good approximation
because 〈Sem-π0〉 has a small impact in the reconstruction of very inclined air showers. The impact of these
approximations will be evaluated later.
The remaining dependencies of the signal ratio 〈ǫ〉 can be reduced to the position (r, ψ) of the SD
station in the lateral coordinate system and the direction (θ, φ) of the shower
〈ǫ〉 ≃ 〈ǫ〉(r, ψ; θ, φ). (5.5.12)
The dependencies of 〈ǫ〉 on Eµ and θµ are implicitly regarded. Both Eµ and θµ are approximately universal
and therefore only functions of the remaining parameters (r, ψ; θ, φ).
This is the approach developed successively in ref. [11, 13, 15–17]. The approximations may seem
rough, but the reconstruction of simulated events in Chapter 6 will show, that they work out surprisingly
well in practice.
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Figure 5.24: a) The histograms compare the simulated distribution of the signal response S1/(1 + 〈ǫ〉)
to single muons with the distribution of the muon signal S1µ alone. Cuts on the zenith angle assure, that
the contribution of Sem-π0 is negligible. b) The histograms compare the simulated distribution of the signal
response S/(1+〈ǫ〉) to any number of muons with the muon signal Sµ alone. Cuts on the parameter region
assure, that the total signal S is dominated by Sµ and Sem-π0 .
Fluctuations of the electromagnetic signal components
The discussion shall now return to the neglected fluctuations in Eq. (5.5.8). Approximating fem and fπ0-em
by delta-functions neglects fluctuations of the total signal S caused by the electromagnetic signals Sem and
Sem-π0 . These are good approximations only if σ[Sµ]≫ σ[Sem] and σ[Sµ]≫ σ[Sem-π0 ].
The surface detector simulation in the Auger Offline-framework keeps separate records for FADC
counts generated by different particle species. The total signal S, as well as the components made by
electrons, muons, and photons may be analyzed separately. This is used in Fig. 5.24 to compare the dis-
tribution of the muon signal Sµ alone with the distribution of the total signal S corrected by the average
electromagnetic component (1 + 〈ǫ〉) in simulated events. Both distributions have the same mean, but the
distribution of S/(1 + 〈ǫ〉) also includes the fluctuations caused by the signal contributions from electro-
magnetic particles. Some cuts on the simulated data allow to compare two regimes. In Fig. 5.24a), Sem-π0
is negligible and the additional fluctuations are caused only by Sem. In Fig. 5.24b), the contribution from
Sem-π0 is relevant or even dominant, as will be shown later.
The analysis shows that the fluctuation of the total signal is indeed dominated by the fluctuation of the
muon signal, but it is also apparent that the other contributions are not negligible. The fluctuations of Sem
and Sem-π0 are neglected in the standard approach. It is proposed now to at approximately include these
fluctuations by re-interpreting Eq. (5.5.8) as the definition of how to construct fµ(Sµ). By defining the
muon signal as
Sµ ≡ S
1 + 〈ǫ〉 , (5.5.13)
and building fµ from the distribution of this random variable, the fluctuations of the total signal due to
the electromagnetic background are included into the p.d.f. fµ. This ansatz also has the advantage, that
a possible bias in the 〈ǫ〉-model is partly absorbed into fµ(Sµ|θµ, k), so that it effectively cancels in the
application of fµ in the reconstruction. It will be shown in Chapter 6, that this step indeed improves the
precision event reconstruction.
The technical derivation and implementation of fµ is discussed in Appendix C.
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5.5.3 Analysis of the electromagnetic signal component
A detailed analysis of the signal ratio 〈ǫ〉 ≡ 〈Sem + Sem-π0〉/〈Sµ〉 based on simulations is performed in
ref. [16], which also yields a model of 〈ǫ〉. This model is also used in this study. The predictions of
the model are compared with data obtained from the simulated SD events produced for this study in the
following.
The analysis exploits again that the simulation separates the contributions of muons, electrons, and
photons to the total signal. Lateral profiles of the average muon signal 〈Sµ〉 and the average electromagnetic
signal 〈Sem + Sem-π0〉 are generated first. Stations with a total signal S smaller than the lowest trigger
threshold ST1 = 1.75 VEM are not used in order to emulate realistic data taking conditions.
Then, the ratio 〈ǫ〉 is calculated from these lateral profiles. The uncertainty of 〈ǫ〉 is approximately
σ[ǫ] ≃ 〈Sem〉〈Sµ〉
(
σ2[Sem]
〈Sem〉2 +
σ2[Sµ]
〈Sµ〉2
)1/2
, (5.5.14)
under the restrictions σ[Sem]≪ 〈Sem〉 and σ[Sµ]≪ 〈Sµ〉. Fig. 5.25 and Fig. 5.26 show the results together
with the expectation from the 〈ǫ〉-model. In order to get a reasonable uncertainty estimate from Eq. (5.5.14)
the ratio 〈ǫ〉 is only shown in these figures where σ[Sem] < 0.5 〈Sem〉 and σ[Sµ] < 0.5 〈Sµ〉.
The signal ratio 〈ǫ〉 shows the previously discussed features. At zenith angles θ > 62◦ and radial
distances r & 1 km from the shower axis, the signal ratio 〈ǫ〉 is small and almost constant. In this range,
the signal contribution Sem-π0 of electromagnetic particles from the hadronic cascade is negligible and 〈ǫ〉
is independent of the cosmic ray energy E and mass A.
In the zenith angle range 60◦ < θ < 66◦, a signal contribution Sem-π0 is present, but it mostly affects
stations at r < 1 km. This contribution depends on the cosmic ray energy E and mass A and is not
universal, as discussed previously. Proton showers yield a ratio which is up to 0.1 〈Sµ〉 larger than iron
showers. An effect of the same order is observed as a function of the cosmic ray energy E.
Both effects are well known [151]. The present 〈ǫ〉-model neglects them and is derived from proton
showers at E = 1019 eV. The reconstructed energy ESD of showers close to θ ≈ 60◦ will be slightly
biased because of this in Chapter 6. The size of this bias is best estimated directly by applying the event
reconstruction to simulated SD events. The analysis is performed in Chapter 6 and the bias will turn out to
be acceptably small.
Another increase in 〈ǫ〉 is observed close to the shower axis very large zenith angles θ & 80◦, which is
not related to a contribution of Sem-π0 . At such large zenith angles the average muon energy on the ground
close to the shower axis becomes so high that additional electromagnetic particles are generated by muons
through bremsstrahlung and direct e+e−-production in the field of nuclei, as discussed in Chapter 3. This
Sem-contribution is still universal in good approximation.
There are unexpected features as well. The analysis shows an overall discrepancy of up to 0.2 〈Sµ〉
between the model from ref. [16] and this analysis. Generally, the model is in better agreement at a small
radial distances r . 2 km, where the discrepancy is at the level of 0.05 〈Sµ〉 to 0.1 〈Sµ〉. Far from the
shower axis, the simulated data shows a different behavior than the model. The model tends towards
〈ǫ〉 ≈ 0.2, while the analysis indicates a drift towards zero. The drift starts closer to the shower axis at
lower energies.
Most of the discrepancy between the 〈ǫ〉-model and this analysis is understood and is related to the
rejection of stations with signals below the T1 threshold ST1 = 1.75 VEM in this analysis.
Fig. 5.27 shows the effect of a signal threshold on the signal composition in a station. Without a signal
threshold, the muon component is very often zero. A lot of small signals are generated by photons, which
are numerous. This fraction is strongly suppressed, if a signal threshold is introduced.
This allows to understand the effect on the signal ratio 〈ǫ〉. The trigger effectively suppresses signals
with no muon contribution if the muon density is very low. The electromagnetic particles make smaller
signals on average than muons and are often not able to trigger the station without a simultaneous muon hit.
The opposite is not true. Even a single isolated muon is able to trigger the station under optimal conditions
at such large inclination angles.
The suppression effect vanishes, if the local muon density is large and the station is triggered in any
case. Therefore, the average signal contribution 〈Sem〉 from halo particles has a slight non-linear depen-
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Figure 5.25: The points show the simulated signal ratio 〈ǫ〉 as a function of the radial distance r to the
shower axis, the zenith angle θ, and the cosmic ray energy E and mass, as well as the hadronic interaction
model. The curve is the model prediction from ref. [16].
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Figure 5.26: The plots are a continuation of Fig. 5.26.
88
CHAPTER 5. AIR SHOWER AND EVENT SIMULATION
 / SµS
0 0.2 0.4 0.6 0.8 1
e
n
tri
es
10
210
310
410
510 S > 0 VEM
S > 1.75 VEM
S > 3.2 VEM
S > 5 VEM
Figure 5.27: The plot shows the simulated ratio Sµ/S of the muon generated signal to the total signal
in a station. Only stations with S < 10 VEM are included in the analysis to avoid signal contributions
from π0-generated electromagnetic particles. The peak at Sµ/S = 0 represents signals generated solely by
electromagnetic particles. It is actually an isolated peak and only has a finite width due to the resolution of
the histogram. The peak is suppressed, if stations with total signals below a certain threshold are rejected.
dency on k, the number of muon hits in the station. The average signal ratio 〈ǫ〉 effectively depends on the
muon density nµ at the position of the station in turn and thus on the energy E of the cosmic ray.
If stations with signals below the trigger threshold are included into the analysis, a very good agreement
with the functional form of the 〈ǫ〉-model is found. However, a small and almost constant offset remains.
The model prediction of 〈ǫ〉 stays about 0.05 〈Sµ〉 above the results of this study.
The available data is not detailed enough to derive a new 〈ǫ〉-model despite these findings. Building a
model of the signal ratio 〈ǫ〉 requires dedicated simulations. The already discussed approach to derive the
signal response model fµ absorbs most of the bias found here. A small energy dependent bias present at
all zenith angles nevertheless remains, which will be corrected empirically in Chapter 6.
5.5.4 Comparison with another model
The model derived in this study is compared with the model derived in ref. [15]. To ease the discussion,
the following naming convention is used:
• The model from ref. [15] is called model A.
• The model derived in this study is called model B.
It is sufficient to compare the signal response to single muon hits Fig. 5.28 shows the result. The
shapes of the p.d.f.s are similar. There is an almost constant shift in the average muon response 〈Sµ〉. The
predictions of model B are lower by 10 % to 20 % than those of model A.
This shift is the one generated by the bias of the 〈ǫ〉-model from ref. [16], which causes an opposite bias
in model B. The combination of model B and the 〈ǫ〉-model will nevertheless be unbiased by construction.
The signal variance σ[Sµ] in model A and B is comparable. This is a coincidence. Expected is the same
bias which is already observed in 〈Sµ〉. Model B should therefore have a smaller variance than model A.
It is still comparable, because model B includes fluctuations from the electromagnetic halo particles that
make the variance larger.
The model comparison only shows differences which are expected from the earlier analysis of the 〈ǫ〉-
model or put in by construction. To properly compare the models, their performance in the reconstruction
of simulated and real events needs to assessed. This comparison is done in Chapter 6.
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Figure 5.28: The plots compares two models of the signal response of to a single muon hit. Model A is
taken from ref. [15], model B from this study.
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Chapter 6
Reconstruction of cosmic ray properties
The Pierre Auger Observatory reconstructs the properties of cosmic rays by detecting the initiated exten-
sive air showers as shown in Fig. 6.1. In the view of the particle physicist, the atmosphere forms a hadronic
and electromagnetic calorimeter, which is instrumented and read out by the observatory.
The surface detector (SD) instruments a single slice of this calorimeter with particle detector stations, and
samples the particle flux and arrival time structure of the air shower in the slice. It is therefore not able
to measure the energy of the cosmic ray in a calorimetric way, because that would require to sample the
deposited energy in the whole volume of the “calorimeter”.
Still, the surface detector is able to get the direction of the cosmic ray from the sampled arrival times,
and an energy estimator from the sampled profile of the particle flux. This energy estimator is proportional
to the particle flux through the slice, and almost proportional to the cosmic ray energy E.
The energy estimator depends also strongly on the atomic mass A and arrival direction (θ, φ) of the
cosmic ray. It depends also weakly on the current condition of the atmosphere itself, which shows slight
seasonal and daily variations. The arrival direction (θ, φ) can be measured unambiguously and the condi-
tion of the atmosphere can be monitored, but the dependency of the energy estimator of E and A remains
entangled.
Thus, if the cosmic ray mass A is not known, the systematic uncertainty of the cosmic ray energy E
derived from the energy estimator is large. Because the theoretical knowledge about soft hadronic interac-
tions in general and at ultra-high energies in particular is limited, these systematic uncertainties are further
increased. More details about this topic can be found in Chapter 5.
The fluorescence detector (FD) of the Pierre Auger Observatory does not suffer from these limitations. In
some sense, this detector “instruments” the whole volume of the atmospheric calorimeter, and therefore is
able to measure the energy of the cosmic ray by integrating over the energy loss along the shower path.
The fluorescence detector does so by collecting fluorescence light generated by collisions of electrons
in the shower with nitrogen molecules. The collected light flux is sampled with a pixel camera with a high
time resolution. With the orientation of the pixel trace in the camera, the arrival times of the light in the
triggered pixels, and the arrival time of the shower front at a single surface tank, it is possible to get an
accurate reconstruction of the shower geometry.
The knowledge of the position and orientation of the shower axis relative to the fluorescence detector
together with the current state of the atmosphere allows to calculate the total amount of light emitted along
the shower axis from the detected light. The total amount of light along the shower axis is a calorimetric
measure of the total energy deposited by the electrons in the air shower. The conversion factor is called the
fluorescence yield and can be measured in laboratory experiments.
The fluorescence detector can only detect the fraction of the cosmic ray energy, which is converted
into electromagnetic particles and consequently deposited in the atmosphere. Fortunately, this is about
90 % at ultra-high energies, as discussed in Chapter 3. The exact fraction depends weakly on the cosmic
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Figure 6.1: The drawing summarises the basic ideas behind the cosmic ray measurement at the Pierre Auger
Observatory, and distinguishes between the so called vertical showers (0◦ < θ < 60◦) and very inclined
air showers (60◦ < θ < 90◦). Vertical showers reach the surface detector with photons, electrons (yellow
dotted cloud), and muons (green solid lines). In very inclined air showers, the electromagnetic component is
(almost) extinct at ground level, and the surface detector observes mainly a muon shower. The fluorescence
detector measures the fluorescence light (violet dashed lines) generated by the electromagnetic component
of the shower in both cases.
ray energy E, the mass A, and on the theoretical modeling of the shower. The systematic uncertainty of
the reconstructed energy due to this effect is about 4 % [47], which is even smaller than the precision of
the absolute calibration of the FD. It is therefore well justified to call the FD measurement a calorimetric
energy measurement. A downside of the fluorescence detector is that it can only operate in clear moonless
nights, which limits its duty cycle to about 13 %.
The combined use of the fluorescence and surface detector cancels their respective weaknesses. Air
showers measured in both detectors can be used to calibrate the energy estimator of the surface detector. If
the calibration is done with an unbiased sample of the mass composition of cosmic rays, the FD-calibrated
surface detector measures the cosmic ray energy with comparably small systematic uncertainties and a duty
cycle of almost 100 %. This approach is followed here.
6.1 Vertical and very inclined showers
Important features of the lateral profile of an air shower measured at the Auger South ground altitude
depend on the zenith angle, which change the signal patterns recorded in the SD. Two regimes form, which
need to be treated by different SD reconstruction methods: the so-called vertical showers in the zenith
angle range 0◦ < θ < 60◦, and very inclined air showers at 60◦ < θ < 90◦, see Fig. 6.1 and Chapter 3.
These differences are only important for the reconstruction of SD events. The reconstruction of FD events
is unaffected.
The SD reconstruction methods for both zenith angle regimes are based on different approximations to
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the lateral shower profile, and in consequence yield different energy estimators. In vertical showers, the
primary electromagnetic component of the shower is active at the ground level, and the signal measured in
the Water-Cherenkov-Detector stations is dominated by the large number of electromagnetic particles. The
typical path lengths are small enough, so that the influence of the geomagnetic field on the lateral profile
of the shower can be neglected.
The energy estimator S1000 of vertical showers is obtained by fitting a modified Nishimura-Kamata-
Greisen function [152–154] to the recorded spatial pattern of signals in the SD
S(r) = S1000(E,A, θ)
(
r
r1
)β(θ) (
r + r2
r2 + r1
)β(θ)+γ
, (6.1.1)
with r1 = 1000 m and r2 = 700 m. The radial symmetric Nishimura-Kamata-Greisen function was orig-
inally derived for pure electromagnetic cascades. The θ-dependency of β and S1000 can be parameterised
from data [155–157]. The constant γ is zero in small showers and a free parameter in events with a high
station multiplicity.
In very inclined air showers, the primary electromagnetic component is (almost) extinct, and the signal
measured in the Water-Cherenkov-Detector stations is dominated by muons. The flux of low energy elec-
tromagnetic particles into the detectors is still larger than the flux of muons, but this is overcompensated
by the better signal conversion properties of muons, as shown in Chapter 5.
The energy estimator1 Rµ of very inclined showers is obtained by fitting a reference profile of the muon
density nrefµ to the recorded spatial pattern of SD signals [10–17]
S(r, ψ) = 〈S1µ〉(θµ) (1 + 〈ǫ〉(r, ψ; θ, φ))︸ ︷︷ ︸
muon signal + em-background per muon
×Astation(θµ) Rµ(E,A) nrefµ (r, ψ; θ, φ)︸ ︷︷ ︸
no. of muons per SD station
. (6.1.2)
This approximate signal model is build from several components which were previously discussed along
with their systematic uncertainties in Chapter 5:
• 〈S1µ〉(θµ) is the average signal generated by a single, isolated muon of with the inclination θµ.
• 〈ǫ〉 = 〈Sem+Sem-π0〉/〈Sµ〉 is the average contribution of electromagnetic particles to the total signal,
which arrive together with the muon. It is a function of the direction of the air shower (θ, φ) and the
position of the station (r, ψ) in the lateral coordinate system of the shower.
• Astation is the area of a surface detector station projected onto the ground as seen by a muon with the
inclination θµ. The calculation is discussed in Appendix A.3.
• Rµ(E,A)nrefµ (r, ψ; θ, φ) is the number density of muons on the ground. The first term Rµ(E,A) =
Nµ(E,A, θ)/N
ref
µ (E,A, θ) is the ratio between the total number of muons on the ground in the event
and a reference shower. The second term is the lateral profile of the reference, which is obtained from
air shower simulations. The reference model represents an average air shower at a given fixed mass
and fixed energy. The standard choice is a 1019 eV proton shower.
The zenith angle dependencies in Nµ(E,A, θ) and N refµ (E,A, θ) cancel in good approximation, so that the
energy estimator Rµ of very inclined air showers is θ-independent.
An in-depth discussion of the reconstruction of vertical showers is given in ref. [158]. The study focuses
on the reconstruction of very inclined showers.
6.2 SD event reconstruction of very inclined showers
The current reconstruction procedure for very inclined air showers is based on a long line of achieve-
ments [10–17, 54, 159–166]. In the past, some developments were done in parallel, which formerly lead to
two separate reconstruction programs: SdHorRec [14] and efit [17, 161–165].
1The energy estimator is also called N19 in other references: Rµ ≡ N19.
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Figure 6.2: The figure illustrates, how the fluctuation of the reconstructed energy estimator RSDµ (right
graph) is composed of natural shower-to-shower fluctuations to the shower development (left graph) and
the fluctuations due to the sampling of the detector (centered graph). In this definition, Rµ is the ideal
average of the physically realised energy estimator Rsh-shµ . The latter may be measured with a perfect
detector, while the former only exists on a statistical basis. Only Rµ is directly related to the cosmic ray
energy E.
Both are very sophisticated stand alone programs, but so far they are not implemented in the official
analysis framework Offline of the Pierre Auger Collaboration. Their approaches and concepts were re-
cently merged into a new reconstruction module called SdHorizontalReconstruction [166], which is now
part of in the Offline analysis framework. Large parts of this module were contributed in the course of this
work. The source code of the module can be obtained online [167].
The new module implements two coupled fits, one to reconstruct the energy estimator Rµ and another
one to reconstructed the shower arrival direction (θ, φ). The energy estimator reconstruction is strongly
based on the structure and the established concepts of the efit program, but was rewritten from scratch
to make use of the software facilities of the Offline framework. The directional reconstruction on the
other hand was copied from the standard reconstruction module for vertical showers [158, 168, 169] and is
therefore identical in vertical and inclined showers.
The Offline framework aims to be a comprehensive modular framework which is easy to understand,
extend and modify. It is distributed with a set of standard analysis modules which can be freely combined
to execute a certain analysis task. The module concept is build on the idea, that analysis tasks like the
reconstruction of very inclined SD events can be divided into a sequence of independent steps. Each step
is realised with its own software module.
The standard modules also serve as templates, which others can improve with their own ideas and return
these improvements into the standard module. SdHorizontalReconstruction was written in this spirit in
a collaborative effort [166].
The reconstruction is discussed in detail in the following. As an introduction, a simplified recon-
struction procedure for an air shower measured with an idealised SD measurement is regarded first. The
simplified reconstruction is then expanded into a full reconstruction for real data.
Each reconstruction yields an energy estimator, among other observables. For the following discussion
in this and the next chapter, it will be sometimes necessary to explicitly distinguish between different kinds
of energy estimators:
• The ideal energy estimator Rµ ∝ E1/γ is proportional to the average number of muons generated
by a cosmic ray with the energy E. The real number of muons fluctuates from shower-to-shower, as
discussed in Chapter 3 and Chapter 5.
• The true energy estimator Rsh-shµ is proportional to the real number of muons in a shower. The true
energy estimator Rsh-shµ fluctuates from shower-to-shower with respect to Rµ. For identical cosmic
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rays that hit the atmosphere: Rµ = 〈Rsh-shµ 〉. In contrast to Rµ, Rsh-shµ could actually be measured
with a perfect detector, that counts every muon that arrives the ground. The true energy estimator
Rsh-shµ is available in simulated air showers.
• The reconstructed energy estimator RSDµ is the result of the measurement of Rsh-shµ with a non-perfect
detector. Sampling fluctuations additionally randomise RSDµ with respect to Rsh-shµ , because not every
muon is counted.
The variables are further illustrated in Fig. 6.2. The explicit variables Rsh-shµ and RSDµ will be used, where
the distinction is important. Where the distinction is not important, the energy estimator is simply called
Rµ, as before.
6.2.1 Idealised reconstruction
The surface detector consists of an array of identical Water-Cherenkov detector stations, which are excellent
muon counters. In first approximation, the SD shall be regarded as a perfect muon counter and an SD event
as a spatial configuration of muon counts. The shower direction (θ, φ) and the local muon arrival direction
(θµ,i, φµ,i) at the position of each station shall also be perfectly known.
In this case, the average number of muon counts 〈Nµ,i〉 in a station i can be calculated by multiplying
the effective area of the station Astation(θµ,i) with the muon density nµ. The effective area depends on the
muon inclination θµ,i at the position of the station and is discussed in Appendix A.3. With the factorisation
approach from Eq. (5.4.1), this can be formulated as the second part of Eq. (6.1.2):
〈Nµ,i〉(r˜i;Rµ, rc, θ, φ) = Astation(θµ,i) Rµ nrefµ
(
r˜i − rc; θ, φ
)
, (6.2.1)
whereas r˜i is the position of station i in ground plane coordinates and rc is the point where the shower axis
intersects with the ground. The latter position is also called the shower core.
Since the shower direction and the θµ,i are fixed, the equation has only three free parameters: the
energy estimator Rµ and the two coordinates of the shower core rc on the ground surface. By expanding
Eq. (6.2.1) into a statistical model of the sampled muon counts Nµ,i, the equation can be used to determine
the free parameters from the sampled muon counts.
The reference profile nrefµ is only defined in a tangential ground plane, while the SD stations have
vertical offsets with respect to this ideal plane due to Earth’s curvature and local altitude changes, as shown
in Chapter 4. The true station position ri therefore needs to be projected into the ground plane of the
model, which has the shower core point rc as its origin:
ri
proj.−−→ r˜i with (r˜i − rc)ez != 0, (6.2.2)
whereas ez is the local vertical direction at the position of the shower core.
The solution with negligible bias at all zenith angles is the projection along the average muon arrival
direction (θµ,i, φµ,i) at the position of the station. The muon arrival direction is a priori known in the
idealised case and can be modeled well in the realistic case. Different projection approaches are compared
in Appendix A.4.
A good statistical model for the muon counts is the Poisson distribution. The model holds if the muon
positions on the ground are uncorrelated over small scales. This is a good approximation, because muons
are generated far from the ground with individual random directions. When they reach the ground, their
positions are sufficiently randomised. This leads to the following likelihood function
L({Nµ,i}|Rµ, rc) =
∏
i
1
Nµ,i!
〈Nµ,i〉Nµ,i e−〈Nµ,i〉, (6.2.3)
with 〈Nµ,i〉 calculated by Eq. (6.2.1). Stations not hit by a muon are called silent stations. They have
Nµ,i = 0, but provide valid information to the likelihood function, too. The probability to get a silent
station can be calculated from the Poisson distribution and thus silent stations help to constrain the model
parameters, in particular the shower core position.
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Optimal estimates for the free parameters are obtained from a numerical minimisation of − lnL with
the MINUIT package [148]. Minimising − lnL is equivalent to maximising L, but can be better handled
numerically. The numerical minimisation needs start values, which are as close to the final solution as
possible. The barycenter rb of the muon counts yields a good initial estimate for the shower core:
rc ≈ rb =
∑
i riNµ,i/σ[Nµ,i]∑
i 1/σ[Nµ,i]
=
∑
i ri
√
Nµ,i∑
i 1/
√
Nµ,i
. (6.2.4)
An initial estimate of Rµ is obtained by fixing the shower core to the barycenter and solving
∂ lnL({Nµ,i}|Rµ, rb)
∂Rµ
!
= 0 (6.2.5)
analytically, which leads to
Rµ =
∑k
i=1 Nµ,iAstation(θµ,i)n
ref
µ (r˜i − rc; θ, φ)∑k
i=1 Astation(θµ,i)n
ref
µ (r˜i − rc; θ, φ)
(6.2.6)
with k as the total number of regarded stations, including silent stations.
Analysis of resolution and bias
In the simplified reconstruction, the resolution and bias of the reconstructed energy estimator RSDµ is only a
function of the data statistic and the nµ-model from Chapter 5. It is worthwhile to evaluate the performance
of the model by applying the simplified reconstruction to the 6480 simulated SD events from Chapter 5.
The full information of particle hits in each station is available in the simulated SD events, so that
the ideal muon count Nµ,i and the mean muon arrival direction (θµ,i, φµ,i) can be calculated for each
station. The reconstruction uses the nµ model derived from proton showers simulated with QGSJet-II. The
reconstruction efficiency over the whole library is 99.9 %.
The resolution and bias of the fit are derived by comparing reconstructed parameters with the input
values of the simulation. The reconstructed energy estimator RSDµ has to be compared with the true energy
estimator Rsh-shµ in this case, not the ideal estimator Rµ ∝ E1/γ , because only the resolution of the detector
and the reconstruction is of interest.
The true energy estimator Rsh-shµ can be calculated in simulated showers by counting the total number
of muons on the ground Nµ and dividing the number by the value obtained from the reference model N refµ
Rsh-shµ = Nµ/N
ref
µ . (6.2.7)
For the reconstructed shower core position rSDc , two kinds of residuals are regarded. The shower core
resolution is obtained from the deviation distance of the reconstructed and true shower core positions
rc = |rSDc − rc|. (6.2.8)
The core resolution σ[rc] is taken as the 68 % quantile of the distribution of rc.
The variable rc cannot be used to detect a systematic bias in the core offset. A variable better suited for
a bias analysis is the component of the core offset along a certain direction. Out of all possible directions,
the projected arrival direction of the shower is a particularly interesting, the corresponding shift
r˜c = (r
SD
c − rc) (ex cosφ+ ey sinφ), (6.2.9)
is called the early-late component of the shower core offset. It is positive (negative), if the shower core is
shifted towards the early (late) arriving part of the shower. A bias in this direction has the largest impact on
the reconstructed zenith angle θSD of the shower, as will become apparent in the full reconstruction later.
Fig. 6.3 to Fig. 6.5 show the results of the analysis. The distribution of RSDµ around the true value is a
Gaussian. This is in exact agreement with the expectation.
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Figure 6.3: The plots show example distributions of the RSDµ -residual and the shower core offset rc; as
obtained from the reconstruction of simulated ideal SD events. Only events in the energy range of 1019 eV
to 1019.1 eV are regarded. Events from proton and iron cosmic rays, simulated with QGSJet-II and EPOS,
are combined. The red curve in the left plot is a fit of a Gaussian. The red arrows in the right plot show the
68 % and 95 % quantiles.
The bias analysis of RSDµ shows a systematic uncertainty smaller than 5%, which is an excellent result.
The systematic uncertainty is small compared to the estimated systematic uncertainty of 10 % of the refer-
ence model derived in Chapter 5. Some systematics in the model apparently cancel in its application to the
reconstruction of SD events.
The resolution σ[RSDµ ]/RSDµ of the energy estimator depends strongly on the cosmic ray energy and to
a lesser degree on the zenith angle. The average resolution at 1019 eV is about 10 %.
The core resolution σ[rSDc ] shows a dramatic decreases at θ > 84◦ with a corresponding increase in
the core bias rc. The increase is expected to some degree, since the lateral profile of the muon density
becomes flatter with rising zenith angle, so that the center is less pronounced. The magnitude, however,
is surprising. Events at these large zenith angles are excluded in some resolution and bias analyses where
they would otherwise totally dominate the result, see for example the left plot in Fig. 6.5b).
Overall, the core shows a small shift of about 50m towards the early arriving shower part. This shift is
a function of the azimuth. It is larger if the deflections through the geomagnetic field are small. The shift
is small enough to be acceptable, but further improvement seems to be possible here in the future.
The average estimated resolutions of RSDµ and rSDc from the reconstruction are in good agreement with
the respective true resolutions, especially in the case of RSDµ . This indicates that the statistical model of
the measurement covers the dominating effects and that the reconstruction bias is small compared to the
reconstruction resolution.
Proton induced showers are measured with a slightly lower resolution than iron showers. The resolution
in proton showers simulated with QGSJet-II is particularly low. The effect is explained by the varying
number of muons Nµ produced in the showers at the same cosmic ray energy E, as shown in Table 5.1 in
Chapter 5. Proton showers simulated with QGSJet-II have the lowest number of muons.
The idealised reconstruction avoids some additional uncertainties, which are present in the reconstruc-
tion of realistic SD events. In this sense, the resolutions obtained here are an upper limit for the attainable
resolution in a realistic reconstruction. The steps of a realistic reconstruction are discussed in the following.
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(a) Bias of the energy estimator RSDµ
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(b) Bias of the shower core: early-late component r˜c
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Figure 6.4: The points show biases of the energy estimator RSDµ and the shower core rc as a function of
the cosmic ray energy E and direction (θ, φ). The biases are derived from the simplified reconstruction of
simulated ideal SD events. The core bias r˜c at 87◦ is outside of the scale, it is around 0.7 km. The cosmic
ray nuclei and hadronic interaction models used in the simulation are distinguished with different markers
and colors.
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(a) Resolution of the energy estimator RSDµ
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(b) Resolution of the shower core rc
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Figure 6.5: The points show the resolution of the reconstructed energy estimator RSDµ and shower core
rc as a function of the cosmic ray energy E and direction (θ, φ). The resolution is obtained from the
simplified reconstruction of simulated ideal SD events. The true core resolution σ[rSDc ] at 87◦ is poor and
outside of the scale, it is around 2.4 km. The cosmic ray nuclei and hadronic interaction models used in
the simulation are distinguished with different markers and colors. The reconstruction estimates of the
respective resolutions are shown with a solid gray line.
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6.2.2 Realistic SD reconstruction
The treatment of real SD events adds more complexity to the reconstruction. The full SD reconstruction
has to deal with signal backgrounds, an estimation of the shower direction from data, and the ambiguous
relation between signals measured in SD stations and their corresponding muon counts.
The full reconstruction procedure follows a sequence of several steps:
(1) Background rejection. Real SD events contain various background signals, which need to be sub-
tracted.
(2) Preliminary reconstruction of the shower direction. A preliminary estimate of the shower direc-
tion can be obtained by fitting a flat shower front model to the signal start times of at least three SD
stations.
(3) Reconstruction of the energy estimator and shower core. With an established shower direction,
the reconstruction of the shower core rc and the energy estimator Rµ may be started.
(4) Improved reconstruction of the shower direction. The reconstruction of the shower direction is
improved by a fit of a more realistic curved shower front model to the signal start times of at least
four stations, which depends weakly on the reconstructed shower core position. Step (3) and (4) are
iterated at least once. The iteration is stopped if the result has converged, which usually takes only
one cycle.
(5) Acceptance selection. A selection is applied to the reconstructed event to ensure minimal systematic
uncertainties in the reconstructed parameters. Essentially, the selection assures that the shower is well
contained in the SD array. The selection also assures a well defined exposure of the surface detector.
The individual steps are discussed in the next sections.
Technical details about the reconstruction in the Auger Offline-framework can be found in Appendix D.
Background rejection
The event trigger of the surface detector of the Pierre Auger Observatory is permissive. Only about 10% of
all triggered very inclined air showers are real air showers [69]. The main background is generated by the
background flux of atmospheric muons, which is constantly generated by low energy cosmic rays. Another
source of background are lightning strikes in the SD array.
The latter are a rare but spectacular background. Lightning generates an electromagnetic pulse, which
causes oscillating signals in the SD stations. The pulse probably enters the station DAQ via the grounding
of the electronics. Signals generated in this way can fulfill the SD trigger condition and produce events with
strange shapes. An example as shown in Fig. 6.6. The oscillations in the signal trace are used to rejected
lightning events. If a single station in an event shows these oscillations, the whole event is rejected. Since
this is a rare phenomenon, the influence on the SD acceptance is negligible.
Atmospheric muons are the main background, which hit each SD station with a rate N˙acc ≈ 2.5 kHz.
The rate N˙T1 = 100 Hz of first level triggers in each SD station is dominated by these accidental muons.
Accidental muons can both generate fake events and contaminate real air showers.
The average number of accidentally triggered stations per event can be estimated by multiplying the T3
time window ∆tT3 = 60 µs with the T1 rate N˙T1 and the number of read out stations Ntot ≈ 300
∆tT3 N˙T1 Ntot ≈ 2. (6.2.10)
The actual number of stations that are read out as part of an event varies, as described in Chapter 4. Only a
rough estimate is used here.
The probability for a station to be contaminated with an accidental muon is obtained by multiplying the
time window ttrace = 768× 25 ns = 19.2 µs of a signal trace with the rate of accidental muons N˙acc
ttrace N˙acc ≈ 5 %. (6.2.11)
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Figure 6.6: This top view on the SD array shows a spectacular lightning event (event 1332966). Colored
circles represent triggered stations. The color indicates the arrival time of the signal, blue are early signals,
red late signals. Full and open circles represent stations with recorded signals. The radii of the circles
are proportional to the logarithm of the recorded signal. Dark small gray circles represent represent active
un-triggered stations, light small gray circles represent stations that are inactive at the time of the event or
not yet deployed in the field. The event formed like a doughnut of triggered stations impossible to get from
a real air shower. Other signatures of lightning events are described in the text (plot adapted from [170]).
A contamination is therefore likely. Nevertheless, the impact of these additional signals on the recon-
structed energy estimator Rµ is usually negligible. The contamination probability is reduced to about 1 %
by finding the start of the trace and regarding only signals in time window of 5 µs from there.
The situation is more severe for the SD reconstruction of the shower direction, which is based on the
start time of the signal trace. If the accidental muon hit occurs shortly before the actual real signal, the
shower direction may be wrongly reconstructed. A time window of tpre = 2.5µs is read out before the time
of the station trigger. The probability for an accidental muon hit is
tpre N˙acc ≈ 0.6 %. (6.2.12)
Two strategies are applied to reject the accidental muons. The trace cleaning algorithm is applied to
every station signal. It is designed to remove accidental signals before the actual start of the real signal and
reduce the signal contamination.
The T4 algorithm2 works on the level of a whole event. It rejects the accidentally triggered stations
from the event based on a number of heuristics. It the event is not reconstructable afterwards, it is rejected
altogether.
Trace cleaning
The trace cleaning algorithm is applied to the calibrated VEM trace of each station independently. It does
not take the global event structure into account. The currently used algorithm is based on ref. [171]. The
algorithm separates the signal trace into a set of separated time segments which contain a part of the total
signal. A main segment is reconstructed, which was most likely generated by the passing shower front.
Small separated peaks before the main segment are rejected.
Fig. 6.7 shows an example result of the algorithm. The technical implementation of the algorithm can
be found in Appendix E.
2The name T4 implies an online event trigger, like the T1 - T3 triggers from Chapter 4. Instead, it is an algorithm for offline event
selection, applied after the data taking. Nethertheless, it is often called “physics trigger” and regarded as as a continuation of the
online trigger hierarchy, because it distinguishes between background and signal events.
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Figure 6.7: An example of a station with a good start time. The plots show the peak-calibrated signal in
three PMTs of a single station, the start time found by the trace cleaning algorithm is the dashed line. The
small peak before the main signal is correctly included as being a part of the shower front in this case.
T4 selection
The T4 selection algorithm finds and marks accidentally triggered stations in the event. These stations are
not used in subsequent reconstruction steps. The remaining triggered stations are required to fulfill the T3
condition of the SD event trigger. Otherwise, the whole event is rejected.
Several heuristics are applied to separate accidentally triggered stations from real stations. The main
criteria are that a station triggered by an air shower should have a compact spatial configuration and their
signal start times should be compatible with a shower front moving with the speed of light. Thus, stations
without close neighbors are rejected and those with large time offsets from a preliminary reconstructed
shower front.
Currently, separate T4 selections are for vertical and for very inclined air showers. The T4 selection
for vertical showers [172] uses a bottom-up approach, which starts with a minimal seed of good stations
which define a preliminary shower front. The other stations are then accepted or rejected based on the
compatibility with this seed.
The T4 selection for very inclined showers [173] is based on a top-down approach. The top-down
approach first regards all stations as part of the event. It uses these stations to perform a preliminary
reconstruction of the shower front. If this fit does not pass certain quality criteria, it is repeated after
subsequently rejecting stations, until an acceptable configuration is found. The algorithm first tries all
possible combinations where one station is rejected, then all combinations where two stations are rejected,
and so on.
It was shown in ref. [174] that the top-down approach has an overall higher efficiency at zenith angles
larger than 60◦. Fig. 6.8 shows an example result of the T4 selection. The technical implementation of the
algorithm can be found in Appendix E.
Preliminary reconstruction of the shower direction
An early reconstruction of the shower front is already done in the T4 algorithm, but the reconstructed axis
is only used internally. A better but still preliminary reconstruction of the shower direction is done in the
current reconstruction step.
The preliminary shower direction is obtained by a fitting a flat shower front to the signal start times
in the triggered stations of the event. The full procedure is documented in ref. [168]. The model of a flat
shower front is already a good approximation, if the event has only a few stations.
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Figure 6.8: The top view on the SD array shows the result of the T4 selection on event 1904422. The
coding is the same as in Fig. 6.6. Stations rejected by the T4 algorithm are additionally marked with a
cross. The rejected station directly above the shower foot print has an incompatible timing, the others lack
close neighbors.
(a) Flat shower front (b) Spherical shower front
Figure 6.9: The drawings shows an arriving shower front corresponding to a normalised incoming direction
vector a, in the picture of the flat and the spherical shower front approximation. The vector ri points to the
station i, rc points to the shower core, while r′i is the relative vector. The distance dmax is the radius of the
spherical shower front at the position of the shower core. The right drawing also illustrates the local muon
inclination θµ,j at the position of station j, with the local vertical direction ez,j . The drawings are not to
scale.
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The algorithm starts by calculating the barycenter rb of the event as a reference point
rb =
∑n−k
i=1 riSi
1/2∑n−k
i=1 Si
1/2
, (6.2.13)
with ri and Si as defined before. The power Si1/2 is motivated by assuming Poisson statistics for Si and
considering a weight wi = Si/σ[Si] ≈ Si/
√
Si, analogue to Eq. (6.2.4). The reference point in the flat
shower front approximation is arbitrary, but the barycenter is a convenient choice.
The model of a flat shower front moving with the speed of light predicts the average signal start time in
a station as:
c(〈ti〉 − t0) = −1
c
a(ri − rb) ⇔ 〈ti〉 = t0 − 1
c
(ux′i + vy
′
i +
√
1− u2 − v2z′i), (6.2.14)
with r′i = ri− rb = (x′i, y′i, z′i)T , and t0, u, and v as free parameters. The full model is not linear in u and
v, so that the general least-squares method is applied to obtain the best parameter estimates.
The MINUIT package [148] is used to minimise the χ2-function
χ2({ti}|t0, u, v) =
∑
i
(ti − 〈ti〉)2
σ2[ti]
, (6.2.15)
whereas σ2[ti] is a model of the time uncertainty of the measured signal start time.
The standard model [175] of the time variance σ2[ti] is
σ2[t](S, θµ, t50) = 212 ns
2 + 0.36
(
2t50
n(S, θµ)
)2
n(S, θµ)− 1
n(S, θµ) + 1
, (6.2.16)
whereas t50 is the time interval between the start of the VEM trace and the point, where 50 % of the total
signal is accumulated and n(S, θµ) is an equivalent number of muon hits with an inclination θµ, which
would generate the same signal S in the station.
The first term in this equation is given by the jitter of the GPS clock and the FADC bin resolution of
25 ns. The second term models the variance due to the statistical sampling of the true start time of the
shower front. The term depends on the thickness of the shower front which is proportional to t50 and the
number of trials n.
The number of trials n is very roughly approximated by the average equivalent number of muon hits
that would generate the measured signal S
n(S, θµ) ≃ S/〈S1µ〉(θµ), (6.2.17)
whereas h and r are height and radius of the water volume of the SD station. The formula for 〈S1µ〉 is
derived in Appendix A.3.
The numerical parameters of this time variance model are obtained from a fit to real data. An overview
and comparison with other time variance models is given in ref. [169].
The muon inclination in Eq. (6.2.16) is approximated by the shower inclination θµ ≈ θ. Through
n(S, θµ), the time variance model σ2[t] becomes a function of the shower inclination θ itself, which intro-
duces another kind of non-linear dependency on the parameters u and v in Eq. (6.2.15).
The numerical minimisation of Eq. (6.2.15) needs good initial values for u, v, and t0. With the ap-
proximations z′i ≃ 0 and σ2[ti] ≃ const., Eq. (6.2.16) becomes a linear function of the parameters and its
minimisation can be done analytically.
Reconstruction of the energy estimator and shower core
With a preliminary shower axis, it is possible to run the main reconstruction of the energy estimator Rµ
and the shower core rc. The general concept at this point is the same as in the ideal reconstruction, but this
time the signal response of the SD station to a muon hit has to be taken into account. The electromagnetic
particles which arrive together with the muons also need to be regarded.
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In analogy to the discussion of the reconstruction of ideal SD events, a model of the average values is
regarded first. It is then expanded into a full statistical model, that also describes the signal fluctuations.
The following model is used to describe the average signal in a SD station
〈S〉(r˜i;Rµ, rc, θ, φ) = 〈S1µ〉(θµ,i)
(
1 + 〈ǫ〉(r˜i − rc; θ, φ)
)
×Astation(θµ,i) Rµ nrefµ (r˜i − rc; θ, φ
)
, (6.2.18)
whereas 〈S1µ〉 is the signal generated by an isolated single muon, 〈ǫ〉 = 〈Sem〉/〈Sµ〉 is the average ratio of
signals generated by electromagnetic particles and muons, and θµ,i is the average direction of the incident
muons. This model of the signal includes several approximations, which are described and quantised in
Chapter 5.
The second part of the equation is the same as in Eq. (6.2.1), it describes the expected number of muons
in the station. The position r˜i is the projected station position into the ground plane defined at the shower
core position rc, with the same projection applied as described in Section 6.2.1.
The model has three free parameters: Rµ and the two coordinates of rc. The shower direction (θ, φ)
can be obtained independently from the measured arrival times of the shower front and is considered fixed.
The muon inclination θµ,i at the station i can be derived from the spherical shower front model, which
assumes a common origin for all muons in a distance dmax to the shower core along the shower axis, as
indicated in Fig. 6.9b). The model predicts the muon inclination as
cos θµ,i = (dmaxa− r′i)ez,i =
(
dmaxa− (ri − rc)
)
ez,i. (6.2.19)
Over the collection area of a SD station, the muons arrive in parallel in excellent approximation, so that θµ
essential has no spread.
The sphere radius dmax depends only on the zenith angle θ in good approximation for θ > 60◦, as shown
in Chapter 3. An initial value is derived from an approximate analytical calculation in Appendix A.1, a final
value is obtained from the fit of the spherical shower front to the signal start times in the next reconstruction
step.
In order to estimate the free parameters from the signal model with a maximum likelihood method,
also the fluctuations of the signal need to be considered. There are three fluctuating quantities: the signal
response S1µ to an isolated muon, the electromagnetic signal background ǫ, and the number of muon hits
per SD station Astation Rµ nrefµ . The Poisson distribution is a reasonable probability density function (p.d.f.)
for the latter, as already discussed in Section 6.2.1.
The p.d.f. fµ of the signal response S1µ of the SD station to a single muon can be obtained from
simulations, as shown in Chapter 5. A p.d.f. of the electromagnetic background ǫ could be derived from
simulations as well, but is not considered in the standard approach. In this study, the fluctuations of ǫ are
approximately included into the p.d.f. fµ, as described in Chapter 5.
The probability to observe a signal Si is the convolution of the p.d.f. to observe Si with a given number
of muon hits k and the p.d.f. of getting k muon hits in case of a given local muon density nµ at the position
of station i. Saturated stations only measure a lower limit for the true signal, while silent stations only
provide an upper limit due to the T2 threshold Sth = 3.2 VEM for the true signal. The probability to get
a saturated or silent station can be calculated in this approach by integrating over all possibilities for the
signal, if these limits are given.
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The likelihood function L is the product of all these probabilities:
L({Si}|Rµ, rc; dmax, θ, φ) = Lsaturated × Ltriggered × Lsilent (6.2.20)
Lsaturated =
∏
i
∞∑
k=0
∫ ∞
Si/(1+〈ǫ〉)
ds fµ(s|θµ,i, k) 1〈Nµ,i〉 e
−k/〈Nµ,i〉 (6.2.21)
Ltriggered =
∏
j
∞∑
k=0
fµ
( Sj
1 + 〈ǫ〉
∣∣∣θµ,j , k) 1〈Nµ,j〉 e−k/〈Nµ,j〉 (6.2.22)
Lsilent =
∏
ℓ
∞∑
k=0
∫ Sth/(1+〈ǫ〉)
0
ds fµ(s|θµ,ℓ, k) 1〈Nµ,ℓ〉 e
−k/〈Nµ,ℓ〉, (6.2.23)
with
〈ǫ〉 = 〈ǫ〉(r˜i − rc; θ, φ)
〈Nµ,i〉 = Astation(θµ,i)Rµ nrefµ (r˜i − rc, ; θ, φ)
θµ,i = arccos
((
dmaxa− (r˜i − rc)
)
ez,i
)
.
A maximisation of L yields best estimates for the free parameters Rµ and rc. A minimisation of − lnL is
equivalent and done numerically with the MINUIT package [148]. To speed up the calculation of L, only
silent stations within a fixed radius of 5 km around the shower axis are included.
The sum over the number of muon hits k has to be carried out numerically. Up to 100 terms are
calculated, starting at the integer k0 closest to 〈Nµ,i〉 and stepping upward and downward by one subse-
quently. The summation is stopped earlier if the so far accumulated result is not zero and the next term
only contributes a fraction smaller than 10−3.
The numerical minimisation of − lnL needs initial values for the free parameters, which are already
close to the final result. The barycenter rb from Eq. (6.2.13) serves again as a starting point for the shower
core rc.
An initial value for Rµ is obtained by fixing the shower core in Eq. (6.2.20) to rb and solving
∂χ2({Sj}|Rµ)
∂Rµ
!
= 0 (6.2.24)
analytically, with
χ2({Sj}|Rµ) =
∑
j
(
Sj − 〈S1µ,j〉 (1 + 〈ǫj〉) 〈Nµ,j〉
)2
σ2[Sj ]
(6.2.25)
〈ǫj〉 = 〈ǫ〉(r˜j − rc; θ, φ)
〈Nµ,j〉 = Astation(θµ,j)Rµ nrefµ (r˜j − rc; θ, φ)
〈S1µ,j〉 =
∫
ds s f(s|θµ,j , 1)
σ2[Sj ] = 〈Nµ,j〉σ2[S1µ,j ] = 〈Nµ,j〉
(∫
ds s2f(s|θµ,j , 1)−
(∫
ds s f(s|θµ,j , 1)
)2)
.
This leads to
Rµ =
( ∑
i Si
2/
(
N refµ,j σ
2[S1µ,i]
)∑
j
(〈S1µ,j〉2 N refµ,j)/σ2[S1µ,j ]
)1/2
(6.2.26)
with N refµ,i = Astation(θµ,i)nrefµ (r˜i − rc; θ, φ). Only normal stations can be included into this calculation,
saturated and silent stations cannot be treated.
The reconstruction of an example event is shown in Fig. 6.10.
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Reconstruction of the shower direction
With an estimated shower core position rc from the previous step, it is possible to get a final estimate of the
shower axis. The shower front is now treated as the surface of a sphere, expanding with the speed of light,
as indicated in Fig. 6.9b). The approach used here is identical to the standard one used in vertical showers,
as described in ref. [168]. An alternative Monte-Carlo based reconstruction of the shower direction is
developed in ref. [58].
In principle, the predefined shower core position rc is not needed for this reconstruction step. The
arrival time of the shower front at station i with the position ri in this model is already fully determined by
the origin r0 of the shower front sphere and the common start time t0 of all particles at the origin:
c(t0 − 〈ti〉) = |ri − r0|. (6.2.27)
The four free parameters t0 and r0 of this model can be fitted in a completely independent way from the
previous reconstruction step. The reconstruction of the shower front sphere is decoupled.
However, the reconstructed shower origin r0 alone does not define the shower axis. The shower core
position rc is needed as a second reference point. In order to directly obtain the shower axis from the fit,
the model is expressed in a different but equivalent way, see Fig. 6.9b):
c(t0 − 〈ti〉) = |r′i − dmaxa| ⇔ 〈ti〉 = t0 +
1
c
|ri − (rc + dmaxa)|, (6.2.28)
whereas dmax = |r0 − rc| is the length of the normalised arrival vector a = (u, v,
√
1− u2 − v2)T .
This introduces a weak coupling between the last two steps of the reconstruction, since the recon-
struction of the shower core rc relies on the shower axis a and vice versa. Both reconstruction steps are
therefore iterated until the results converge. One iteration is usually sufficient.
The iteration neglects correlations between the energy estimator Rµ and the shower core rc on the one
side and the parameters t0, dmax, θ, and φ on the other side. The correlations are expected to be small, since
the uncertainty of the shower core position is small compared to the length of the shower axis
σ[rc]≪ dmax,
and therefore shifts in the core position affect the reconstruction of the shower direction only weakly.
The dependency of the spherical shower front model on its free parameters is non-linear. They are
obtained with the least-squares method, by minimising
χ2({ti}|t0, dmax, u, v) = (ti − 〈ti〉)
2
σ2[ti]
, (6.2.29)
numerically with the MINUIT package [148]. The time variance σ2[ti] is again given by Eq. (6.2.16). The
time variance model produces a minor dependency on the total signals {Si} in the event, but otherwise the
input data for the fit of the energy estimator Rµ and this fit are independent. Initial values for the numerical
minimisation are adopted from the preliminary reconstruction of the shower axis.
The reconstruction of an example event up to this point is shown in Fig. 6.10.
Acceptance and quality selection
Very inclined air showers can have very elongated patterns in the SD array. Events like in those in Fig. 6.11
are recorded and reconstructed, which have core position that is not well constrained by actual measure-
ments around it. The shower core uncertainty and the uncertainty of the energy estimator Rµ are correlated.
The uncertainty of Rµ may become large in such cases.
The reconstruction may also be biased in such a scenario. If, for example, the profile of the muon
density nµ was steeper in the model than in reality, then this systematic would be counter-balanced to
some degree by measurements close and far to the shower axis under normal circumstances. But if only
measurements far from the shower axis are available, the assumed model bias has a direct impact on the
energy estimator Rµ.
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Figure 6.10: The plots show the surface detector event 2344346, which is reconstructed with E ≈ 7 ×
1019 eV, θ ≈ 76◦, and φ ≈ 224◦. This spectacular event triggered 48 stations. Top: Shown is a top view
on the surface detector, the symbols have the same meaning as in Fig. 6.6. Bottom left: The points show the
residuals of the signals S with respect to the model over the radial distance r to the shower axis. Bottom
right: The points shows the time residual with respect to a plane shower front moving with the speed of
light (blue dashed line) over the radial distance. The prediction of the spherical shower front model is
represented with a green dashed line.
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(a) Event 1868111: E ≈ 2× 1019 eV, θ ≈ 83◦, φ ≈ 141◦
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(b) Event 1222531: E ≈ 6.4× 1019 eV, θ ≈ 72◦, φ ≈ 215◦
Figure 6.11: The top views on the SD array show example events whose core positions are not well con-
strained by measurements. The symbols have the same meaning as in Fig. 6.6. A big black dot marks the
station with the largest signal in the event.
Because of these reasons, the acceptance of the SD array for air showers is artificially reduced by
rejecting events whose shower core is well confined in the array. This artificial reduction can be perform
in such a way that the remaining acceptance of the SD array can be calculated very precisely.
The event rejection is based on a class of conditions [17, 69, 168, 176–178], the T5 criteria3. They
require that the station closest to the shower core is surrounded by other active stations. Active means that
the station is ready to measure signals, but not necessarily has a triggered signal.
• T5-Prior. The station with the largest signal in the event has to be surrounded by six active stations.
• T5-Posterior. The T5-Posterior is a relaxed T5-Prior. The station with the largest signal in the event
has to be surrounded by at least five active stations. In addition, the reconstructed shower core has to
be located in a triangle of active stations.
• Strict T5-Posterior. The strict T5-Posterior is a strict version of the T5-Posterior. The station
with the largest signal in the event has to be surrounded by six active stations. In addition, the
reconstructed shower core has to be located in a triangle of active stations. It can also be regarded as
a stricter version of the T5-Prior, in the sense, that every event accepted by the strict T5-Posterior is
also accepted by the T5-Prior but not vice versa.
• T5-Core. The station closest to the reconstructed shower core is surrounded by six active stations.
The names “prior” and “posterior” refer to whether the criterion can be applied before or after the recon-
struction. The working of the T4-Prior, the T5-Core, and the strict T5-Posterior are illustrated in Fig. 6.12.
The T5 criteria are devised as such that it is possible determine every second, whether a particular
station in the array would be able to fulfill the criterion, if the shower would fall next to it. Only if this is
the case, the elementary cell area attributed to the station contribute to the acceptance of the SD array. For a
vertical shower, the elementary cell is a hexagon4 as indicated in Fig. 6.12a). The details of this calculation
are covered in Chapter 8.
3Like the T4, the T5 in an offline event selection criterion, not an online trigger. Nethertheless, it is often called “acceptance
trigger” or “quality trigger”, in continuation of the online trigger hierarchy T1 - T3.
4In general, the elementary cell of the SD array is the first Brillouin zone of the array projected into the lateral coordinate system,
which has a varying shape with the direction of the shower [179]. Using the instructive picture of the hexagon cell nethertheless is
sufficient. Only the shape of the cell changes, but not its area.
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Figure 6.12: The drawings illustrate different SD event configurations, which pass different T5 variants.
All configurations are meant to be embedded in an otherwise regular SD array. The valid exposure cells
are only drawn around the station that is relevant for the respective T5 variant. Invalid exposure cells are
only drawn around the stations in the plane.
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The T5-Prior and T5-Posterior were developed for vertical showers. They exploit that the lateral density
profile of an air shower has a monotonic and steep decline as a function of the radial distance r to the shower
axis. The station with the largest signal is most certainly the station closest to the true impact point of the
shower. The T5-Prior has the advantage that its outcome is completely independent of the reconstruction
and hence unaffected by possible biases in the reconstruction of the shower core position.
The T5-Prior cannot be used in very inclined air showers. As the zenith angle θ increases, the lateral
shower profile comes flatter, distorted by geomagnetic deflections, and weaker. The core position is not as
well pronounced and the station with the largest signal in an event is not necessarily the one closest to the
true shower core. The examples in Fig. 6.11 illustrate this. The station with the largest signal fulfills the
T5-Prior condition, but the shower core is still not well constrained.
The reconstructed core position needs to be included into the criterion, even though this requires to
make the criterion more susceptible to possible reconstruction biases. The T5-Core completely relies on
the reconstructed core for the decision. The strict T5-Posterior tries to extend the T5-Prior to rejected the
cases in Fig. 6.11. It should be less dependent on possible reconstruction biases of the shower core. This
study is based on the strict T5-Posterior.
In fact, Fig. 6.13 shows that both T5-Core and the strict T5-Posterior yield the same acceptance, which
is encouraging. The impact of the strict T5-Posterior compared to the T5-Prior is significant at cosmic ray
energies larger than 1018.5 eV, where the strict T5-Posterior selects up to 5% less events than the T5-Prior.
6.2.3 Reconstruction resolution and bias
Possible biases of the reconstruction and its resolution are assessed in the following with an analysis of
simulated SD events. The analysis is performed on the library of 6480 SD events from Chapter 5. The
reconstruction uses the parameters summarised in Table 6.1. Each event of the library is a full end-to-end
simulation of an air shower. The only differences between simulated and real events are:
• the simulation uses a perfectly regular and fully developed SD array without holes or gaps,
• events always fall approximately in the center of the SD array, and
• accidental muons are not simulated.
Fig. 6.14 shows an example event of the library. The reconstruction efficiency of simulated events that pass
the T4 selection is 99.8 %.
The signal model of the SD station is built from the same data, the reconstruction of the simulation input
therefore is as an end-to-end cross-check of the involved models. The comparisons of the reconstructed
energy estimator RSDµ and the shower core position rc are done in the same way as in Section 6.2.1. New
is the analysis of the space angle α between the true and the reconstructed shower direction. It is defined
as
cosα = asim a, (6.2.30)
Table 6.1: Settings for the SdHorizontalReconstruction module, which was used to produce the events
in this note.
Parameter Value
Model of the muon density at ground this study
Model of the tank response this study
Model of the electromagnetic signal component ref. [16]
Signal threshold of silent stations 3.2 VEM
Maximum distance of silent stations included in the fit 5 km
Minimum number of triggered stations per event 4
T4 selection ref. [173]
T5 criterion strict T5-Posterior
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Figure 6.13: The points show the relative efficiency of the T5 variants described in the text, if they are
applied to real SD events. The red lines are fits. The analysis uses all events from 01/2004 to 12/2008,
which pass the T4 selection, have at least a reconstructed energy and fall in the zenith angle range 60◦ <
θ < 90◦. The shower energy scale corresponding to the lgRµ-scale is an anticipation of the energy
calibration in Chapter 7. The last data point in the top left plot is a statistical fluctuation.
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Figure 6.14: The plots show an example of a simulated surface detector event. The event is generated by
a proton with E ≈ 1.25 × 1020 eV, θ ≈ 87◦, and φ ≈ 70◦. The high energy interaction model in the
air shower simulation is EPOS. This particular cosmic ray triggered more than 120 stations. The upper
plot shows the a top view of the surface detector, the symbols have the same meaning as in Fig. 6.6. The
bottom left plot shows the residual of station signal and reconstruction model over the radial distance to the
shower axis. The bottom right plot shows the time residual to a plane shower front moving with the speed
of light (blue dashed line) over the radial distance. The prediction of the spherical shower front model is
represented with a green dashed line.
113
6.2. SD EVENT RECONSTRUCTION OF VERY INCLINED SHOWERS
whereas asim is the true arrival direction of the shower in the simulation.
Fig. 6.15 shows examples of the residual distribution of the energy estimator RSDµ , and the distributions
of rc and α. The distribution of the energy estimator RSDµ around its true value around 1019eV is a Gaussian
in very good approximation. The resolution of the core deviation rc and the space angle α are taken as the
68 % quantiles of their respective distributions.
Fig. 6.16 and Fig. 6.17 show the reconstruction biases and resolution as a function of the input param-
eters of the shower. In some cases, the analyses shown in these figures are restricted to a certain energy or
zenith angle range, because they would otherwise be completely dominated by large biases or low resolu-
tions at energies below 1018.5 eV or zenith angles larger than 84◦. Why this happens is discussed in more
detail below. Possible restrictions are shown in the legend of each figure.
Analysis of bias
Fig. 6.16a) shows the bias of the reconstructed energy estimator RSDµ . The most apparent features is a large
overestimation around 1018 eV and a beginning underestimation above θ > 80◦.
The bias at the lowest energies is mainly caused by a threshold effect of the SD. If an air shower
is barely able to trigger the minimum of four SD stations, it is more likely for events to be above the
reconstruction threshold, if the sampling of the muon density in one or more SD stations shows random
upward fluctuations.
Close to the threshold, where RSDµ is reconstructed from very few sampled muons, these upward fluc-
tuations are propagated to a large degree into the reconstructed energy estimator RSDµ . This is a selection
bias but has nothing to do with the precision of the reconstruction.
The other bias of RSDµ at large zenith angles is a real reconstruction bias. Below 80◦, the bias is smaller
than 5 %. This is only slightly worse than the bias observed in the simplified reconstruction of ideal SD
events from Section 6.2.1. This is a very good result, concerning that much more approximate model input
is necessary to reconstruct real events.
Another encouraging result is that the reconstruction shows no significant bias of RSDµ around θ ≈ 60◦
as a function of the cosmic ray mass A or the hadronic interaction model used in the simulation. Some bias
is expected at these zenith angles due to the contribution of electromagnetic particles from the hadronic
cascade to the signal, as pointed out in Chapter 5. Apparently, the reconstruction is dominated by stations
farther away from the shower axis, where the contribution of these electromagnetic particles is negligible.
Fig. 6.16b) shows the core shift along the arrival direction of the shower. A positive bias is a shift
towards the early arriving shower part, a negative bias a shift to the late arriving shower part. The shift is
negligible in the range 60◦ < θ < 70◦ and smaller than 200 m up to θ = 80◦. A dramatic increase in the
shift towards the late arriving shower part is observed at even larger zenith angles.
A core shift r˜c has an influence on the reconstructed zenith angle θ. The impact on θ can be approxi-
mated as
∆θcore ≈ − r˜c
dmax
cos θ, (6.2.31)
for small core shifts. With the approximate calculation of dmax from Chapter 3 and the observed core shift,
it is possible to estimate a bias ∆θcore < 0.04◦ in the zenith angle range 60◦ < θ < 80◦. Below 80◦, the
effect on the zenith angle θ is negligible.
Still, an energy-dependent bias in the zenith angle θ of about ±0.1◦ is observed in Fig. 6.16c). The
bias is too large to be explained with the core bias r˜c and therefore appears to be generated by the fit of the
spherical shower front itself.
While anisotropy studies need to be aware of a bias of this order, the effect has only a mild effect on
the reconstructed energy estimator RSDµ . The effect of the zenith angle bias on RSDµ can be estimated with
the model reference of the total number of muons on the ground N refµ ∝ RSDµ
∆RSDµ
RSDµ
≈ 1
N refµ (θ)
∂N refµ (θ)
∂θ
∆θ. (6.2.32)
The calculation shows, that the zenith angle bias of 0.1◦ changes RSDµ by about 0.5% (1%, 2%) at 60◦ (80◦,
88◦). The zenith angle bias is not able to explain the observed bias in the reconstructed energy estimator
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Figure 6.15: The plots show example distributions of the reconstructed energy estimator RSDµ , shower
core deviation rc, and the angular deviation α of the shower axis; as obtained from the reconstruction of
simulated SD events. Only events in the energy range of 1019 eV to 1019.1 eV are included in the analysis.
Events from proton and iron cosmic rays, simulated with QGSJet-II and EPOS, are combined. The red
curve in the upper plot is the fit of a Gaussian. The red arrows in the lower plots indicate 68 % and 95 %
quantiles.
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(b) Bias of shower core: early-late component r˜c
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Figure 6.16: The plots show biases of some reconstructed parameters over the cosmic ray energy, zenith,
and azimuth angle; as obtained from the reconstruction of simulated SD events. The core-bias at 87◦ is
outside of the scale, it is around 3.5 km. The cosmic ray nuclei and hadronic interaction models used in
the simulation are distinguished with different markers and colors.
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RSDµ , which is apparently produced by yet another effect.
Analysis of resolution
Fig. 6.17 shows the obtained parameter resolution. There is a general trend towards better resolutions at
high energies, as the sampling of the SD becomes more precise. Another general observation is, that the
reconstruction overestimates the true resolution.
The resolution of the energy estimator RSDµ is shown in Fig. 6.17a). It increases almost with the loga-
rithm of the primary energy, while is stays rather constant in the range 60◦ < θ < 80◦. A typical value at
1019 eV is 16%. This is nearly a factor of two worse than the typical resolution obtained in the reconstruc-
tion of vertical showers [158]. The lower resolution in the reconstruction of very inclined showers is mostly
an effect of the worse sampling of very inclined showers, since the primary electromagnetic component is
missing as an additional signal source. As already noted in Section 6.2.1, the RSDµ -resolution is lower for
proton than for iron showers, because proton showers produce less muons.
The RSDµ -resolution estimate from the maximum likelihood method is not far from the true resolution.
This is a good indicator, as the true resolution includes statistical uncertainties and systematic biases. If the
resolution estimate nearly agrees with the true resolution, then the systematic biases are small compared to
the statistical resolution of the measurement.
The resolution of the shower core position rc is shown in Fig. 6.17b). It is again weakly affected by the
cosmic ray energy, but strongly so by the zenith angle. A typical resolution at 1019 eV is 250 m, which is
also by about a factor of two worse than the resolution obtained in analyses of vertical showers [158].
The estimated rc-resolution does not agree well with the true resolution of the shower core above
1019 eV. This is an indicator for remaining systematic effects, which reduce the core resolution.
At zenith angles larger than 80◦, the core resolution becomes very bad. A proper calculation of the
exposure of the SD array for showers with very large core uncertainties cannot be guaranteed by the usual
T5 criteria anymore, and therefore they need to be excluded in analyses that are sensitive to the exposure.
The angular resolution is shown in Fig. 6.17c). It increases both with the energy and the zenith angle.
The increase with the cosmic ray energy is particularly fast between 1018 eV and 1019 eV: the resolution
improves from about 1.2◦ to 0.4◦. The typical resolution at 1019 eV of 0.4◦ is by about a factor of two
better than the typical resolution found in vertical showers [158]. The angular resolution benefits from the
compact time structure of of the muon dominated shower front and the larger station multiplicity in very
inclined showers.
The resolution of the energy estimator RSDµ is affected by the angular resolution. The correlations
between the reconstructed shower direction and the energy estimator are currently neglected, as explained
in Section 6.2.2. The impact of the observed angular resolution is approximated by assuming a zenith
angle resolution equal to angular resolution and using Eq. (6.2.32). The propagation yields a neglected
contribution to the RSDµ -uncertainty estimate of 4 % (2 %, 1 %) at 1018.5 eV (1019 eV, 1020 eV). The
contribution may therefore be neglected.
In a similar way, the angular resolution is affected by the core resolution. The correlations are neglected
here as well. The impact on the observed angular resolution is approximated by assuming a early-late shift
equal to the core resolution and using Eq. (6.2.31). The propagation yields a neglected contribution to the
α-uncertainty estimate of 0.4◦ (0.07◦, 0.03◦) at 60◦ (80◦, 88◦). This shows, that the core resolution is an
important factor for the angular resolution, it is even the dominant effect at 60◦. A future revision of the
reconstruction should therefore respect all correlations between the fits of the lateral signal profile and the
shower axis.
The resolutions obtained from this analysis may be higher that those obtained from real events, where
the array is not perfectly regular and fake signals generated by accidental muon hits are present.
6.2.4 Comparison with references
The software module SdHorizontalReconstruction, which implements the reconstruction of very inclined
air showers in the Offline framework, was designed to allow an easy exchange of the models of
• the lateral profile of the muon density nrefµ ,
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(c) Resolution of shower direction a
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Figure 6.17: The plots show the resolution of the main reconstructed parameters over the cosmic ray energy,
zenith, and azimuth angle; as obtained from the reconstruction of simulated ideal SD events. The core-
resolution at 87◦ is outside of the scale, it is around 6 km. The cosmic ray nuclei and hadronic interaction
models used in the simulation are distinguished with different markers and colors. The reconstruction
estimate of the resolution of theses parameters is represented with a solid gray line.
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• the signal response f(Sµ) of a station to muon hits, and
• the electromagnetic signal background 〈ǫ〉
in the reconstruction analysis. Models can be exchanged at run time with simple change in the setup of the
module. This allows an easy comparison of models in a consistent analysis framework.
This feature is used to compare the models of nrefµ and f(Sµ) derived in this study with the stan-
dard models [10, 11, 15, 17] in the reconstruction software efit that were included into the SdHorizontal-
Reconstruction module. The model of the electromagnetic background 〈ǫ〉 is the same in both reconstruc-
tion programs.
To ease the discussion, the following naming convention for the comparison is used:
• The standard model is called A.
• The corresponding model from this study is called B.
• There are four possible combinations of the lateral profile of the muon density nrefµ and the signal
response f(Sµ) with two models for each type. All combinations are tested, they are distinguished
with this key:
– AA = both models are taken from the references,
– AB = nrefµ is taken from the references, f(Sµ) from this study,
– BA = nrefµ is taken from this study, f(Sµ) from the references,
– BB = both models are taken from this study.
There are two remarks concerning the comparisons. The signal response model f(Sµ) used in efit is
a function of the muon energy Eµ at the position of each station. This dependency is not implemented
in SdHorizontalReconstruction and thus neglected in f(Sµ)-A and f(Sµ)-B. An extrapolation approach
for the model of the muon density nrefµ towards arbitrary large radial distances r from the shower axis is
discussed in Chapter 5. This extrapolation is used for model nrefµ -A and nrefµ -B.
The models are compared according to the bias and resolution that they show in the reconstruction of
simulated SD events. Another comparison is performed on real SD events, which uses a statistical test to
rank the models according their agreement with the data.
Simulated events
The model combinations are compared with the set of 6480 simulated SD events from Chapter 5. The
standard models are not able to reproduce the true energy estimator Rsh-shµ in these events very well. An
overestimation of up to 20 % is observed, depending on the model combination. This bias is expected and
its sources were already discussed in Chapter 5.
An overall bias is not of interest for the comparison. Such a bias would be absorbed in the energy
calibration with FD events, which is described in the next chapter. Correction factors are introduced to
make the models comparable. They are summarised in Table 6.2. The factors are chosen so that the
average bias in the zenith angle range 60◦ < θ < 70◦ vanishes for cosmic ray energies above 1018.5 eV.
The results of the comparison are shown in Fig. 6.18 and Fig. 6.19. The overall performance of all
model combinations is similar. The f(Sµ)-models have little effect on the reconstruction. Most of the
differences are caused by the nrefµ -models.
It is interesting to view these results in the light of the direct comparison of the nrefµ -models in Chapter 5.
The standard model nrefµ -A neglects early-late asymmetries, which are present in nrefµ -B. It appears that this
explains a core shift towards the early arriving part of the shower caused by nrefµ -A in the range 60◦ < θ .
75◦.
This core bias seems to counter-balance an intrinsic bias in the reconstruction of the zenith angle θ by
coincidence. In consequence, nrefµ -A shows a slightly smaller zenith angle bias than nrefµ -B.
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The bias of the energy estimator RSDµ is the same for nrefµ -A and nrefµ -B in the zenith angle range 60◦ <
θ < 80◦. Differences in the resolution of RSDµ are caused by the nrefµ -models at θ > 70◦, whereas nrefµ -B
yields a better resolution.
Considering the large differences of up to 100% found in the direct comparison of nrefµ -A and nrefµ -B in
Chapter 5, this result is quite surprising and shows that the reconstruction is rather insensitive to the shape
of nrefµ . The situation might be different, if only a part of the lateral profile is sampled, for example, when
the shower falls close to the border of the SD array.
Differences between the nrefµ -models also show up in the reconstruction of the shower core position. In
the zenith angle range 60◦ < θ < 80◦, nrefµ -B yields a smaller bias and a better shower core resolution
than nrefµ -A. However, at larger zenith angles, nrefµ -A shows a smaller core bias than nrefµ -B. This should be
investigated further in the future.
In conclusion, the models of the lateral profile of the muon density nrefµ and the signal response f(Sµ)
roughly show the same performance. The models derived in this study show some improvements with
respect to the standard ones. Improvements in the nrefµ -model are responsible for the gains.
Real events
Simulated SD events have the advantage that the true values of the energy estimator RSDµ , the shower core
position rc and the shower axis a are known. With this information, the models used in the reconstruction
can be directly compared with respect to the bias and the resolution that they achieve.
The same analysis is not possible with real SD events, because the true values are not known. It is
nevertheless important to compare models with real events, since simulated SD events may not describe all
aspects of real events adequately.
There are other possibilities to compare reconstruction models on the basis of real events. One way is
to compare the goodness-of-fit (GOF) of the model to the data or use the framework of hypothesis testing
to decide between models, see e.g. ref. [147].
A GOF test well known to physicists is based on the χ2-statistic
χ2 =
∑
i
(
xi − 〈xi〉
σ[xi]
)2
,
defined as the sum of the quadratic residuals (xi−〈xi〉)/σ[xi] over many events. Asymptotically, the ratio
χ2/ndof approaches one for a model that describes the data correctly, whereas ndof is the sum of the degrees
of freedom per event.
Unfortunately, the χ2 statistic cannot include the information obtained from silent or saturated stations
as both yield only a limit for xi. The likelihood L is another statistic which does not have this limitation.
The likelihood ratio test (LR test) allows to decide between different models (hypotheses) based on L. It
is not necessarily the most powerful test, but it is very simple to calculate.
The LR test shall be summarised in the following. Let X be a vector of data, and let
f(X|ξ), g(X|ζ)
be the probability density functions (p.d.f.s) of two models of the data. The vectors ξ and ζ shall be the free
Table 6.2: The table summarises the correction factors, which correct the overall bias in the reconstructed
energy estimator RSDµ in the compared model combinations.
model combination AA AB BA BB
RSDµ -factor 1.21 1.00 1.17 0.97
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(b) Bias of shower core: early-late component r˜c
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Figure 6.18: The plots compare the biases obtained from different reconstruction models over the cosmic
ray energy, zenith, and azimuth angle; as obtained from the reconstruction of simulated SD events. The
reconstruction models are distinguished by different markers and colors. The abbreviations “model AA”,
“model AB”, and so on are explained in the text.
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(c) Resolution of shower direction a
model AA model AB model BA model BB
Figure 6.19: The plots compare the resolution obtained from different reconstructed models over the cosmic
ray energy, zenith, and azimuth angle; as obtained from the reconstruction of simulated ideal SD events.
The reconstruction models are distinguished by different markers and colors. The abbreviations “model
AA”, “model AB”, and so on are explained in the text.
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parameters of the models. The parameters may be fitted independently to the data {Xi}, by maximising
Lf (ξ) =
∏
i
f(Xi|ξ), and
Lg(ζ) =
∏
i
g(Xi|ζ)
respectively. The solutions of this maximisation are called ξ′ and ζ′.
Now, it is always possible to define a composite p.d.f. h as
h(X|η, ξ, ζ) = (1− η)f(X|ξ) + ηg(X|ζ), (6.2.33)
with 0 ≤ η ≤ 1. The question of choosing g over f , given the data X , can be reformulated as testing the
hypothesis
H0 : η = 0, ξ, ζ unspecified
against the hypothesis
H1 : η 6= 0, ξ, ζ unspecified.
If H0 can be rejected with a high confidence, then f is disfavored compared to g.
The parameters of model h shall be fitted with a maximum likelihood method as well:
Lh(η, ξ, ζ) =
∏
i
h(Xi|η, ξ, ζ),
yielding the solutions η′′, ξ′′, and ζ′′. The statistic of the LR test is
−2 lnλ = −2 ln
(
Lf (ξ
′)
Lh(η′′, ξ
′′, ζ′′)
)
= −2 lnLf (ξ′) + 2 lnLh(η′′, ξ′′, ζ′′). (6.2.34)
It is possible to show, that the test statistic −2 lnλ under the hypothesis H0 is asymptotically distributed
like the χ2-distribution with one degree of freedom. This allows to calculate the probability P for observing
−2 lnλ under the hypothesis H0. The value (1− P ) is then the confidence of disfavoring f over g, given
the data.
This is the full LR test. With a loss of some precision it is possible to avoid the implementation of h
and its numerical parameter optimisation, which makes the test very simple to apply. The simplification is
based on the inequality
Lh(η
′′, ξ′′, ζ′′) ≥ Lg(ζ′), (6.2.35)
which says that h can only fit equally well or better to the data than g alone. This is apparently so, because
h includes g, but has more degrees of freedom to adapt to the data.
Finally, if the likelihood ratio ℓ of the independently optimised models g and f is considered
ℓ =
Lf (ξ
′)
Lg(ζ
′)
, (6.2.36)
and combined with Eq. (6.2.35), the following inequality is obtained
−2 ln ℓ = 2 lnLg(ζ′)− 2 lnLf (ξ′)
≤ 2 lnLh(η′′, ξ′′, ζ′′)− 2 lnLf (ξ′) = −2 lnλ. (6.2.37)
A sufficiently large value of −2 ln ℓ guarantees that H0 is rejected, because −2 ln ℓ ≤ −2 lnλ. If for
example −2 ln ℓ ≥ 9, the model f is disfavored compared to g with a confidence greater than 99.8 %.
These numbers are obtained from the χ2-distribution with one degree of freedom, as discussed before. The
simplified version of the LR test is very handy, because it only relies on information, which is calculated
during the reconstruction anyway: the logarithms of the maximum likelihood values.
The simple LR test is performed over the subset of all real SD events from 01/2004 to 01/2009 that
pass the following requirements with each model combination:
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• the event is accepted by the T4 selection,
• the reconstruction of the energy estimator was successful,
• the event is accepted by the strict T5-Posterior, and
• the zenith angle is in the range 60◦ < θ < 82◦.
Fig. 6.20a) shows the −2 ln ℓ value of the test. All other model combinations are compared to the
combination nrefµ -B and fµ-B. The model of the signal response f(Sµ)-B derived in this study fits better
to the data than the standard model f(Sµ)-A. On first sight, the muon density model of this study nrefµ -B
only yields better results if the events have more than seven stations, but appears to be worse than nrefµ -A
otherwise.
This lack of performance is traced back to a class of 29 out of 45000 events. Fig. 6.21 shows an
example out of this class. The events have a saturated station, whose signal is greatly underestimated by
nrefµ -B, while the same station fits well with model nrefµ -A in most cases. This produces a huge drop in the
overall likelihood of model nrefµ -B.
The model nrefµ -A fits better in this case, because it predicts a much higher muon density close to the
shower core than nrefµ -B, as shown in Chapter 5. Both models yield about the reconstructed values despite
the bad fits in this class of events. The difference in the reconstructed energy estimators RSDµ is larger than
1 σ in only three events. Model nrefµ -B outperforms nrefµ -A if these 29 events are excluded, as shown in
Fig. 6.20b).
In conclusion, the signal response model fµ-B derived in this study agrees better with the data than
the standard model fµ-A. The gain is achieved by including some signal fluctuations in fµ-B which are
neglected in fµ-A. The model of the muon density nrefµ -B derived in this study agrees better with the data
in most cases, but very badly in a rare class of 29 out of 45000 events. These events are fitted well with
nrefµ -A, which points to an underestimation of the muon density nµ very close to the shower core in model
nrefµ -B. The bad fit has no significant impact on the reconstruction and thus model nrefµ -B is still slightly in
favor due to its better overall performance.
6.2.5 Constant intensity analysis
The reconstruction of simulated SD events shows, that the energy estimator Rµ does not depend on the
zenith angle θ within certain limits. This result can be cross-checked with real SD events under certain
conditions, based on the principle that the arrival directions of cosmic rays are isotropic in very good
approximation. An analysis of this kind is often called method of the constant intensity cut, see e.g.
ref. [155, 156, 158].
The basic idea is that the expected θ-distribution in a flat detector that measures an isotropic flux is a
well known distribution. It is obtained by projecting the zenith angle distribution of an isotropic source
onto a plane:
f(θ) ∝ sin θ cos θ ⇔ f˜( sin2 θ) ∝ 1. (6.2.38)
The measured sin2 θ-distribution therefore should be flat, if the SD reconstruction probability5 for
cosmic rays is about 100% over the regarded zenith angle range. This is not true at low energies, but it can
be assured by regarding only events above an energy estimator threshold Rµ > Rµ,thr.
The cut introduces a dependency of the distribution on Rµ, which is the key point of the analysis. By
design, Rµ should be independent of θ. If this not the case, then the sin2 θ-distribution will not be flat for
any threshold Rµ,thr. The implicit assumption in this argument is, that the reconstructed zenith angle θ is
not significantly biased, too. A bias of about 0.1◦ is expected, its influence can be checked by varying θ at
the level of the bias.
The analysis is very sensitive to a possible bias in Rµ, which is a consequence of the steeply falling
energy spectrum of cosmic rays. If a power law spectrum AE−α is assumed, then the number of events
5Including the trigger probability.
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(a) Likelihood ratio test with standard event sample
number of stations / event
4 5 6 to 7 8 to 10
11 to 19
above 19
any
model BA
model AB
model AA
no. of events
4249
2884
8006
10008
8870
3314
9430
10010
12755
6388
18727
13266
11754
7452
15667
7579
6971
5920
12642
4143
1689
3279
5872
617
46288
29237
70344
45623
(b) Likelihood ratio test after additionally excluding a special
class of 29 events
Figure 6.20: The plots shows the criterion −2 ln ℓ of the likelihood ratio test described in the text. The test
statistic −2 ln ℓ is calculated against the model combination BB. The total value of the test statistic −2 ln ℓ
is shown as well as the contributions from events with certain station multiplicities. If −2 ln ℓ > 9, the test
favors the model combination BB. If −2 ln ℓ < −9, the test favors compared model combination.
above a threshold energy Ethr is
N(E > Ethr) =
∫ ∞
Ethr
dE AE−α = A
α− 1Ethr
−α+1 (6.2.39)
An energy-bias ∆E is equivalent to a change −∆Ethr in the threshold, which can be propagated into the
event number N :
∆N
N
≃ (1− α)∆Ethr
Ethr
= (α− 1)∆E
E
(6.2.40)
⇒ ∆R
SD
µ
RSDµ
≈ ∆E
E
≈ 1
2
N−1/2,
whereas a power law index α ≈ 3 and Poisson statistics for N are assumed in the last step. Thus, 100
events per sin2 θ-bin are already sufficient to detect a 5 %-bias in RSDµ .
The analysis is performed with the settings in Table 6.1 on SD events from 01/2004 to 01/2009.
Fig. 6.22 shows the resulting distributions above several energy estimator thresholds.
A flat sin2 θ-distribution is indeed observed above a threshold of about Rµ,thr ≈ 1. The value fits well
to the point of 100 % reconstruction efficiency obtained in the trigger threshold analysis in Chapter 7. A
flat plateau is observed in the zenith angle range 60◦ < θ < 82◦. The deviation above 82◦ is expected
partly because of the reconstruction bias at these inclinations and partly because of the trigger saturation
threshold which increases rapidly at these large inclinations. Below 60◦, the event number drops down due
to a zenith angle cut which is implemented in the T4 selection of very inclined air showers.
There may be a small lack of events between 60◦ and 62◦. Statistically, the lack is not significant, but it
is apparent by eye. It turns out that the flatness can be artificially restored by adding 2% to the reconstructed
energy estimator in this zenith angle region. A possible bias of at level is acceptable and smaller than the
expected systematic uncertainty of Rµ of the order of 5 %. As a final cross-check, the analysis is repeated
with all zenith angles shifted by −0.1◦ according to the expected bias in the reconstructed zenith angle.
The result remains unchanged.
In conclusion, the analysis indicates a safe range of zenith angles 60◦ < θ < 82◦, in which the energy
estimator Rµ is independent of θ to a level of 2 %. The trigger saturation of the SD is reached at about
Rµ ≈ 1. By rejecting the largest zenith angles 82◦ < θ < 90◦, 8 % of the theoretical acceptance above
60◦ is lost. In practice it is much less due to the increased SD trigger threshold at the largest zenith angles.
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(a) Reconstruction of event 3693496 with model nrefµ -A
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(b) Reconstruction of event 3693496 with model nrefµ -B (this study)
Figure 6.21: The plots show one of 29 events with saturated stations, which are significantly better fitted
with model nrefµ -A than with nrefµ -B. The event has the reconstructed parameters E ≈ 9×1018 eV, θ ≈ 75◦,
and φ ≈ 54◦. The left side shows a top view on the SD array, the symbols have the same meaning as in
Fig. 6.6. The right side shows the residuals of the station signals with respect to the fitted reconstruction
model. The station closest to the shower core is a saturated station.
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Figure 6.22: The plot shows the sin2 θ-distribution of real SD events above several energy estimator thresh-
olds. The hatched areas represent excluded zenith angle regions. The horizontal lines are fits to the dis-
tributions. The hypothesis that the distributions are flat is tested with the χ2-method. The probability P ,
that the observed fluctuations are by chance, is given in the legend. The lighter colored symbols show the
distributions after applying the correction explained in the text. The probability in braces is the result of
the χ2-test after the correction.
The constant intensity analysis does not exclude the use of events with Rµ . 1, but the limited detector
efficiency at these energies needs to be properly modeled. This will done in Chapter 7.
6.2.6 Bias correction of the energy estimator
The previous analysis showed no indication of a significant bias of the reconstructed energy estimator
RSDµ as a function of the zenith angle θ in the regarded range, but the energy-dependent bias observed in
simulated events remains. Fig. 6.23a) shows the bias as a function of the true energy estimator Rsh-shµ .
As discussed before, the bias at lgRµ < 0 can be attributed to a selection effect generated by the
SD trigger, the shower-to-shower fluctuations and the SD sampling fluctuations. This apparent bias is a
selection effect and cannot be corrected through the energy estimator. It will be corrected by properly
regarding the limited detection efficiency in the following chapters.
The smaller bias at lgRµ > 0 is a reconstruction bias and therefore correctable. If this bias is not
corrected, it will be absorbed into the energy calibration function in Chapter 7
E = Ecal ×Rµγ . (6.2.41)
The calibrated SD-energy ESD would be almost bias free in any case. However, the fitted calibration con-
stants would be biased in turn and not directly comparable with predictions from simulations. Therefore,
the bias is corrected directly in the reconstructed energy estimator RSDµ .
The bias grows almost linearly with lgRsh-shµ . It is fitted in the range −0.2 < lgRsh-shµ < 1.2 with a
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Figure 6.23: The plots show the energy-dependent bias of the reconstructed energy estimator RSDµ in sim-
ulated events. The bias is shown as a function of the true energy estimator Rsh-shµ in a) for different cosmic
ray particles and hadronic interaction models. The hatched bands indicate the statistical uncertainty in the
simulation. All simulated data is combined in b), which also shows the fitted correction function, and the
event-by-event corrected data for comparison.
polynomial of first order
RSDµ −Rsh-shµ
Rsh-shµ
= a+ b lgRsh-shµ (6.2.42)
with a = 0.0038± 0.0035, b = 0.0372± 0.0041.
The fitted correction can be applied event-by-event by approximately replacing Rsh-shµ with RSDµ . This is
possible, because the correction is at the level of 10−2 and depends only on the logarithm of the energy
estimator.
Fig. 6.23b) shows the uncorrected data, the fit, and the event-by-event corrected data, which is now
unbiased above Rµ ≈ 1. This bias correction will be applied consistently in all analyses in the following
chapters to real SD events and simulated SD events.
The constant intensity analysis showed that the reconstructed energy estimator RSDµ is not biased as a
function of the zenith angle θ in the range 60◦ < θ < 82◦. The bias of RSDµ as a function of the cosmic ray
energy E is corrected here. The remaining systematic uncertainty of RSDµ is estimated to be smaller than
3 %, which is negligible. The reconstructed energy estimator RSDµ will therefore be regarded as un-biased
in the following chapters in the zenith angle range 60◦ < θ < 82◦.
6.2.7 Summary
The section discussed the complete reconstruction of the energy estimator Rµ and the shower direction
(θ, φ) of very inclined air showers from events recorded with the surface detector. The energy estimator Rµ
is almost proportional to the shower energy E and will be calibrated to E in Chapter 7. The performance of
the reconstruction was evaluated with simulated SD events. The reconstruction efficiency for events which
pass the T4 selection is 99.8 %.
The resolution of the energy estimator Rµ and the shower direction (θ, φ) depend on the cosmic ray
energy E, its mass A, and the zenith angle θ. For a 1019 eV shower with an inclination θ = 70◦, the
resolution of the energy estimator is 16 % and the angular resolution 0.4◦.
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Based on bias-analyses of reconstructed cosmic ray parameters, the reconstruction is restricted to the
zenith angle range 60◦ < θ < 82◦. The restriction is mainly based on a rapidly increase in the bias of the
shower core position rc at θ > 80◦. The shower core resolution also degrades fast above 80◦. Resolution
and bias eventually become larger than the station-to-station distance of 1.5 km.
The adopted T5 selection depends on the reconstructed shower core position. The T5 selection rejects
poorly reconstructed air showers and defines the effectively exposed area of the SD. An error in calculation
of the exposed area directly propagates into reconstructed cosmic ray flux, as will be shown in Chapter 8.
In order to avoid this the shower core bias should be small compared to the grid size of the SD array.
In the restricted zenith angle range, the reconstruction shows small or negligible systematic biases. The
shower core position is biased by less than 200 m and the zenith angle by less than 0.1◦. The energy
estimator Rµ shows a relative bias as a function of the cosmic ray energy of up to 3 % between 1019 eV
and 1020 eV. This bias was corrected event-by-event with an empirical parameterisation. Any relative bias
on Rµ as a function of the zenith angle θ is smaller than 2 %. The analyses of simulated events indicates
that the energy estimator Rµ reconstructs the true number of muons Nµ on the ground with a systematic
uncertainty of 3 %.
The reconstruction of the energy estimator Rµ is based on a model of the muon density nµ on the
ground and a model of the signal response fµ(Sµ) of a SD station to muon hits. The models developed
and used in this study are compared with other models [10, 11, 15, 17]. The compared models show an
overall bias of 20 % in the reconstructed energy estimator Rµ. The overall bias is generated by the model
of electromagnetic signal component from ref. [16], as discussed in Chapter 5. The signal response model
fµ(Sµ) derived in this study absorbs this bias by construction is thus not affected.
If the overall bias is corrected, the performance of the compared models similar to those derived in this
study in the restricted zenith range 60◦ < θ < 82◦. Still, the models of this study achieve slightly better
resolutions and fit better to real events in most cases.
Finally, an apparent bias in the reconstructed energy estimator Rµ is observed below 1018.5 eV which
is not caused by the event reconstruction. The apparent bias is the consequence of random fluctuations of
Rµ and a selection effect of the detector which causes only the upward fluctuations to trigger. The effect
will be analysed further and modeled in Chapter 7.
6.3 FD event reconstruction
The reconstruction of FD events is documented in ref. [180, 181] and the references therein. An overview
is presented in the following. Technical details about the FD reconstruction can be found in Appendix D.
The reconstruction follows three steps. The signal pulses are extracted from the raw signal traces in
every pixel and noise pixels are rejected. Then, the shower axis is reconstructed, which uses the signal
arrival times in the pixels and a single SD station. Finally, the total shower energy is reconstructed from the
detected light at the aperture based on the shower axis geometry and the current Mie scattering properties.
6.3.1 Pulse finding and rejection of random pixels
The reconstruction starts with a set of triggered camera pixels. Each pixel i covers a small solid angle of the
sky with a pointing direction pi. The pixel has an ADC-trace of counts above a baseline with in intervals
of 100 ns, as discussed in Chapter 4.
The first task is to locate the signal pulse generated by the air shower in each trace, which is done with
a window search. The pulse is located by optimising the signal to noise ratio S/N within an adjustable
time window ∆t
S/N =
S(∆t)√
∆t× σb
, (6.3.1)
whereas S(∆t) is the integrated signal in the time interval ∆t above the baseline and σb is the fluctuation
of baseline. Only pulses with a signal to noise ratio S/N > 5 after the optimisation are accepted. After the
pulse finding, each accepted pixel has a defined signal size wi = Si(∆t) and a signal arrival time ti, which
is the barycenter of the pulse in the time domain.
129
6.3. FD EVENT RECONSTRUCTION
Figure 6.24: The drawing illustrates the shower axis reconstruction. The shower axis and the telescope
position define the shower detector plane. The position and orientation of the axis inside the plane is
defined by the shortest distance Rp to the telescope and its angle χ0 to the ground plane. Light emitted at a
certain elevation χi above the horizon at the shower axis arrives in the telescope at the time ti. The arrival
time t0 corresponds to the point with the shortest distance to the telescope. The shower front arrives at the
time tGrd at position RGrd.
The so far accepted pixels still contain a lot of accidental pixels, which are not part of the air shower.
These are rejected in subsequent steps. Isolated pixels are rejected first. A pixel is isolated, if the angle
between its own direction and that of every other signal pixel is larger than 5◦.
To reject more accidentals, the shower detector plane (SDP) of the event is estimated. The SDP contains
the shower axis and the fluorescence telescope, as shown in Fig. 6.24. It is fully defined by the position of
the fluorescence telescope and the normal vector n of the plane.
A preliminary SDP is obtained by calculating all possible normal vectors n˜ij from all pairs of pixel
directions (pi,pj)
n˜ij = pi × pj . (6.3.2)
The normal vectors n˜ij together with the telescope position define candidate SDPs. The best estimate is
the candidate SDP, which has the largest number of compatible pixels. A pixel is compatible, if its direction
pk diverges less than 2◦ from the candidate SDP. Finally, all pixels farther away than 2◦ from the estimated
SDP are rejected.
This is the basic noise rejection. More heuristics are applied during the rest of the reconstruction to
either further reject or re-include pixels, which are not covered here. The rejection up to this point is
quite strict and optimal for showers which are distant so that they appear as a one-dimensional line in the
telescope camera. If the shower is very close, the pixel track has a lateral extension and pixels may be
rejected which are actually part of the event. Once the basic geometry of the shower axis is established, the
reconstruction tries to recover such pixels based on the compatibility with the time structure of a developing
shower.
6.3.2 Reconstruction of the shower axis
A precise reconstruction of the shower detector plane is performed with the cleaned set of pixels from the
previous step. The SDP has only two degrees of freedom, the two components u and v of its normal vector
n = (u, v,
√
1− u2 − v2)T . Best estimates of u and v are obtained by minimising the sum Q2 of the
quadratic deviations from the SDP weighted with the signal size wi
Q2 =
1∑
i wi
∑
i
wi
(
arccos(pi · n)− π/2
σp
)2
, (6.3.3)
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whereas σp = 0.35◦ is a pointing uncertainty derived from an analysis of laser shots [182].
The position and orientation of the shower axis inside the shower detector plane is reconstructed next
by fitting a model of the time-development of the light spot in the camera to the observed signal arrival
times. The shower is modeled as a light source moving with the speed of light along the shower axis. A
geometrical analysis yields
〈ti〉 = t0 + Rp
c
tan
(
1
2
(
χ0 − χi
))
, (6.3.4)
see Fig. 6.24, which also explains the meaning of the variables t0, Rp, χ0, and χi. In principle, the arrival
times ti measured in the pixels are enough to constrain the free parameters of the model t0, Rp, and χ0, but
the precision is limited. In the worst case, the track is short and the measured elevations are close to χ0, so
that the model degenerates to a line fit:
χi − χ0 ≈ 0 ⇒ 〈ti〉 ≈ t0 + Rp
c
1
2
(
χ0 − χi
)
. (6.3.5)
The parameters t0, Rp and χ0 become strongly correlated and the shower axis is not well defined anymore.
In order to avoid this situation, the signal arrival time at a single SD station is included into the recon-
struction. If the shower front curvature is neglected, the arrival time tGrd in the SD station can be modeled
as
〈tGrd〉 = t0 + 1
c
RGrd · Sˆ, (6.3.6)
the variables are again explained in Fig. 6.24.
The least-squares method is used to derive the free parameters of the model. The following sum is
minimised:
χ2 =
∑
i
(
ti − 〈ti〉
σ[ti]
)2
+
(
tGrd − 〈tGrd〉
σ[tGrd]
)2
, (6.3.7)
whereas σ[ti] and σ[tGrd] are the respective uncertainties of the arrival time measurements in the pixels and
the SD station.
The SD station used in the fit is selected out of those, which have a maximum distance from the shower
detector plane of 2 km. The station with the largest signal is tried first. If this station does not lead to an
acceptable fit, the station with the next to largest signal is used and so on.
This is the basic reconstruction concept. Some additional heuristics are applied to get a good SD station
for the fit, which are not covered here. The effect of the shower front curvature on the arrival time tGrd is
also treated in an approximate way, which is not described here.
The typical angular resolution of the axis reconstruction is about 0.5◦ [183].
6.3.3 Reconstruction of the shower energy
The energy reconstruction of the Pierre Auger Observatory uses fluorescence and Cherenkov light emitted
by an air shower to reconstruct the energy of the cosmic ray. The scattering and attenuation of the light
in the atmosphere needs to be modeled. Both Rayleigh and Mie scattering processes are considered. The
former describes scattering at air molecules, the latter scattering at aerosols and water vapor.
The reconstruction neglects the lateral extension of air showers. They are treated as one-dimensional
objects. Fig. 6.25 illustrates the contributions of fluorescence light as well as direct and scattered Cherenkov
light to the observed number of photons at the aperture of the telescope.
Electrons are the second most abundant particle species in an air shower after photons. They loose
energy in the atmosphere rapidly, partly by colliding with nitrogen molecules. The molecules are excited in
the process and partly de-excite by emitting fluorescence photons. The number of fluorescence photons Nfγ
emitted in a slant depth interval ∆Xi is proportional to the average energy loss in that interval (dE/dX)i
and the fluorescence yield Y fi at that point in the atmosphere
Nfγ (Xi) = Y
f
i (dE/dX)i∆Xi, (6.3.8)
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Figure 6.25: Illustrated are the contributions of direct and scattered light to the amount of photons detected
at the aperture. The thick solid lines represent fluorescence light, which is emitted isotropically. The
dashed lines represent direct Cherenkov light. The dotted line represents scattered Cherenkov light. In
a), fluorescence light and Cherenkov light are emitted at Xi. The fluorescence yield Y fi at the emission
point has to be regarded for the former, the emission angle βi to the shower axis for the latter. The mixed
light travels the distance ri to the telescope and is attenuated by the factor Ti on its way. In b), the shower
development has progressed further. A concentrated beam of Cherenkov light has formed along the shower
axis. Direct fluorescence light from point Xi mixes with scattered Cherenkov light, which was initially
emitted at Xj and attenuated between Xj and Xi by the factor Tji.
The fluorescence yield Y fi is not constant during the shower development. It depends on the air density,
temperature, and humidity, as discussed in Chapter 4.
Fluorescence light is emitted isotropically. The number of fluorescence photons yfi registered in a
telescope with aperture A and light detection efficiency ǫ is
yfi =
AǫTi
4πr2i
Y fi (dE/dX)i∆Xi, (6.3.9)
whereas Ti is the Rayleigh and Mie attenuation factor along the light path with the length ri.
Most electrons in the shower are highly relativistic and therefore emit Cherenkov light in air. The
Cherenkov light forms a concentrated beam along the shower axis. The number of Cherenkov photons
in the frequency range of the FD telescopes is comparable to the number of fluorescence photons. Still
in most cases the shower is observed from the side and only a small amount of scattered Cherenkov light
reaches the telescope. If the shower faces the telescope, the detected signal may be completely dominated
by Cherenkov light.
The number of Cherenkov photons NCγ in emitted in the frequency interval of the telescopes is propor-
tional to the number of electrons Ne(Xi) above the Cherenkov production threshold at a given slant depth
Xi. The conversion factor can be modeled and is called Cherenkov yield Y Ci in analogy to the previous
case
NCγ = Y
C
i Ne(Xi). (6.3.10)
The contributions of other fast charged particles, most notably the muons, can be neglected.
The number of direct Cherenkov photons yCdi registered in the telescope is
yCdi =
AǫTi
4πr2i
fC(βi)Y
C
i Ne(Xi), (6.3.11)
whereas fC(βi) is the fraction of Cherenkov photons emitted at an angle βi from the shower axis. The
Cherenkov light cone of each individual electron is narrow. The total divergence of the beam is consider-
ably larger due to multiple scattering of the electrons.
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Finally, there is an indirect contribution from scattered Cherenkov light. The direct Cherenkov light
emitted at earlier points of the shower development forms a Cherenkov beam along the shower axis, as
indicated in Fig. 6.25b). The number of beam photons N beamγ (Xi) at a certain slant depth Xi of the
shower development is the sum of all these earlier contributions
N beamγ (Xi) =
i∑
j=0
Tji Y
C
j Ne(Xj), (6.3.12)
whereas Tji is the attenuation factor for light traveling from Xj to Xi.
The number of scattered Cherenkov photons yCsi registered in the telescope is
yCdi =
AǫTi
4πr2i
fs(βi)
i∑
j=0
Tji Y
C
j Ne(Xj), (6.3.13)
whereas fs(βi) is the fraction of Cherenkov photons emitted at an angle βi from the shower axis.
The total light received at the detector in a given pixel i, which has the interval ∆Xi of the air shower
development in its field of view, is the sum of the three light contributions
yi = y
f
i + y
Cd
i + y
Cs
i . (6.3.14)
The fluorescence light contribution is directly related to the energy loss profile (dE/dX)i of the shower.
The Cherenkov light contributions depend on the electron number profile Ne(Xi), but can be related to the
energy loss, too:
(dE/dX)i = αiNe(Xi), (6.3.15)
whereas αi is a universal conversion factor that depends only on the shower age si = 3/(1+2Xmax/Xi) in
good approximation, whereas Xmax is the depth of the electromagnetic shower maximum. Thus, the energy
loss profile (dE/dX)i can be reconstructed from the detected light yi. The contribution yCsi from scattered
Cherenkov light couples different shower intervals ∆Xi with a single point (dE/dX)j in the energy loss
profile. The relation between yi and (dE/dX)i therefore is a matrix equation.
In general, the telescope is not able to observe the full profile because of its limited field of view. The
extrapolation to depths outside the field of view is done with the Gaisser-Hillas function [184]
fGH(X) = (dE/dX)max
(
X −X0
Xmax −X0
)(Xmax−X0)/λ
exp
(
(Xmax −X)/λ
)
, (6.3.16)
whereas (dE/dX)max, Xmax, λ, and X0 are free parameters. The full profile is also necessary to calculate
the correct amount of scattered Cherenkov light in the observed fraction of the profile.
The Gaisser-Hillas function completes the data model. It is fitted to the available data with the least-
squares method. The energy deposit Eem of the cosmic ray in the atmosphere is the integral of the fitted
Gaisser-Hillas function fGH(X)
Eem =
∫ ∞
0
dX fGH(X). (6.3.17)
It was already discussed in Chapter 3, that Eem is smaller than the total energy E of the cosmic ray.
About 10 % to 15 % is dumped into the ground by muons or carried away by neutrinos [47]. It is possible
to model the average amount of this invisible energy and define a correction factor finv, which accounts for
it. The final correction
E = finv Eem (6.3.18)
completes the energy reconstruction.
The statistical uncertainty σ[E] of the reconstructed energy is derived from a full propagation of all
event-by-event uncertainties. The uncertainty in the light flux at the aperture σflux[Eem] can be calculated
from the uncertainty of the fitted Gaisser-Hillas function. Another contribution σgeom[Eem] is generated by
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the uncertainty in the reconstructed shower axis which affects the reconstructed energy. The last contribu-
tion is the event-by-event uncertainty σ[finv] of the correction factor finv, which shows shower-to-shower
fluctuations. The total statistical uncertainty of the reconstructed energy is
σ2stat[E] = E
2 σ2(finv) +
(
dfinv
dEem
Eem + finv
)2 (
σ2geom[Eem] + σ
2
flux[Eem]
)
. (6.3.19)
The energy resolution is better than 10% [181]. A detailed analysis of the FD energy resolution of very
inclined air showers is shown in Chapter 7. Fig. 6.26 shows an example of a reconstructed fluorescence
detector event.
6.3.4 Systematic uncertainty of the energy
In Chapter 7, the energy estimator of the surface detector is calibrated to the energy measurement of the
fluorescence detector. The SD energy ESD obtained in this way inherits the systematic uncertainty of the
FD energy EFD. The contributions to this systematic uncertainty were carefully estimated in ref. [185]. A
listing of the uncertainties is shown in Table 6.3. The contributions can be divided into four large groups
that concern the fluorescence yield, the signal calibration of the telescopes, the atmospheric model, and the
reconstruction procedure.
The fluorescence yield is measured in the laboratory. The Pierre Auger Observatory uses the abso-
lute value from Nagano et al. [74]. Relative measurements of the dependency on pressure, humidity, and
temperature of the air are taken from the AIRFLY experiment [72, 73]. The absolute measurement of the
fluorescence yield is technically difficult. Relative measurements are much more precise. The aim of the
ongoing AIRFLY experiment is to reduce the absolute uncertainty of 14 % by at least a factor of two.
The absolute calibration of the FD telescopes at the Pierre Auger Observatory is performed with a light
drum, as discussed in Chapter 4. The output of the light drum is measured in the laboratory. The light drum
is then carried into the field to calibrate the telescopes. The absolute calibration of the light drum is one
source of uncertainty. Another one is the drift of the calibration over time, which followed to some degree
by the relative calibration procedure.
The atmospheric models have only very small systematic uncertainties as long as the parameters of the
Mie scattering are well measured during the nights of data acquisition.
The uncertainty of the reconstruction method is assessed by comparing the standard method discussed
here with the alternative from ref. [186]. The alternative reconstruction also regards the lateral extension of
the shower, but does not model the scattered Cherenkov light. It is currently not possible to decide, which
reconstruction is less biased. The fluorescence detector simulation also neglects the lateral extension of the
shower and cannot be used to distinguish between the reconstructions. Reconstructed laser shots from the
central laser facility cannot be used, because they are also one-dimensional.
The correction for invisible energy is derived from air shower simulations. The correction depends on
the mass of the cosmic ray and the hadronic interaction model used in the simulation [47]. A variation of
the models and the cosmic ray mass yields the uncertainty estimate given in the table.
The contributions to the systematic uncertainty σsys[E] of the reconstructed energy amount to 22 %.
The systematic uncertainty will become smaller by successive improvements in the future. A reduction to
15 % could already be achieved by improving the accuracy of the fluorescence yield by factor of two and
by eliminating the systematic uncertainty of the reconstruction method.
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Figure 6.26: Shown in an example of a reconstructed FD event. Event 2151605 has a zenith angle θ ≈ 61◦,
an azimuth angle φ ≈ 280◦ and an energy of about 3×1019eV. a) The event view in shows the development
of the shower, the signal arrival time is color coded. The shower also triggered several SD stations. b) The
camera view shows the triggered pixels. The shower detector plane is indicated by a red line. c) The points
show the signal arrival times and the solid line the fitted model. The black square represents the arrival
time in the SD station with the largest signal. d) The points refer to the detected light at the aperture. The
stacked profiles are the reconstructed contributions from fluorescence light as well as direct and scattered
Cherenkov light. The contribution from Mie scattering is irregular, because the aerosol density is irregular.
e) The points show the reconstructed energy loss profile, the solid line the fitted Gaisser-Hillas function.
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Table 6.3: Listed are the sources, which contribute to the systematic uncertainty of the reconstructed FD
energy [185]. The total uncertainty is obtained by adding the contributions in quadrature.
Source ∆E/E [%]
Fluorescence yield absolute 14
pressure dependence 1
humidity dependence 1
temperature dependence 5
Telescope calibration absolute 11
wavelength dependence 3
Atmosphere Rayleigh scattering 1
wavelength dependence of aerosol scattering 1
aerosol phase function 1
Reconstruction method 10
invisible energy 4
Total 22
136
Chapter 7
Energy calibration of the Surface Detector
This chapter discusses the energy calibration of the reconstructed energy estimator RSDµ of the surface
detector (SD) from Chapter 6. It is based on a correlation between the energy EFD measured by the
fluorescence detector (FD) and the energy estimator RSDµ , which can be observed in events that triggered
the fluorescence detector and the surface detector simultaneously.
The basic relation between the SD energy estimator RSDµ based on the total number of muons which
arrive the ground and the cosmic ray energy E was already suggested in Chapter 3 and confirmed through
simulations in Chapter 5. It is a power law in good approximation, if the composition of the cosmic rays
does not change too rapidly and the regarded energy range is not too large:
E = Ecal ×Rµγ , (7.0.1)
whereas Rµ is the ideal energy estimator. The distinction between the ideal energy estimator Rµ, the true
energy estimator Rsh-shµ , and the reconstructed energy estimator RSDµ was explained in Chapter 6 and is
again important in this chapter.
A theoretical prediction of the calibration constants Ecal and γ is a major challenge, as shown in Chap-
ter 5. This is partly so, because the average cosmic ray mass 〈A〉 at a given cosmic ray energy E is not
well known and partly because of theoretical uncertainties concerning the hadronic interactions. It is more
precise to derive the constants Ecal and γ from measurements. The FD provides an almost calorimetric
measurement of the total energy E in an air shower, as discussed in Chapter 6, which can be used to
calibrate Rµ.
The standard approach [17,161–163,165,187] expresses the average measured energy estimator 〈RSDµ 〉
as a function of the measured FD energy EFD
〈RSDµ 〉 =
(
EFD
Ecal
)1/γ
. (7.0.2)
This equation is fitted to the data with a least squares method that takes the estimated uncertainties from
the reconstructions into account. An analogue approach is used to calibrate the energy estimator of vertical
air showers, see e.g. ref. [156, 157, 188].
The method is simple and straight-forward, but has some issues, partly discussed already e.g. in ref. [17,
156, 157]:
• The standard least-squares fit offers no natural way to take the uncertainty on the FD energy EFD into
account, although it is only possible to approximately include it. The least-squares fit cannot handle
fluctuations around the model that are not Gaussian.
• The event sample below the threshold energy of the SD trigger saturation is biased due to a selection
effect. The least-squares method cannot model this bias and therefore events in affected energy range
need to be excluded. Most showers are observed at low energies and thus a major amount of data
cannot be used to constrain Ecal and γ.
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• The low energy cut itself introduces another bias on the fit which is complicated to avoid.
This study proposes an improved approach for the energy calibration. The idea is to develop a complete
statistical model of the FD and SD measurement processes, formulated as a probability density function
(p.d.f.) in the (EFD, RSDµ ) parameter space. Deriving the p.d.f. is a complex task, but once it is formulated,
the calibration constants and a lot more information can be derived from the data by fitting this model with
a standard likelihood method to the observed event distribution.
The new method has many advantages, the two most important ones are:
• Events below the point of SD trigger saturation can be included naturally. This allows to use about
three times as much data for the fit as the standard approach.
• The method allows to fit the unknown shower-to-shower fluctuations of the energy estimator RSDµ
from the data. These fluctuations cannot be derived from the data otherwise and are sensitive to the
cosmic ray mass A. Thus, a comparison of the fitted shower-to-shower fluctuations with predictions
from simulations allows to draw conclusions about the composition of cosmic rays.
The new method introduces a lot more modeling of the data, which could bias the result if it is not done
correctly. The method and its model components are therefore checked thoroughly in this chapter.
First part of this chapter deals with an important prerequisite of the energy calibration: a well under-
stood data set. The T5 criterion assures a good reconstruction with controlled systematics for SD events.
An event selection with the same purpose needs to be applied to FD events, but in the FD case it is much
more complex. The FD selection is based on cuts on many event parameters, which may introduce possible
biases themselves. A self-consistent algorithm [158] is used to derive unbiased cuts.
The new energy calibration method is derived and applied to the available data in the second part of this
chapter. Several cross-checks are applied, which show the general consistency of the approach and allow
to estimate the systematic uncertainty of the result.
7.1 Event selection
A prerequisite to a fit of the energy calibration function from the data is a well understood and unbiased
data set. It is particularly important, that the selected event sample does reflect the true composition of
cosmic rays at every energy interval. Heavy nuclei with the same energy E produce more muons and
therefore a larger energy estimator Rµ. If the cosmic ray composition was biased in the event sample, then
also the energy calibration would be biased.
It was shown in Chapter 6, that the SD energy estimator RSDµ is unbiased if the SD is fully efficient. If
it is not fully efficient, the average energy estimator 〈RSDµ 〉 is biased at a given cosmic ray energy E. In
particular, the limited efficiency would bias a mixed composition of cosmic rays. Iron nuclei with the same
energy as protons have a higher change to trigger the SD, because they generate more muons.
A similar situation can arise for the fluorescence detector. Fig. 7.1 shows an example. One of the basic
requirements for a reliable FD reconstruction is the observation of the shower maximum in the field of
view of the telescope. Proton showers develop deeper in the atmosphere than iron showers and thus have a
larger probability to be accepted by this requirement if they develop close to the telescope. Because the FD
exposure increases with the cosmic ray energy E, showers close to the telescope usually have low energies.
At larger energies, the corresponding average distance to the telescope is also larger and no bias occurs.
There are two ways to deal with this kind of situation. If the bias in the events is well understood, it
can be included into the data model, thus canceling its effect. This approach will be used for the SD energy
estimator RSDµ in the region where the SD is not fully efficient. If the bias is not well understood, cuts have
to be applied which avoid the bias. This approach will be used for the FD energy EFD.
The SD events are well understood and need no further event selection. This section will focus on the
selection of FD events. The FD data set contains a fair amount of showers of poor quality since its event
trigger is very permissive. A lot of these showers are systematically biased. There is not a single criterion
like the T5, which allows to reject these showers. Only a complex combination of several cuts allows to
avoid the biased events.
138
CHAPTER 7. ENERGY CALIBRATION OF THE SURFACE DETECTOR
Figure 7.1: The drawing shows the field of view of a fluorescence telescope, and in a symbolic way, the
energy loss profile of a proton and an iron shower along its shower axis. In case a), both showers arrive
very close to the telescope, in case b), they are farther away.
The method to derive the FD cuts is adopted from ref. [157], where it was applied to select FD events
for the energy calibration of vertical showers. The approach is based on a self-consistency argument. It
exploits that the SD energy estimator RSDµ is unbiased above a certain threshold and therefore may be used
as a reference to obtain unbiased cuts for the FD. The method has the advantage that relies only on the data
itself and not on air shower simulations.
7.1.1 SD event selection
Compared to the complex selection of FD events, the SD event selection is simple and robust. The applied
cuts and selections are discussed in detail in Chapter 6. The only new cut regards certain time periods,
where the central data acquisition was unstable or buggy. More information about these so called bad
periods is given in Chapter 8.
To simplify the discussion, the following convention is used to name the cuts.
• SdBadPeriod: The event is outside a time period of normal data acquisition.
• SdT4Level: The event passes the T4 selection.
• SdT5Level: The event passes the T5 criterion.
• SdEnergyReconstructionLevel: The event passes the reconstruction of the energy estimator. The
reconstruction of the shower front curvature is optional and not required.
• SdThetaMin: The event is has a zenith angle θ larger than 60◦.
• SdThetaMax: The event is has a zenith angle θ smaller than 82◦.
Table 7.1 summarises the individual cut efficiencies in the data from 2004/01 to 2009/01, Fig. 7.2 shows
the cut correlations. Appendix F shows event examples, which are rejected by these cuts.
The strongest correlations are found on the on hand between the cuts SdT4Level and SdReconstruc-
tionLevel, and on the other between SdT4Level and SdThetaMax. The former is expected, since the T4
selection is designed to rejects events which are not reconstructable. The latter correlation may indicate
that the T4 selection is too strict for almost horizontal showers.
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Table 7.1: The table summarises the cuts to select high quality SD events in the time span from 2004/01 to
2009/01. The number of dropped events and the efficiency of each cut are calculated under exclusion of all
other cuts. The cuts are correlated, which is why the efficiencies do not multiply up to the total efficiency.
All SD events 144053
Accepted SD events 45063 31.3 %
Cut Events dropped (excl.) Efficiency (excl.) / %
SdBadPeriod 5929 96
SdT4Level 53643 63
SdT5Level 40961 72
SdEnergyReconstructionLevel has Rµ 869 99
SdThetaMin/◦ ≥ 60 27607 81
SdThetaMax/◦ ≤ 82 4057 97
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Figure 7.2: The matrix shows the efficiency and correlation of the cuts in Table 7.1. The diagonal entries
represent the efficiencies of each cut under exclusion of all other cuts. The entries in the lower triangle
show the correlation of the cuts in percent. Correlations below 1 % are not shown.
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7.1.2 FD event selection
The FD selection combines many cuts on reconstructed observables and their estimated uncertainties to
obtain a high quality data set. The choice of cuts and the self-consistency analysis to obtain the cut thresh-
olds is based on ref. [157]. The cut variables can be motivated a priori, but not the cut thresholds. The
self-consistency analysis allows to place the thresholds as such that the selection efficiency is maximised.
The analysis is based on FD events collected between 2004/01/01 and 2009/01/01. However, there are
early FD measurements in the data set, which cannot be used in this analysis. The events in question were
recorded at a time when no absolute FD calibration was available. The date of the first reliable measurement
for each FD building is given in Table 7.2.
The FD cuts are listed and motivated in the following. The general idea is to rather place cuts on many
variables. The amount of trust which can be placed on the unbiasedness of the result increases with the
number of cuts. A naming convention is introduced again to ease the discussion. The final cut values will
also be given in advance, the optimisation procedure is described separately in the next section.
• FdDistanceXmaxFoV: This cut is placed on the distance of the shower maximum Xmax from the
borders of the field of view of the telescope in units of slant depth. The cut ensures that the shower
maximum is observed well within in the field of view of the telescope.
• FdRelativeEnergyUncertainty: This cut is placed on the relative uncertainty of the energy mea-
surement. Since the FD reconstruction propagates geometrical uncertainties in the reconstruction
of the shower axis and uncertainties due to the atmospheric conditions into the uncertainty of the
shower energy, showers of poor quality can be rejected with this variable.
• FdXmaxUncertainty: This is a cut on the reconstructed uncertainty of the depth Xmax of the shower
maximum. A cut may be placed on this variable for the same reasons as for the previous cut. In
addition, a poor resolution of the shower maximum may be an indicator for a weak shower, which is
observed barely above the noise of the PMTs.
• FdPixelNumber: A cut on the number of the pixels with signal in the telescope camera. The number
of pixels is relevant for the reconstruction of the shower axis. A low number of pixels may also
indicate a weak shower, barely observed above the noise of the PMTs.
• FdCherenkovFraction: This cut is placed on the fraction of Cherenkov light in the reconstructed
shower light profile. Cherenkov light is treated as part of the signal, as described in Chapter 6.
Very inclined events often have a fair amount of Cherenkov light in the reconstructed photon flux
at the telescope. Ideally, there should be no bias depending on the fraction of Cherenkov light, if
it is correctly modeled in the reconstruction. Its influence has to be checked in the self-consistency
analysis.
• FdReducedChi2GaisserHillas: This is a cut on the reduced χ2-value of the Gaisser-Hillas fit to
the longitudinal profile of the energy loss of the shower. This is a very powerful cut to reject general
anomalies in the recorded energy loss profile, which are mostly due to clouds in the field of the view.
The absorption or reflection of fluorescence or Cherenkov light on clouds can severely distort the
measurement.
• FdReducedChi2Line: This cut sets a lower limit on the reduced χ2-value of a simple line fit to the
energy loss profile. If the data is compatible with a straight line, neither the shower maximum nor
the shower energy are well defined. This is another cut to remove weak or partly recorded showers.
Table 7.2: The table gives the earliest date for each fluorescence building, when an absolute calibration of
all its telescopes is available [189].
Fluorescence building Los Leones Los Morados Loma Amarilla Coihueco
First trusted date 2004/12/01 2005/06/02 - 2004/12/01
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• FdDistanceTankCore: This cut is placed on the distance between the estimated shower core posi-
tion of the FD reconstruction and the SD station which is used in the reconstruction of the shower
axis. The station with the largest signal is a good first guess for the position of the shower core. If
the core of the FD reconstruction is far away from this station, this may be an indicator for a bad
axis reconstruction. Also, as the FD reconstruction only uses a flat shower front model, the use of
the timing information from a far away station can introduce a bias.
• FdTrackLength: This is a cut on the observed length of the shower profile in units of slant depth. It
is another cut to reject faint showers and those only partly recorded.
The last three cuts are not part of the optimisation.
• FdMieMeasurement: The last cut is a selection criterion. It rejects events, which do not have a
corresponding measurement of the Mie-scattering and -attenuation length and the vertical optical
atmospheric depth available for the night of the data taking. Events without such measurements are
reconstructed with average values, which can be arbitrarily wrong and have a strong impact on the
reconstructed energy. Events of this kind are generally rejected in this analysis.
• FdThetaMin: This is another cut on the reconstructed zenith angle. It selects only the very inclined
showers with θ ≥ 60◦ from the data. A corresponding upper limit is not necessary, because geomet-
rical constains make it almost impossible to observe a near horizontal air shower in the FD and the
SD simultaneously.
• FdActiveCrown: This cut criterion requires six active SD stations in a hexagon around the SD
station with the largest signal in the FD event. The purpose of this criterion is explained below.
Two sets of FD events are selected with these cuts. The first set only contains events which triggered
the FD and the SD simultaneously. They are called golden hybrids by convention. These events are later
used in the fit of the energy calibration constants Ecal and γ.
The second set is a superset of the first. It contains more FD events, because an independent SD trigger
is not required anymore. These events are called potential golden hybrids in this chapter. The additional
FdActiveCrown cut selects only showers that fell into an active part of the SD array. Therefore, this event
set only contains showers which could have triggered the SD, if the shower front would have been intense
enough. The potential golden hybrids will be used to constrain some aspects of the data model, which is
used to describe the distribution of golden hybrids. It will also be used to derive the SD efficiency as a
function of the cosmic ray energy E at the end of this chapter.
The efficiencies of the optimised cuts for the golden hybrids are shown in Table 7.3, the cut correlations
in Fig. 7.3. The same is done for the potential golden hybrids in Table 7.4 and Fig. 7.4. Examples of rejected
events are shown in Appendix F.
Most of the cuts are highly correlated, since they are sensitive to similar event traits. The strongest
correlation is found between the cuts FdTrackLength and FdDistanceXmaxFoV, which reject almost the
same events. Most of these events are nearby showers with a shower maximum outside the field of the view
of the telescope. Another strong correlation is found between the cuts FdRelativeEnergyUncertainty
and FdXmaxUncertainty which can be expected since both are obtained from the fit of the Gaisser-Hillas
function, as shown in Chapter 6.
Only 411 golden hybrid events pass the event selection. Since the data statistic is so small, there was
a strong motivation to develop a method for the energy calibration which uses all these events without
imposing any more cuts.
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Table 7.3: The table shows the cuts which are used to select golden hybrids, as described in the text. Only
events are regarded here, which triggered both the SD and the FD and passed the SD cuts from Table 7.1
already. The number of dropped events and the efficiency of each cut are given exclusive of all other cuts.
The cuts are correlated, which is why the efficiencies do not multiply up to the total efficiency.
Golden hybrid events that pass the SD cuts 2453
Accepted golden hybrid events 411 16.8 %
Cut Events dropped (excl.) Efficiency (excl.) / %
FdDistanceXmaxFoV/g cm−2 ≥ 200 901 63
FdRelativeEnergyUncertainty ≤ 0.2 746 70
FdXmaxUncertainty/g cm−2 ≤ 150 508 79
FdPixelNumber/pixels ≥ 6 148 94
FdCherenkovFraction ≤ 0.5 676 72
FdReducedChi2GaisserHillas ≤ 2 550 78
FdReducedChi2Line ≥ 0.5 53 98
FdDistanceTankCore/km ≤ 1 151 94
FdTrackLength/g cm−2 ≥ 600 489 80
FdMieMeasurement 321 87
FdThetaMin/◦ ≥ 60 810 67
Table 7.4: The table shows the cuts which are used to select potential golden hybrids, as described in the
text. More FD events are regarded as input here, because the independent SD trigger is optional now.
However, the events are still required to pass the SdBadPeriod cut. The number of dropped events and
the efficiency of each cut are given exclusive of all other cuts. The cuts are correlated, which is why the
efficiencies do not multiply up to the total efficiency.
FD events with optional SD trigger 342271
Accepted FD events 1299 0.4 %
Cut Events dropped (excl.) Efficiency (excl.) / %
FdDistanceXmaxFoV/g cm−2 ≥ 200 260486 24
FdRelativeEnergyUncertainty ≤ 0.2 154809 55
FdXmaxUncertainty/g cm−2 ≤ 150 73989 78
FdPixelNumber/pixels ≥ 6 17694 95
FdCherenkovFraction ≤ 0.5 55694 84
FdReducedChi2GaisserHillas ≤ 2 43852 87
FdReducedChi2Line ≥ 0.5 23603 93
FdDistanceTankCore/km ≤ 1 12295 96
FdTrackLength/g cm−2 ≥ 600 246736 28
FdMieMeasurement 51555 85
FdThetaMin/◦ ≥ 60 313445 8
FdActiveCrown 132174 61
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Figure 7.3: The plot shows the efficiency and correlation matrix corresponding to Table 7.3. The diagonal
entries show the efficiencies of each cut alone, without applying the other cuts. The lower triangle entries
show the correlations of the cuts. Large values mean that the cuts are very correlated and mostly reject the
same events. Correlations below 1 % are not shown.
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Figure 7.4: The plot shows the efficiency and correlation matrix corresponding to Table 7.4. The diagonal
entries show the efficiencies of each cut alone, without applying the other cuts. The lower triangle entries
show the correlations of the cuts. Large values mean that the cuts are very correlated and mostly reject the
same events. Correlations below 1 % are not shown.
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7.1.3 Cut optimisation
In order to optimise the FD cuts shown in Table 7.3, an iterative self-consistency analysis is used. The
analysis is based on two points: the SD works independently of the FD and the reconstructed SD energy
ESD is unbiased if the SD is fully efficient. Thus, the SD energy ESD can be used as a reference to detect
biases in the reconstructed FD energy EFD. The optimal cut threshold is obtained by plotting the bias of the
variable (EFD−ESD)/〈E〉 as a function of the threshold, whereas 〈E〉 is the average of EFD and ESD. The
optimal cut threshold avoids the bias but is as permissive as possible. In order to avoid biased SD events in
this analysis, only events with an energy above 1018.5 eV are used. At this energy, the SD is almost fully
efficient.
This kind of analysis either needs a preliminary energy calibration to convert the SD energy estimator
RSDµ into the SD energy ESD or an initial guess of the cut thresholds so that a preliminary calibration
analysis may be performed. Optimal cut thresholds are obtained by iterating the cut optimisation and the
energy calibration several times. The method converges quickly. A wrong energy calibration usually causes
only an overall bias in this analysis, which can be distinguished by eye from the bias that should be avoided
with the cut.
Fig. 7.5 to Fig. 7.13 show the control plots of the cut optimisations with the final energy calibration.
Black circles show the bias 〈(EFD − ESD)/〈E〉〉 as a function of the cut threshold which has to be zero.
Gray circles show the individual values of (EFD − ESD)/〈E〉. The unselected data is shown on the left
of each figure, the selected data as a cross-check on the right. The hatched region in the left plot of each
figure is rejected by the cut. The red solid line shows the cut efficiency as a function of the cut value. The
analysis shows that the FD energy EFD is indeed unbiased after the cuts.
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Figure 7.5: Optimisation of the cut on the distance between the reconstructed Xmax and the borders of the
field of view of the fluorescence telescope (see text).
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Figure 7.6: Optimisation of the cut on the relative uncertainty of the reconstructed energy (see text).
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Figure 7.7: Optimisation of the cut on the uncertainty of the reconstructed Xmax.
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Figure 7.8: Optimisation of the cut on the number of triggered pixels in the telescope camera (see text).
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Figure 7.9: Optimisation of the cut on the fraction of Cherenkov light in the event (see text).
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Figure 7.10: Optimisation of the cut on the value χ2/ndof, which measures the agreement of the observed
energy loss profile with the theoretical Gaisser-Hillas function (see text).
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Figure 7.11: Optimisation of the cut on the value χ2/ndof, which measures the agreement of the observed
energy loss profile with a line fit (see text).
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Figure 7.12: Optimisation of the cut on the distance between the reconstructed shower core and the SD
station with the largest signal, which was used in the reconstruction of the shower axis (see text).
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Figure 7.13: Optimisation of the cut on the observed track length in the telescope (see text).
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7.2 Calibration method
The event selection assures that the input for the following statistical analysis is unbiased and well under-
stood. Fig. 7.14 shows the event distribution of the data set which will be analysed in the following. A
clear correlation between the energy estimator RSDµ and the FD energy EFD is visible. It is the purpose of
the calibration method to extract the calibration constants Ecal and γ from this distribution.
Eq. (7.0.1) models the basic relation between the average FD energy 〈EFD〉 and the average SD energy
estimator 〈RSDµ 〉. So far, no clear deviation from this simple power law was found, see e.g. [157, 188]. It is
therefore assumed in the following that Eq. (7.0.1) is valid between 1018 eV and a few 1020 eV.
In some sense, all data points originate from the curve defined by Eq. (7.0.1), but they are scattered
around it by various effects. The effects are illustrated in Fig. 7.15.
• Shower-to-shower fluctuations. The energy estimator RSDµ of the SD is by design proportional to
the total number of muons Nµ on the ground. This muon number fluctuates from shower to shower,
even if the cosmic ray energy E is fixed. More about this effect can be found in Chapter 3 and
Chapter 5.
The observable energy EFD in the fluorescence detector is weakly anti-correlated with these fluctua-
tions because of energy conservation. However, since the muon component carries only about 10 %
of the total energy in the shower, the correlated effect on EFD is one magnitude smaller than the
effect on RSDµ , and can therefore be neglected.
• Trigger effects. The SD reaches the point of trigger saturation at about 5× 1018 eV in very inclined
air showers. The trigger basically depends on the number of muons on the ground, which is modified
by shower-to-shower fluctuations. Below the trigger saturation point, an air shower with less muons
than average has a lower probability to trigger than a shower with more muons than average. This
introduces a principal bias in that energy region, because more events will be found on the right side
of the calibration line in Fig. 7.15 than on the left side.
• Measurement uncertainties. The measurements of both the fluorescence and the surface detector
show fluctuations, which are caused by the statistical sampling in the measurement. The sampling
fluctuations are independent of each other. The fluctuations can be assumed to be Gaussian in first
approximation.
The observed event distribution is further shaped by the fact that most golden hybrids are observed at lower
energies due to the steep energy spectrum. The energy spectrum in the golden hybrid sample is less steep
than the true energy spectrum, because the effective exposure of the FD grows with the cosmic ray energy.
All these effects can be included into a detailed statistical model of the data in form of a p.d.f. of the
event distribution. The maximum likelihood method then allows to extract the parameters of interest from
this model. The basic idea of this approach was presented in ref. [190, 191], which inspired this study.
The maximum likelihood method maximises the total probability of all data points {(RSDµ , EFD)i} in
the event distribution by modifying free parameters p of the data model ftot:
L(p) =
∏
i
ftot
(
(RSDµ )i, (EFD)i|p
)
. (7.2.1)
In practice, − lnL is minimised, which is equivalent. The minimisation is done with the MINUIT pack-
age [148].
If the data model ftot is accurate, it is possible to show that the likelihood function is an optimal
parameter estimator [147], which means that no statistical information in the data is lost and the parameter
estimates have the smallest possible variance.
The un-normalised data model f ′tot can be written as a weighted convolution of several component
p.d.f.s which describe the individual statistical effects:
f ′tot(R
SD
µ , EFD|p) =
∫
dθ
∫
dE gFD-rec(EFD|E, θ,p) hFD-hyb(E, θ|p) ×∫
dRsh-shµ PSD(RSDµ , θ,p) gSD-rec(RSDµ |Rsh-shµ , θ,p) hSD-sh-sh(Rsh-shµ |Rµ(E),p) (7.2.2)
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Figure 7.14: The points represent the golden hybrid sample selected by the cuts in Table 7.1 and Table 7.3.
The color of a point indicates the zenith angle θ of the event. Most events are found below 70◦.
Figure 7.15: The drawing illustrates the effects which lead to the observed data points. Point A is the
ideal average on top of the calibration function. The physical points B and C are upward and downward
fluctuations of this ideal average, further randomised by measurement uncertainties into B’ and C’. Because
Point C fluctuated below the saturation threshold of the SD, it has a chance to be lost. In the analysis of
the resulting data, the experimenter cannot distinguish anymore whether point C’ originated from point A
or D, or any other ideal point of the calibration function. All possibilities have to regarded, weighted with
the underlying energy spectrum of the FD.
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whereas gFD-rec and gSD-rec model the measurement uncertainty of the FD and the SD respectively, hFD-hyb
is the distribution of the true energies observed in the FD, PSD is the SD reconstruction probability (which
is not a p.d.f.), and hSD-sh-sh is the model of the shower-to-shower fluctuations. The energy E and the
zenith angle θ are the true values of the cosmic ray, Rµ is the ideal energy estimator corresponding to E,
and Rsh-shµ is the true energy estimator realised in the particular event. The calibration function Eq. (7.0.1)
predicts the relation between Rµ and E, which removes the remaining degree of freedom in the integral.
To obtain a valid p.d.f., f ′tot has to be normalised by integrating over the input range of EFD and RSDµ ,
respectively:
ftot(R
SD
µ , EFD) =
f ′tot(R
SD
µ , EFD)∫ RSDµ max
RSDµ
min dRSDµ
∫ EFDmax
EFDmin
dEFD f ′tot(RSDµ , EFD)
. (7.2.3)
The function f ′tot is not automatically normalised because of the SD reconstruction probability PSD. The
limits of these integrals may be chosen freely, but only data points within these limits may be used in the
calculation of the likelihood function L(p).
The numerical calculation of ftot is described in Appendix A.5. Computational speed is an issue,
because ftot is recalculated several hundred times in a single maximum likelihood fit. Some approximations
are made to speed up the calculation. The approximations introduce a bias to the fitted parameters of the
data model ftot. The size of the bias is evaluated at the end of this section.
7.2.1 Model components
Fig. 7.16 gives an overview over the model components of the data model ftot(RSDµ , EFD). The heart of the
p.d.f. is the calibration function, which has two free parameters. The other components introduce many
additional parameters, too many in fact to fit them all from the sample of golden hybrids. Fortunately,
several components can be fitted to larger data sets or derived from event simulations.
The model components are presented and discussed in the following. As this is a pioneering work,
most components are modeled in the simplest possible way and some approximations are made. The
overall framework however is general enough so that these simple models may be replaced by much more
complex and sophisticated ones in the future. The systematic uncertainty which is introduced through the
simplifications is carefully estimated in several cross-checks at the end of this chapter.
A summary of the numerical values of the model parameters is given by Table 7.5. All simulated events
in the following analyses are taken from the library developed in Chapter 5.
SD-Reconstruction probability PSD
A model of the SD reconstruction probability PSD, which is in good approximation given by the SD trigger
probability, can be developed from an analysis of simulated events.
The reconstruction probability PSD depends on the intensity and lateral distribution of the shower, and
its particle content. These properties depend on the cosmic ray energy E and the zenith angle θ of the
shower. The reconstruction probability PSD depends to a much lesser degree also on the azimuth φ, partly
because of the grid structure and partly because of geomagnetic field effects. The azimuthal dependency is
neglected.
Very inclined showers are muon dominated and treating them as pure muon showers is a good first
approximation. In that case, the SD trigger probability can only depend on the total number of muons on
the ground Nµ ∝ Rsh-shµ at a fixed zenith angle θ, because the normalised lateral muon density profile pµ
is approximately universal with respect to the cosmic ray energy and mass, as shown in Chapter 5. At
θ ≈ 60◦, a small but significant electromagnetic component is still active, and some additional influence of
the energy and mass of the cosmic ray is expected.
Fig. 7.17 shows the reconstruction probability as obtained from the simulation as a function of the total
number of muons Nµ on the ground, which is readily available in simulated showers. An error function
fits the data well:
PSD(lgNµ) =
1
2
(
1− erf
(
− lgNµ − q0√
2 q1
))
, (7.2.4)
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Figure 7.16: The graphic gives an overview over the model components that are needed to calculate the data
model ftot, as described in the text. The colors indicate possible data sources to constrain the parameters of
the model components.
Table 7.5: A table of the parameters introduced in each model component of the total probability density
function ftot of the golden hybrid event distribution. The parameter uncertainties are of statistical nature, if
not specified otherwise.
Model Data source Parameters
PSD Surface detector simulation q0 6.82 +0.12−0.12 (sys.)
q1 0.15 +0.07−0.10 (sys.)
gSD-rec and gFD-rec Surface detector simulation p0 0.0390 ± 0.0024
Potential golden hybrids p1 0.1128 ± 0.0043
p2 0.091 ± 0.021
p3 0.03044 ± 0.00033
hFD-hyb Potential golden hybrids s0 17.89 ± 0.44
s1 0.23 ± 0.14
s2 -1.06 ± 0.77
s3 -6.45 ± 4.93
s4 -44.88 ± 24.47
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Figure 7.17: The plots show the efficiency of the SD reconstruction including the SD trigger as a function
of the total number of muons Nµ(θ) on the ground at a given zenith angle θ. The simulation is organised
in small zenith angle bins of 2◦ width, the plots show a selection of these bins. The four plots separate the
simulations by the cosmic ray mass (proton, iron) and the hadronic interaction model (QGSJet-II, EPOS).
The continuous lines are fits to the simulated data.
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Figure 7.18: The plots show the parameters of the fits from Fig. 7.17 as a function of the zenith angle θ.
The continuous lines are fits of a model. The dashed lines estimate the systematic uncertainty of the model.
with q0 and q1 as free parameters. At a given zenith angle θ, the number of muons is proportional to the true
energy estimator Rsh-shµ , and one can be calculated from the other with the reference model of the lateral
muon profile nrefµ .
The available amount of data for these fits is not optimal. In particular, the fits generated from iron
showers are not well constrained. Fig. 7.18 shows the fitted parameters of q0 and q1 as a function of the
zenith angle θ. The width q1 of the threshold function is not defined in many cases due to a lack of data
points in the threshold region, and has to be constrained to a lower value of q1 = 0.1.
This lack of data is caused by the fact, that the simulation does not cover a continuous spectrum of
cosmic ray energies. The showers are distributed in comparably distant and narrow energy bins. This
produces corresponding gaps in the distribution of the total number of muons Nµ ∝ E1/γ . Shower-to-
shower fluctuations of Nµ fill the gaps somewhat, but only for proton showers, where these fluctuations are
large enough. More simulations at intermediate energies are necessary for this kind of analysis, and should
be performed in the future.
Fig. 7.18 shows, that the dependency of the threshold function on the zenith angle θ is moderate. It
is much stronger, if the threshold would be parameterised in Rsh-shµ instead of Nµ, which confirms Nµ is
the right variable for the parameterisation. Within the limited resolution of the analysis, no significant
dependency on the cosmic ray mass A or the hadronic interaction model is observed.
The parameter q1 is assumed to be independent of the zenith angle. The θ-dependency of q0 is modeled
very roughly by eye as
q0(θ) = q0 ×
{
1 60◦ ≤ θ < 65◦
1− 0.04 (θ − 65◦)/17◦ 65◦ ≤ θ < 82◦. (7.2.5)
A parameterisation up to 82◦ is sufficient, as it covers the complete zenith angle range used in this study.
The final average values of q0 and q1 are obtained in a fit to the available data in Fig. 7.18 and shown in
Table 7.5. To account for the crudeness of the model, rather large systematic uncertainties are assigned
to q0 and q1, which approximate the observed spread in Fig. 7.18. Fig. 7.19 shows the individual fitted
threshold functions and the average model in comparison. The individual curves are within the average
model for zenith angles up to 82◦.
This model with its large uncertainties is not of much use by itself. The parameters q0 and q1 will there-
fore be left free in ftot and fitted from the golden hybrid sample. The fitted result will be only be compared
with the simulation result. Furthermore, it will be cross-checked with an analysis of the reconstruction
probability based on the potential golden hybrids at the end of this chapter.
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Figure 7.19: The plots compare the fitted threshold functions from Fig. 7.17 with the average model and
its upper and lower systematic limit. The limits are obtained by varying the model parameters within their
systematic uncertainties and taking the maximum and minimum of the variation. The second axis shows
the true energy estimator Rsh-shµ corresponding to the total number of muons on the ground Nµ.
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Finally, there is an important point to make. It seems reasonable at first to parameterise the reconstruc-
tion probability PSD as a function of the true energy estimator Rsh-shµ ∝ Nµ. The trigger decision should
depend on the true number of muons that arrive at the ground. In this particular analysis it is also unavoid-
able, because the reconstructed energy estimator RSDµ is simply not defined in events that did not trigger
the SD.
However, it turns out over course of all analyses and cross-checks in this chapter that a consistent
description of the trigger threshold behaviour can only be achieved by making PSD a function of the re-
constructed energy estimator RSDµ and not the true energy estimator Rsh-shµ in the data model ftot. The
fluctuations of RSDµ with respect to Rsh-shµ are not random. They are generated by sampling fluctuations in
the detector. If the SD samples by chance more of the available muons, RSDµ has an upward fluctuation
and vice versa. This affect the trigger decision, so that PSD is actually a function of RSDµ and not Rsh-shµ .
Evidence for this hypothesis will be shown below.
Measurement uncertainties gSD-rec and gFD-rec
The FD and SD measurements are independent and their resolution functions can be modeled by normal
distributions:
gSD-rec(R
SD
µ , R
sh-sh
µ , σrec[R
SD
µ ]) =
1√
2πσrec[RSDµ ]
exp
(
− (R
SD
µ −Rsh-shµ )2
2σ2rec[R
SD
µ ]
)
(7.2.6)
gFD-rec(EFD, E, σrec[EFD]) =
1√
2πσrec[EFD]
exp
(
− (EFD − E)
2
2σ2rec[EFD]
)
, (7.2.7)
whereas σrec[RSDµ ] and σrec[EFD] are the respective experimental uncertainties, which in general are not
constant. Simple models can be found, which describe σrec[RSDµ ] and σrec[EFD] well.
The SD-resolution of the energy estimator was already analysed in detail in Chapter 6. Based on
simulations, it was found that the resolution of the reconstructed energy estimator RSDµ is normal in good
approximation. In the zenith angle range 60◦ ≤ θ ≤ 82◦, the resolution depends approximately only on
the cosmic ray energy, or more precisely, the true energy estimator Rsh-shµ .
Fig. 7.20 compares the true resolution of the energy estimator RSDµ in simulations with the reconstruc-
tion estimate of the resolution in real events. Some unexpected features are visible in the unbinned resolu-
tion estimates, like the accumulation of points at σrec[RSDµ ]/RSDµ ≈ 0.1. The affected events did not show
any special common feature in an eye scan. This point need further study in the future.
The reconstruction estimate of σrec[RSDµ ] differs from the simulated resolution, because the statistical
models used in the reconstruction are not yet perfect. The simulated resolution is biased at lgRµ . −0.4.
It underestimates the true resolution due to the influence of the SD trigger in this region. The variance
of RSDµ /Rsh-shµ − 1 in the simulation gets smaller, because more and more events in the lower tail of the
Gaussian are rejected by the SD event trigger.
The simulation provides the more reliable estimate of σrec[RSDµ ] and is used for the parameterisation. It
will be shown in a moment that it is possible to properly model the detector fluctuations at lgRµ < −0.4
by convoluting gSD-rec with PSD(RSDµ ). However, right now it is necessary to parameterise the resolution
σrec[R
SD
µ ] without this effect and therefore only data in the range −0.4 ≤ lgRµ ≤ 1.2 is used. The relative
resolution σrec[RSDµ ]/RSDµ is well described by an empirical expansion in RSDµ
− 1
2 up to first order:
σrec[R
SD
µ ]/R
SD
µ = p0 + p1R
SD
µ
− 1
2 , (7.2.8)
with p0 and p1 as free parameters. The values are given in Table 7.5. Since the simulation result is not
confirmed with a real measurement, a systematic uncertainty will be assigned to the resolution obtained
from this parameterisation later.
Fig. 7.21 shows that the detector fluctuations at lgRµ < −0.4 are not Gaussian but well described by
weighting gSD-rec(RSDµ , Rsh-shµ , σrec[RSDµ ]) with PSD(RSDµ , θ). This combination models the trigger effect on
the distribution of the detector fluctuations. The model predictions agree well with the distribution found
in simulated events.
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Figure 7.20: The resolution of the reconstructed energy estimator RSDµ is shown as a function of the en-
ergy estimator. Light gray points represent the estimated uncertainty of the energy estimator as obtained
event-by-event from the reconstruction of real events, the black points are binned averages. The blue
points represent the true resolution observed in simulated events, which is the variance of the variable
RSDµ /R
sh-sh
µ −1. Horizontal error bars indicate bin widths. The solid line is a fit to the simulated resolution,
the dashed line its extrapolation beyond the data range which was used in the fit.
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Figure 7.21: The plots show the distribution of the variable RSDµ /Rsh-shµ − 1 in simulated events for three
different Rµ-ranges. The hatched histograms show the corresponding prediction of the resolution model.
A correct description at lgRsh-shµ < 0 is only obtained, if the resolution model is weighted with the recon-
struction probability PSD (see text).
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Figure 7.22: The resolution of the FD energy EFD is shown as a function the energy and the zenith angle.
Light gray points represent the estimated uncertainty of the energy as obtained event-by-event from the
reconstruction of real events, the black points are binned averages. The blue point in the left plot shows the
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bin widths. The solid lines are fits of a parameterisation.
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Figure 7.23: The plots shows an analysis of 21 stereo hybrid events. These are events, which are observed
in two FD buildings simultaneously. The left plot shows the correlation of the individual measurements,
the right plot shows the distribution of the resolution variable (see text) and a fitted Gaussian.
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The Gaussian shape of gFD-rec is demonstrated e.g. in ref. [192] with reconstructed laser shots from the
central laser facility of the Pierre Auger Observatory. The FD resolution can be estimated with laser shots,
but using real showers is more reliable. Fig. 7.22 shows the reconstruction estimate of the FD resolution as
a function of the reconstructed energy EFD and the reconstructed zenith angle θFD. The resolution depends
only weakly on both observables. The θ-dependency is neglected in the following, while the former is
parameterised empirically as
σrec[EFD]/EFD =
{
p3 + p4 [lg(EFD/eV)− 18.4]2 if EFD ≤ 1018.4 eV,
p3 if EFD > 1018.4 eV,
(7.2.9)
with p3 and p4 as free parameters. The values are given in Table 7.5. There are possible other dependencies
of the resolution on the details of the shower axis orientation and distance to the telescope, but they average
out if the resolution is only regarded as a function of the cosmic ray energy.
The weak dependency of the relative FD resolution σrec[EFD]/EFD on the cosmic ray energy E is
generated by an exposure effect. On the one hand, the measurement of the FD energy is more precise
if more light falls into the telescopes. The collected light for a shower at a fixed distance to a telescope
is proportional to the cosmic ray energy. On the other hand, the effective exposure of the FD increases
with the energy, so that also more distant and faint showers are observed at higher energy. The exposure
growth cancels the first effect so that the average FD resolution remains roughly constant with the cosmic
ray energy.
The Pierre Auger Observatory is equipped with four FD telescope buildings, which allows to check the
reconstruction estimate of the energy resolution with a real measurement. In this study, this is done with
stereo events: showers which are observed by two telescopes independently and simultaneously.
There are 21 stereo events in the data set of potential hybrids. The experimental energy resolution from
k redundant measurements is given by the variance of the variable(
EFDi − 〈EFD〉
〈EFD〉
)
×
√
k
k − 1 , (7.2.10)
whereas i < k is counting the k independent measurements of the same true energy E, and 〈EFD〉 is the
average energy of the individual measurements. This formula is taken from ref. [193], where it is first used
in an analogue analysis in a different context.
The stereo measurements are shown in Fig. 7.23. The obtained resolution is slightly lower than the
reconstruction estimate, as shown in Fig. 7.22, but still within one standard deviation of the uncertainty of
the parameterisation.
Energy and zenith angle distribution of FD events hFD-hyb
The distribution hFD-hyb of cosmic ray energies and zenith angles in the golden hybrid data set can be ex-
tracted from the event sample of potential golden hybrids. Fig. 7.24 shows the distributions of the measured
energies and zenith angles in this event set. Empirical parameterisations are fitted to these distributions,
under the assumption that the dependencies approximately factorise:
hFD-hyb(E, θ) ≈ h˜FD-hyb(E)× h˜FD-hyb(θ). (7.2.11)
The p.d.f. h˜FD-hyb(E) of the energy E is proportional to the cosmic ray flux multiplied with the effective
aperture of the FD. The distribution is parameterised with a piece-wise power law in E. In practice,
h˜FD-hyb(E) is formulated in the variable x = lgE/eV so that the power law becomes and an exponential
function
Eα = 10α lgE = 10αx, (7.2.12)
which has better numerical properties. The aperture effect below 1018 eV is modeled with an error function
in the variable x. The full parameterisation is
h˜FD-hyb(x) = C
−1
[
1− erf
(
−x− s0√
2 s1
)]
×


10(s2−0.3)x if 17.0 < x ≤ 18.3
10s2x−5.49 if 18.3 < x ≤ 19.6
10(s2−1.2)x+18.03 if x > 19.6,
(7.2.13)
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Figure 7.24: The figure shows the distribution of energy E (left) and zenith angle θ (right) of potential
golden hybrid events. The points represent histograms of the event distributions, the lines are empirical fits
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some degree by the effect of limited detector resolution. The dashed line in the left plot shows a normalised
fit, where this effect was unfolded (see text).
/eV)
FD
lg(E
17 18 19 20
°/
FDθ
60
65
70
75
80 data
model
Figure 7.25: The plot shows the distribution of the observed energies EFD and zenith angles θFD in the
potential hybrid events. The corresponding model hFD-hyb is overlaid, the solid lines represent contours of
constant probability.
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whereas C is a normalisation constant and s0, s1, s2 are free parameters. The break points and the relative
changes in spectral indices are taken from the analysis in ref. [188] to reduce the number of degrees of
freedom in this fit, but the overall spectral index s2 is left free. The spectral index s2 is larger than the
spectral index of the true energy distribution, because the FD exposure growths with the cosmic ray energy
E.
It is necessary to regard in the fit of Eq. (7.2.13), that the observed distribution in Fig. 7.24 is modified
by the limited detector resolution of the fluorescence detector. The p.d.f. h˜FD-hyb(E) is supposed to pa-
rameterise the energy distribution without this effect. To obtain the correct result, the model h˜FD-hyb is not
fitted directly to the data distribution, but first convoluted with the detector resolution gFD-rec:
h˜foldedFD-hyb(EFD) =
∫
dE gFD-rec(EFD, E) h˜FD-hyb(E). (7.2.14)
The convoluted result hfoldedFD-hyb(EFD) is then fitted to the data. Fig. 7.24 shows the folded and unfolded
distribution together with the data. Above 1018 eV, both distributions are almost equal. In the threshold
region below a difference of up to 50 % is observed.
The p.d.f. h˜FD-hyb(θ) of the zenith angle distribution is parameterised as a function of y = (θ−60◦)/rad
with the following empirical formula:
h˜FD-hyb(y) = C
−1 exp(s3 y + s4 y2), (7.2.15)
whereas C is a normalisation constants and s3, s4 are the remaining free parameters. This model is not used
in detail in the correct approach and therefore the effect of the limited detector resolution is not considered,
although the same argument applies as in the case of h˜FD-hyb(E). The final parameter values are shown in
Table 7.5.
The factorised model is compared with the two-dimensional distribution of the events in Fig. 7.25. The
plot shows a moderate positive correlation between E and θ: the largest zenith angles only occur at the
highest energies. This correlation is neglected in the current approach.
Shower-to-shower fluctuations hSD-sh-sh
The shower-to-shower fluctuations of the true energy estimator are derived from the fluctuations of the total
number of muons Rsh-shµ ∝ Nµ, which were analysed in detail in Chapter 5 with air shower simulations.
The simulations show that the relative size of the fluctuations σsh-sh[Rsh-shµ ]/Rsh-shµ is only a function of the
cosmic ray mass A. No significant dependency on the energy E and direction (θ, φ) of the cosmic ray
was found. Systematically, the fluctuations further depend on the hadronic interaction model used in the
simulation. The relative size of the fluctuations ranges from about 3 % for iron showers to 13 % – 20 %
for protons. The p.d.f. of the fluctuations is approximately normal, with a slight asymmetry in the tails.
Downward fluctuations are slightly larger than upward fluctuations.
Fig. 7.26 shows the fluctuations of protons and iron nuclei, simulated with the hadronic interaction
models QGSJet-II and EPOS. The true energy estimator Rsh-shµ is by about 30 % – 40 % larger for iron
showers than for proton showers at the same energy E. The offset is constant in good approximation.
Therefore, a mixed cosmic ray flux consisting of proton and iron nuclei can have larger shower-to-shower
fluctuations than proton or iron showers alone. Fig. 7.27 show the size of the fluctuations in such a mixed
scenario. Fluctuations up to 27 % are possible. An iron fraction of 40 % yields the largest fluctuations.
Since the cosmic ray composition is not well known and the systematic uncertainties in the hadronic
interaction models are considerable, the shower-to-shower fluctuations need to be fitted from the golden
hybrid events. There are indications for a change in the composition between 1018 eV and 1020 eV [194]
and thus the fluctuation model should allow a variation with the cosmic ray energy.
This analysis uses the simplest possible model for the fluctuations under these circumstances to keep
the additional number of free parameters reasonably small. The fluctuations are modeled with a Gaussian
distribution. A linear transition as a function of the logarithm of the energy between 1018.3eV and 1019.5eV
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Figure 7.26: Both plots shows the energy estimator Rsh-shµ as a function of the cosmic ray energy for
proton and iron showers and the two hadronic interaction models QGSJet-II and EPOS. The hatched bands
represent the shower-to-shower fluctuations. The right plot is a zoom of the left plot.
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Figure 7.27: The curves shows the shower-to-shower fluctuations which would be observed in case of a
mixed flux of cosmic rays of proton and iron nuclei at 1019 eV as a function of the iron fraction piron. The
bands represent the statistical uncertainty of the simulation. The number of muons generated by proton and
iron showers of the same energy differs by 30 % to 40 %, thus a mixed flux can produce larger shower-to-
shower fluctuations than a single component. The mixed fluctuations are in not Gaussian.
162
CHAPTER 7. ENERGY CALIBRATION OF THE SURFACE DETECTOR
 
/ a
.u
.
to
t
f
0
2
4
6
8
)SDµlg(R
−1 −0.5 0 0.5 1
/e
V)
FD
lg
(E
17.5
18
18.5
19
19.5
20 proton
(a) Proton (EPOS), σ[Rsh-shµ ]/Rsh-shµ = 0.21
 
/ a
.u
.
to
t
f
0
2
4
6
8
)SDµlg(R
−1 −0.5 0 0.5 1
/e
V)
FD
lg
(E
17.5
18
18.5
19
19.5
20 iron
(b) Iron (EPOS), σ[Rsh-shµ ]/Rsh-shµ = 0.04
 
/ a
.u
.
to
t
f
0
2
4
6
8
)SDµlg(R
−1 −0.5 0 0.5 1
/e
V)
FD
lg
(E
17.5
18
18.5
19
19.5
20 linear transition
 iron→mixed 
(c) Transition, σ[Rsh-shµ ]/Rsh-shµ = 0.3→ 0.04
Figure 7.28: The plots show the probability density function ftot(lgRSDµ , lgEFD) as modeled in this study.
The calibration function in these examples uses the constants Ecal = 5× 1018 eV and γ = 1.07. Constant
shower-to-shower fluctuations are assumed in a) and b), corresponding to pure proton or iron scenarios. In
c), the shower-to-shower fluctuations evolve from a mixed composition to a pure iron scenario.
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is allowed for the relative size of the fluctuations:
σsh-sh[R
sh-sh
µ ]/R
sh-sh
µ =


u0 E < 10
18.3 eV
u0 (1− z) + u1 z 1018.3 eV ≤ E < 1019.5 eV
u1 E > 10
19.5 eV
(7.2.16)
with z = lg(E/eV)− 18.3
19.5− 18.3 ,
whereas u0 is the size of σsh-sh[Rsh-shµ ]/Rsh-shµ at 1018.3eV and u1 the size of σsh-sh[Rsh-shµ ]/Rsh-shµ at 1019.5eV.
The choice of the energy range for the transition is based on the apparent change of the elongation rate
of the shower maximum in ref. [194] (see also Fig. 3.2 in Chapter 3), but still somewhat arbitrary. The
quantitative result of the fit will depend on the choice and on the type of transition and therefore has to be
interpreted carefully. However, the qualitative result alone is already interesting, whether the data imply a
transition or not.
It is also important to point out, that approximating the fluctuations by a Gaussian is only appropriate
in the case of pure proton or iron showers or as a first approximation. A mixed composition may have a
completely different shape, depending on the relative fractions of different cosmic ray nuclei. With enough
data however, an extended approach would even allow to fit these relative fractions as a function of the
energy, similar to ref. [195].
Fig. 7.28 shows the predictions of the data model ftot for different composition scenarios. The shape of
ftot is apparently quite sensitive to the size of the shower-to-shower fluctuations.
7.2.2 Statistical and numerical bias
The previously developed data model ftot allows to obtain several parameters from a fit to the sample of
golden hybrid events:
• the calibration constants Ecal and γ,
• the position q0 and shape q1 of the SD trigger threshold, and
• the size of the shower-to-shower fluctuations σ[Rsh-shµ ]/Rsh-shµ .
These parameters may be biased with respect to the true values for several reasons:
(1) the corresponding model or a correlated model is wrong,
(2) the approximations in ftot are too strong, or
(3) the amount of data is too small.
Cross-checks can be used in case of the first point, which allow to estimate the systematic uncertainty
introduced by some models. This will be done in the next section. The third point is often negligible, but it
is possible to show theoretically, that both the maximum likelihood and the least-squares method introduce
a bias to the fit result under general conditions in the case of a low number of events, see e.g. ref. [147].
The present analysis regards the second and third point. The data distribution of golden hybrids is
completely modeled by the components of ftot, which allows to build up a simple Monte-Carlo simulation
of golden hybrid events. It is not necessary to solve the integrals in Eq. (7.2.2) to perform the simulation,
instead each model component p.d.f. can be sampled individually. The Monte-Carlo simulation of a golden
hybrid event is done with the following steps:
(1) Pick a random energy E and zenith angle θ from hFD-hyb. Calculate the corresponding ideal energy
estimator Rµ = (E/Ecal)1/γ .
(2) Fluctuate Rµ according to hSD-sh-sh to obtain the true energy estimator Rsh-shµ .
(3) Fluctuate Rsh-shµ according to gSD-rec to obtain the reconstructed energy estimator RSDµ .
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(4) Calculate the reconstruction probability PSD as a function of RSDµ and the zenith angle θ. Make a
random decision whether the event is accepted or rejected based on PSD. If the event is rejected,
jump back to (1).
(5) Fluctuate the true energy E according to gFD-rec to obtain the reconstructed FD energy EFD.
Such a fast simulation of golden hybrid events is not a replacement for a full air shower and detector
simulation, but it is valuable for this study. This fast simulation is based on a different mathematical
concept, which allows to cross-check the use of the approximative lattice calculation of ftot. If the bias in
the fitted parameters is negligible, the quality of the approximative lattice calculation of ftot is sufficient.
To access the bias of the result of fitting the lattice calculated ftot, 50 Monte-Carlo experiments with
400 events each are fast-simulated and reconstructed for a particular set of input parameters. Nine sets of
input parameters are tried, based on the possible combinations of
• Ecal/EeV ∈ {4.5, 5.0, 5.5},
• γ ∈ {1.00, 1.05, 1.10}, and
• σ[Rsh-shµ ]/Rsh-shµ (1018.3 eV) = σ[Rsh-shµ ]/Rsh-shµ (1019.5 eV) = 0.15.
All other models use the parameters from Table 7.5.
The fit is run with the same setting as in the final application to real events, which means that the
following six parameters are left free in these analyses:
Ecal, γ,
σ[Rsh-shµ ]
Rsh-shµ
(1018.3 eV),
σ[Rsh-shµ ]
Rsh-shµ
(1019.5 eV), q0, q1.
The last two parameters describe the threshold of the SD reconstruction probability PSD, as shown before.
Fig. 7.29 shows the result of the statistical analysis. Some bias is observed, but it is small compared to
the statistical resolution in most cases. The reconstruction tends to be slightly biased with respect to the true
parameters. The estimated systematic uncertainty derived from this bias is summarised in Table 7.6. The
parameters of the shower-to-shower fluctuation model show the largest bias and tend to be underestimated.
The bias appears to caused by the calculation of ftot on a lattice. The bias gets smaller if the lattice is made
more dense, but then the computation times increase dramatically.
The parameter uncertainties reported by the fit seem consistent with the expectation, if the bias is not
too large, as in the case of the shower-to-shower fluctuations. The uncertainty ellipses of the calibration
constants contain the input values in 37 ± 2 % of the cases, which agrees very well with the statistical
expectation.
In conclusion, the statistical analysis of the output of the energy calibration method shows that the nu-
merical approximations involved in the grid-computation of ftot introduce some bias to the result. However,
the magnitude of the observed bias is acceptable compared to the statistical resolution of the result. The
statistical uncertainties reported by the fit agree with the expectation.
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Figure 7.29: The plots show the fitted parameters of the statistical analysis described in the text. The
ellipses around each point represent a 38 % contour, which corresponds to one standard deviation in two
dimensions. The nine sets of input parameters described in the text are distinguished by different colors.
The large circles represent the input parameters (white) and the average of the output of the fit (light
colored). The relative shift estimates the bias of the fit. Only a subset of all fits are shown for the sake of
clarity.
Table 7.6: The table summarises the estimated systematic uncertainty on fitted parameters in the calibration
method, based on Fig. 7.29.
Calibration function SD shower-to-shower fluctuations SD reconstruction probability
Ecal γ q0 q1
σ[Rsh-shµ ]
Rsh-shµ
(1018.3 eV)
σ[Rsh-shµ ]
Rsh-shµ
(1019.5 eV)
0.03 −0.005 0.03 0.015 0.03 0.05
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7.3 Application to data
The calibration analysis is now applied to the 411 real golden hybrid events selected earlier. In order to
estimate the systematic uncertainty of the fit and as a consistency test, the fit is applied several times with
the following variations.
• Model of the SD shower-to-shower fluctuations: The linear transition of the SD shower-to-shower
fluctuations in lgE is tested against a constant model.
• Model of the SD reconstruction probability: The model impact is partly or completely removed by
rejecting events from the fit, which are in a region where the SD reconstruction probability is not
100 %.
• Models of the SD and FD resolution: The resolution of the SD is varied by 3%, the resolution of the
FD by 2 %. These values represent the estimated uncertainty of the respective parameterisations.
The fit variations are listed in Table 7.7. The results of the fits of type A to D are shown in Fig. 7.30.
Fig. 7.31 shows the good agreement of the data model ftot with the data distribution. The variations of the
fit conditions yield consistent results. Slight changes in the fitted parameters are observed but nothing un-
expected. The variations of the fitted parameters are used as another estimate of the systematic uncertainty
of the fit.
The data model describes the event distribution even in the region where the SD reconstruction proba-
bility PSD is not 100 % and affects the fluctuations of the SD energy estimator RSDµ around the true value
Rsh-shµ . As mentioned before, the standard analysis cannot regard this effect and thus has to exclude events
in this energy range. The fit of type D approximates this situation. The comparison of type A and type D
shows that the new method triples the amount of usable data compared to the standard analysis and roughly
halves the statistical uncertainty of the fitted calibration constants Ecal and γ.
The fits of type E to H show that variations of the SD and FD resolutions lead to opposite changes in the
fitted SD shower-to-shower fluctuations, while the other fit parameters essentially remain unaffected. For
example, if the SD resolution is increased by 2%, the reconstructed shower-to-shower fluctuations become
smaller by 2 %. In order to understand this, the FD resolution σrec[EFD]/EFD is effectively regarded as a
contribution to the total resolution σ[RSDµ ]/RSDµ of the SD energy estimator:(
σ[RSDµ ]
RSDµ
)2
≃
(
σsh-sh[R
sh-sh
µ ]
Rsh-shµ
)2
+
(
σrec[R
SD
µ ]
RSDµ
)2
+
(
σFD[R
SD
µ ]
RSDµ
)2
, (7.3.1)
whereas σsh-sh[Rsh-shµ ] is contribution of the shower-to-shower fluctuations, σrec[RSDµ ] is the contribution
of the detector sampling fluctuations, and σFD[RSDµ ] is the propagated effect of the fluctuations of the FD
energy EFD:
〈RSDµ 〉 =
( 〈EFD〉
Ecal
)1/γ
⇒ σFD[R
SD
µ ]
RSDµ
≈ σrec[EFD]
EFD
with γ ≈ 1. (7.3.2)
The total fluctuations σ[RSDµ ]/RSDµ are fixed by the data. It is possible to show with differential calculus
that a small increase in σrec[RSDµ ]/RSDµ or σFD[RSDµ ]/RSDµ leads to an equal decrease in σsh-sh[Rsh-shµ ]/Rsh-shµ
and vice versa. Essentially, the knowledge about the SD shower-to-shower fluctuations can only be as good
as the knowledge of the SD and FD resolutions.
The final result with all correlations and systematic uncertainties is shown in Table 7.8. In case of
the calibration constants Ecal and γ and the shower-to-shower fluctuation parameters σ[Rsh-shµ ]/Rsh-shµ , the
systematic uncertainties are comparable or larger than the statistical uncertainties. The situation is better
for the position q0 and width q1 of the threshold in the SD reconstruction probability function PSD. Here,
the statistical uncertainty is at least by a factor of two larger than the corresponding systematic uncertainty.
The analysis is more limited by systematic uncertainties than statistical uncertainties, despite the small
amount of data. Future improvements of the data model ftot are possible, which will reduce these systematic
uncertainties. In order to draw quantitative conclusions about the cosmic ray composition, it is important
to make the measurements of the SD and FD resolutions more precise.
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Table 7.7: The table summarises the fit variations, which are applied to the data set of real golden hybrid
events.
Type Free parameters Data cut Events Comment
A Ecal, γ, q0, q1,
σ[Rsh-shµ ]
Rsh-shµ
(1018.3eV),
σ[Rsh-shµ ]
Rsh-shµ
(1019.5 eV)
– 411 reference result, linear tran-
sition in lgE for shower-to-
shower fluctuations
B Ecal, γ, q0, q1,
σ[Rsh-shµ ]
Rsh-shµ
– 411 constant shower-to-shower
fluctuations
C Ecal, γ,
σ[Rsh-shµ ]
Rsh-shµ
lgRSDµ > −0.4 282 constant shower-to-shower
fluctuations, reduced impact
of threshold events
D Ecal, γ,
σ[Rsh-shµ ]
Rsh-shµ
lgRSDµ > −0.1 124 constant shower-to-shower
fluctuations, negligible im-
pact of threshold events
E - H Ecal, γ, q0, q1,
σ[Rsh-shµ ]
Rsh-shµ
(1018.3eV),
σ[Rsh-shµ ]
Rsh-shµ
(1019.5 eV)
– 411 fit of type A but with
σrec[EFD]/EFD ± 0.02
and σrec[RSDµ ]/RSDµ ± 0.03
(not shown in Fig. 7.30,
Fig. 7.31)
Table 7.8: The table shows the final result of the energy calibration analysis. The systematic uncertainty
of each variable is calculated from the systematic uncertainty obtained from the intrinsic bias of ftot shown
in Table 7.6 and the estimated uncertainty from the fit variations summarised in Table 7.7. Systematic
uncertainties with corresponding signs are added (x+σ1u−σ1d , x+σ2u−σ2d → x+σ1u+σ2u−σ1d−σ2d ).
Parameter Value Correlation coefficients
Ecal/EeV 4.717± 0.071+0.080−0.050 (sys.)
γ 1.053± 0.016+0.012−0.015 (sys.) 0.037
σ[Rsh-shµ ]
Rsh-shµ
(1018.3 eV) 0.191± 0.028+0.070−0.040 (sys.) 0.330 −0.478
σ[Rsh-shµ ]
Rsh-shµ
(1019.5 eV) 0.079± 0.039+0.030−0.050 (sys.) −0.096 0.338 −0.497
q0 6.724± 0.024+0.008−0.005 (sys.) 0.013 0.205 −0.166 0.122
q1 0.148± 0.019+0.002−0.010 (sys.) −0.026 0.181 −0.133 0.098 0.748
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Figure 7.30: The plots show the result of the calibration fit applied to the data set of 411 selected golden
hybrid events. The fit is done several times under varying conditions which are listed in Table 7.7. Not all
model parameters are free in every type of fit. Parameters which are fixed are not shown. All uncertainty
contours are 68 % estimates. a) The calibration constants show no systematic trend as the RSDµ -threshold
increases from type B to D. b) The +-sign and the dashed gray box shows the result and the systematic un-
certainty of the PSD-model obtained from air shower simulations. c) Only type A allows a linear transition
for the shower-to-shower fluctuations and has two fluctuation parameters, which are shown together with
their correlation. d) The fits of type B to D enforce constant shower-to-shower fluctuations. Their results
are represented by points, the horizontal bars indicate the energy range used to constrain the fit. The fit
of type A is shown with a solid black line, the dashed band indicates the uncertainty of the fit. Solid gray
lines in the background represent the expected size of the shower-to-shower fluctuations of proton or iron
showers and in case of a mixed composition with 40 % iron and 60 % proton. The predictions depend on
the hadronic interaction model used in the simulation of the air showers (QGSJet-II or EPOS), but not on
the cosmic ray energy E.
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Figure 7.31: The fitted data model ftot is compared with the point distribution for the fit variations in
Fig. 7.30.
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Figure 7.32: The plot shows the SD reconstruction probability PSD as a function of the FD energy EFD.
The legend distinguishes between the probability to pass the T4 selection (black circles), the probability
PSD to reconstruct the energy estimator (red squares), and the probability to reconstruct the shower front
curvature (blue triangles). The latter is optional in this study, but shown nevertheless for comparison. The
solid black line shows the prediction of the PSD-model with the fitted parameters from Table 7.8. The gray
hatched area represents the statistical uncertainty of the model.
As a last cross-check, the potential golden hybrids are used to derive the SD reconstruction probability
PSD in order to compare it with the fitted PSD-model. Since the SD and FD operate independently, it is
possible to derive the SD reconstruction probability PSD from the conditional probability P (SD|FD) to
detect an event with the SD if it is detected with the FD
P(SD|FD) = P(SD ∩ FD)
P(FD)
=
P(SD)P(FD)
P(FD)
= PSD. (7.3.3)
Fig. 7.32 shows the result of the cross-check. Relevant for this study is the probabilityPSD to reconstruct
the SD energy estimator RSDµ . The result obtained from the potential golden hybrids is in good agreement
with the PSD-model fitted to golden hybrid events. Since the golden hybrid events are a subset of the
potential golden hybrids, this analysis is not an independent. But it is based on different concept and thus
a good cross-check.
The results found here have several implications, which are discussed below. They also finally allows to
convert the SD energy estimator RSDµ event-by-event into a measurement ESD of the cosmic ray energy E.
The ESD-distribution measured with the SD is used in the next chapter to reconstruct the energy-dependent
cosmic ray flux J(E).
Shower-to-shower fluctuations
The shower-to-shower fluctuations σsh-sh[Rsh-shµ ]/Rsh-shµ of the SD energy estimator are allowed to make a
transition in the data model ftot, one obtains fluctuations of about 20 % around 1018 eV and about 8 %
above 1019.5 eV, as shown in Fig. 7.30d).
This indicates a transition from a light or mixed composition to a heavier one between 1018 eV and
1020 eV, since small shower-to-shower fluctuations are a sign of iron nuclei, as illustrated in Fig. 7.27 and
discussed in Chapter 5. The observation of such a transition is in qualitative agreement with other analyses,
e.g. ref. [29].
The interpretation still has to be tentative, because the statistical and systematic uncertainties are rather
large. The statistical significance of the deviation from a constant composition is only slightly larger
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than one standard deviation. It reduces to less than one standard deviation, if systematic uncertainties are
considered.
The hypothesis of constant shower-to-shower fluctuations can be compared with the hypothesis of
a transition with the simplified likelihood ratio test described in Chapter 6. The difference of the log-
likelihood values yields
−2 ln ℓ = 2 lnLtransition − 2 lnLconstant ≈ 3.45 (7.3.4)
which is not significant for either model.
In order to derive significant results from this kind of analysis in the future, it will be necessary to at
least double the amount of events, to improve the models of the FD and SD resolutions, and to clear up the
intrinsic systematic bias of the fit. With enough data, it should be possible to fit the contributions of the
most dominant cosmic ray nuclei as a function of the cosmic ray energy E with this approach, similar to
the analysis shown in ref. [195].
If the cosmic rays at the highest energies are iron nuclei, a composition analysis based on the SD
shower-to-shower fluctuations can be very powerful. Iron showers have the smallest possible shower-to-
shower fluctuations, which are consistently predicted by all hadronic interaction models. Therefore, iron
showers have a very clean experimental signature.
Increase of the muon number on the ground with the cosmic ray energy
The calibration constant γ measures the rate of increase of the number of muons Nµ on the ground with
cosmic ray energy E
Nµ ∝ E1/γ . (7.3.5)
Fig. 7.33 compares the fitted calibration constant γ with the values found in air shower simulations of
Chapter 5. Because the reconstructed energy estimator RSDµ was made bias-free with respect to the cosmic
ray energy E in Chapter 6, the fitted value of γ is directly comparable with the simulations. The data value
is slightly lower than the range of the simulation predictions, but still agrees within one standard deviation
with the lowest simulated value.
This observation can be interpreted. It was shown with a simplified shower model in Chapter 3, that
γ is a universal constant in good approximation. It was also shown, that this no longer true if the average
cosmic ray mass A changes with the cosmic ray energy E. Cosmic rays with a larger mass A produce more
muons. If the mass A changes with E, the rate of increase 1/γ of number of muons Nµ on the ground with
E changes, too.
The following relation was derived between the observed constant γA in case of a changing composition
and the universal constant γ in case of a constant composition in Chapter 3:
γA =
γ
1 + β(γ − 1) ,
whereas β is the rate of change of the average cosmic ray mass A, described by the formula
A(E) = A0 × Eβ .
If the composition gets heavier (β > 0), the observed constant γA is smaller than the universal constant
γ. This agrees qualitatively with the observation. The simple model for γA is not reliable enough to make
quantitative predictions, but it serves to illustrate that γA carries information about the change of the cosmic
ray composition, which may be used in future analyses.
Ratio of the muon number in real events and simulations
Because the reconstructed energy estimator RSDµ was made bias-free with respect to the cosmic ray energy
E in Chapter 6, the average value Rµ(E) = 〈RSDµ 〉(E) at a particular energy is an estimator of the true total
number of muons on the ground: Nµ ∝ Rµ. By design, the energy estimator Rµ equals one, if the number
of muons Nµ is equal to the average number of muons in a proton shower simulated with the hadronic
interaction model QGSJet-II at 1019 eV.
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Figure 7.33: The plot shows the exponent γ in the power law relation of the number of muons Nµ on the
ground and the cosmic ray energy E: Nµ ∝ E1/γ . The simulation results from Chapter 5 are compared
with the fitted values from this chapter. The data entries correspond to the fit setups in Table 7.7. The gray
boxes represent the systematic uncertainties.
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Figure 7.34: The plot shows the number of muons Nµ on the ground at a zenith angle θ = 60◦ and a
cosmic ray energy E = 1019 eV, normalised to an average proton shower simulated with QGSJet-II. The
simulation results from Chapter 5 are compared with the fitted values from this chapter. The data entries
correspond to the fit setups in Table 7.7. The gray boxes represent the systematic uncertainties.
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The fitted energy calibration function allows to calculate the ratio of the number of muons at 1019 eV
in the data and in the simulation:
Nµ[data](1019 eV)
Nµ[p,QGSJet-II](1019 eV) = Rµ(10
19 eV) =
(
1019 eV
Ecal
)1/γ
= 2.042± 0.037+0.030−0.040 (sys.) (7.3.6)
Fig. 7.34 compares this result with simulation predictions from Chapter 5. Real events appear even
more muon rich than iron showers simulated with the EPOS model. The exact ratio depends slightly on the
cosmic ray energy E. The predictions of air shower simulations are apparently inconsistent with the data
in this case. This is a well-known discrepancy, see e.g. ref. [196–198], and still under study. It does not
affect the other results presented here.
7.4 Summary
A new method was applied to derive the calibration constants Ecal and γ from a special class of 411 events
which are detected simultaneously in the FD and SD. The method is based on a complete statistical model
ftot of the distribution of such events. Thorough tests were applied to the new method which all produced
consistent results.
The new method is able to use events with energies between 1018 eV and 1018.7 eV for the energy
calibration where the SD is not fully efficient. This was not possible before. The effect of the limited SD
efficiency on the distribution of the observed SD energy estimator RSDµ is well understood.
The statistical model ftot has a component which describes the SD reconstruction probability PSD and
another component which describes the shower-to-shower fluctuations σsh-sh[RSDµ ] of the SD energy esti-
mator. Both have free parameters which are fitted to the data. The fitted PSD-model will be used to derive
the cosmic ray flux J(E) from the detected number of events in the SD in Chapter 8.
The fitted shower-to-shower fluctuations σsh-sh[RSDµ ] qualitatively indicate a transition from a light to
a heavy composition of cosmic rays between 1018 eV and 1020 eV, although not with a strong statistical
significance. The fitted calibration constant γ is compatible with a changing composition that is getting
heavier as the cosmic ray energy E increases.
A large excess of muons are found in the data compared to predictions from air shower simulations.
Even in the most optimistic case, the number of muons in the data is about 20 % larger than in simulated
air showers with the same energy.
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Chapter 8
Flux of ultra-high energy cosmic rays
This chapter covers the determination of the cosmic ray flux at ultra-high energies, which arrives at the
Earth. A flux measurement is basically a counting experiment: an integral flux is obtained by counting
events above a threshold, a differential flux by counting events in intervals of a cosmic ray observable x.
The flux is then calculated by dividing the counts through the exposure of the counter.
The focus of this study is the differential flux J as a function of the cosmic ray energy with the surface
detector (SD). In this particular case, the flux is calculated as
J =
∆N
∆E
1
PSD(E, θ)
1
Λ
, (8.0.1)
whereas ∆N are the counts in an energy interval ∆E, PSD is the detection efficiency1, and the exposure
Λ is the product of the solid angle Ω of the monitored sky, the collection area ASD of the SD, and the run
time t of the observatory:
Λ(θ1, θ2, t) = Ω(θ1, θ2)ASD(t) t. (8.0.2)
The collection area ASD is a function of the run time t, because the measurement started already when
the SD of the Pierre Auger Observatory was not complete. At low energies, where the detection efficiency
is not 100 %, the true number of counts is derived by dividing the the collected counts through the average
detection efficiency PSD, which is a function of the distribution of the cosmic ray energies E and zenith
angles θ in each bin.
The principle of the flux measurement is simple, but three complications arise in practice.
• Collection area. Determining the collection area ASD of the flat surface detector is straight forward,
but not trivial. Most events were collected during a time when the array had many holes. Air showers
that fall into a hole or close to the border of the array still have a finite probability to trigger the SD,
especially at large energies, where the showers are intense. A proper criterion has to be found to
reject such events, so that the remaining ones correspond to a well defined collection area.
• Detection efficiency. Currently, there is no straight forward way to derive the detection probability
PSD from the data. Several methods exist, three are already applied in Chapter 7. Nethertheless,
every method has some disadvantage. With the infill array, a straight forward way will be available
in the future.
• Bin migration. The Pierre Auger Observatory cannot determine the true energy E of a cosmic
ray, it can only measure a reconstructed energy Erec, which fluctuates around the true value. The
differential flux J is calculated from event counts in small intervals ∆E, therefore there is a finite
probability for some events to be counted in the wrong bin, as illustrated in Fig. 8.1.
1This is often called trigger efficiency, but not every triggered event is actually reconstructable, see Chapter 7.
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Figure 8.1: The drawing illustrates the effect of bin migration in the measurement of a steeply falling flux
spectrum. A true energy Ei corresponds to each energy bin, equal to the average energy in the bin. If
the bin width is close to the experimental resolution of E, some events fluctuate into adjacent bins. In a
steeply falling flux spectrum, the number of events that fluctuate into to the lower energy bin make almost
no contribution to that energy bin, but events that fluctuate upwards may contribute significantly to the
upper energy bin.
The following sections will deal with the first and the third point, while the SD reconstruction prob-
ability and its uncertainty are derived in Chapter 7. The bin migration effects are treated by a statistical
method, that unfolds the energy resolution effects from the measured flux spectrum. The unfolded flux
may then be compared directly with theoretical predictions.
The final result with its statistical and systematic uncertainties will then be compared with the result of
the standard analysis, which uses vertical air showers, and a cut-off of the cosmic ray flux above 4×1019eV
will be established.
8.1 Exposure of the surface detector
The Pierre Auger Observatory uses a powerful yet simple method to assure a well defined exposure of the
surface detector [69,176–178,199,200]. On the one hand, the T5 selection is applied to the recorded events
which was described in Chapter 6. The T5 selection assures that the shower impact point in the SD array.
It does so by rejecting events if the station next to the shower core is surrounded by less than six active
stations. This reduces the amount of usable data, but is necessary in any case in order to avoid systematic
biases in the SD reconstruction.
From the point of view of each station, the T5 is a geometrical condition which can be tested at any
given time. The SD array is a regular grid. Each station is surrounded by an elementary cell of this grid.
The area of the elementary cell only contributes to the instantaneous acceptance of the SD, if the station
is be able to fulfill the T5 criterion at a given point in time. The operational status of every station in the
array is monitored by the CDAS every second. The instantaneous configuration of the SD array is therefore
available with the time resolution of a second to calculate the SD exposure offline.
This approach has many advantages. The collection area defined in this way
• does not depend on air shower and detector simulations,
• automatically adapts to the growth of the SD array during the construction phase,
• and is able to cope with sudden temporary holes and gaps in the otherwise regular array due to
blackouts of individual stations.
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The exposure Λ is the product of the solid angle Ω(θ1, θ2) of the sky as seen by the SD, the area Acell of
the elementary cell and the sum of all instantaneous configurations i, which lasted for a time ti with NT5,i
stations able to fulfill the T5 criterion
Λ = Ω(θ1, θ2)Acell
∑
i
tiNT5,i. (8.1.1)
The cell area in a hexagonal grid with the grid length D = 1.5 km is
Acell = D
2
√
3
2
≈ 1.949 km2, (8.1.2)
and the solid angle of the sky seen by the flat surface detector is
Ω(θ1, θ2) =
∣∣∣ ∫ 2π
0
dφ
∫ cos θ2
cos θ1
dcos θ cos θ
∣∣∣ = π|cos2 θ2 − cos2 θ1|. (8.1.3)
The solid angle is derived by regarding the flux of an isotropic source through a flat area element. The SD
is a flat detector and therefore its acceptance vanishes at horizontal incidence θ = 90◦.
Fig. 8.2 shows the collected total exposure for the full sky (Ω = π) and the accepted exposure. Certain
time periods need to be excluded from the exposure calculation which reduce the total exposure to the
accepted exposure. These periods are excluded because the central data acquisition was either off, for
example due to maintenance, or not fully operational.
For example, three time periods are excluded due to bugs introduced in software updates of the T3
trigger and communication systems of the CDAS and local trigger logic of the SD stations. The most
notable one spans from September 2004 to the beginning of December 2004 and is also the longest excluded
period in the regarded time frame.
The majority of the excluded periods lasts less than a day, as shown in Fig. 8.3a). The short periods
are rejected because of temporary instabilities in the data acquisition, for example due to communication
problems of the CDAS with the SD array during a thunder storm. The signature of such instabilities are
drops in the rate of recorded T5 events.
The temporary instabilities are found a posteriori. The normal rate of T5 events is about 1.2event/hexagon/day
and quite constant. The arrival of cosmic rays in the surface detector is a Poisson process and thus the time
interval between two consecutive T5 events per hexagon follow an exponential distribution. The propability
P to observe an interval ∆t larger than the time span T is
P (∆t > T ) = e−λT , (8.1.4)
whereas λ is the expected event rate.
Periods of instable data acquisition are detected by searching for time intervals ∆t with a probability
smaller than a threshold α. Due to the statistical nature of this test, the method will raise some false alarms.
But by choosing a very small value of α, the false alarms appear with a negligible frequency. The currently
used value is α = 0.5× 10−6.
The rejected time periods effectively reduce the duty cycle of the surface detector which is shown in
Fig. 8.3b). The duty cycle in the first two years of data taking was reduced mostly by technical issues
like the software bugs mentioned earlier. These issues were resolved in successive updates of the CDAS
soft- and hardware. Since the end of 2005, the data acquisition runs with an average duty cycle of about
98 %. The first two years make up only 10 % of the SD exposure up to the beginning of 2009 and their
contribution will become negligible soon.
The final exposure of the surface detector for showers in the zenith angle range 60◦ < θ < 82◦ from
2004/01/01 to 2009/01/01 is
Λ = 3897± 117 km2 yr sr. (8.1.5)
The systematic uncertainty of the result is estimated to be at the level of 3 % [69]. It is a conservative
combination of uncertainties from the exclusion of time periods, irregularities in the hexagon cells, dead
times due to communication problems, and others.
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Figure 8.2: The graphs shows the SD exposure for the full sky as a function of the run time of the observa-
tory. The axis on the right hand side shows the exposure in units of the exposure equivalent collected by a
full SD array over a year. Certain time periods need to be rejected in which the CDAS was either off or not
working reliably. The long excluded period at the end of 2004 is the result of a temporary bug introduced in
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Figure 8.3: a) The histogram shows the distribution of the length ∆texcluded of the excluded time periods
from Fig. 8.2. A typical period lasts less than a day. b) The profile shows the effective duty cycle of the SD
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8.2 Unfolding of the cosmic ray flux
With the exposureΛ, the energy calibrationESD = Ecal RSDµ
γ
and the model of the reconstruction efficiency
PSD from Chapter 7, it is possible to derive a first flux estimate with Eq. (8.0.1). However, this flux cannot
be compared with other different experiments or with theoretical models, because it is a specific function
of the energy resolution of the surface detector in very inclined air showers. The observed flux g(ESD) is a
function of the true flux f(E)
g(ESD) =
∫
dEK(ESD, E) f(E) + ε(ESD), (8.2.1)
whereas K(ESD, E) is the response kernel of the experiment, which describes the finite detector resolution
and the limited detection efficiency PSD. The function ε(ESD) represents the statistical fluctuations in the
observed distribution g(ESD) [201]. It is defined in such a way, that
〈g(ESD)〉 = g(ESD)− ε(ESD) (8.2.2)
is the average expected distribution. Naturally, ε(ESD) is unknown.
Eq. (8.2.1) has to be solved for f(E) in order to report a comparable result. Ideally, the detector is
built in such a way, that the response kernel is close to a delta function K(ESD, E) ≈ δ(ESD, E), so that
f(E) ≈ g(ESD). In reality however, this is not always possible. For example, the intrinsic shower-to-
shower fluctuation of the energy estimator RSDµ in the very inclined showers is unavoidable. In this case,
the kernel K(ESD, E) has to be simulated or modeled.
Solving Eq. (8.2.1) is still not trivial. It has an exact solution, but this solution is entirely dominated by
the fluctuation term ε(ESD). The art of unfolding is to find an approximate solution, which is as close as
possible to the true solution but not dominated by the statistical fluctuations.
In the following, the general problem of the unfolding will be illustrated and a short overview of unfold-
ing approaches is given. This introduction is based on ref. [201–207]. Then, the unfolding approach used
in this study is discussed, the RUN-method [201]. The systematic uncertainty introduced by the unfolding
is derived from a series of Monte-Carlo experiments. Finally, the RUN-method is applied to the SD data.
8.2.1 Unfolding problem and solutions
Eq. (8.2.1) is a so called ill-posed problem, because the solution f(E) depends very sensitively on small
fluctuations in the input g(ESD). In order to demonstrate this [201, 202], a basic example kernel is consid-
ered
K(ESD, E) =
1√
2πσ
exp
(
− (ESD − E)
2
2σ2
)
, (8.2.3)
which represents the Gaussian fluctuations of the observed energy around the true energy.
A way to solve Eq. (8.2.1) is to expand g(ESD) and f(E) into a complete system of orthonormal
functions. The Fourier expansion is one possibility:
f(E) =
a0
2
+
∞∑
k=1
ak cos
(
k
2π
∆ESD
E
)
+ bk sin
(
k
2π
∆ESD
E
)
g(ESD) =
a˜0
2
+
∞∑
k=1
a˜k cos
(
k
2π
∆ESD
ESD
)
+ b˜k sin
(
k
2π
∆ESD
ESD
)
,
whereas ∆ESD is the total range of all observed energies ESD. Such an expansion is always possible in real
applications, where ∆ESD is finite. The coefficients (a˜0, a˜k, b˜k) of g(ESD) can be easily and independently
obtained directly from the set of data points {ESDi}, see e.g. ref. [147]. Note, that the fluctuations ε(ESD)
are included into the coefficients a˜0, a˜k, and b˜k.
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The remainder of the right hand side of Eq. (8.2.1) can be solved term-wise with the example kernel∫
dEK(ESD, E) cos(k
2π
∆ESD
E) = exp
(
−k
2σ2
2
)
cos
(
k
2π
∆ESD
ESD
)
∫
dEK(ESD, E) sin(k
2π
∆ESD
E) = exp
(
−k
2σ2
2
)
sin
(
k
2π
∆ESD
ESD
)
,
and thus one obtains
g(ESD) =
∫
dEK(ESD, E)f(E)
=
a0
2
+
∞∑
k=1
ak exp
(
−k
2σ2
2
)
cos
(
k
2π
∆ESD
ESD
)
+ bk exp
(
−k
2σ2
2
)
sin
(
k
2π
∆ESD
ESD
)
!
=
a˜0
2
+
∞∑
k=1
a˜k cos
(
k
2π
∆ESD
ESD
)
+ b˜k sin
(
k
2π
∆ESD
ESD
)
. (8.2.4)
The terms of the sums correspond to each other, so that the parameters of the solution f(E) are
a0 = a˜0, ak = a˜k exp
(
k2σ2
2
)
, bk = b˜k exp
(
k2σ2
2
)
. (8.2.5)
If g(ESD) was a smooth function, the parameters a˜k and b˜k would eventually drop to zero as k increases.
But because of the statistical fluctuations, they are never exactly zero, even for large k. The corresponding
coefficients ak and bk of the unfolded solution f(E) on the other hand are blown up exponentially, as
k increases. The full unfolded solution is therefore entirely dominated by random oscillations at high
frequencies, generated by random fluctuations in the original data.
It is also possible to understand this intuitively. The limited detector resolution smears out small scale
structures in f(E). The inverse procedure therefore amplifies such structures. Statistical fluctuations
always produce an artificial small scale structures, which are then accidentally amplified by the unfolding,
too.
Simply dropping terms of the expansion above some index kmax does not work, as this also introduces
oscillations, which are known as Gibb’s phenomenon [201]. Instead, oscillations at high frequencies need
to be suppressed in a smooth way. Several approaches were proposed in the past to do this. A short
overview is given below.
In order to keep the following discussion more general, the distribution of the true values shall be called
f(x) and the distribution of the observations g(y), so that Eq. (8.2.1) turns to
g(y) =
∫
dxK(y, x) f(x) + ε(y). (8.2.6)
Unfolding methods suppress the oscillations by an explicit or implicit regularisation of the solution f(x).
Iterative algorithms
The D’Agostini-algorithm [205, 207] and the Gold-algorithm [204] are examples of iterative algorithms.
Iterative algorithms operate on binned distributions, so that the transitions f(x) → {fi} = f and
g(y)→ {gj} = g are made. This turns Eq. (8.2.6) into a matrix equation
g =Kf . (8.2.7)
Each element Kij of the kernel matrix can now be interpreted as the probability for observing an event in
bin i, if its true value was in bin j.
Iterative algorithms require, that f and g have the same rank. If g has a larger rank than f (the only
allowed case), the following modification of the original matrix equation is used instead
g = Af ⇒ ATg︸ ︷︷ ︸
g˜
= ATA︸ ︷︷ ︸
A˜
f ⇒ g˜ = A˜f , (8.2.8)
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whereas AT is the transposed matrix of A. The iterative algorithms are then applied to new variables g˜
and A˜, which have the right rank.
The solution f is then approximated in successive steps. The D’Agostini- and Gold-algorithm do not
approximate f directly, but the transformation matrix D with the property
f =Dg. (8.2.9)
The next iteration of D is always calculated from the observations g and the current intermediate solution
of f , which is usually initialised with g.
Approximating D instead of f has the advantage, that a regularisation condition can be enforced upon
of D by construction. The D’Agostini- and the Gold-algorithm enforce positive-definiteness of D, which
assures positive entries for f and damps the development of oscillations with large frequency and large
amplitudes.
The D’Agostini-algorithm is particularly well motivated by the theory of Bayesian statistic. It regards
the intermediate solution as the prior knowledge, from which the next iteration of D is inferred in regard
to the observed data distribution g. The Gold-algorithm is not based on such a deeper concept, but very
powerful nevertheless. It is successfully applied to obtain the cosmic ray flux from fluorescence detector
data in ref. [203].
Convergence of iterative algorithms can usually be proven, but the converged solution is in general
not meaningful. The intermediate solution starts to diverge from a good regularised solution at a certain
iteration depth.
This is a consequence of the central feature of iterative algorithms. It is possible to show [208], that
they lead to faster convergence of eigen vectors of the solution f which correspond to large scale structures
than those which represent small scale structures. The amplitudes of the latter is small at the beginning
so that undesired oscillations are avoided if the iteration is stopped at an intermediate step. This leads an
implicit regularisation.
Unfortunately, the criterion of when to stop the iteration for the optimal result is not well defined.
A particularly useful criterion, the “weighted mean squared error” is expensive to calculate [203]. More
severe is a systematic bias, which iterative algorithms introduce to the first and last bins of the solution
f [203], if the data distribution g does not fall off toward both ends.
Regularised fits
The RUN-algorithm [201, 202, 209] and the SVD-based unfolding [206] are regularised fits. In these
approaches, a forward folded parameterisation of f(x) is fitted to g(y) under special conditions that sup-
presses the oscillations of f(x).
The parameterisation of f(x) is usually a linear one
f(x|a) =
∑
i
ai pi(x), (8.2.10)
which is particularly easy to fit. Note, that the act of binning f(x) can also be formally described as a linear
parameterisation, although as a very rough one.
Inserting this parameterisation into the right hand side of Eq. (8.2.6) leads to∫
dxK(y, x) f(x) =
∫
dxK(y, x)
∑
i
ai pi(x) =
∑
i
ai p˜i(y) (8.2.11)
with p˜i(y) =
∫
dxK(y, x) pi(x).
The unfolding is thus reduced to a fit of a system of linear functions to the observed distribution g(y).
The fit itself is explicitly regularised by introducing an additional constraint. In the case of a fit based
on the likelihood method, a regularisation term r(a) is added to the negative logarithm of the likelihood
function
− lnL(a) = − lnL0(a) + τr(a), (8.2.12)
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whereas L0(a) is the unmodified likelihood and τ is a tuning parameter of the regularisation.
The regularisation term r(a) is chosen in such a way that it has a minimum at a and becomes large,
if the solution has fast oscillations. Since the regularisation term increases in a smooth way with the
oscillations, they are gradually suppressed and Gibb’s phenomenon is avoided.
An optimal choice for the regularisation term r(a) is not established. A common choice is to minimise
the curvature of the solution [201, 206]
r(a) =
∫
dx
(
f(x)
)2
, (8.2.13)
but functions of other derivatives of f(x) or completely different approaches are also considered. The
solution f(x) is a function of the tuning factor τ . The tuning factor τ has to be chosen carefully from
problem to problem. If it is too large, the solution f(x) will be dominated by the regularisation. If it is too
small, the influence of the fluctuations ε(y) are not efficiently suppressed.
The details of the parameterisation of f(x), the fit and the regularisation term r(a) vary from method
to method. The RUN-algorithm uses a sophisticated combination of parameterisation and regularisation. It
also has a semi-automatic way of suggesting the proper tuning of r(a) as a function of the input data. The
SVD-based unfolding offers comparable features. It was decided to use the RUN-algorithm in this study.
8.2.2 RUN-algorithm
The RUN algorithm is very sophisticated and was successfully applied in many experiments [201]. The
RUN-algorithm has a well established reference implementation, which can be obtained online [210]. This
study is based on this reference implementation.
The regularisation is the central aspect of unfolding algorithms, but introduces a systematic bias to the
result f(x). It will be shown in the following that the RUN-approach only suppresses contributions to the
solution f(x) which are not statistically significant if the regularisation is tuned properly.
The RUN-algorithm operates on the binned distribution {gj} of the data. The main features of the
algorithm are the following:
• The detector kernel K(y, x) is built internally from a set of Monte-Carlo events, which the user has
to supply.
• The unfolded solution f(x) is factorised in the following way
f(x) = fuser(x) fcorr(x), (8.2.14)
whereas fuser is a user-supplied input, which should be as close to the final solution as possible. Only
the correction fcorr(x) is fitted by the algorithm.
• The parameterisation of fcorr(x) is done with B-splines [211] of order 4. Splines have optimal ap-
proximative properties [212]. B-splines form a linear independent basis of splines, so that f(x) may
be written in the form of Eq. (8.2.10).
• The fit of the parameters a of the solution is performed with a likelihood method. The distribution
of the bin entries of the data distribution {gj} is correctly modeled as a Poisson distribution.
• The regularisation is done by minimising the curvature of the correction fcorr. As a special conse-
quence of the B-spline parameterisation, the total curvature can be calculated with a constant matrix
C [201]:
r(a) =
∫
dx
(
fcorr(x)
)2
= aTCa, (8.2.15)
whereas a is the parameter vector.
The advantage of Eq. (8.2.14) becomes apparent now. The full solution f(x) may have a large
curvature, but with a proper choice of fuser, the correctionfcorr(x) will be rather smooth. In such a
case, the regularisation produces the minimal bias.
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The regularised unfolding is based on the maximisation of the likelihood of the parameterised solution
f(x) = fuser(x) fcorr(x) =
∑
i
ai pi(x) fuser(x), (8.2.16)
which is forward folded with the detector kernel K(y, x). The folded basis functions are
p˜i(y) =
∫
dxK(y, x) fuser(x) pi(x). (8.2.17)
The expected value in bin j of the data distribution {gj} is calculated as
〈gj〉 = 1
yj − yj−1
∫ yj
yj−1
dy K(y, x)f(x) =
∑
i
Aji ai (8.2.18)
with Aji =
1
yj − yj−1
∫ yj
yj−1
dy p˜i(y),
the Poisson distribution is the statistical model of the distribution of observed value gj around the true value
〈gj〉.
This defines the necessary input for a likelihood function without the regularisation term. The negative
logarithm of this function can be written as
− lnL0(a) = −
∑
j
〈gj〉(a) +
∑
j
gj ln〈gj〉(a) + const. (8.2.19)
Adding the regularisation term leads to
− lnL(a) = − lnL0(a) + 1
2
τr(a) = − lnL0(a) + 1
2
τaTCa, (8.2.20)
with τ as the tuning parameter of the regularisation. The factor 1/2 is just a convenient definition, as will
become apparent below.
A minimisation of this function yields a regularised solution as a function of τ . For a fixed τ , this
can be done with standard methods. To see the effect of the regularisation, − lnL(a) is expanded into a
Taylor-series around a point a˜ close to the minimum:
− lnL(a) ≃ − lnL(a˜)− (a− a˜)h+ 1
2
(a− a˜)TH(a− a˜) + 1
2
τaTCa, (8.2.21)
with the gradient vector hi = −∂
(− lnL(a))/∂ai and the Hesse matrix Hij = ∂2(− lnL(a))/(∂ai∂aj).
Close to the minimum, this approximation is usually good and higher order terms of the Taylor series may
be neglected. If constant contributions are omitted, the expression simplifies to
− lnL(a) ≃ −aT (h+Ha˜) + 1
2
aTHa+
1
2
τaTCa (+const.) (8.2.22)
At the minimum, the Hesse matrix is approximately equal to the inverse of the covariance matrix V of
the solution vector a˜
H ≃ V −1. (8.2.23)
The next step is to derive a transformation for a, which transforms H to the unitary matrix and further
simplifies Eq. (8.2.22). The covariance matrix V is then a unitary matrix, too, and the components of the
transformed parameter vector are uncorrelated random variables with variance σ = 1.
Since the Hesse matrix is positive definite and symmetric at the minimum, it is possible to find an
orthogonal matrix U1 (a rotation in parameter space) that diagonalises H
U1
THU1 =D, (8.2.24)
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whereas D is diagonal. To turn D into the unitary matrix, another matrix D−1/2 is appended to the
transformation, which is defined as
D
−1/2
ij =
{
1/
√
Djj , i = j
0 , i 6= j, (8.2.25)
so that
D−1/2U1THU1D−1/2 = 1. (8.2.26)
It is possible to append yet another orthogonal matrix U2 without changing this result:
U2
TD−1/2U1THU1D−1/2U2 = U2T1U2 = 1. (8.2.27)
This freedom will be exploited in a few steps. Comparing Eq. (8.2.27) with Eq. (8.2.22) shows, that the
transformation leads to a new parameter vector a¯ with
a = U1D
−1/2U2 a¯ (8.2.28)
and a corresponding new set of basis functions p¯(x), which are a linear combination of the original basis
functions
fcorr(x) = a
Tp(x) = a¯T U2
TD−1/2U1T p(x) = a¯T p¯(x) (8.2.29)
with p¯(x) = U2TD−1/2U1T p(x).
The transformation turns Eq. (8.2.22) into
− lnL(a2) ≃ −a¯TU2TD−1/2U1T (h+Ha˜) + 1
2
a¯T a¯
+
1
2
τ a¯T U2
TD−1/2U1TCU1D−1/2U2 a¯ (+const.). (8.2.30)
The freedom of the last rotation matrix U2 may be now used to make also the regularisation matrix C in
the last term diagonal. To show this, the other transformations are applied to C to get a matrix C1
U2
TD−1/2U1TCU1D−1/2U2 = U2TC1U2. (8.2.31)
The matrix C is positive definite and symmetric, applying D−1/2 or U1 does not change this property.
Thus, an orthogonal matrix U2 may be chosen such, that
S = U2
TC1U2 (8.2.32)
is a diagonal matrix. The diagonal entries in Sjj in S may be freely arranged in increasing order Sjj ≤
Sj+1j+1 by permutating pairs of columns and rows of U2.
With this final step, Eq. (8.2.22) reduces to
− lnL(a2) ≃ −a¯TU2TD−1/2U1T (h+Ha˜) + 1
2
a¯T (1+ τS)a¯ (+const.). (8.2.33)
The solution of this equation is obtained with the minimum condition ∇ lnL(a¯) != 0 as
a¯ = (1+ τS)−1U2TD−1/2U1T (h+Ha˜). (8.2.34)
The solution shows, that a regularised parameter a¯j is reduced by a factor relative to the unregularised
parameter a¯′j
a¯j =
1
1 + τSjj
a¯′j . (8.2.35)
The damping factor depends on the curvature of the corresponding basis function p¯j(x) of the parameter
and the tuning parameter τ .
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It is thus demonstrated, that the regularisation vanishes for terms with a small curvature, while the
parameters of basis functions with fast oscillations are pulled to zero in a smooth way, avoiding Gibb’s
phenomenon. The tuning parameter τ defines how early the suppression sets in. Through the suppression,
the regularised solution has an effective rank
m0 =
∑
j
1
1 + τSjj
, (8.2.36)
which is smaller than the total number of basis functions and depends on the tuning parameter τ .
To semi-automatically suggest a value for τ , RUN performs a significance analysis on the unregularised
parameters a¯′j . These parameters have variance 1. If a parameter a¯′j is insignificant, its mean 〈a¯′j〉 is
approximately zero and (a¯′j)2 approximately follows a χ2 distribution. This allows to define a confidence
level of the hypothesis that the parameter is insignificant, given an observed value of (a¯′j)2. In RUN, a
confidence level of 95 % is used which corresponds to (a¯′j)2 ≤ 3.84.
A lower limit of the effective rank m0 is given by the first j in descending order, for which this hy-
pothesis has to be rejected. The tuning parameter τ is then obtained by solving Eq. (8.2.36) with a given
m0.
Finally, m1 binned data points {fi} can be extracted from the solution f(x)
fi =
1
xi − xi−1
∫ xi
xi−1
dx
∑
j
a¯jfuser(x) p¯j(x). (8.2.37)
The sum and the integral commute, so that standard uncertainty propagation can be used to turn the covari-
ance matrix V = (1 + τS)−2 of the parameter vector a¯ into a covariance matrix of the solution vector
f .
The parameters a¯i are uncorrelated, but not the final data points. The author of RUN recommends to
extract m1 ≤ m0 bins from f(x), to reduces the bin-to-bin correlations. If the bin-to-bin correlations are
negligible, the final bins of the solution can be visualised and interpreted in the usual fashion as points with
error bars.
Systematic analysis and optimal settings
The RUN-algorithm automatically calculates a recommended value for effective degrees of freedom m0 of
the solution, but the value still has to be supplied by the user. The algorithm only provides a lower limit for
m0. It seems to be an open question question, whether this lower limit is an optimal choice. Even in the
numerical example of the original publication of the algorithm [201], the author uses a considerably larger
value for m0.
Another free parameter of the algorithm is the number of knots nknot for the B-spline parameterisation.
The author of RUN recommends nknot = 2m0 + 3, but it is also clearly stated, that sometimes more or
less knots may lead to better results. In general, the result of RUN should depend only weakly on the exact
choice on nknot and m0, but the question for the optimal combination remains.
The optimal settings are derived from an analysis of Monte-Carlo experiments in the following, which
also serves as an end-to-end evaluation of the RUN-algorithm. Of particular interest is the analysis of the
Table 8.1: The table summarises the binning choice for the input and output of the unfolding algorithm.
The input distribution has equi-distant bins, the binning of the output distribution is more coarse and the
last two bins with small statistics are slightly larger.
distribution bins lower bin edges in lg(E/eV)
observed 20 18.0 18.1 18.2 . . . 19.8 19.9 20.0
unfolded 9 18.0 18.3 18.5 18.7 18.9 19.1 19.3 19.5 19.7 20.0
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bias of the solution f and the size of the bin-to-bin correlations in the unfolded distribution {fi}. The
binning choice of the input and output distributions is thereby fixed and summarised in Table 8.1.
In case of the input distribution, the binning has a negligible impact on the unfolding, as long as the
number of bins is about twice as large as m0. The binning choice of the output is a compromise between
using as few bins as possible to keep the bin-to-bin correlations small, and yet having enough to observe
the interesting features in the unfolded flux distribution.
The Monte-Carlo events are generated in a similar way as in Chapter 7, and make use of the data models
derived in there.
(1) A true energy E is drawn at random from a model of the true flux. The model is a piece-wise power
law with spectral indices based on ref. [188]:
dJ
dE ∝


E−3, lg(E/eV) < 18.4
E−2.7 10−0.3×18.4, 18.4 ≤ lg(E/eV) < 19.6
E−3.9 10−0.3×18.4 101.2×19.6, 19.6 <≤ lg(E/eV).
(8.2.38)
The trailing factors fulfill the boundary conditions. A corresponding true zenith angle θ is drawn at
random from the distribution
dJ
d sin2 θ
∝ 1 (8.2.39)
in the range 60◦ < θ < 82◦ for each true energy E. An ideal energy estimator Rµ is calculated with
Rµ = (E/Ecal)
1/γ
.
(2) The ideal energy estimator Rµ is fluctuated according to the model of the shower-to-shower fluctua-
tions and the model of the SD resolution: Rµ → Rsh-shµ → RSDµ . The reconstructed energy estimator
is converted back into an energy with the calibration function RSDµ → ESD.
(3) The true cosmic ray energy E is fluctuated according to the model of the fluorescence detector
resolution: E → EFD.
(4) The event is accepted at random according to the model of the SD reconstruction probability.
These steps are repeated until N = 45000 pseudo events are collected, and, independently, NMC Monte-
Carlo events. Only accepted events count as pseudo events, but accepted and rejected events count
as Monte-Carlo events. RUN uses both accepted and rejected events to calculate the detector kernel
K(ESD, E) internally. The rejected events are used to calculate the detector efficiency. The number NMC
is chosen such, that the number of accepted events in the Monte-Carlo sample is 20 × N . Both data sets
together form a Monte-Carlo experiment and 20 independent Monte-Carlo experiments are generated. The
Monte-Carlo experiments are then unfolded with RUN.
To assess, whether the bin-to-bin correlations of an unfolded distribution may be neglected, RUN pro-
poses the following test [202]:
(1) Take the full covariance matrix V [f ] of the unfolded distribution. Generate a large number (5000
events in this case) of random samples from the full covariance matrix, with a multivariate normal
distribution with zero mean
h(x) =
1
(2π)k/2|V |1/2 exp
(
−1
2
XTV −1X
)
. (8.2.40)
(2) Calculate the χ2 for each sample, taking only the diagonal entries in the covariance matrix into
account
χ2obs =
∑
i
X2i
Vii
(8.2.41)
Calculate the probability P (χ2 ≥ χ2obs) =
∫∞
χ2
obs
dχ2 fχ2(χ2|ndof), whereas fχ2(χ2|ndof) is the theo-
retical χ2 distribution for ndof degrees of freedom.
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Figure 8.4: Shown is one of the Monte-Carlo experiments, which are used to test the unfolding with the
RUN algorithm. This example is unfolded with m0 = 9 and nknot = 21. a) The dashed line is the flux
model. The true flux (blue squares) is a random sample derived from the flux model. The observed flux
(gray circles) is measured in the detector. The unfolded flux (black circles) is the result of the unfolding.
b) The same is shown, but the fluxes are shown relative to a reference flux A×E−2.7. c) The points show
the deviation of the unfolded result from the flux model. d) The histogram shows the result of χ2-test of
the bin-to-bin correlations, as described in the text.
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If the correlations are negligible, the obtained distribution is approximately flat.
Fig. 8.4 shows an example Monte-Carlo experiment. The input distribution is well reproduced by the
unfolding except in the last bin. A comparable measure of the unfolding bias is the sum
∑
i
(
Ji − J0,i
J0,i
)2
(8.2.42)
over all bins of the solution, whereas Ji and J0,i are the unfolded and the true flux in bin i.
The distribution obtained from the χ2-test in the example is not exactly flat. Instead it has a “U”-shape,
which is a result of the bin-to-bin correlations. A comparable measure of the non-flatness of the distribution
is obtained by fitting a second order polynomial
p0 + p1 x+ p2 x
2, (8.2.43)
the value p2/σ[p2] serves as a measure of the curvature and therefore of the size of the bin-to-bin correla-
tions.
Fig. 8.5 show the impact of the unfolding parameters m0 and nknot on these measures. The smallest
bin-to-bin correlations are obtained, if the effective number of degrees of freedom in the unfolding is equal
to the number of bins in the final distribution: m0 = m1 = 9. Increasing the number of knots nknot
increases the bias of the result, if a smaller value is used m0. At m0 = 9 and above, the impact of nknot
becomes negligible.
Based on these results, the following unfolding parameters are selected:
m0 = 9 and nknot = 2m0 + 3 = 21.
The systematics of the unfolding with these parameters are further analysed. The results are shown
in Fig. 8.6. The unfolded result cannot be entirely bias-free as mentioned before. However, the RUN-
algorithm should introduce only a small bias compared to the statistical uncertainty in each bin for an
optimal choice of m0, which is can be confirmed.
Only the last bin shows a considerable bias, while it is negligible in the other bins. The bias of 10 %
in the last bin will be corrected in the unfolding of the data, while adding a systematic uncertainty of the
same order to this bin.
The RUN-algorithm calculates the full covariance matrixV of the statistical uncertainty of the unfolded
flux J . This matrix is not diagonal. If the off-diagonal entries are neglected σest,i[J ] = Vii, one obtains an
estimate of the real fluctuations which is about 20 % too small on average, as shown on the right hand side
of Fig. 8.6.
In order to approximately compensate this, the uncertainties σest,i[J ] of the unfolded data will be in-
creased by 20% in graphic displays. Fits of the unfolded flux should make use of the full covariance matrix,
which will be given along with numerical tables of the unfolded flux.
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Figure 8.5: Shown is the result of the optimisation analysis of the unfolding parameters m0 and nknot. The
measures are defined in the text, small values are better.
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Figure 8.6: Shown is a statistical analysis of the bias and the reported statistical uncertainty of the RUN-
unfolding in case of the parameter choice m0 = 9 and nknot = 21. Left: The profile (black) shows
the average bias of the unfolded flux J with respect to the true flux J0. Thin vertical bars show the
size of the statistical uncertainty σ[J ] of the unfolded flux in each bin. Thick vertical bars indicate the
statistical uncertainty of the average bias. Small gray points represent the individual bias in the 20 Monte-
Carlo experiments. Right: The points represent the relative difference of the statistical uncertainty σest[J ]
calculated by RUN and the root of the variance σ2[J ] obtained from many Monte-Carlo experiments.
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8.2.3 Application to data
The RUN-unfolding with optimal settings is now applied to 45063 SD events in the zenith angle range
60◦ < θ < 82◦, which were collected between 2004/01/01 and 2009/01/01. This high quality event
sample is the result of selections, which are summarised in Chapter 7. The energy ESD of the SD events is
calibrated with the fluorescence detector (FD), as described in Chapter 7.
The Monte-Carlo input for the detector kernel K(ESD, E) used in the unfolding is generated as de-
scribed above. The number of accepted events in the Monte-Carlo is 20 times larger than the number of
real events. There are several systematic uncertainties to consider for the unfolded cosmic ray flux {Ji},
which are summarised in Fig. 8.7 and Fig. 8.8.
The FD energy scale is the largest systematic uncertainty. The FD energy has a global systematic un-
certainty σFDsys [E] = 22 %, as discussed in Chapter 6. The SD energy ESD is calibrated to the FD energy
EFD and thus fully inherits this uncertainty. In order to use standard error propagation to derive the sys-
tematic uncertainty on the flux J(E) from this energy uncertainty, the unfolded flux {Ji} is approximately
interpolated with the following approach
J(E) ≃ exp((1− p) lnJi + p ln Ji+1) for lnEi ≤ lnE < lnEi+1 (8.2.44)
with p = (lnE − lnEi)/(lnEi+1 − lnEi).
The corresponding systematic uncertainty σEsys(J) of the flux is σEsys[J ] ≃ (dJ/dE)σFDsys [E] and reaches
100 % in the highest energy bin 1019.7 E < E < 1020 eV.
Another global systematic uncertainty derives from the SD exposure. The exposure calculation was
described in the first section of this chapter and has an estimated systematic uncertainty of 3 %. It affects
all data points {Ji} in the same way and contributes an uncertainty σexpsys [J ] = 3 % to the flux.
The remaining systematic uncertainties concern the detector kernel K(ESD, E). The statistical nature
of the detector kernel K(ESD, E) itself introduces an uncertainty to the unfolding. The uncertainty is
evaluated by repeating the unfolding 100 times with 100 independently generated Monte-Carlo inputs. The
final unfolded flux {Ji} is actually the average of these 100 unfoldings and the variance is regarded as a
systematic uncertainty. Apart from this intrinsic uncertainty of the kernel K(ESD, E), there are systematic
uncertainties to consider:
• SD energy calibration. The energy calibration constants Ecal and γ have statistical and systematic
uncertainties which generate an additional systematic uncertainty in the SD energy ESD of up to 8%,
as shown in Fig. 8.7.
• SD resolution. The SD energy resolution also shown in Fig. 8.7 is limited partly by shower-to-
shower fluctuations of the energy estimator RSDµ and by the sampling fluctuations of the detector.
The systematic uncertainty of the both resolution combined is estimated to be 5% (absolute change,
not relative change).
• SD reconstruction probability. The model of the SD reconstruction probability PSD was fitted to
the data in Chapter 7. The statistical and systematic uncertainties in the threshold parameters lead to
a systematic uncertainty in the flux J below the point of full efficiency at 1018.7 eV.
Details about these uncertainties can be found in Chapter 7. The uncertainty of each one of these models
is propagated into the flux J with a Monte-Carlo approach. The model is varied randomly according to
its statistical and systematic uncertainties. Then, a new detector kernel K˜(ESD, E) is generated with the
varied model. The unfolding is done with the varied detector kernel K˜(ESD, E). This is repeated 100
times. The propagated uncertainty of the model is the square root of the difference between the variance
of the flux J with the varied kernel K˜(ESD, E) and the variance of the flux J with the unmodified kernel
K(ESD, E) which was called intrinsic uncertainty above.
Finally, the kernel related uncertainties are added quadratically to form the kernel uncertainty σKsys[J ],
which is shown in Fig. 8.8b). The kernel uncertainty σKsys[J ] has bin-to-bin correlations, which are neglected
in the following. In all but the highest energy bin, the kernel uncertainty σKsys[J ] is at the level of 10 %. In
the last bin, it is at the level of 50 %.
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Figure 8.8: The plots show the systematic uncertainties in the derived flux as a function of the cosmic
ray energy. In a), systematic uncertainties which are specific to this study are shown in detail. These
uncertainties are combined in b), and compared to the common uncertainties of the SD exposure and the
FD energy scale (see text).
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Fig. 8.9 presents the unfolded flux J(E) its various uncertainties. Tables of the unfolded flux J(E)
and its full covariance matrix are provided in Appendix G. Correlations between adjacent bins of up to
±40% are found, which are negative below 1018.9 eV and positive above. The total uncertainty of the flux
is strongly dominated by the systematic uncertainties.
Two consistency checks are applied to the flux J(E), which are also shown in Appendix G. They test
for a dependency on the atmospheric profile during summer and winter months and for a possible time
evolution of the data quality during the five years of data acquisition. No dependency or inconsistency is
found.
The spectrum is very steep and the interesting details only show up, if the flux J(E) is normalised to
an arbitrary reference flux Jnorm(E). The following reference flux is used in this study
Jnorm(E) = A
(
E
1019 eV
)−2.8
, (8.2.45)
whereas A is fitted to the unfolded flux J in the energy range 1018.6 eV < E < 1019.7 eV, yielding
A = 4.029× 10−20 km−2yr−1sr−1eV−1. (8.2.46)
The normalised result J/Jnorm − 1 is shown in Fig. 8.10.
Effect of unfolding
Fig. 8.9 and Fig. 8.10 allow to compare the raw flux estimate which is not corrected for the SD resolution
and detection efficiency effects with the unfolded flux J(E).
The largest difference is observed at E < 1019 eV, where the raw flux estimate is by factor of two
smaller due to the reduced SD detection efficiency PSD. In the energy range 1018.5 eV < E < 1019 eV,
the raw flux is about 10 % larger due to bin-to-bin migration effects.
At E > 1019 eV, the unfolding has only a small impact on the result. This is because the random
fluctuations of the SD energy ESD decreases as the energy increases and eventually become smaller than
the bin size. As a consequence, the bin-to-bin migration effects become negligible.
Flux suppression
The unfolded flux J(E) becomes steeper below 1018.5 eV and above 1019.7 eV. Both features are in
qualitative agreement with other analyses [17,30,188,213–215]. The feature around 1018.5 eV is called the
ankle of the cosmic ray flux J(E). The suppression above 1019.7 eV is of particular interest, since it may
be generated by the GZK-effect described in Chapter 3.
The GZK-effect predicts an attenuation of cosmic rays over the scale of a few tens of Mpc starting
between 1019.5 eV and 1019.7 eV. A Mpc is the typical distance between galaxies. The cosmic rays at
higher energies interact frequently with photons of the cosmic microwave background. The cosmic rays
are either destroyed by photodisintegration if they are heavy nuclei or loose energy by pion production if
they are protons. The observed onset of the suppression at about 1019.7 eV fits well to the expected onset
for cosmic protons, as shown in Fig. 3.3a) of Chapter 3.
The significance of the suppression above 1019.7 eV is derived from the unfolded flux J(E) under the
assumption that the flux is a simple power law between 1018.5 eV and 1019.7 eV
J(E) = A
(
E
1019 eV
)α
, (8.2.47)
analogue to Eq. (8.2.45). The power law is fitted to data points in the range 1018.5 eV < E < 1019.7 eV.
The prediction Jpred of this fit is compared with the observed flux Jobs in the highest energy bin 1019.7 eV <
E < 1020 eV. Out of the three systematic uncertainties, only the kernel uncertainty σKsys[J ] needs to be
regarded. The other systematic uncertainties affect all data points in the same way so that the influence
cancels in this analysis.
The result of the comparison is shown in Table 8.2. The flux suppression is significant at the level of
three standard deviations.
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Figure 8.9: Black squares show the cosmic ray flux J(E) derived with the unfolding method from very
inclined air showers (60◦ < θ < 82◦). Gray circles represent the “raw” flux estimate, which is not
corrected by the unfolding technique. White circles show the unfolded flux Jvert(E) from an independent
analysis of FD and SD data which is based on vertical showers (0◦ < θ < 60◦) [30]. The colored boxes
represent different systematic uncertainties of the unfolded flux J(E). The systematic uncertainties σEsys[J ]
and σexpsys [J ] of the FD energy scale and the SD exposure apply to both J(E) and Jvert(E) in the same
way. The systematic uncertainty σKsys is specific to J(E). The shown statistical uncertainty of J(E) uses
the approximation σi[E] = 1.2 ×
√
Vii, since the bin-to-bin correlations of J(E) cannot be shown. The
approximation is derived from an analysis of Monte-Carlo experiments described earlier in the text.
Table 8.2: The results of the flux suppression analysis are shown, as described in the text. The constants
A and α of the fit of Eq. (8.2.47) are given together with their statistical uncertainties and correlation,
with A0 = 4.029 × 10−20 km−2yr−1sr−1eV−1. The values Jpred and Jobs denote the predicted and the
observed flux in in the energy bin 1019.7 eV < E < 1020 eV. The last column shows the significance
of the difference Jpred − Jobs in standard deviations. The fluxes are normalised to an arbitrary constant
Jc = 10
−34 m−2s−1sr−1eV−1.
A/A0 α corr. Jpred/Jc Jobs/Jc sigma
stat. 1.00± 0.02 −2.78± 0.03 0.520 0.0578± 0.0045 0.0196± 0.0063 5.0
stat.+sys. 1.00± 0.04 −2.78± 0.06 0.159 0.0585± 0.0083 0.0196+0.0096−0.0137 3.1
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Figure 8.10: Shown are the cosmic ray fluxes from Fig. 8.9 normalised to an arbitrary reference flux
Jnorm(E) = A (E/10
19 eV)−2.8. The constant A = 4.029 × 10−20 km−2yr−1sr−1eV−1 is obtained
from a fit of Jnorm(E) to the unfolded flux J(E) in the energy range 1018.6 eV < E < 1019.7 eV.
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Comparison with an independent analysis
The unfolded cosmic ray flux J(E) is derived from very inclined air showers (60◦ < θ < 82◦) measured
with the Pierre Auger Observatory. Also shown in Fig. 8.9 and Fig. 8.10 is the unfolded flux Jvert(E)
derived from vertical showers (0◦ < θ < 60◦) measured with the Pierre Auger Observatory [30]. The
latter is the latest official result published by the Pierre Auger Observatory and shall be called vertical flux.
Both analyses are based on independent data because of the disjunct zenith angle ranges. They use
different reconstruction and energy calibration methods and therefore have different systematics. The flux
Jvert(E) is derived from SD and FD events. The data points between 1018 eV and 1018.4 eV are derived
from an FD measurement of the cosmic ray flux. The data points above 1018.4 eV are FD calibrated SD
events like in the case of J(E).
From the statistical point of view, both results are estimates of the same true flux J0(E) and therefore
expected to agree. The systematic uncertainty σEsys[J ] = 22 % of the FD energy scale and the systematic
uncertainty σexpsys [J ] = 3% of the SD exposure affect both results in the same way and therefore cancel in a
direct comparison.
The flux estimates J(E) and Jvert(E) are indeed very similar. The agreement is particularly good in
the range 1018.7 eV < E < 1019.5 eV. The ankle and the flux suppression are observed in both estimates.
Some deviations are nethertheless noticeable in Fig. 8.10. The vertical flux Jvert(E) appears slightly
shifted and tilted compared to J(E). The flux suppression appears to set in at about 1019.7 eV in J(E) but
already at about 1019.5 eV in Jvert(E).
To quantify this deviation, the vertical flux Jvert(E) is re-binned to match the binning used for J(E).
Since J(E) and Jvert are samples of the same true flux J0(E), the difference
∆Ji = (Jvert,i − J0,i)− (Ji − J0,i) = Jvert,i − Ji (8.2.48)
in bin i should have an expectation 〈∆Ji〉 = 0 and a variance
σ2i [∆J ] = σ
2
i [Jvert] + σ
2
i [J ]. (8.2.49)
If this hypothesis was true and if the uncertainties σ2i [∆J ] were Gaussian, the following sum over all N
bins
χ2obs =
N∑
i
(
∆Ji
σi[∆J ]
)2
(8.2.50)
would follow a χ2-distribution with N degrees of freedom and the hypothesis could be rejected at a well
defined confidence level P (χ2 > χ2obs).
In reality, there are bin-to-bin correlations in the unfolded fluxes Jvert(E) and J(E) and part of the
uncertainty of JB is systematic, so that the calculated confidence level looses its exact meaning and can
only be regarded as a measure of the agreement or disagreement.
Fig. 8.11 shows the deviation ∆J/σ[∆J ] of Jvert(E) and J(E). The points with the largest deviations
are found at the onsets of the flux suppression and the ankle.
If only statistical uncertainties are regarded in the comparison, the fluxes are clearly incompatible:
χ2obs
N
≈ 6.0 → P (χ2 ≥ χ2obs) ≈ 2× 10−8. (8.2.51)
If systematic uncertainties are included in the analysis, the results roughly agree:
χ2obs
N
≈ 1.1 → P (χ2 ≥ χ2obs) ≈ 0.39. (8.2.52)
The analysis indicates some tension between the vertical flux Jvert(E) and the result of this study
J(E), which has to be pushed to the edge of its systematic uncertainties to get an agreement. This should
be investigated further in the future.
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Figure 8.11: The plot shows the deviation of the flux obtained in this study from the latest reference
result [30] in standard deviations. The reference flux is the same as in Fig. 8.9 and Fig. 8.10.
8.3 Summary
The cosmic ray flux J(E) in the energy range 1018 eV < E < 1020 eV was derived in this chapter from
45063 selected SD events in the zenith angle range 60◦ < θ < 82◦, collected between 2004/01/01 and
2009/01/01. The energy ESD of these SD events was calibrated against the FD energy EFD.
Detector effects were removed from the cosmic ray flux J(E) with an unfolding method, the RUN-
algorithm. The unfolding depends on a detailed statistical models of the SD resolution and efficiency,
which were taken from Chapter 8. The output of the RUN-algorithm was studied in detail with Monte-
Carlo experiments and was found to be suitable for the unfolding of the cosmic ray flux J(E).
The uncertainty of the cosmic ray flux is dominated by the systematic uncertainty σsys[E] = 22 % of
the FD energy scale. It generates a corresponding systematic uncertainty σEsys[J ] in the cosmic ray flux
J(E) between 60% and a factor of two. Uncertainties in the energy calibration and the unfolding add 10%
uncertainty to the flux J(E) in most bins except the highest energy bin 1019.7 eV < E < 1020 eV, where
the uncertainty is about 50 %.
A flux suppression above 1019.7 eV is observed despite these large uncertainties with a significance of
three standard deviations. The onset of this suppression qualitatively agrees with the onset predicted by
the GZK-effect for intergalactic protons. This seems to be in contradiction with the indications found in
Chapter 7 that the cosmic rays above 1019.7 eV could be mostly heavy nuclei.
The flux J(E) derived from very inclined air showers is compared with an independent estimate
Jvert(E) derived from vertical showers in the zenith angle range 0◦ < θ < 60◦. Both are independent
estimates of the same true cosmic ray flux and agree within one standard deviation.
Comparisons between the vertical flux Jvert(E) and the flux J(E) obtained from very inclined air
showers will improve the understanding of the systematic uncertainties in both flux estimates. Eventually,
the estimates will be brought into statistical agreement which will then allow all cosmic ray analyses to use
the full zenith angle range of recorded SD events.
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This work described a complete procedure to derive the flux J of ultra-high energy cosmic rays in the
energy range 1018eV < E < 1020eV from data of very inclined air showers, which were recorded with the
Pierre Auger Observatory between 2004/01/01 and 2009/01/01. The analysis used the high event statistics
gathered by the surface detector (SD) of the observatory. The SD measurement of the cosmic ray energy
E was based on a calibration of the SD signal described by the energy estimator Rµ with the fluorescence
detector (FD), which is able to perform a calorimetric measurement of E.
All steps in this work required input about the average properties of very inclined air showers on the
ground and their fluctuations, as well as the SD signal response to such showers. The input was obtained
by simulating and studying 6480 very inclined air showers and the same number of SD events in the zenith
angle range 60◦ < θ < 88◦. The simulations were computed with the program CORSIKA [49, 89], the
high-energy hadronic interaction models QGSJet-II [115–120] and EPOS [130, 131], and the low energy
hadronic interaction model FLUKA [102, 103].
Particularly important for the SD event reconstruction was the lateral particle density nµ and the total
number Nµ of muons on the ground:
• The muon density nµ was parameterized. The parameterization is not based on theoretical input,
but on a fit of a linear parameterization to the simulation output. The nµ-model agrees with the
simulation at the level of 10 %.
• A systematic uncertainty of about 30 % was found in the simulated number of muons Nµ, which is
of the same order as the difference found between proton and iron induced showers.
• Shower-to-shower fluctuations of Nµ of 3 to 4% were observed in case of iron showers and 14% to
21 % in case of proton showers. The ranges represent the systematic uncertainties. The fluctuations
of Nµ are approximately Gaussian with a tail towards small values of Nµ.
The SD signal response fµ(Sµ) to muons and the contribution 〈ǫ〉 of electromagnetic particles to the SD
signal were studied with simulated SD events, which were further inputs for the SD event reconstruction:
• A model fµ of the signal response of SD station to muons was derived, which included signal fluc-
tuations generated by muons and electromagnetic particles in the shower front.
• The signal contribution 〈ǫ〉 of electromagnetic particles to the SD signal was compared with the
model from ref. [16]. Deviations between 10% and 20% were found. The deviations were absorbed
into the fµ-model so that the combination of both models in this study was almost bias-free.
A new software was written within the Auger Offline-frame to perform the SD event reconstruction.
The new software combined the features of two existing programs efit [17, 161–165] and SdHorRec [14]
and added minor improvements. Its purpose is to reconstruct an energy estimator Rµ ∝ Nµ ∝ E1/γ and
the direction (θ, φ) of air showers recorded with the SD. The bias and resolution of these reconstructed
variables was analyzed with simulated SD events.
• The resolution of Rµ and (θ, φ) depends on the energy E and zenith angle θ of the shower. For a
1019 eV shower with an inclination θ = 70◦, the resolution of Rµ is 16% and the angular resolution
0.4◦.
• The systematic uncertainty of Rµ in the zenith angle range 60◦ < θ < 82◦ is at the level of 3%. The
systematic uncertainty of the zenith angle θ is 0.1◦.
The reconstruction software was designed to make the models of the muon density nµ and the SD
signal response fµ easily replaceable. This feature was used to compare the models derived in this study
with others from ref. [10, 11, 15, 17].
• An overall bias of 20% in the energy estimator Rµ is generated by the model of the electromagnetic
signal component 〈ǫ〉, if its bias is not implicitly or explicitly corrected.
• If overall biases are corrected, the performance of all models in the zenith angle range 60◦ < θ <
82◦ is comparable. The models derived in this study achieve a slightly better resolution of Rµ in
simulated events and fit better to real events in most cases.
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The energy calibration was based on a fit of the power law E = Ecal × Rµγ to high quality events
recorded simultaneously in the SD and the FD. Selection cuts accepted 411 events for this study. A new
method was introduced to perform the fit which used a complete probability density function ftot of the
distribution of these events for the first time.
• The effect of the limited SD efficiency between 1018 eV and 1018.5 eV is included in the ftot-model,
which allowed to use events in this energy range to constrain the fit. Before, it had been necessary to
rejected such events. The new method improved the event statistics by a factor of three.
• The model ftot was used to fit a model of the SD detection efficiency to the data.
• The model ftot was further used to fit the shower-to-shower fluctuations of Rµ to the data. The
fluctuations of Rµ are sensitive to the cosmic ray composition. They decrease from about 20 % at
1018 eV to less than 10 % at 1020 eV. This observation is compatible with a scenario where the
composition of cosmic ray masses is getting heavier as the energy E increases, but not significant
enough to draw definite conclusions.
• The calibration constant γ is sensitive to a change in the composition of cosmic ray masses. The
fitted value is compatible with the scenario mentioned above, but the observation is again not very
significant.
• A large excess of muons in real events is found compared to air shower simulations at the same
energy. Real events show 20 % more muons at 1019 eV than the closest simulated scenario.
• The FD measurement of the cosmic ray energy E has a systematic uncertainty of 22 %. The en-
ergy calibration transfers this uncertainty to the SD. Statistical and systematic uncertainties in the
calibration fit add another 4 % to 7 %.
The cosmic ray flux J(E) was reconstructed from 45063 selected SD events in the zenith angle range
60◦ < θ < 82◦. The apparent cosmic ray flux is distorted by the limited SD resolution and detection
efficiency, especially between 1018 eV and 1019 eV. An unfolding method was used to correct these
effects. The unfolding used the models of the SD resolution and detection efficiency which were derived
for the energy calibration. The fitted shower-to-shower fluctuations of Rµ were another input.
The uncertainty of the flux J(E) was dominated by the systematic uncertainty of the FD energy of
22%. The corresponding systematic uncertainty of the flux varied between 60% and 100%. Uncertainties
in the unfolding and the energy calibration added about 10% uncertainty to the flux J(E) below 1019.7 eV
and about 50 % in the range 1019.7 eV < E < 1020 eV.
A flux suppression above 1019.7 eV was observed with a significance of three standard deviations. The
onset of this suppression agrees qualitatively with the predicted GZK-effect [31, 32].
The flux J(E) derived from very inclined air showers in the zenith angle range 60◦ < θ < 82◦ was
compared with an independent estimate Jvert(E) derived from vertical showers in the zenith angle range
0◦ < θ < 60◦ [30]. Both are independent estimates of the true cosmic ray flux and agree within one
standard deviation.
Comparisons between the vertical flux Jvert(E) and the flux J(E) obtained from very inclined air
showers will improve the understanding of the systematic uncertainties in both flux estimates. Eventually,
the estimates will be brought into statistical agreement which will then allow all cosmic ray analyses to
seamlessly use the full zenith angle range of recorded SD events.
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Appendix A
Analytical and numerical calculations
A.1 Point of shower maximum and particle interaction lengths
Input for the calculations in Fig. 3.7 in Chapter 3 are the following.
• A parameterisation of the slant depth X(h) and the density ρ(h) in the spring atmosphere [42,43] in
Malargu¨e, Argentina. The altitude of the experiment is taken as 1400 m and taken into account.
• The hadronic attenuation lengths Λπ ≈ 120 g cm−2 and ΛK ≈ 140 g cm−2 for pions and kaons,
taken from [21]. The attenuation lengths are approximately valid in the energy range of 10 GeV to
1000 GeV. The electromagnetic radiation length X0 ≈ 36.6 g cm−2 for dry air is taken from [23].
• The following parameterisation of the observed Xmax in Fig. 3.2:
Xmax(E)/g cm
−2 = 725 +
{
71× [lg(E/eV)− 18.35] if lg(E/eV) < 18.35
40× [lg(E/eV)− 18.35] if lg(E/eV) ≥ 18.35. (A.1.1)
The total atmospheric depth Xatm for an air shower is obtained by integrating the air density ρair(h)
along the path of the shower:
Xatm =
∫ 0
dtop
dd ρair
(
h(d)
)
, (A.1.2)
where d(h) is the distance of a point on the shower axis with the altitude h and the point where the shower
axis intersects with the ground, as illustrated in Fig. 2.4. The interchanged integral limits are necessary,
because d is zero at the ground, while X is zero at the top of the atmosphere.
The relation of the distance d to the altitude above the ground h is geometrical
d(h) =
[
(R+ h)2 +R2 (cos2 θ − 1)]1/2 −R cos θ, (A.1.3)
with R as Earth’s radius including the local altitude of Malargu¨e above the sea level, and θ as the zenith
angle of the shower. This simple result is obtained by assuming that the Earth is a sphere in good approxi-
mation over the involved distances.
Eq. (A.1.3) can be inverted to yield h(d). The value dtop = s(112 km) is the top end of the atmospheric
parameterisation of ρair(h). This completes the integral in Eq. (A.1.2), which is shown in Fig. 3.7a) as a
function of the zenith angle θ.
The distance dmax of the electromagnetic shower maximum Xmax is obtained by solving the equation
Xmax =
∫ dmax
dtop
dd ρair
(
h(d)
) (A.1.4)
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for dmax. This is done numerically. Once dmax is obtained, hmax can be calculated with the inverted form of
Eq. (A.1.3). Fig. 3.7c) and d) show both values as a function of the zenith angle θ.
The interaction length lint (a distance in meters) in Fig. 3.7b) is calculated from the hadronic attenuation
and radiation lengths (which are slant depths):
{λh, λem} =
∫ 0
lint
dh ρ(h) ≈ ρ(h)× lint ⇔ lint = {λh, λem}/ρ(h). (A.1.5)
A.2 Exp-normal distribution
The exp-normal distribution turns up in the context of this work. It describes the distribution of a random
variable, which is the logarithm of a variable with a normal distribution.
It can be derived from the normal distribution f(x) by the change of variables y = lnx:
f(x) ∝ exp
(
− (x− µ)
2
2σ2
)
⇒ g(y) ∝ exp
(
− (e
y − µ)2
2σ2
+ y
)
. (A.2.1)
This is the inverse change of variables which is required to obtain the common log-normal distribution.
The parameters µ and σ2 are not equal to the mean and variance of of g(y). They are just parameters of
the distribution after the change of variables.
Calculating analytically the normalisation and the first moments of g(y) turns out to be extremely
difficult. Closed forms can be derived by calculating the characteristic function:
φy(t) =
∫ ∞
−∞
dy exp(ity) exp
(
− (e
y −m)2
2σ2
+ y
)
=
∫ ∞
−µ
d z(z + µ)it exp
(
− z
2
2σ2
)
, (A.2.2)
using the substitution ez = y + µ in the second line. This integral was solved with the program Mathe-
matica [216] under the condition µ > 0:
φy(t) = 2
1
2
i(i+t)σit
[
σ Γ
(
1
2
+
it
2
)
1F1
(
− it
2
;
1
2
;− µ
2
2σ2
)
(A.2.3)
+
√
2µΓ
(
1 +
it
2
)
1F1
(
−1
2
i(i+ t);
3
2
;− µ
2
2σ2
)]
. (A.2.4)
The solution contains the gamma function Γ(z) and the confluent hypergeometric function 1F1, which is
defined as
1F1(a; b; z) =
Γ(b)
Γ(a)
∞∑
k=0
Γ(a+ k)
Γ(b+ k)
zk
k!
. (A.2.5)
The expansion of the characteristic function in t yields the moments of g(y) (see e.g. [147]):
φy(t) =
∞∑
k=0
(it)k
k!
µ∗k, (A.2.6)
whereas µ∗0 is the normalisation of g(y) and µ∗k/µ∗0 the k-th moment.
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The expansion yields:
µ∗0 =
√
π
2
σ
[
1 + erf
( µ√
2σ
)]
(A.2.7)
µ∗1 = µ
∗
0
[
1
2
ln 2 + lnσ
]
+
√
πσ
2
√
2
[
+ψ0(1) erf
( µ√
2σ
)
+ ψ0
(1
2
)
− 1F (1,0,0)1
(
0;
1
2
;− µ
2
2σ2
)]
− 1
2
µ 1F
(1,0,0)
1
(1
2
;
3
2
;− µ
2
2σ2
)
(A.2.8)
µ∗2 = µ
∗
0
[
(ln 2)2
8
+
ln 2 lnσ
2
+
(lnσ)2
2
]
+
(
ln 2
2
√
2
+
lnσ√
2
)[
1
2
ψ0(1)
√
πσerf
( µ√
2σ
)
+
1
2
√
πσψ0
(1
2
)
− 1
2
√
πσ 1F
(1,0,0)
1
(
0;
1
2
;− µ
2
2σ2
)
− µ√
2
1F
(1,0,0)
1
(1
2
;
3
2
;− µ
2
2σ2
)]
+
1√
2
[
1
16
π
5
2σ +
1
8
ψ20(1)
√
πσerf
( µ√
2σ
)
+
1
48
π
5
2σerf
( µ√
2σ
)
+
1
8
√
πσψ20
(1
2
)
− 1
4
√
πσψ0
(1
2
)
1F
(1,0,0)
1
(
0;
1
2
;− µ
2
2σ2
)
− ψ0(1)µ
2
√
2
1F
(1,0,0)
1
(1
2
;
3
2
;− µ
2
2σ2
)
+
1
8
√
πσ 1F
(2,0,0)
1
(
0;
1
2
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2
2σ2
)
+
µ
4
√
2
1F
(2,0,0)
1
(1
2
;
3
2
;− µ
2
2σ2
)]
(A.2.9)
whereasψn(z) = d
n+1
dzn+1 ln Γ(z) is the polygamma function, erf(z) the error function, and 1F1(a; b; z)
(m,0,0)
the m-th derivative of 1F1(a; b; z) with respect to a.
A.3 Effective area of a SD station and average muon signal
To calculate the excepted number of muons in a SD station from a given ground density of muons nµ,
a formula for the effective ground area Astation of the station shall be derived. This effective area is the
equivalent ground area, into which a muon of inclination θµ has to fall to enter the active detector volume
of the station. The area is illustrated in Fig. A.1, a geometrical analysis leads to
Astation(θµ) = Atop +Aside = πr
2 + 2hr|tan θµ|, (A.3.1)
≈ 10.2 m + 4.3 m|tan θµ| (A.3.2)
with r = 1.8 m and h = 1.2 m as the radius and height of the active detector volume from Chapter 4.
Another interesting related quantity is the average signal 〈Sµ〉 produced by an ideal muon in the active
detector volume. Ideal means here, that the muon does not decay in the volume and that it has sufficient
energy to maintain a Cherenkov light production efficiency of 100 % along its track in water. This is case
for muons above 1.5 GeV [16].
For such an ideal muon, the average muon signal 〈Sµ〉 is proportional to the average track length 〈lµ〉
of the muon in the active detector volume. With the definition of the unit VEM from Chapter 4 one obtains
〈Sµ〉(θµ) = 〈lµ〉(θ)〈lµ〉(0◦)Sµ(0
◦) =
〈lµ〉(θ)
h
VEM. (A.3.3)
It is possible to derive a closed form of the distribution of lµ analytically [217], which is quite complex.
On the other hand, it was realised by several authors (see e.g. [16]) that an analytical formula for the average
track length can be obtained by a simple argument.
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Figure A.1: The drawing illustrates the effective ground area Astation = Atop +Aside of a SD station and the
track vector in the active detector volume lµ of an ideal muon (see text). Both depend on the inclination θµ
of the muon.
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Figure A.2: The left plot shows the effective ground area Astation of a SD station in units of the lid area. The
area diverges for θµ → 90◦. The right plots shows the average track length in units of the vertical height
of the detector volume h.
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The argument starts with a division of the effective ground area Astation into infinitesimal oriented area
elements dA. The center of each area element is a possible impact point of a muon with a corresponding
track length vector lµ. The average track length then is
〈lµ〉 =
∫
Astation
lµ dA∫
Astation
eµ dA
=
∫
Astation
lµ dA⊥∫
Astation
cos θµ dA
=
Vstation
cos θµAstation
, (A.3.4)
with eµ = lµ/lµ as the normalised muon direction, dA⊥ = eµdA = cos θµdA as the perpendicular
component of the area element with respect to eµ, and Vstation as the active detector volume. The last step
exploits, that dV = dA⊥ lµ is also an infinitesimal volume element of the detector.
Inserting Vstation = πr2h and Eq. (A.3.1) gives
〈lµ〉 = πr
2h
cos θµ(πr2 + 2rh tan θµ)
=
h
cos θµ +
2h
πr sin θµ
, (A.3.5)
and an average muon signal of
〈Sµ〉 = 1 VEM
cos θµ +
2h
πr sin θµ
. (A.3.6)
Fig. A.2 summarises the numerical results.
It shall be noted, that there also exist another convention of the effective area of the station in the
literature, which corresponds to a different definition of the muon density nµ, e.g. in ref. [10]. In this work,
the muon density nµ is defined as the time integrated flux through an infinitesimal ground plane area. In
the reference, it is defined as the time integrated flux through an infinitesimal area element of the shower
front plane.
The effective area of the SD station in the latter case is Astation cos θ, whereas θ is the inclination of the
shower axis. For muons close to the shower axis where θµ ≈ θ, this definition has the advantage that the
effective area does not diverge at θµ → 90◦. But if this approximation does not hold, the other definition
only makes the calculation of the effective area more complex and the definition used in this work becomes
more intuitive.
A.4 Projection of surface detector stations
In Chapter 6, it becomes necessary to project the position of a SD station located on the curved surface of
the Earth into a Cartesian ground coordinate system, which is tangential to Earth’s surface at the impact
point of an air shower.
The apparent position of the SD station in this plane is the projection of the station position along the
average trajectory of the particle hits. It is assumed that these particles are mostly muons which travel in
straight lines and originate from a common point at the maximum of the shower in the atmosphere. In that
case, the projection is well defined. In very inclined air showers (60◦ < θ < 90◦), this approach works
well.
Other possible projection schemes are shown in Fig. A.3. Technically, the simpled possible projection
is that along the z-axis of the Cartesian ground coordinate system. Better is a projection along the direction
of the shower axis. Both kinds of projections introduce a radial offset ∆r of the SD station in the lateral
shower coordinate system with respect to the correct projection. The size of this bias is calculated geomet-
rically for different zenith angles θ. The distance dmax(θ) between the shower impact point and the point
of the shower maximum is taken from Appendix A.1.
The results are shown in Fig. A.4. The shower axis projection produces a smaller bias ∆r/r. The
bias has an impact on the shower reconstruction in which the measured signal S in a station is compared
with the expected signal 〈S〉(r) at the apparent radial distance r of the station from the shower axis. The
expected signal 〈S〉 as a function of the radial distance r from the shower axis is roughly a power law with
an index α ≈ −2, as shown in Chapter 3
〈S〉 ∝ r−2, (A.4.1)
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(a) Vertical projection (b) Axial projection
Figure A.3: The drawings show two possible projections of SD stations into a Cartesian coordinate system,
which is tangential to Earth’s surface at the impact point of an air shower. The shower axis is defined by
the zenith angle θ and the distance d between the impact point and the shower maximum. The real muon
trajectory that leads to the SD station is expected to start at the shower maximum (thin line). The projection
along the real muon trajectory (black points) has a radial distance r to the shower axis, which has an offset
∆r to a) the vertical projection or b) the shower axis projection (both indicated with white points). The
angle α is the angular distance from the position of the SD station and the impact point for an observer at
the center of the Earth with the radius R.
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Figure A.4: Shown are geometrical calculations based on Fig. A.3. Left: The graphs show the bias ∆r/r of
the apparent position of the SD station in the lateral coordinate system introduced by the vertical projection.
The bias is positive in the late part of the shower and negative in the early part. Center: The graphs show
the bias ∆r/r of the apparent position of the SD station in the lateral coordinate system introduced by the
shower axis projection. The bias is always positive. Right: The graphs show the relative increase ∆d′/d
of the distance ∆d′ + d between the muon origin and the position of the SD station with respect to the
distance d of its apparent position in the ideal ground plane.
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therefore the bias ∆S in the expected signal is about ∆S/〈S〉 ≈ 2∆r/r. The bias ∆S becomes significant
at θ > 84◦, if the approximate projections are used instead of the projection along the average muon
trajectory.
Also shown in Fig. A.4 is the additional path length ∆d′ that the muon has to travel from the apparent
position of the SD station in the ideal ground plane to its true position on the ground. The prediction 〈S〉
is calculated in the ground plane. The prediction is only comparable with the true measurement, if the
apparent collection area of the station does not change significantly and if additional muon attenuation
may be neglected over the additional distance ∆d′. The relative error in the apparent collection area equals
(∆d′/d)2 and is negligible up to θ = 88◦. It is assumed that the additional muon attenuation can be
neglected if ∆d′/d < 0.01. In this case, the projection remains valid up to θ ≈ 84◦.
A.5 Calculation of the data model ftot
The following probability density function (p.d.f.) is derived in Chapter 7:
f ′tot(R
SD
µ , EFD|p) =
∫
dθ
∫
dE gFD-rec(EFD|E, θ,p) hFD-hyb(E, θ|p) ×∫
dRsh-shµ PSD(RSDµ , θ,p) gSD-rec(RSDµ |Rsh-shµ , θ,p) hSD-sh-sh(Rsh-shµ |Rµ(E),p) (A.5.1)
whereas gFD-rec and gSD-rec model the measurement uncertainty of the FD and the SD respectively, hFD-hyb
is the distribution of the true energies observed in the FD, PSD is the SD reconstruction probability (which
is not a p.d.f.), and hSD-sh-sh is the model of the shower-to-shower fluctuations. The energy E and the zenith
angle θ are the true values of the cosmic ray, Rµ is the ideal energy estimator corresponding toE, andRsh-shµ
is the true energy estimator realised in the particular event. The calibration function Rµ = (E/Ecal)1/γ
predicts the relation between Rµ and E which removes the remaining degree of freedom in the integral.
Furthermore, f ′tot has to be normalised by integrating over the input range of EFD and RSDµ , respectively:
ftot(R
SD
µ , EFD) =
f ′tot(R
SD
µ , EFD)∫ RSDµ max
RSDµ
min dRSDµ
∫ EFDmax
EFDmin
dEFD f ′tot(RSDµ , EFD)
. (A.5.2)
Solving these equations requires a calculation a three-dimensional convolution integral over RSDµ , EFD,
and θ and additionally a two-dimensional integral for the normalisation. These calculations can only be
done numerically. The computation needs to be fast, because ftot is recalculated several hundred times in
a single maximum likelihood fit. A Monte-Carlo integration cannot be used, because typical minimisation
algorithms like those in MINUIT [148] require ftot to be deterministic. Some approximations are necessary
to perform the computation in reasonable time. The current approach is simple and there likely is still room
for improvement in the future.
The calculation time increases exponentially with the number of dimensions to integrate over in Eq. (A.5.1).
It is already implicitly assumed in Eq. (A.5.1), that any dependency of the component p.d.f.s on the shower
azimuth φ is negligible. The integration over the zenith angle θ is now carried out approximately in order
to reduce the problem to two dimensions.
Most events are found in the comparably narrow zenith angle range from 60◦ to 70◦, and all but one of
the model components depend only weakly on θ in this range:
• The FD-resolution of EFD and the SD-resolution of Rsh-shµ depend only weakly on θ in the regarded
zenith angle range. The former will be shown later in this chapter, the latter is shown in Chapter 6.
This leads to the substitution:
gFD-rec(EFD|E, θ,p)→ gFD-rec(EFD|E,p)
gSD-rec(R
SD
µ |Rsh-shµ , θ,p)→ gSD-rec(RSDµ |Rsh-shµ ,p).
• The shower-to-shower fluctuations hSD-sh-sh are independent of the zenith angle θ, as shown in Chap-
ter 5.
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The model of the SD reconstruction probability PSD is thus the only θ-dependent model component
left. The correlation between energy E and zenith angle θ in hFD-hyb is weak and the p.d.f. approximately
factorises:
hFD-hyb(E, θ|p) ≈ h˜FD-hyb(E|p)× h˜FD-hyb(θ|p).
The distribution of hybrids hFD-hyb is fixed in the maximum likelihood fit. If PSD(RSDµ ,p) was fixed, too,
the integration over PSD could be carried out just once in the beginning of every minimisation to obtain an
average reconstruction probability 〈PSD〉, which then used in the rest of the calculations∫
dθ hFD-hyb(E, θ|p)PSD(RSDµ , θ,p) = h˜FD-hyb(E|p) 〈PSD(RSDµ ,p)〉.
Unfortunately, PSD(RSDµ ,p) has free parameters, which are fitted with the maximum likelihood method.
Thus, the first approach fails and the following approximation is used instead∫
dθ hFD-hyb(E, θ|p)PSD(RSDµ , θ,p) ≈ h˜FD-hyb(E|p)PSD(RSDµ , 〈θ〉,p),
which would only be exact, if PSD was a linear function of θ.
The remaining integrals over RSDµ and EFD in Eq. (A.5.1) are discretized and calculated on a lattice.
This is the simplest form of a numerical integration, based on the formula∫ xn
x0
dx f(x) ≈
∑
i
f(x¯i)∆xi (A.5.3)
with x¯i =
1
2
(xi+1 + xi), ∆xi = (xi+1 − xi).
The lattice uses equi-distant steps in lgEFD and lgRSDµ , because RSDµ and EFD span over orders of magni-
tude. The differentials in f ′tot need to be substituted accordingly
dE = ln 10E d lgE → ln 10 E¯∆lgE
dRsh-shµ = ln 10Rsh-shµ d lgRsh-shµ → ln 10 R¯sh-shµ ∆lgRsh-shµ .
The optimal grid constants were found by experimenting: 70 steps in lgRSDµ in the interval (−1.2, 1.5) and
50 steps in lgEFD in the interval (17.5, 20.5) are an acceptable tradeoff between speed and quality.
The lattice calculation has the other advantage. Once it is completed, the function value of ftot at a given
point (RSDµ , EFD) can be calculated very fast. This is ideal for the application of ftot in the maximisation of
the likelihood function L(p):
L(p) =
∏
i
ftot
(
(RSDµ )i, (EFD)i|p
)
. (A.5.4)
The normalisation of ftot can be calculated very fast for the same reason.
The numerical computation of ftot is still time consuming. With the current approach, a single min-
imisation step in MINUIT takes about a second on an AthlonTM 64 3700+ CPU. The same step with a
100 × 70 grid already takes about 30 seconds. The numerical minimisation routines usually needs about
100 iterations, thus a single fit with a fine grid can easily take an hour and more.
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Appendix B
Air shower simulation: Technical
summary
The tables Table B.1 and Table B.2 give a technical summary of the air shower library described in Chap-
ter 5. The showers were simulated with CORSIKA [49, 89], using QGSJet-II [126], EPOS [130, 131], and
FLUKA [102, 103]. Fig. B.1 shows the computation time and disc space requirements of the showers.
The whole library was generated in two main production runs: the run IDs 4681-6480 mark the first
run, run IDs 1-4680 the second. The second production run has lower run IDs than the first run due to
historical reasons. The first run was generated with the U.S. standard atmosphere model, while the second
uses the Malargu¨e spring atmosphere [41,43], which is close to a yearly average atmosphere over Malargu¨e.
Fixes of minor technical issues (like program crashes) led to the use of three different versions of the main
program CORSIKA in the second run.
Another difference between the runs is the use the radial thinning. CORSIKA allows to remove particles
with a probability ∝ r/r4thin inside a cone of radius rthin around the shower axis. This option was turned on
in the first production run and turned off in the second run.
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Figure B.1: The points show the CPU time and the storage requirements of the simulated air showers. The
CPU time refers to the computing time on an AMD OpteronTM CPU with 2 GHz. In total, the production
took approximately 4000 CPU days and 631 GByte of disc space. The lines are simple fits to the data. It
is a coincidence, that the applied thinning strategy produces nearly equal average file sizes for proton and
iron showers, although the latter have more muons.
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Table B.1: The showers in the library are distributed in small finite regions of the parameter space. The
table shows the starting point of each region and its width. Each region contains five proton showers and
one iron shower for both QGSJet-II and EPOS, which makes 6480 showers in total.
Parameter Distribution Start point Width
lgE/eV flat 18.0, 18.5, 19.0, 19.5, 20.0 0.1
θ/◦ sin(θ) cos(θ) 60, 62, 64, 66, 70, 74, 78, 82, 86 2
φ/◦ flat 0, 30, 60, 90, 120, 150, 180, 210, 240, 270, 300, 330 10
Table B.2: The table shows a summary of the technical aspects of the simulated air shower library.
Parameter Value Comment
simulation program CORSIKA options: CURVED, UPWARD, (SLANT)
6.511 run ID 4681-6480, no SLANT option
6.616, 6.617, 6.720 run ID 1-4680, with SLANT option
HE hadronic model QGSJet-II-3, EPOS-1.61 for hadrons with E > 80 GeV
LE hadronic model FLUKA2006 for hadrons with E ≤ 80 GeV
thinning level 10−6 energy fraction, where thinning sets in
wmax(hadrons, µ) E/1015 eV weight limit for hadrons, muons
wmax(e, γ) E/10
13 eV weight limit for electrons, photons
rthin 150 m run ID 4681-6480, with radial thinning
- run ID 1-4680, no radial thinning
pthr(hadrons, µ) 0.1 GeV momentum threshold for hadrons, muons
pthr(e, γ) 250 keV momentum threshold for electrons, photons
ground altitude 1425 m above sea level
B 24.6 µT magnitude of geomagnetic field
θB −35.2◦ inclination of geomagnetic field
δB 4.2
◦ declination of geomagnetic field
atmosphere model U.S. standard run ID: 4681-6480
Malargu¨e spring run ID: 1-4680
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Appendix C
SD station: signal response model
Technically, the model of the signal response to muons fµ(Sµ|θµ, k) described in Chapter 5 is derived
through the following steps:
(1) Extract the total signal S1 from every station in the library of simulated SD events that has one muon
hit. Stations with total signals below the T1 threshold are included. Proton and iron showers are
treated alike, as well as the showers generated with the hadronic interaction models QGSJet-II and
EPOS.
(2) Correct the total signal response S1 to one muon with the model of average signal ratio 〈ǫ〉 from
ref. [16], which is also used in the event reconstruction in Chapter 6.
(3) Make histograms of the distributions of S1/(1 + 〈ǫ〉) as a function of the average local muon incli-
nation θµ at the position of the station. Fourteen distributions are generated in steps of 2◦ between
θµ = 60
◦ and θ = 88◦. Each distribution has 500 bins spanning from 0 VEM to 100 VEM.
Distributions for intermediate θµ-angles are obtained via linear interpolation of the existing ones:
fµ(S
1
µ|θµ, 1) = (1− p) fµ(S1µ|θµ,1, 1) + p fµ(S1µ|θµ,2, 1), (C.0.1)
with p = (θµ − θµ,1)/(θµ,2 − θµ,1). A linear interpolation produces the correct mean and variance of
the intermediate fµ, but not necessarily the right higher moments. Still, for small intervales in θµ, the
approximation is good.
The signal distributions for k muons are derived from the distributions for one muon by auto-convolution,
following Eq. (5.5.7). Performing a numerical auto-convolution is computationally expensive. It takes
O(Nk) time in the typical notation of informatics with k as the number of muons and N = 500 as the
number of bins in the histogram. The evaluation of the fµ(Sµ|θµ, k)-model has to be fast, because the
p.d.f. is called up to 106 times in the reconstruction of a single event. Therefore, fµ(Sµ|θµ, k) is pre-
calculated up to k = 9 and approximated by a normal distribution for k ≥ 10 with mean and width
µ = k
∫
dxx fµ(x|θµ, 1) (C.0.2)
σ2 = k
(∫
dxx2 fµ(x|θµ, 1)−
(∫
dxx fµ(x|θµ, 1)
)2)
, (C.0.3)
following the standard approach. The Central Limit theorem assures that fµ approaches a normal distribu-
tion for large k.
Fig. C.1 shows the result of this implementation. Introducing the approximation at k = 10 is acceptable,
but leads nethertheless to a visible discontinuity in the shape of fµ(Sµ|θµ, k), as the normal approximation
ignores a tail towards large signals.
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Figure C.1: The plot illustrates the auto-convolution approach to obtain fµ(Sµ|θµ, k) from fµ(Sµ|θµ, 1)
used in this study. Depicted are the p.d.f.s fµ(Sµ|θµ, k) for several values of k at two muon inclinations
θµ. At k ≥ 10, the auto-convolution is replaced by a Gaussian approximation, as described in the text. The
approximation can be noticed by a slight change in the shape of fµ(Sµ|θµ, k).
Other authors point out [218] that the numerical computation of the auto-convolution for large k is
faster, if it is performed in Fourier space. The characteristic function of fµ(Sµ|θµ, k) is
fˆµ(Sˆµ|θµ, k) =
∫ ∞
−∞
dSµ eiSµSˆµ fµ(Sµ|θµ, k), (C.0.4)
whereas Sˆµ is the corresponding variable of Sµ in Fourier space.
It has the useful property, that an auto-convolution is an exponentiation
fˆµ(Sˆµ|θµ, k) =
(
fˆµ(Sˆµ|θµ, 1)
)k
, (C.0.5)
see e.g. ref. [147]. The characteristic function fˆµ(Sˆµ|θµ, 1) can be stored in memory. The time for the
exponentiation scales like O(ln k), so that the full auto-convolution in Fourier space than takes O(N ln k)
time. A Fast-Fourier transformation [219] needs only O(N lnN) time to compute fµ from fˆµ. If k is
large, this approach can provide a huge speed up.
The Gaussian approximation of fµ(Sµ|θµ, k) at large k may thus be completely avoided. Also, a
better interpolation in θµ is possible with characteristic functions. A first implementation of the Fourier-
based computation is included in the Offline-HAS package [167], but still needs more refinement to run at
acceptable speed and is therefore not used in this study.
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Appendix D
Reconstruction of SD and FD events:
technical details
SD event reconstruction
Fig. D.1 shows a flow chart of the module sequence used to reconstruct the SD events described in Chap-
ter 6. The T4 selection of the recorded SD events is done with a separate program and described in
Appendix E. The rest of the reconstruction is implemented in the Auger Offline-framework [137, 168].
The SD reconstruction is based on Offline-v2r5p7-Godot. The module SdHorizontalReconstruction is
used in the internal revision number 8254. The source code of this revision can be obtained online [167].
The Offline-reconstruction is based on a sequence of modules. Each module performs a specific task
and may be configured with a steering card. After the preprocessing by the T4 selection program, the SD
events are read by the EventFileReaderOG module. The raw SD event contains only FADC traces of the
signals in individual stations. The module SdCalibratorOG performs the conversion of these FADC traces
to signals in units of VEM, as described in Chapter 4. It also finds the signal start time in each trace with
the trace cleaning procedure described in Appendix E.
The SdEventSelectorOG module is the next step in the sequence. It implements the rejection of
lightning events, calculates whether the event passes the T5-Prior criterion, and marks whether events if
they are in bad time period of data acquisition. The necessity to reject certain periods of data acquisition is
explain in Chapter 8.
The SdPlaneFitOG module fits the shower direction using a model of a plane shower front moving
with the speed of light. This preliminary shower direction is required in the next reconstruction steps which
are implemented in the SdHorizontalReconstruction module. This module performs the reconstruction
of the energy estimator Rµ of the cosmic ray and the reconstruction of the shower direction using a model
of a curved shower front. The reconstruction of the energy estimator is based on models of the lateral
density of muons nµ in the shower at the ground level (MuonProfile), the signal response of the SD
stations to such muons (TankResponse), and the contribution of electromagnetic particles to this signal
(EMComponent).
The SdEventPosteriorSelectorOG calculates whether the event passes the strict T5-Posterior crite-
rion. Finally, the event is written in the ADST-format [220]. Events in this format can be used in data
analyses or investigated with the EventBrowser program.
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Figure D.1: Shown is a flow chart of the SD reconstruction of very inclined showers based on Offline
modules. The new module SdHorizontalReconstruction is highlighted. The reconstructed data is written
in the ADST format [220], which can be displayed with the EventBrowser program or used for analy-
ses. The reconstruction chain uses pre-selected SdT4h events as input, the station selection in the module
SdEventSelectorOG is turned off, it is only used for its other selection flags (see text).
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FD event reconstruction
The reconstructed FD events are taken from an official production [220], which is also based on Offline-
v2r5p7-Godot [137]. The FD event reconstruction described in Chapter 6 is implemented as the following
sequence of modules:
(1) EventFileReaderOG: Read the raw FD and SD event data.
(2) SdCalibratorOG: Find the signal start times in the triggered SD stations, which are regarded as part
of the event by the FD trigger as described in Chapter 4. Perform the VEM calibration of the signals
in these SD stations.
(3) FdEventSelectorKG: Perform a basic event pre-selection, for example to choose only events which
were recorded simultaneously with two FD buildings or which have many triggered SD stations.
Optionally reject laser shots.
(4) FdCalibratorOG: Convert the raw ADC signal in each camera pixel into counts of UV photons.
Correct for the overall SD-FD timing offset which is generated by the different data acquisition
systems of the FD and the SD.
(5) FdPulseFinderOG: Locate the signal pulse in each pixel. Calculate the arrival time for the pulse
and its integrated photon count.
(6) PixelSelectorOG: Reject isolated pixels with no close neighbors which are generated by random
noise.
(7) FdSDPFinderOG: Find the shower detector plane of the event. Reject pixels if they are incompati-
bility with this plane.
(8) HybridGeometryFinderOG: Find a SD station close the shower detector plane. Use its signal
arrival time together with the signal arrival times in the camera pixels to reconstruct the distance and
orientation of the shower axis.
(9) FdApertureLightOG: Reconstruct the light profile of the shower at the aperture of the telescope.
(10) FdProfileReconstructorKG: Reconstruct the energy loss profile of the shower, based on light pro-
file at the aperture of the telescope, the reconstructed shower axis, models of the atmospheric scatter-
ing of light, models of the emission of Cherenkov and fluorescence light, and a model of the invisible
energy of the shower. The integral of the profile yields the position of the electromagnetic shower
maximum Xmax and the shower energy E.
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Appendix E
SD event reconstruction: background
rejection
Trace cleaning
The current trace cleaning algorithm is based on ref. [171]. The algorithm starts at the level of the individual
PMTs of a station:
(1) Extract signal pieces from the full high gain trace of each PMT. A signal piece is defined by at least
n ≥ 2 bins subsequent bins, where each bin has at least 3 FADC counts above the baseline. Store
the start and stop index of the piece, calculate its integrated signal S and peak signal Speak.
(2) Join pieces of the first step separately for each PMT. Pieces are joined, if the gap between two pieces
is smaller than 20 + length of a first piece, and at least one of the two conditions is met:
(a) The first piece has a signal S1 > 0.3S2, whereas S2 is the signal of the second piece.
(b) The second piece has a peak signal Speak of less than 5 FADC counts above the baseline.
(3) Merge the signal pieces of different PMTs, so that only one set of pieces remains. Overlapping
pieces between different PMTs are merged by enlarging the time window of the piece and averaging
the signals Si of the overlapping pieces.
(4) The start time of the merged trace of the station is determined from the merged piece with the largest
integrated signal.
T4 selection
The T4 selection for very inclined showers [173] is based on a top-down approach. At the time of this
writing, the selection is done with a stand alone program and not within the Auger Offline framework, but
work is in progress to intregrate it in the near future.
The T4 algorithm is applied after a preselection and the already described trace cleaning. The preselec-
tion removes all known faulty stations and stations which are not part of the regular SD grid (like the infill
described in Chapter 4). The algorithm starts with n preselected and triggered stations, and then applies
the following steps:
(1) Set the number k of rejected stations to zero.
(2) Remove isolated stations. An isolated station has less than one neighbor in a distance d1 = 4.7 km
or less than two neighbors in a distance d2 = 6.2 km. If n > 40, d1 is reduced to 3.4 km to save
computing time.
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(3) Apply a preliminary reconstruction of the shower axis.
(a) Calculate the barycenter, according to
rb =
∑n−k
i=1 riSi
1/3∑n−k
i=1 Si
1/3
, (E.0.1)
whereas ri and Si are the ground position and signal of the station. In the following, r′i denotes
the station coordinates relative to the barycenter.
(b) Fit the model of a plane shower front model moving with the speed of light to the signal start
times ti, while neglecting the individual altitude z′i of each station with respect to the ground
plane
c(〈ti〉 − t0) = −ari ⇔ 〈ti〉 = t0 − 1
c
(ux′i + vy
′
i), (E.0.2)
with a = (u, v, w)T as the shower incoming direction, as illustrated in Fig. 6.9 a). Free pa-
rameters of the model are u, v, and t0. An unique and fast solution for three parameters can
be obtained from the linear least squares method for parameter estimation, as described in e.g.
ref. [147].
(c) The shower front fit is improved by approximately taking the altitude of the stations into ac-
count
〈ti〉 = t0 − 1
c
(ux′i + vy
′
i + w0z
′
i), (E.0.3)
whereasw0 =
√
max(0, 1− u20 − v20) is the fixed vertical component of the normalised shower
direction from the first fit. Because w0 is not considered as a free parameter, the linear least
squares method can still be applied.
(d) If n− k = 3, refine the fit further by adding an approximate term for the spherical shape of the
shower front
〈ti〉 = t0 − 1
c
(ux′i + vy
′
i + w1z
′
i + w1r
2
i /(2dmax)), (E.0.4)
whereas r2i = x′i
2
+ y′i
2 − (ux′i + vy′i)2 is the radial distance to the preliminary shower axis
going through the barycenter and w1 is the fixed value from the second fit. The radius of the
shower front sphere is roughly approximated here by dmax ≈ 7.1 km/ cos θ.
(4) If n− k > 3, accept the current configuration under the following conditions:
(a) Physical values for u and v: u2 + v2 < 1.
(b) Small residuals ∆ti = |ti − 〈ti〉|:
max(∆ti) < (n− 2)min(w, 0.2)× 250 ns√∑
i(∆ti)
2
n− 3 < (n− 2)min(w, 0.2)× 200 ns
The factor (n − 2) relaxes the restriction in case of large events, taking into account that the
shower front model is only approximate. The factor min(w, 0.2) tightens the restrictions as
the shower inclination grows, because the natural variance of the arrival time is smaller in very
inclined showers as discussed in Chapter 3.
(c) Compact spatial configuration. The radial distance ri to the preliminary shower axis may not
be too large:
max(ri) <
√
n− 2× 1.3 km.
Again, the restriction is relaxed for larger showers.
(d) Configuration may not be aligned. The principal axes of the configuration are calculated in the
ground plane. The length of both axes has to be larger than 0.3 km.
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(e) The configuration still has to fulfill the T3 trigger condition, see Chapter 4.
If n− k = 3, accept the current configuration under a variation of the conditions:
(a) Physical values for u and v: u2 + v2 < 1.
(b) At least two stations with a integrated signal-to-peak ratio > 1.6.
(c) The sides of the triangle formed by the station positions are smaller than 2.8 km. The area
of the triangle is between 0.2 km and 1.2 km. The lower limit on the area efficiently rejects
aligned configurations.
(d) The configuration still has to fulfill the T3 trigger condition, see Chapter 4.
(5) If the configuration is not accepted, increase k by one. Repeat (2) and (3) with all possible combina-
tions of rejecting k stations, starting with the stations that have the lowest signals. Reject the event
altogether, if k > n− 3.
Only the selected stations with signal, and the active but silent stations are considered in the following
reconstruction steps. The rejected ones are marked as accidentally triggered.
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Appendix F
Event selection: examples of rejected
events
This appendix shows some example events which are rejected by quality cuts applied to SD and FD events
in Chapter 6 and Chapter 7.
Fig. F.1 shows examples of events, which are rejected by the SD selection. Example events rejected by
the cuts SdThetaMin and SdBadPeriod are not shown, they do not have a special signature.
• Fig. F.1(a) shows a typical class of events which are rejected by the T4 algorithm. The footprint of
the event is not compact enough for the a reliable reconstruction of the shower energy and direction.
• Fig. F.1(b) shows an events, which did not pass the T5 selection, as the station with the largest signal
(the bottom left) is not surrounded by six active stations. The core position of such an event is not
well constrained by data, which would result in large statistical and systematical uncertainties of the
reconstructed energy and direction.
• Fig. F.1(c) shows a spectacular example of a less common class of events, which are rejected by the
T5 selection. Events such as this one pass the T5-Prior criteria, but not the T5-Posterior one. This
particular very inclined shower (θ ≈ 83◦) fell into a hole in the array, thus the stations close the to
core are missing.
It happens sometimes in near horizontal showers, that the station with the largest signal is not the one
closest to the shower core. In this event, the station with the largest signal is in the early part of the
event above the hole and had six active neighbors, thus it was able to pass the Prior T5 requirement.
• Fig. F.1(d) shows an event with is rejected by the cut on the zenith angle. The near horizontal shower
has a reconstructed zenith angle of about 87◦. The event illustrates the butterfly structure of the muon
density profile in the shower front plane well, which appears very strongly at these inclinations (see
Chapter 5). Projected on the ground, the butterfly structure turns into the shape of a mirrored ”S” of
the footprint.
The reconstruction is biased in case of these near horizontal showers and therefore they are rejected.
Fig. F.2 and Fig. F.3 show events, which are rejected by the FD quality cuts. Fig. F.2(a)-(c), the right
side of Fig. F.3(a), Fig. F.3(b), and Fig. F.3(d) show the energy loss profile of the shower as a function of
the slant depth, the red curve represents the fit of the Gaisser-Hillas formula to the data. The point at the
maximum shows the uncertainty of the position of the shower maximum with the horizontal error bars, and
the uncertainty of the normalisation of the Gaisser-Hillas formula with the vertical error bars. The quality
of the fit is indicated by the reduced χ2 value in the top right corner of the plot.
Fig. F.2(d) shows the detected photon flux at the camera and the fraction of Cherenkov light contributing
to this photon flux. The latter is estimated by the reconstruction algorithm. Several types of Cherenkov
light are distinguished by different colors, important for following discussion is only the total sum.
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(d) SdThetaMax: Event 2924050.
Figure F.1: The plots show examples of SD events in a top view on the SD array, which are rejected by the
SD event selection used in this work. Colored circles represent triggered stations. The color indicates the
arrival time of the signal, blue are early signals, red late signals. Full and open circles represent stations
with recorded signals. The radii of the circles are proportional to the logarithm of the recorded signal. Dark
small gray circles represent represent active untriggered stations, light small gray circles represent stations
that are inactive at the time of the event or not yet deployed in the field. The shower core is indicated by
a black point with error bars. The arrival direction of the shower projected on the ground is indicated by a
black line which ends in the shower core point. The plots are taken from the EventBrowser in the ADST
package [220].
222
APPENDIX F. EVENT SELECTION: EXAMPLES OF REJECTED EVENTS
]2slant depth [g/cm
400 600 800 1000 1200 1400
)]2
dE
/d
X 
[P
eV
/(g
/cm
0
5
10
15
20
25
/Ndf=  64.47/672χ
(a) FdDistanceXmaxFoV: Event 200715903239
(Coihueco).
]2slant depth [g/cm
400 500 600 700 800 900 1000 1100 1200
)]2
dE
/d
X 
[P
eV
/(g
/cm
0
2
4
6
8
10
/Ndf=  14.28/152χ
(b) FdRelativeEnergyUncertainty: Event 200710701679
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(c) FdXmaxUncertainty: Event 200611201758 (Coihueco).
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Figure F.2: First set of examples of FD events, which are rejected by the quality cuts used in this work
(see text). The Auger ID is shown below each example. The plots are taken from the EventBrowser in the
ADST package [220].
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(a) FdReducedChi2GaisserHillas: Event 200513701806 (Coihueco).
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(b) FdReducedChi2Line: Event 200627003626 (Coihueco).
azimuth  [deg]
0 5 10 15 20 25 30
el
ev
at
io
n 
 [d
eg
]
0
5
10
15
20
25
30
(c) FdPixel: Event 200713704719 (Los Morados).
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(d) FdTrackLength: Event 200635101702 (Coihueco).
Figure F.3: Second set of examples of FD events, which are rejected by the quality cuts used in this work
(see text). The Auger ID is shown below each example. The plots are taken from the EventBrowser in the
ADST package [220].
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Fig. F.2(e) and Fig. F.2(f) show the top view of the SD array as in Fig. F.1. Additionally, the pattern
filled ellipse indicates the reconstructed core position of the FD.
The left side in Fig. F.3(a) and Fig. F.3(c) shows a view of the camera pixels The colored pixels are
triggered pixels which survived the pixel selection algorithm, the color indicates the arrival time; blue is
early, red is late. Gray pixels have triggered but are rejected by the pixel selection. The black region at the
top in Fig. F.3(a) indicates the cloud level in the field of view of the camera. The red curve indicates the
position of the shower detector plane fitted to the pixel data.
No example events for the cuts FdThetaMin and FdMieDatabase are included, as event rejected by
these cuts do not have a special signature.
• Fig. F.2(a) shows a typical event, that has its shower maximum outside the field of view of the camera.
The reconstructed parameters of such events have large statistical and systematical uncertainties, and
are therefore rejected. In some way, the cut is similar to the T5 criteria in surface events.
• Fig. F.2(b) shows a comparably far shower with an energy around 1018 eV. The photon flux at the
camera is low, which propagates into a low resolution of the integrated energy.
• Fig. F.2(c) shows a high energy shower, which had its shower maximum very above the center of
the array, with a direction quite close to the camera axis. In this case, the resolution of the camera
pixels is not fine enough to resolve the point of the shower maximum well, as opposed to the sit-
uation of a close shower which is seen from the side. For the quality of the reconstructed energy,
this is a comparably weak cut, because it mostly rejects events which are also dropped by the cuts
FdDistanceXmaxFoV and FdRelativeEnergyUncertainty.
• Fig. F.2(d) shows an event, where the shower direction was very close the camera axis, and therefore
most of the light in the camera is actually Cherenkov light and not fluorescence light. We trust the FD
reconstruction to handle such events up to a fraction of 80%. There are not enough events with larger
fractions to conclude, whether they introduce a bias or not. They are cutted away to be conservative.
• Fig. F.2(e) shows an example event, which was dropped because the station with the largest signal
was too far away from the reconstructed shower core on the ground.
• Fig. F.2(f) shows an example event, which was dropped because shower fell into outside the array. To
properly derive the trigger probability of the SD from FD hybrids, such events have to be excluded.
• Fig. F.3(a) shows an event, which was rejected due to a bad fit of the Gaisser-Hillas function to
the energy loss profile. The camera view indicates, that the shower passed through a thin cloud.
The sharp second maximum may be caused by Cherenkov light scattered by the cloud. Currently,
there is no cloud rejection algorithm for the FD reconstruction, which is why such events need to be
recognised and rejected through the quality of the fit of the Gaisser-Hillas formula.
• Fig. F.3(b) shows a distant event, which triggered only a few pixels. The observed energy loss profile
is also compatible with the fit of a line, which means that the Gaisser-Hillas function is not well
constrained by the data and therefore the event is rejected. Although the cut is well motivated, it
shows only little effect on the optimisation analysis.
• Fig. F.3(c) shows an event with only five pixels. The precision of the reconstructed shower axis
depends on the number of pixels, as does the resolution of the shower maximum.
• Fig. F.3(d) shows an event, which is dropped because of its short track length in the camera.
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Appendix G
Cosmic ray flux: tables and consistency
checks
The unfolded cosmic ray flux J(E) in the energy range from 1018 eV to 1020 eV derived from fluorescence
detector calibrated surface detector events is presented in Chapter 8. The tables Table G.1 and Table G.2
present the numerical result of that chapter.
Two cross-checks are applied to the raw flux Jraw, which is not unfolded and thus statistically simpler to
handle because there there are no bin-to-bin correlations. For the sake of these cross-checks the unfolding
is irrelevant. The results are shown in Fig. G.1.
The density profile ρatm(h) of the atmosphere over the southern Pierre Auger Observatory changes
during summer and winter. This can have a small impact on the produced number of muons Nµ during the
shower development and produce shifts in the SD reconstructed cosmic ray energy ESD ∝ Nµ, as discussed
in Chapter 5. The impact can be estimated by comparing the flux Jsummer collected during October to March
with the flux collected during April to September in each year. No summer-winter effect is found within
the statistical resolution.
There could be an unknown time evolution in the data. The data quality could have improved or
degraded over the five years of data acquisition between 2004/01/01 and 2009/01/01. The cosmic ray flux
has to be time independent. The data is tested against a possible time dependence by comparing the flux
Jearly collected up to 2007/07/17 with the flux Jlate after this date which divides the collected SD exposure
in two equal halves. No effect is found within the statistical resolution.
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Table G.1: The table shows the unfolded cosmic ray flux J(E) obtained from FD calibrated SD events
in the zenith angle range 60◦ < θ < 82◦. The flux is normalised to an arbitrary constant Jc =
10−34 m−2s−1sr−1eV−1. Three systematic uncertainties are distinguished: σEsys[J ] caused by uncertain-
ties in the FD energy scale, σKsys[J ] caused by the uncertainties in the unfolding, and σ
exp
sys [J ] caused by the
uncertainty in the SD exposure. The covariance matrix is shown in Table G.2.
index lg(E/eV) J/Jc ∆JEsys/Jc ∆JKsys/Jc ∆J
exp
sys /Jc
1 18.0− 18.3 5912 +4854−4854 +510−647 177
2 18.3− 18.5 690 +514−514 +69−66 21
3 18.5− 18.7 170.28 +111.26−111.26 +12.54−12.80 5.11
4 18.7− 18.9 44.75 +26.94−26.94 +3.20−4.24 1.34
5 18.9− 19.1 13.71 +8.24−8.24 +0.59−0.47 0.41
6 19.1− 19.3 3.61 +2.27−2.27 +0.22−0.34 0.11
7 19.3− 19.5 0.992 +0.610−0.610 +0.076−0.064 0.030
8 19.5− 19.7 0.275 +0.223−0.223 +0.035−0.027 0.008
9 19.7− 20.0 0.0196 +0.0198−0.0198 +0.0072−0.0122 0.0006
Table G.2: Shown is the statistical covariance matrix of the flux J(E) in Table G.1. The diagonal entries
in bold type represent the relative uncertainty σ[J ]/J . The off-diagonal entries represent the correlation
coefficients. The indices i and j correspond to the index in Table G.1.
i\j 1 2 3 4 5 6 7 8 9
1 0.0073
2 -0.4030 0.0194
3 0.1098 -0.3557 0.0246
4 -0.0171 0.0678 -0.2528 0.0320
5 -0.0109 0.0232 -0.0186 -0.0600 0.0383
6 0.0094 -0.0243 0.0451 -0.0879 0.0855 0.0541
7 -0.0039 0.0095 -0.0205 0.0473 -0.1123 0.2072 0.0758
8 0.0005 -0.0029 0.0045 -0.0088 0.0308 -0.1217 0.3327 0.1006
9 0.0007 0.0029 -0.0002 -0.0047 0.0025 0.0082 -0.1112 0.3975 0.2758
lg(E/eV)
18 18.5 19 19.5 20
〉J〈
) / 
 
w
in
te
r
 
−
 
J
su
m
m
e
r
(J
−0.4
−0.2
0
0.2
0.4
data
fit
 0.010±C = −0.014 
 = 8.5/14 = 0.6dof/n2χ
(a) Check for seasonal effect
lg(E/eV)
18 18.5 19 19.5 20
〉J〈
) / 
 
la
te
 
−
 
J
e
a
rly
(J
−0.4
−0.2
0
0.2
0.4
data
fit
 0.010±C = −0.007 
 = 7.5/14 = 0.5dof/n2χ
(b) Check for time evolution of data
Figure G.1: The points compare the relative difference between pairs of flux estimates, which are described
in the text. The solid lines are fits of a constant C to the data points. The value of C is given in the legend.
The χ2 shows the significance of a possible deviation from C = 0.
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