Clustering is a fundamental task in data analysis, and spectral clustering has been recognized as a promising approach to it. Given a graph describing the relationship between data, spectral clustering explores the underlying cluster structure in two stages. The first stage embeds the nodes of the graph into real space, and the second stage groups the embedded nodes into several clusters. The use of the k-means method in the grouping stage is currently standard practice.
Introduction
Given a set of items and similarities between pairs of the items, clustering is the task of dividing the item set into several groups such that the items within the same cluster are similar and the items within different clusters are dissimilar. One natural way of representing the task is to use a graph. Here, we let the graph have a nonnegative weight on each pair of nodes. We represent each item by a node on the graph and the similarity between a pair of items by a weight between corresponding nodes. Here, suppose that the weight on a pair of nodes takes a high value if the corresponding items are similar and takes a low value otherwise. The task is now cast as one of dividing the node set into several clusters such that the nodes within the same cluster have a high weight and those within different clusters have a low weight.
Spectral clustering is a way of finding such clusters in a graph. It has two stages. The first stage embeds the nodes of a graph into real space, and the second one groups the embedded nodes into clusters. The embedding uses the eigenvectors of a matrix associated with the graph, such as a Laplacian. The grouping employs a classical clustering method such as kmeans. Spectral clustering is said to date back to the works of [14, 15] in the 1970s, and it was
Our Contributions
We present a spectral clustering algorithm that uses convex programming in the grouping stage. The purpose of this study is to examine the performance from theoretical and practical perspectives. The concept behind the algorithm design lies in the following observations. The nodes with the largest degree in each cluster in a graph may be found by computing an enclosing ellipsoid for embedded nodes in real space, and the clusters may be identified by using those nodes. We call the algorithm ELLI, since an ellipsoid plays an important role in it. The details are given in Algorithm 1 of Section 3.3. It should be noted that the computation of an enclosing ellipsoid for a set of points is formulated as a convex programming problem, and efficient algorithms are available for solving it. The main contributions of this study are twofold.
• The first contribution is to provide a theoretical analysis of the clustering performance of ELLI. We show in Theorem 1 that, if Υ G (k) exceeds some threshold, ELLI returns an optimal k-way partition for a conductance problem. In contrast to this, no matter how large Υ G is, the result of Peng et al. does not ensure that KSC does so. Hence, it turns out that ELLI has a theoretical advantage over KSC. Theorem 1 is a consequence of Theorems 2, 4 and 5. We extend the structure theorem developed by Peng et al. in [36] , i.e., prove Theorem 2. We show that the observations we mentioned above are valid, by proving Theorems 4 and 5. Shi and Malik formulated the clustering task on a graph in terms of a normalized cut problem in [38] . The formulation has a close connection to the conductance problem. We show in Theorem 7 that a similar result as Theorem 1 holds for the normalized cut problem.
• The second contribution is an experimental assessment. We experimentally tested the effectiveness of ELLI at clustering real data, i.e., image datasets whose images had been categorized into classes by human judges. We applied ELLI to each dataset and evaluated how well the clusters found by it matched the classes of the dataset. For the evaluation, we used two measures, accuracy (AC) and normalized mutual information (NMI). The experiments also evaluated the conductance of the clusters found by ELLI. We tested two more clustering algorithms of which one was KSC. A standard implementation of spectral clustering uses the k-means method based on the Lloyd's algorithm [28] or an enhancement thereof. Our preliminary experiments indicated that the performance of the k-means++ algorithm [8] is usually superior to the Lloyd's algorithm. We thus used k-means++ in the implementation of KSC. Since k-means++ is probabilistic, we repeated KSC equipped with it multiple times and took the average of the measurements for the evaluation of the outputs. The experiments revealed that the AC and NMI of ELLI can reach at least the average AC and NMI of KSC. This points to the potential advantage of using ELLI. After the multiple runs of KSC, it is necessary to appropriately select one out of the outputs. The selection may not be an easy task. The experiments also showed that the conductance of the clusters found by ELLI is often smaller than that given by KSC. The results are summarized in Figures  2, 3 , and 4 and in Table 2 .
The rest of this paper is organized as follows. Section 2 explains the notation, symbols, and terminology used in the subsequent discussion. A review of basic results from spectral graph theory is also included. Section 3 formally describes the conductance of a graph. It then shows the theoretical performance of ELLI on the conductance problem in Theorem 1. After that, it describes the details of ELLI in Algorithm 1. Lastly, it describes related work, including the studies by Peng et al. and Kolev and Mehlhorn on the performance of KSC. Sections 4 and 5 show the results of the analysis of the embedding and the grouping stages of ELLI in Theorems 2, 4, and 5. Section 6 shows the performance of ELLI on the normalized cut problem in Theorem 7, and explains the connection between ELLI and computing a nonnegative matrix factorization (NMF) under a separability condition. Section 7 describes the experimental study. Section 8 provides all of the proofs of the theorems.
Preliminaries
Let G = (V, E) be an undirected graph, where V is the set of n nodes 1, . . . , n and E is the set of edges. We put a weight on each pair of nodes i, j ∈ V through the function w : V ×V → R + . Here, the symbol R + denotes the set of nonnegative real numbers. The function w should have the following properties. For any pair of nodes i, j ∈ V , w(i, j) = w(j, i) and w(i, j) > 0 if {i, j} ∈ E; otherwise, w(i, j) = 0. We call a function w having the properties above a weight function on G. The degree d i of node i ∈ V is given as d i = j∈V w(i, j). Throughout this paper, we always regard a graph G as an undirected one with n nodes 1, . . . , n that is equipped with a weight function w. We further assume that every node of G has a positive degree; in other words, every node has at least one edge.
The adjacency matrix W is an n × n symmetric matrix such that the (i, j)th entry stores the weight w(i, j) of the pair of nodes i, j ∈ V . The degree matrix D is an n × n diagonal matrix such that the (i, i)th entry stores the degree d i of node i ∈ V . The Laplacian L is given as L = D − W , and the normalized Laplacian L is given as
The eigenvalues and eigenvectors of the normalized Laplacian L will play an important role in our discussion. Here, let us quickly review their properties. Since L is an n × n real symmetric matrix, the n eigenvalues are real and the n eigenvectors can be chosen to be orthonormal bases in R n . Furthermore, an easy calculation shows that L is positive semidefinite. Hence, all the eigenvalues are nonnegative. The smallest eigenvalue is zero, since L · (D 1/2 1) = 0, where the symbol 1 denotes a vector of all ones. In addition, the largest eigenvalue is less than two. The multiplicity of the zero eigenvalue equals to the number of connected components of G. The above are basic results from spectral graph theory; for details, see [12, 41] . In this paper, we will always use the symbols λ 1 , . . . , λ n to denote the eigenvalues of L arranged in nondecreasing order. That is, 0 = λ 1 ≤ · · · ≤ λ n ≤ 2. Moreover, we will always choose the eigenvectors of L to be orthonormal and use the symbol f i to denote the eigenvector corresponding to the ith smallest eigenvalue λ i .
Notation and symbols for vectors and matrices.
The symbols · 1 , · 2 and · ∞ denote the ℓ 1 , ℓ 2 and infinity norms of a vector or a matrix. The symbol · F denotes the Frobenius norm of a matrix. For real numbers a 1 , . . . , a n , the notation diag(a 1 , . . . , a n ) denotes an n × n diagonal matrix having a i at the (i, i)th entry. We will use e i to denote the ith unit vector and I to denote the identity matrix.
Algorithm and Performance Analysis
This section starts with the explanation of conductance. Then it presents the details of ELLI and the result of the performance analysis. Lastly, it describes related work.
Conductance
Let G = (V, E) be a graph. A cluster S of G is a subset of the node set V . The conductance of a cluster S is defined to be
by letting µ(S) := i∈S d i and w(S, V \ S) := i∈S j∈V \S w(i, j).
Here, µ(S) is the volume of S, and w(S, V \ S) is the cut size between S and its complement V \ S. Since d i = j∈V w(i, j), we easily see that φ G (S) takes a value from zero to one. Also, we can see from the definition that clusters with low conductance capture the notion of good clusters in G, wherein nodes within the same cluster have high weights and nodes within different clusters have low weights. Kannan et al. suggested in [20] that conductance is an effective way of quantifying the quality of clusters in G. Recently, it has been used in the context of community detection; see, for instance, [43] . As already defined in Section 1, a k-way partition of G is a family of k clusters S 1 , . . . , S k that satisfy S i ∩ S j = ∅ for different i and j and S 1 ∪ · · · ∪ S k = V . We use the symbol Γ to refer to a k-way partition {S 1 , . . . , S k }. The conductance problem asks one to find a k-way partition Γ = {S 1 , . . . , S k } that minimizes the maximum of φ G (S 1 ), . . . , φ G (S k ). The conductance of a graph G is defined to be the minimum value, and we use the symbol ρ G (k) to denote it. That is,
and the minimum is taken over all candidates of k-way partitions of G. We say that Γ = {S 1 , . . . , S k } is optimal for the conductance problem if it satisfies ρ G (k) = max{φ G (S 1 ), . . . , φ G (S k )}. Shi and Malik formulated the clustering task as a normalized cut problem in [38] , i.e., one of minimizing the sum of the conductance of the clusters. Section 6.1 shows the performance of ELLI on these problems. The conductance problems is theoretically intractable. It is NP-hard even if k = 2. Approximation algorithms exist for k = 2, and in particular, the SDP based algorithm of Arora et al. in [5] achieves an O( √ log n)-approximation ratio. Cheeger inequality bounds ρ G (2) by using the second smallest eigenvalue λ 2 of the normalized Laplacian L of G. It states that λ 2 /2 ≤ ρ G (2) ≤ √ 2λ 2 holds. The bound was improved by Kwok et al. [24] . Regarding the general case, Lee et al. in [26] developed a higher-order Cheeger inequality. It gives a bound on ρ G (k) by using the kth smallest eigenvalue λ k of L.
We recall the gap assumption Peng et al. introduced in [36] . As already mentioned in Section 1, we let
where λ k+1 is the (k + 1)th smallest eigenvalue of
Let us see why it is well-clustered in that case. The higher-order Cheeger inequality implies that, if Υ G (k) is large, so is λ k+1 /λ k . Gharan and Trevisan showed in [16] that the inside conductance of clusters is large and the outside conductance of clusters is small if λ k+1 /λ k is large. Let S ⊂ V . The outside conductance of S is defined to be φ G (S). The inside conductance of S is defined to be min
The minimum is taken over all subsets T of S under µ(T ) ≤ µ(S)/2. We can see from the definition that the inside conductance of S is equivalent to ρ G[S] (2), which is the conductance of a subgraph G[S] induced by S with k = 2. Following the terminology of Gharan and Trevisan, we say that the clusters S 1 , . . . , S k in a k-way partition of G are a (φ in , φ out )-
This means that G is well-clustered if there is a (φ in , φ out )-clustering with a large φ in and a small φ out . Corollary 1.1 of [16] tells us that, if λ k+1 is sufficiently larger than λ k , there is a (Ω(λ k+1 /k), O(k 3 √ λ k ))-clustering. A similar observation can be found in Section 1 of [22] . Peng et al. showed that the output of KSC approximates an optimal k-way partition for the conductance problem if Υ G (k) is large.
Finally, we recall the gap assumption Kolev and Mehlhorn introduced in [22] . Let U be the set of all optimal k-way partitions for the conductance problem on G. A minimal average conductanceρ G (k) of G is given bȳ
In analogy with Υ G (k), let
Kolev and Mehlhorn analyzed the performance of KSC using Ψ G (k) instead of Υ G (k).
Result of Performance Analysis
For simplicity, throughout the rest of this paper, we will drop k from the notation Υ G (k), Ψ G (k) and ρ G (k) and write them as Υ G , Ψ G and ρ G . Let G = (V, E) be a graph and Γ = {S 1 , . . . , S k } be a k-way partition of G. The symbol n i denotes the number of nodes in S i . We take the node ℓ ∈ V such that it belongs to S i and it has the jth smallest degree among all nodes in S i . We use (i, j) to refer to the node ℓ and d i,j to refer to the degree d ℓ . Note that the notation depends on the choice of the k-way partition Γ. Following the above notation, n i nodes in S i are expressed as (i, 1), . . . , (i, n i ), and the degree d i,j of each node (i, j) satisfies
We use the symbol d * i to refer to the largest degree d i,n i among all nodes in S i . The node (i, n i ) belongs to S i and has the largest degree among all nodes in S i . We call (i, n i ) the representative node of the cluster S i , and the set {(1, n 1 ), . . . , (k, n k )} the representative set of the k-way partition Γ = {S 1 , . . . , S k }.
Let
for i = 1, . . . , k and j = 1, . . . , n i . In particular, the symbol α * i refers to α i,n i , which satisfy α i,1 ≤ · · · ≤ α i,n i = α * i . Let α min denote the smallest among all α i,j , and α * min denote that among all α * i , α min = min Of course, these can be written as θ min = min i=1,...,k θ i,1 and θ max = max i=1,...,k θ i,n i −1 . We introduce the parameters α and θ. These are determined by α i,j and θ i,j , which are determined by choosing one of the k-way partitions of G. Suppose that Γ is an optimal k-way partition for the conductance problem. The parameter α is set as α = α * min for α * min determined by the optimal k-way partition Γ. This satisfies α > 0, since the d i,j are all positive. The parameter θ is set as
for θ min and θ max determined by the optimal k-way partition Γ. This satisfies θ ≥ 0, since 0 < θ min ≤ θ max ≤ 1. Here, θ min is strictly greater than zero, as the d i,j are all positive. Theorem 1 is the result of our analysis.
Theorem 1. If G is a connected graph and satisfies
then, the output of ELLI on input data (L, k) coincides with an optimal k-way partition for the conductance problem on G.
The proof is given in Section 8.3. It follows from Theorems 2, 4, and 5. After reviewing the k-means method in Section 3.3, we formally describe the results of Peng et al. [36] and Kolev and Mehlhorn [22] on the performance of KSC in Section 3.4. Here, let us compare those results with Theorem 1. The result of Peng et al. tells us that the output of KSC gets closer to the optimal k-way partition for the conductance problem as Υ G gets larger. However, it does not ensure that the output is exactly the optimal one no matter how large Υ G is. The same goes for the result of Kolev and Mehlhorn. Meanwhile, Theorem 1 ensures that the output of ELLI is the optimal one if Υ G exceeds some threshold. It thus turns out that ELLI has a theoretical advantage over KSC.
Attention should be paid to the case in which the parameter θ is zero. It can arise if the largest degree among nodes in a cluster is shared by multiple nodes.
Convex Programming Based Spectral Clustering
Let us start by showing the framework of the spectral clustering algorithm. The input is the normalized Laplacian L of a graph G and the number k of clusters the user desires.
(Embedding stage) Compute the bottom
2. (Grouping stage) Map the nodes 1, . . . , n of G onto the points F (1), . . . , F (n) in R k using the spectral embedding F ; then, group those points F (1), . . . , F (n) ∈ R k into k clusters using a clustering algorithm the user prefers.
We write the elements of [34] . The k-means method based on the Lloyd's algorithm [28] is usually used in the grouping stage (this was suggested in [34, 41] ).
Let us review the k-means method. Let p 1 , . . . , p n be points in R d . We arbitrarily choose a family of k subsets S 1 , . . . , S k of the set S = {p 1 , . . . , p n } such that S i ∩ S j = ∅ for different i and j and S 1 ∪ · · · S k = S. As in the case of a k-way partition of a graph, we call such a family a k-way partition of S, and we use the symbol Γ to refer to it. We define a cost function f by
Note that spectral clustering handles points whose dimension d equals to the number k of clusters the user desires. The k-means method chooses a k-way partition Γ of S to minimize the cost function f (Γ). Finding Γ that minimizes f is shown to be NP-hard in [2, 29] even if k = 2 or d = 2. Lloyd's algorithm heuristically solves the minimization problem. It starts by arbitrarily choosing c 1 , . . . , c k as initial seeds; it then minimizes f (Γ) by alternatively fixing either c 1 , . . . , c k or S 1 , . . . , S k . This works well in practice and is fast. It is easy to see that one iteration takes O(nk 2 ). The iteration complexity was investigated in [7, 6] , where it is shown that the expected iteration count is bounded by a polynomial in n and 1/σ if n data points are perturbed by a normal distribution with mean 0 and standard deviation σ. The k-means++ algorithm presented in [8] provides a smart choice of initial seeds. It chooses c 1 uniformly at random from the set of data points and then chooses c i+1 from the set according to a probability determined by the choice of c 1 , . . . , c i . Let us describe ELLI in Algorithm 1.
Step 1 is the embedding stage, and Steps 2 and 3 are the grouping stage. Obviously, the output is a k-way partition of G.
Step 2 should be explained in detail. The ellipsoid centered at the origin in R k is a set
is the volume of a unit ball in R k , and the value depends on k.
Step 2 constructs a minimumvolume enclosing ellipsoid (MVEE) centered at the origin for the set S of points p 1 , . . . , p n . The ellipsoid can be obtained by solving an optimization problem with a symmetric matrix variable X,
The notation X ≻ 0 means that X is positive definite. The origin-centered MVEE for S, denoted by H(S), is H(S) = {a ∈ R k : a T Xa ≤ 1} for the optimal solution X of P(S). We call a point p i and its index i the active point and the active index of H(S), if p i satisfies p T i Xp i = 1; in other words, p i lies on the boundary of H(S). Although Step 2 may use a successive projection algorithm (SPA) in [3, 18] , the target of SPA is computing separable NMFs. Section 6.2 explains why SPA works well.
Let us examine the computational cost of Steps 2 and 3 (as Step 1 is a common to spectral clustering algorithms). The main cost in Step 2 is in computing the optimal solution of problem P(S). This is a convex programming problem, and efficient algorithms exist for Algorithm 1 ELLI: Convex programming based spectral clustering Input: L, the normalized Laplacian of a graph G; and k, the desired number of clusters. Output: {T 1 , . . . , T k }.
1. Compute the bottom k eigenvectors f 1 , . . . , f k of L, and build a matrix P ∈ R k×n such that
Write the columns of P as p 1 , . . . , p n .
2. Draw a minimum-volume enclosing ellipsoid H(S) centered at the origin for the set S = {p 1 , . . . , p n }, and construct the set I of active indices of H(S). If |I| > k, choose k elements from I by using the successive projection algorithm, and update I by storing the chosen k elements in it.
3. Write the elements of
Initialize the sets T 1 , . . . , T k to be empty, and repeat the following procedure from j = 1 until n.
-Pickp j and findũ = arg max u=1,...,kp T iup j ; if multiple indices achieve the maximum, choose one of them.
-Update Tũ to be Tũ ∪ {j}.
Then, return the family of sets T 1 , . . . , T k .
it. Khachiyan [21] developed the Frank-Wolfe algorithm for solving the dual problem and evaluated the computational cost. Kumar and Yildirim [23] modified the algorithm, and showed that the modification returns a (1 + ǫ)-approximation solution in O(nk 3 /ǫ). An interior-point method within a cutting plane framework can quickly solve the problem in practice. The main cost in Step 3 is in computingp T iup j for u = 1, . . . , k and j = 1, . . . , n. The computation takes O(nk 2 ).
The author presented a spectral clustering algorithm in [33] . This algorithm shares Steps 1 and 2 in common with ELLI, but does not share Step 3. The manuscript mainly studied the similarity between algorithms for spectral clustering and separable NMFs.
Related Work
We describe the results of Peng et al. in [36] . Let S 1 , . . . , S k be the clusters of an optimal k-way partition for the conductance problem. We choose an algorithm for solving the minimization problem of f shown in (5) and suppose that the algorithm has an approximation ratio of η. Let T 1 , . . . , T k be the output of a spectral clustering algorithm that uses a k-means method based on the η-approximation algorithm. They showed the following statement in Theorem 1.2 of [36] . Set ǫ as
and suppose that Υ G is so large that ǫ < 1/2. After suitable renumbering of the output of the algorithm, we have
, those can be written as
Here, the notation S i △T i denotes the symmetric difference of the sets S i and T i . The results tell us that, if Υ G is large, the difference between T i and S i is small and the conductance of T i is close to that of S i . Peng et al. also developed a nearly linear time algorithm and examined the performance. We next describe the results of Kolev and Mehlhorn in [22] . They showed the following statement in Theorem 1.2 of the paper. Set ǫ as
After suitable renumbering of the output of the algorithm, we have
We see that the results of Kolev and Mehlhorn improve the approximation accuracy of Peng et al. by a factor of k and weakens the gap assumption. Kolev and Mehlhorn also studied a spectral clustering algorithm that uses a k-means method based on the Lloyd's algorithm and examined the performance.
There is a line of research that explores the practical success of spectral clustering from theoretical perspective. Spectral clustering maps the nodes of a graph onto points in real space through the spectral embedding. Using the Davis-Kahan theorem from matrix perturbation theory, Ng et al. [34] showed that the resulting points are near orthogonal. Kannan et al. [20] introduced a bicriteria to quantify the quality of clusters where one criterion is the inside conductance of a cluster, as defined in (2), and the other is the total weight of the inter-cluster edges. They assumed that a graph has clusters such that the inside conductance of the clusters is large and the total weight of the inter-cluster edges is small. Then, they evaluated how close the output is to the clusters. As we saw in Section 3.1, Gharan and Trevisan [16] derived a condition for the existence of clusters such that the inside conductance is large and the outside conductance is small. Furthermore, they developed a simple algorithm to find such clusters. As described above, Peng et al. [35, 36] showed the performance of KSC on a graph having a gap on Υ G = λ k+1 /ρ G , and the results was improved by Kolev and Mehlhorn [22] . Sinop [39] studied spectral clustering on an edge expansion problem, which is related to the conductance problem, and evaluated the accuracy of output using a similar measurement to Υ G .
There is also a considerable amount of research on spectral clustering on a random graph. In a planted partition model, we assume that the node set is partitioned into several clusters and edges connecting the nodes are stochastically generated: any two nodes in the same cluster have an edge with probability p, and any two nodes in different clusters have an edge with probability q. McSherry [31] showed that spectral clustering can extract the clusters with high probability if p and q lie within some range. Rohe [37] and Lei [27] studied KSC on a stochastic block model.
Besides, we mention a local clustering algorithm introduced by Spielman and Teng [9] . It serves for finding a cluster with low conductance in a graph. Allen-Zhu et al. [1] studied a local algorithm using a PageRank vector. They assumed that a cluster exists such that the inside conductance is large and the outside conductance is small, and derived a bound on the conductance of a cluster returned by the algorithm.
Analysis of the Embedding Stage
This section analyzes the embedding stage of ELLI. The result is an extension of Theorem 3.1, called the structure theorem, by Peng et al. in [36] . To represent the clusters of a graph by vectors, we introduce indicator vectors and their normalized versions. Let Γ = {S 1 , . . . , S k } be a k-way partition of a graph. We associate a cluster S i with a vector
and call it the indicator of S i . Furthermore, letḡ i be a vector obtained by normalizing g i as
We call it the normalized indicator of S i . Suppose that Γ = {S 1 , . . . , S k } is an optimal k-way partition for the conductance problem on a graph G. We take the normalized indicatorsḡ 1 , . . . ,ḡ k ∈ R n of the clusters S 1 , . . . , S k of Γ, and form a matrixḠ = [ḡ 1 , . . . ,ḡ k ] ∈ R n×k . Also, we take the bottom k eigenvectors f 1 , . . . , f k ∈ R n of the normalized Laplacian L of G, and form a matrix F k = [f 1 , . . . , f k ] ∈ R n×k . Theorem 2 assumes that the (k + 1)th smallest eigenvalue λ k+1 of L is positive and evaluates how close F k is toḠ. Note that the assumption is satisfied if G is connected.
Theorem 2. Let F k andḠ be defined as above. Assume that a graph G satisfies λ k+1 > 0. Then, there is some k × k orthogonal matrix U such that
The proof is given in Section 8.1. Let us look at the case where G is disconnected and consists of k connected components. This case implies that ρ G = 0 and λ k+1 > 0. Thus, the theorem says F k U =Ḡ. Also, f 1 , . . . , f k are the eigenvectors corresponding to the zero eigenvalue of L. Accordingly, the eigenspace of the zero eigenvalue of L is spanned bȳ g 1 , . . . ,ḡ k . This reflects a basic fact in spectral graph theory; see Proposition 4 of [41] . Theorem 2 is inspired by Theorem 3.1 of Peng et al. in [36] . 
Theorem 2 corresponds to Theorem 3(b). Peng et al. proved part (a) and proved part (b) by using part (a). In the same way, we will prove Theorem 2 by using (a). Theorem 2 implies f i −ĝ i 2 ≤ 2 k · ρ G /λ k+1 whereĝ i is a linear combination ofḡ 1 , . . . ,ḡ k with coefficients given by the ith column elements of U T . This corresponds to Theorem 3(b) up to a constant factor. In addition, Theorem 2 has a weaker assumption than that of Theorem 3.
Analysis of the Grouping Stage
This section analyzes the grouping stage of ELLI. First, we look at the spectral embedding of a graph in light of Theorem 2. Let Γ = {S 1 , . . . , S k } be a k-way partition of a graph G. We take the normalized indicatorsḡ 1 , . . . ,ḡ k of S 1 , . . . , S k , and build a matrix Q ∈ R k×n such that Q = [ḡ 1 , . . . ,ḡ k ] T . Moreover, we take the bottom k eigenvectors f 1 , . . . , f k of the normalized Laplacian L, and build a matrix P ∈ R k×n such that
The columns of P correspond to each point in R k obtained through the spectral embedding F for the nodes of G. Choosing a k × k orthogonal matrix U , we write P as
Here, R is a k × n matrix that serves as the residual between P and U Q. In this section, we present Theorems 4 and 5, which imply that the clusters S 1 , . . . , S k can be identified from the columns of P , if R is small in magnitude. Theorem 2 provides a bound on R 2 . Suppose that Γ is an optimal k-way partition for the conductance problem, and Q is the transpose of the matrix [ḡ 1 , . . . ,ḡ k ], whereḡ 1 , . . . ,ḡ k are the normalized indicators of the clusters in the optimal k-way partition Γ. The theorem ensures that, if the (k +1)th smallest eigenvalue λ k+1 of L is positive, there is some orthogonal matrix U such that R 2 ≤ 2 k · ρ G /λ k+1 . It should be noted that in the derivation of Theorems 4 and 5, we do not specify that Γ is an optimal k-way partition for a conductance problem.
Grouping Strategy
Now, let us look closely at the columns of Q shown in (6) . This matrix is the transpose of the matrix [ḡ 1 , . . . ,ḡ k ] whose ith columnḡ i isḡ i = D 1/2 g i / D 1/2 g i 2 for the indicator g i of S i and the degree matrix D of G. Note that the denominator D 1/2 g i 2 is equivalent to µ(S i ). We associate the ith column q i of Q with node i of G. We then see that that q i has only one nonzero element; if the nonzero element is on the jth row, the value is d i /µ(S j ) and its position indicates that the node i belongs to S j .
Recall the notation for describing the nodes of G that we introduced in Section 3.2. Let Γ = {S 1 , . . . , S k } be a k-way partition of G and ℓ be a node in G such that it belongs to S i and it has the jth smallest degree among all nodes in S i . The notation (i, j) refers to the node ℓ. In the same way, p i,j , q i,j and r i,j refer to the ℓth columns p ℓ , q ℓ , and r ℓ of P , Q, and R shown in (6), respectively. Those p i,j and q i,j can be expressed as p i,j = α i,j u i + r i,j and q i,j = α i,j e i by using α i,j as defined in (3). Here, u i denotes the ith column of U . Note here that U is orthogonal. We see that, if R is small in magnitude, then p i,1 , . . . , p i,n i gets close to the line spanned by u i that is orthogonal to u j for j = i. Figure 1 illustrates the columns of P .
Figure 1: Illustration of the columns p i,j of P ∈ R 2×7 in the case of 2-way partition Γ = {S 1 , S 2 } with |S 1 | = 3 and |S 2 | = 4: p i,j (black points) and α i,j u i (white points).
The grouping stage groups the columns p 1 , . . . , p n of P into k clusters. Here, we will focus on the orthogonality of u 1 , . . . , u k . Assume that we have exactly one element for each S 1 , . . . , S k . Let i u denote the element of S u that we have and I be the set of i 1 , . . . , i k . We then take the following strategy. Initialize sets T 1 , . . . , T k to be empty, and repeat the procedure from j = 1 until n: findũ = arg max u=1,...,k p T iu p j for column p j , and store the column index j in Tũ. The obtained T i coincides with S i for i = 1, . . . , k if R = 0. This is because the value of p T iu p j for j ∈ S v is positive if u = v; otherwise, it is zero, and hence, the column index j is stored in T v . In the implementation of this strategy, a question arises as to how to find the set I that contains k elements belonging to each of S 1 , . . . , S k . To address the question, we leverage the ellipsoidal rounding technique in [32] . This technique was originally developed for solving separable NMF problems. It computes an origin-centered MVEE for the columns of P , and finds the active indices. Theorem 4 shows that the obtained set of active indices exactly coincides with the representative set of Γ if R 2 is smaller than some threshold. Recall that the representative set of Γ is the set { (1, n 1 ) , . . . , (k, n k )} where the node (i, n i ) belongs to S i and has the largest degree among all nodes in S i . Steps 2 and 3 of ELLI are based on the above argument.
Results of Analysis
We use the results presented in [32] to prove that the MVEE for the columns of P captures the representative set of a k-way partition. Let a 1 , . . . , a k , b 1 , . . . , b m be the points in R k , and form a matrix M = [a 1 , . . . , a k ] ∈ R k×k . Suppose that the points satisfy the following conditions.
Proposition 1 (Corollary 4 of [32]).
• M is nonsingular.
• For any b ∈ {b 1 , . . . , b m }, there exits some vector c ∈ R k such that b = M c and c 2 < 1.
We draw an origin-centered MVEE for the set S of points a 1 , . . . , a k , b 1 , . . . , b m . Then, the active points of the ellipsoid are a 1 , . . . , a k .
Thanks to the Karush-Kuhn-Tucker (KKT) conditions, we can easily check the correctness of this assertion. For the set S of the points a 1 , . . . , a k , b 1 , . . . , b m , they tell us that (M M T ) −1 is an optimal solution for problem P(S). We have
Hence, the active points of the origin-centered MVEE for S are a 1 , . . . , a k . Now let us get back to P = U Q + R in (6) . Let H(S) be an origin-centered MVEE for the set S of all columns of P . Building on Proposition 1, we explore the active indices of H(S) in case of R = 0. It is easy to reach the goal in this case.
. This matrix M is nonsingular since the d i,j are all positive. Set a vector c ∈ R k as c = θ i,j e i , where θ i,j is as defined in (4), i.e., θ i,j = α i,j /α * i ≤ 1. For any p i,j with j / ∈ {n 1 , . . . , n k }, we have p i,j = α i,j u i = M c and c 2 = θ i,j ≤ θ max , where θ max is the largest among all θ i,j . Hence, if θ max < 1, Proposition 1 ensures that the active index set of H(S) is { (1, n 1 ) , . . . , (k, n k )}, which is the representative set of the k-way partition Γ. Theorem 4 explores the case of R = 0. Theorem 4. Let P = U Q + R be of the form shown in (6) . Draw an origin-centered MVEE for the set of all columns of P . If
then, the active index set of the ellipsoid coincides with the representative set of the k-way partition of a graph.
Here, α * min = min i,...,k α * i . The proof, given in Section 8.2, relies on the techniques used in proving Theorem 9 of [32] , which is on the robustness of an ellipsoidal rounding (ER) algorithm to noise. However, as we will see in Section 6.2, Theorem 4 does not directly follows from it. The proof is thus presented.
Next, we show that clusters can be identified by using the representative set if the columns of R are small in magnitude. Let P = U Q + R be of the form shown in (6). Theorem 5 normalizes the columns p i of P to have the unit ℓ 2 norm, denoted byp i , i.e.,p i = p i / p i 2 . Note as well that the ith column of R is denoted by r i . The proof is in Section 8.2. Here, α min is the smallest among all α i,j . Let us derive the range of R that covers the ranges imposed in Theorems 4 and 5. From the definition, we have α min = min i=1,...,k α i,1 . In addition, α i,1 can be written as
for i = 1, . . . , n. Consequently, Theorems 4 and 5 imply that one can identify the clusters S 1 , . . . , S k from the columns of P , if
6 Further Discussion
This section presents the result of the performance analysis of ELLI on the normalized cut problem, and then explains the connection between ELLI and computing separable NMFs.
Normalized Cut
We formally describe the normalized cut problem suggested by Shi and Malic in [38] . Let G be a graph and Γ = {S 1 , . . . , S k } be a k-way partition of G. The normalized cut problem is one of finding a k-way partition Γ = {S 1 , . . . , S k } that minimizes the sum of
We use the symbol ν G to denote the minimum value. That is,
We may think of ν G as a variant of the graph conductance ρ G , although ρ G is defined to be the minimization of the maximum of φ G (S 1 ), . . . , φ G (S k ). It is easy to see that they are related such that ρ G ≤ ν G ≤ k · ρ G . We say that Γ = {S 1 , . . . , S k } is optimal for the normalized cut problem if it satisfies ν G = φ G (S 1 ) + · · · + φ G (S k ). The normalized cut problem is shown to be NP-hard in [38] . We can examine the clustering performance of ELLI on the normalized cut problem in almost the same way as in the case of the conductance problem. Suppose that Γ = {S 1 , . . . , S k } is an optimal k-way partition of the normalized cut problem. We take the normalized indicatorsḡ 1 , . . .ḡ k ∈ R n of S 1 , . . . , S k and form a matrixḠ = [ḡ 1 , . . . ,ḡ k ] ∈ R n×k . In addition, we take the bottom k eigenvectors f 1 , . . . , f k ∈ R n of L and form a matrix
A result similar to that of Theorem 2 for the conductance problem holds. Theorem 6. Let F k andḠ be defined as above. Assume that a graph G satisfies λ k+1 > 0. Then, there is some k × k orthogonal matrix U such that
The proof is almost the same as that of Theorem 2, so we will only give a sketch of it in the last part of Section 8.1. In the analysis of ELLI on the conductance problem, we assumed that Υ G = λ k+1 /ρ G is larger than some threshold. In analogy with that, we let
and assume that Ξ G is larger than some threshold. Since ρ G ≤ ν G , we see that Υ G ≥ Ξ G holds. Thus, if Ξ G is large, so is Υ G . As we saw in Section 3.1, this implies that G is well-clustered. The parameters α and θ are set as α = α * min and θ = min{
min , θ min , and θ max determined by an optimal k-way partition for the normalized cut problem. We reach the following result.
Theorem 7. If G is a connected graph and satisfies
then, the output of ELLI on input (L, k) coincides with an optimal k-way partition for a normalized cut problem on G.
The proof follows from the one of Theorem 1 with Theorem 6 instead of Theorem 2. Note that, unlike Theorem 1, the threshold put on Ξ G does not contain k.
Separable NMFs
Finding the representative set of a k-way partition in the grouping stage of spectral clustering is connected with solving a separable NMF problem. In what follows, we will use the symbol R d×n + to denote the set of d × n nonnegative matrices, and the symbol Π to denote a permutation matrix.
Let a nonnegative matrix B ∈ R d×n + have a factorization such that B = SC for nonnegative matrices S ∈ R d×k + and C ∈ R 
Here, I is a k × k identity matrix, H is a k × (n − k) nonnegative matrix, and Π is an n × n permutation matrix. A separable NMF is the special case of an NMF that satisfies the further condition that all columns of S appear in those of B. We call the column index of B corresponding to a column of S the basis index. A separable NMF problem is one of finding all the basis indices from a nonnegative matrix B as shown in (8) . Separable NMF problems were suggested by Arora et al. in [4] , who explored the complexity of computing NMFs. They showed that separable NMF problems are solvable in polynomial time. We choose one algorithm for solving separable NMF problems. Let B be of the form shown in (8) . Assume that it is perturbed by a matrix R such that A = B + R. Given the perturbed A and k as input, we say that the algorithm is robust to noise if it returns k indices i 1 , . . . , i k such that the columns a i 1 , . . . , a i k of A are close to the columns s 1 , . . . , s k of S.
Several algorithms have been shown to be robust to noise. Gillis and Vavasis analyzed the robustness of SPA in [18] . They built the following setup for their analysis. Note that (a) of Assumption 1 does not require S to be nonnegative, unlike S in (8). Let a matrix B satisfy Assumption 1. Assume that it is perturbed by a matrix R such that A = B + R. Given the perturbed A and k as input, the result of the analysis of Gillis and Vavasis tells us that SPA returns k indices i 1 , . . . , i k such that the norm of the differences between a i j and s j for every j = 1, . . . , k is bounded, if the norm of each column of R is smaller than some threshold. Here, a i j is the i j th column of A, and s j is the jth column of S. Gillis developed a successive nonnegative projection algorithm (SNPA) [17] , whose robustness was shown under only (b) of Assumption 1. The ER algorithm developed in [32] serves as a preprocessor for enhancing the robustness of separable NMF algorithms such as SPA and SNPA. Its robustness was shown in Theorem 9 of that paper under stronger assumptions than Assumption 1.
Let us go back to P = U Q + R shown in (6) . By choosing an n × n permutation matrix Π, we can rearrange the columns of Q such that
. This is nonsingular since d i,j are all positive. Let H denote a matrix obtained by the product of V −1 and the remaining k × (n − k) submatrix,
where
The above shows that Q = V C is NMF and separable, and the basis indices correspond to representative nodes (1, n 1 ), . . . , (k, n k ) of the clusters. We can therefore see that finding the representative set of a k-way partition is equivalent to finding all the basis indices from Q. The grouping stage of spectral clustering gives P rather than Q. This matrix is created by rotating Q and then adding perturbations to it:
Since U is orthogonal, the matrix U V is not necessarily nonnegative. Thus, algorithms developed for solving separable NMF problems may fail to run on P . However, SPA and SNPA run on it at least, and their robustness of them is ensured, because the matrix U V C satisfies Assumption 1. Indeed, U V is k × k and nonsingular because U and V both are. In addition, C = [I, H]Π is nonnegative and every column h i of H satisfies h i 1 ≤ θ max ≤ 1. Meanwhile, Theorem 9 of [32] , which describes the robustness of ER, is invalid for P , because the algorithm imposes stronger assumptions and P does not satisfy them.
Experiments
This section describes experiments conducted on synthetic data and real data. We implemented ELLI and KSC on MATLAB as follows.
• (ELLI) The embedding stage computes the bottom k eigenvectors of the normalized Laplacian. For this computation, we used the MATLAB command eigs, choosing the value 'sa' in the input argument. The grouping stage computes an origin-centered MVEE for the set of points. We used an interior-point method working within a cutting plane framework. Our implementation followed Algorithm 3 of [32] and used the interiorpoint method in the SDPT3 software package [40] .
• (KSC) Our implementation followed the algorithm in [41] that is referred to as normalized spectral clustering according to Shi and Malik. In the embedding stage, we used the MATLAB command eigs with the same settings in ELLI for the eigenvector computation. We then scaled p 1 , . . . , p n , which are nodes embedded by the spectral em-
The grouping stage included the k-means++ algorithm, since our preliminary experiments indicated that the k-means++ algorithm outperformed Lloyd's algorithm. To perform it, we used the MATLAB command kmeans, choosing the following values in the input arguments: 'Start', 'plus', 'EmptyAction', 'singleton', 'MaxIter', 1000. The value in the argument 'MaxIter' specifies the maximum number of iterations. We set it to 1000. The experiments were conducted on an Intel Xeon Processor E5-1620 with 32 GB memory running MATLAB R2016a.
Synthetic Data
The first experiments assessed how close the conductance of the clusters found by ELLI and KSC were to the graph conductance ρ G . As it is hard to compute ρ G , we used synthetic data for which an upper bound on ρ G is easily obtainable. Specifically, we synthesized adjacency matrices and constructed the normalized Laplacians from them.
We will use the following notation to describe the generation procedure. For integers p and q with p ≤ q, the notation [p : q] indicates the set of all integers from p to q. For instance, [1 : 3] = {1, 2, 3}. For a matrix A ∈ R m×n with m ≥ n, we take a set K = [p : q] satisfying K ⊂ [1 : n]. The symbol A K denotes the submatrix [a ij : i ∈ K, j ∈ K] of A, where a ij is the (i, j)th element of A,
The following procedure was used to make the adjacency matrix.
1. Choose an n × n symmetric matrix M such that the diagonal elements are all 0 and the other elements lie in the interval {x : 0 < x < 1}.
2. Choose k integers n 1 , . . . , n k satisfying n = n 1 + · · · + n k , and construct
3. Let B be an n × n block diagonal matrix
where M S 1 , . . . , M S k are the submatrices of M indexed by S 1 , . . . , S k . Also, let R be an off-block diagonal matrix
. Choose the value of the intensity parameter δ from 0 to 2 and generate an n × n symmetric matrix W = B + δR.
The generated matrix W is regarded as the adjacency matrix for some graph G, and the constructed sets S 1 , . . . , S k are clusters in the k-way partition Γ of G. When δ = 0, the matrix W is clean block diagonal, and the corresponding graph G consists of k connected components. As δ increases, the block structure gradually disappears. When δ = 2, the original matrix M is reacquired. A simple calculation shows that the conductance
Here, c i is a positive number determined by M . Hence, δ/(c + δ) with c = min{c 1 , . . . , c k } is the maximum of φ G (S 1 ), . . . , φ G (S k ). Hence, we can see that the conductance ρ G of G is bounded from above by the function f (x) = x/(c + x). It may serve as a good upper bound on ρ G . In particular, the bound can be tight if δ is sufficiently small. On the basis of the above procedure, the experiments generated two types of datasets: balanced and unbalanced. We set n = 10, 000, and constructed Γ 1 and Γ 2 as follows.
• Γ 1 = {S 1 , . . . , S 50 } with
• Γ 2 = {S 1 , . . . , S 143 } with
We constructed adjacency matrices with an intensity parameter δ running from 0 to 2 in increments of 0.1 for each Γ 1 and Γ 2 . The set of adjacency matrices for Γ 1 was the balanced dataset, while that of Γ 2 was the unbalanced dataset. The experiments ran ELLI and KSC on the normalized Laplacians produced from the datasets. The quality of the obtained clusters was evaluated by the maximum value of cluster conductance (MCC), defined by max{φ G (S 1 ), . . . , φ G (S k )} for the output S 1 , . . . , S k of the algorithm. KSC repeated the k-means++ algorithm 100 times for each input. Hence, the evaluation of clusters returned by KSC was the average MCC over 100 trials. Figure 2 shows the experimental results. The top two figures are the results of ELLI and KSC on the balanced dataset, and the bottom two figures are those of the unbalanced dataset. The red points in the left figures are the MCC of ELLI, while those in the right figures are the average MCC of KSC. The black dotted line depicts the function f (x) = x/(c + x) that serves as an upper bound on graph conductance. We can see from the figures that the MCC of ELLI approaches the upper bound, and it seems to be lower than the average MCC of KSC on both datasets. Figure 3 clarifies the differences between them for the balanced dataset and unbalanced dataset. Each red point plots the average MCC of KSC minus the MCC of ELLI. We clearly see from the figures that the MCC of ELLI is consistently below the average MCC of KSC except for δ = 0.
Real Data
The second experiments assessed how effective ELLI is at clustering real data. We chose several image databases containing images that had been categorized into classes by human judges. Then, we constructed image datasets by using the whole or some parts of the databases. We evaluated how well the clusters found by ELLI matched the classes of the datasets.
For comparison, we tested the graph regularized NMF (GNMF) proposed in [11] and KSC. GNMF is known to be effective at clustering. Before describing the details of the experiments, let us briefly describe the clustering algorithm with the use of GNMF. Let n data vectors a 1 , . . . , a n ∈ R d be all nonnegative. The clustering algorithm maps the n data vectors to n points in a lower dimensional space; then it applies the k-means method to the points. The mapping is constructed using GNMF. For a nonnegative matrix A ∈ R d×n + that stacks a 1 , . . . , a n in columns, the GNMF problem is one of finding two nonnegative matrices X ∈ R d×k + and Y ∈ R k×n + that minimize the cost function,
Here, λ is a positive parameter the user specifies, and L is the Laplacian of the adjacency matrix W formed from the data vectors. The symbol tr(·) denotes the trace of a matrix. This is an NMF problem with a regularization term tr(Y LY T ). After solving it heuristically, the clustering algorithm regards the columns y 1 , . . . , y n of Y as the representations of the data vectors a 1 , . . . , a n in R k and applies the k-means method to y 1 , . . . , y n . If two data vectors a i and a j are close, so should be the corresponding two columns y i and y j . The regularization term serves for enhancing it. Indeed, we can rewrite the term as
for the (i, j)th element w ij of the adjacency matrix W . If a i and a j are close together, then, w ij takes a high value. Hence, we expect that the columns y i and y j of Y found by solving the GNMF problem are also close together. The code for GNMF is available from the website of the first author. In the experiment, we used it for computing Y . For the clustering of the columns of Y , we used the MATLAB code kmeans with the same settings as KSC. The experiment used five image databases: EMNIST [13] , ETL, Fashion-MNIST [42] , MNIST [25] , and NDL. The MNIST database is a standard benchmark for evaluating clustering algorithms. It contains the images of ten handwritten digits from 0 to 9. We used all images in it. MNIST is derived from the NIST Special Database, and hence, referred to as the modified NIST. The EMNIST database is an extension of MNIST that consists of six datasets. Among them, the EMNIST-Balanced dataset contains the images of handwritten alphabet letters and digits. We used the dataset. The Fashion-MNIST database contains images of fashion products from ten categories, such as T-shirts, trousers and pullovers. We used all images in it. ETL and NDL are image collections of Japanese characters. The ETL dataset consists of all images of katakana characters in the ETL1 dataset of the ETL Character Database, an image collection of handwritten and machine-printed letters and digits collected by AIST, Japan. The NDL dataset consists of all images of hiragana characters from the image databases at the website of the National Diet Library of Japan 1 . The character images were extracted from documentary materials published from 1900 to 1977, which are available in the National Diet Library Digital Collections. Except for NDL, all of the images in the datasets were grayscale. Some of the NDL images were RGB; we transformed them into grayscale images by using the MATLAB command rgb2gray. The sizes of the images in each dataset were equal. The n grayscale images in a dataset were represented as vectors a 1 , . . . , a n . Here, given an image size of h × w pixels, an image vector a i is (h × w)-dimensional and the value of each element is a grayscale intensity at the corresponding pixel. Table 1 summarizes the dimension d of the image vectors, the number n of images, and the number k of classes in the dataset. Adjacency matrices were formed from the image vectors. The construction was based on the procedure suggested in Section 2.2 of [41] . Let a 1 , . . . , a n ∈ R d be image vectors in a dataset, and assume that a 1 , . . . , a n are nonnegative. This assumption is a natural one, as the value of each element represents a grayscale intensity. The similarity between a i and a j is evaluated using
The value ranges from 0 to 1. It is close to 1 if a i is nearly parallel to a j , while it is close to 0 if a i and a j are well spread. The EMNIST-Balanced dataset contains over one-hundredthousand images. If we computed the similarity values for all pairs of the image vectors and constructed an adjacency matrix using all of them, the matrix would take up a large amount of memory. Hence, we replaced relatively small similarity values for some pairs of image vectors with zero. Specifically, we chose p image vectors with the highest similarity to a i and built from them the set N p (a i ). We then constructed an n × n symmetric matrix W such that the (i, j)th element w ij is
In the subsequent discussion, we will call p the neighbor size, and N p (a i ) the p-nearest neighbor set of a i . The experiments used two measures, accuracy (AC) and normalized mutual information (NMI), to evaluate how closely the clusters found by the algorithms matched the classes of each dataset. These measurements are often used for this purpose. Suppose that n images indexed by integers 1, . . . , n in a dataset have been manually classified into k classes C 1 , . . . , C k ⊂ {1, . . . , n}. Let T 1 , . . . , T k be clusters returned by an algorithm for the normalized Laplacian L given by the adjacency matrix formed from the image vectors. Let σ : {1, . . . , k} → {1, . . . , k} be a permutation that maximizes
for the σ. Note that the problem of finding such a permutation σ is an assignment problem, and it is easily solvable. Let Γ 1 = {C 1 , . . . , C k } and Γ 2 = {T 1 , . . . , T k }. NMI is defined by
.
Here, I(Γ 1 ; Γ 2 ) is the mutual information of Γ 1 and Γ 2 , and H(Γ 1 ) and H(Γ 2 ) are the entropies of Γ 1 and Γ 2 . For details, we refer readers to Section 16.3 of the textbook [30] . The values of AC and NMI range from 0 to 1. A higher value indicates a higher degree of matching between clusters and classes. In particular, if there is a permutation σ such that C i = T σ(i) for every i = 1, . . . , k, then, AC and NMI are each 1. Besides AC and NMI, we measured the MCC and the elapsed time of the algorithm. For each dataset, we constructed adjacency matrices using p-nearest neighbor sets by changing a neighbor size p from 100 to 500 in increments of 100. We ran ELLI and KSC for normalized Laplacians given by the adjacency matrices and ran GNMF using the Laplacians given by them. KSC and GNMF repeated a k-means++ algorithm 100 times for each input. For the performance evaluation of KSC and GNMF, we took averages of AC, NMI, MCC, and the elapsed time over the 100 trials. Table 2 shows the experimental results for p = 300. The top table summarizes the AC and NMI of the algorithms for each dataset; the bottom table is the MCC and elapsed time in seconds. The columns labeled "ELLI" list the AC, NMI, MCC and elapsed time of ELLI, and those labeled "KSC" and "GNMF" list the averages of KSC and GNMF. The table shows us the followings.
• ELLI and KSC outperform GNMF in terms of AC and NMI, except in the case of KSC on Fashion-MNIST. The AC and NMI of ELLI are higher than the average AC and NMI of KSC. However, the differences are small, except for those on NDL.
• ELLI and KSC outperform GNMF in terms of MCC. The MCC of ELLI is lower than the average MCC of KSC on all datasets except ETL.
• ELLI and KSC are faster than GNMF. The elapsed time of ELLI is up to 1.17 times longer than the average elapsed time of KSC.
Hence, the experimental results imply that the AC and NMI of ELLI can reach at least the average AC and NMI of KSC. This could be an advantage of ELLI over KSC. After performing the k-means method multiple times in KSC, it is necessary to appropriately select one of the outputs, which may not be an easy task. The experimental results on synthetic and real data also imply that ELLI will often outperforms KSC in terms of MCC.
The experimental results for the cases other than p = 300 show a similar tendency. Figure  4 plots the AC, NMI, and MCC of the algorithms run on EMNIST-Balanced, Fashion-MNIST, and NDL for neighbor sizes p from 100 to 500 in increments of 100. We can see that, even if p changes by 100, . . . , 500, ELLI outperforms KSC in terms of AC and NMI on NDL and is about equal to KSC in terms of AC and NMI on EMNIST-Balanced and Fashion-MNIST. Note that the average AC and NMI of GNMF are slightly higher than the AC and NMI of ELLI on Fashion-MNIST for p = 100. Moreover, the MCC of ELLI is lower than the average MCC of KSC on the three datasets.
Proofs
This section provides all proofs of the theorems that we showed without those ones.
Theorems 2 and 6
We start by reviewing the Rayleigh quotient associated with a graph and its connection with the conductance of clusters. Let G = (V, E) be a graph. For a nonzero vector x = [x 1 , . . . , x n ] T ∈ R n , we let Here, w(i, j) is the weight on the pair of nodes i, j ∈ V , and d i is the degree of node i ∈ V . The Laplacian L of G enables us to rewrite R(x) as
Hence, R(x) is called the Rayleigh quotient of x with respect to G. Let Γ = {S 1 , . . . , S k } be a k-way partition of G. We take the indicator g i and the normalizedḡ i of S i . It turns out that the Rayleigh quotient of g i coincides with the conductance of S i , because the definition of R implies
Also, expression (9) implies
Accordingly, the Rayleigh quotient with respect to a graph is connected with the conductance of a cluster as follows.
We prove Theorem 2, and then sketch the proof of Theorem 6 in the last part of this section. Although Theorem 3 (that is, Theorem 3.1 of [36] ) assumes that
, the assumption is not necessary for Theorem 3(a). The proof of Theorem 2 will use it. We explain that Theorem 3(a) holds without the assumption. Suppose that Γ = {S 1 , . . . , S k } is an optimal k-way partition for the conductance problem on G. We take the normalized indicators g 1 , . . . ,ḡ k of S 1 , . . . , S k , and also the eigenvectors f 1 , . . . , f n of the normalized Laplacian L of G. Since f 1 , . . . , f n serve as orthonormal bases in R n , they allow us to expandḡ i as g i = c i,1 f 1 + . . . + c i,n f n with real coefficients c i,1 , . . . , c i,n . We truncate the expansion at the kth term;f i denotes the truncated expansion,f
. . , λ n ) ∈ R n×n for the eigenvalues λ 1 , . . . , λ n of L, and c i := [c i,1 , . . . , c i,n ] T ∈ R n for the coefficients c i,1 , . . . , c i,n ofḡ i . Using them, we can express L as L = F ΛF T andḡ i asḡ i = F c i . We take indicators g 1 , . . . , g k of S 1 , . . . , S k and bound the Rayleigh quotient of g i from below:
The first and second equalities come from relation (10) . The first and second inequalities come from λ k+1 ≤ λ k+2 , . . . , λ n and λ 1 . . . , λ k ≥ 0, respectively. Since ρ G ≥ φ G (S i ) = R(g i ) for every i = 1, . . . , k, we have
if λ k+1 > 0. Consequently, since
we obtain
Note that the assumption
In light of equality (15), we have
We are now ready to prove Theorem 2.
Proof of Theorem 2. We choose some orthogonal matrix U ∈ R k×k , and write Z as the sum of U and its residual matrix R ∈ R k×k ,
Z T Z is written as
This means
. Meanwhile, from (13), Lemma 1 implies
Thus, it is necessary for R to satisfy
as shown in (13) . Consequently,
The third inequality comes from the fact that √ a + b ≤ √ a + √ b holds for nonnegative real numbers a and b. Now, let us move on to Theorem 6. Suppose that Γ = {S 1 , . . . , S k } is an optimal kway partition for the normalized cut problem. Let g 1 , . . . , g k be the indicators of S 1 , . . . , S k andḡ 1 , . . . ,ḡ k be the normalized indicators. In the same way as before, we expandḡ i as g i = c i,1 f 1 + · · · + c i,n f n by using the eigenvectors f 1 , . . . , f n of L and denote byf i the kth truncation c i,
The inequality above is obtained in the same way as the derivation of inequality (11) . Since
As a result, Theorem 6 follows from by the argument after inequality (13) in the proof of Theorem 2.
Theorems 4 and 5
We use a classical result regarding singular value perturbations as a lemma for proving Theorem 4. For a matrix A, the symbol σ i (A) denotes the ith smallest singular value of A. In particular, the symbol σ min (A) denotes the smallest singular value σ 1 (A).
Lemma 2 (See, for instance, Corollary 8.6.2 of [19] ). For A ∈ R k×n and N ∈ R k×n , we have
for i = 1, . . . , ℓ where ℓ = min{k, n}.
Let us prove Theorem 4.
Proof of Theorem 4. Recall that the matrix P takes the form P = U Q + R, as shown in (6) . We use p i,j to refer to the columns of P . Note that the index i runs from 1 to k and the index j runs from 1 to n i . Let M := [p 1,n 1 , . . . , p k,n k ] ∈ R k×k and p ∈ R k be a vector arbitrarily chosen among vectors p i,j with j / ∈ {n 1 , . . . , n k }. From Proposition 1, it is sufficient to prove that M is nonsingular and there exists some vector c ∈ R k such that p = M c and c 2 < 1.
We express M as M = U V + R ′ by letting V := diag(α * 1 , . . . , α * k ) ∈ R k×k and R ′ := [r 1,n 1 , . . . , r k,n k ] ∈ R k×k . It follows from Lemma 2 that
Here, the equality comes from that U is orthogonal, and the second inequality comes from that R ′ is a submatrix of R. Hence, we have σ min (M ) ≥ σ min (V ) − R 2 = α * min − R 2 . From the bound on R 2 imposed in this theorem, the inequality implies
Since α * min and θ max are positive, so is σ min (M ). Accordingly, M is nonsingular. Let r := r i,j − θ i,j r i,n i ∈ R k , and set a vector c ∈ R k as c = θ i,j e i + M −1 r. We have p = p i,j = M c, since
We can bound c 2 as
and r 2 as
The last inequality comes from the bound on R 2 in this theorem. Accordingly, from inequalities (16) , (17) and (18), we have c 2 < 1.
Let us move on to Theorem 5. For the proof, we build Propositions 2 and 3. In what follows, we use p i,j to refer to the columns of P . Let z i,j := U T p i,j ∈ R k andz i,j := z i,j z i,j 2 ∈ R k .
Since p i,j = α i,j u i + r i,j , we can express z i,j as z i,j = α i,j e i + n i,j by letting n i,j := U T r i,j ∈ R k . Since U is orthogonal,p T i,jp u,v =z T i,jz u,v and r i,j 2 = n i,j 2 . We examine the inner product ofz i,j andz u,v instead of the one ofp i,j andp u,v . Proposition 2 uses the notation (a) i to denote the ith element of the vector a. Proposition 2. Letz i,j be defined as above. The ith element is bounded from below:
Proof. From the definition,z i,j = z i,j z i,j 2 = α i,j e i + n i,j α i,j e i + n i,j 2 , and the ith element is (z i,j ) i = α i,j + (n i,j ) i α i,j e i + n i,j 2 .
The numerator can be bounded from below, i.e., α i,j + (n i,j ) i ≥ α i,j − n i,j 2 , by using the well-known norm inequality |(n i,j ) i | ≤ n i,j ∞ ≤ n i,j 2 . In light of this inequality, the square of the denominator is bounded from above: α i,j e i + n i,j = (α i,j + n i,j 2 ) 2 .
We thus get α i,j e i + n i,j 2 ≤ α i,j + n i,j 2 . Accordingly, the ith element ofz i,j is bounded from below:
(z i,j ) i ≥ α i,j − n i,j 2 α i,j + n i,j 2 .
For some nonnegative real number c, the function f (x) =
x−c x+c for positive real numbers x is monotonically nondecreasing. Consequently, since α i,j ≥ α min , we obtain (z i,j ) i ≥ α i,j − n i,j 2 α i,j + n i,j 2 ≥ α min − n i,j 2 α min + n i,j 2 .
For some real number ξ satisfying 0 ≤ ξ ≤ 1, let C(ℓ, ξ) := {x ∈ R k : x 2 = 1, x ℓ ≥ ξ} where x ℓ is the ℓth element of x. If n i,j 2 ≤ α min , Proposition 2 tells us that z i,j ∈ C i, α min − n i,j 2 α min + n i,j 2 .
Let us introduce some notation that will be convenient for the subsequent discussion. For a vector a = [a 1 , . . . , a k ] T ∈ R k , the notation a \u denotes a (k − 1)-dimensional subvector obtained by removing the uth element a u from a, i.e., a \u = [a 1 , . . . , a u−1 , a u+1 , . . . , a k ] T ∈ R k−1 . In a similar way, for u = v, the notation a \u,v denotes a (k − 2)-dimensional subvector obtained by removing the uth element a u and the vth element a v from a. Lemma 3 often makes use of the inequality a \u 2 ≤ 1 − ξ 2 (19) for a ∈ C(u, ξ). It is easy to verify. Since a \u 2 2 = a 2 2 −a 2 u = 1−a 2 u , we have a 2 u = 1− a \u 2 2 . Also, since 0 ≤ ξ ≤ a u , we have ξ 2 ≤ a 2 u . This leads to a \u 2 2 ≤ 1 − ξ 2 , which implies inequality (19) . 
Theorem 1
Theorem 1 is proved using Theorems 2, 4 and 5.
Proof of Theorem 1. Let Γ = {S 1 , . . . , S k } be an optimal k-way partition for the conductance problem on a graph G. Take the normalized indicatorsḡ 1 , . . . ,ḡ k of S 1 , . . . , S k , and let Q := [ḡ 1 , . . . ,ḡ k ] T ∈ R k×n . Step 1 of ELLI computes the bottom k eigenvectors f 1 , . . . , f k of the normalized Laplacian L. Let P := [f 1 , . . . , f k ] T ∈ R k×n . Since G is connected, the (k + 1)th smallest eigenvalue λ k+1 of L is positive. Thus, Theorem 2 tells us that there is some orthogonal matrix U ∈ R k×k such that P = U Q + R and R 2 ≤ 2 k · ρ G /λ k+1 . The assumption imposed in this theorem gives the inequality,
and thus we have R 2 < θα. Recalling the range shown in (7) in Section 5.2, we see that R 2 lies within both ranges imposed in Theorems 4 and 5. Theorem 4 thus holds, and it tells us that the set I constructed in Step 2 is the representative set of the optimal k-way partition Γ. Let i 1 , . . . , i k be the elements of I such that i u ∈ S u for u = 1, . . . , k. In Step 3, let us write the elements of I by using the i 1 , . . . , i k . Theorem 5 holds, and it tells us that, if j ∈ S v , then, Step 3 adds j to the set T v . Consequently, the obtained set T i coincides with the cluster S i in the optimal k-way partition Γ for i = 1, . . . , k.
Discussion and Future Research
There remain issues that need to be addressed. In Theorem 1, we showed the range of Υ G to ensure that the output of ELLI coincides with an optimal k-way partition for the conductance problem. It is unclear whether the range can be further improved. In the experiments on the image datasets, we experienced that ELLI did not always achieve significantly a higher AC and NMI than KSC even when the conductance of the clusters returned by ELLI was lower than that of KSC. The main cause of this unfavorable situation could be that the clusters of the optimal k-way partition for the conductance problem does not sufficiently capture the characteristics of manually assigned dataset classes. This situation may be ameliorated by revising the way of constructing adjacency matrices from image vectors.
We close this paper by suggesting directions of study for future research. As explained in Section 6.2, it should be possible to replace the use of an ellipsoid in Step 2 of ELLI with an algorithm for solving separable NMF problems. In particular, SPA and SNPA are fit for the purpose. It would be interesting to explore whether a similar result as Theorem 1 can be obtained for using either of them instead of an ellipsoid. We also believe that ELLI works on hyperspectral unmixing problems. This problem asks one to find the spectra of constituent materials, called endmembers, from a hyperspectral image. It can be thought of as a problem of finding one element for each cluster in a graph. Our preliminary experiments often indicated that the index set I found by Step 2 of ELLI provides a good estimate of endmembers.
