We consider the Knizhnik-Zamolodchikov system of linear differential equations. The coefficients of this system are rational functions generated by elements of the symmetric group S . We assume that parameter ρ = ±1 In previous paper [5] we proved that the fundamental solution of the corresponding KZ-equation is rational. Now we construct this solution in the explicit form.
Introduction
1. We consider the Knizhnik-Zamolodchikov differential system (see [3] )
where A( ) and W ( ) are × matrices. We suppose that A( ) has the form
The matrices P are connected with matrix representation of the symmetric group S and are defined by formulas (2.1)-(2.4). A. Chervov and D. Talalaev formulated the following interesting conjecture [2] . Conjecture 1.1. The Knizhnik-Zamolodchikov system (1 1) (1 2) has a rational fundamental matrix solution when parameter ρ is integer.
We have proved this conjecture [5] for the case when ρ = ±1 In the present paper we solve the corresponding KZ-equation in the explicit rational form. In the case S 4 the explicit solution was constructed in paper [6] . 2. In a neighborhood of the matrix function A( ) can be represented in the form
where are × matrices. We investigate the case when is either a regular point of W ( ) or a pole. Hence the following relation
is true. Here are × matrices. We note that can be negative.
Proposition 1.1.
(necessary condition, (see [4] ) If the solution of system (1 1) has form (1 4) then is an eigenvalue of ρ −1 .
We denote by M the greatest integer eigenvalue of the matrix ρ −1 . Using relations (1.3) and (1.4) we obtain the assertion.
Proposition 1.2.
(necessary and sufficient condition, (see [4] ) If the matrix system
where ≤ + 1≤M, has a solution +1 M and =0 then system (1 1) has a solution of form (1 4).
Remark 1.1.
Equation (1.1) is one of the equations belonging to the consistent KZ-system.
The corresponding system has the form
) and W (
) are matrices of × and ×1 order respectively. We suppose that A ( 
Proposition 1.3.
System (1.6), (1.7) is consistent.
Calculation of the rational solution, general scheme
1. We consider the natural representation of the symmetric group S (see [1] ). By ( ; ) we denote the permutation which transposes and and preserves all the rest. The × matrix which corresponds to ( ; ) is denoted by
The elements ( ) are equal to zero except
Now we introduce the matrices
The eigenvalues of T are defined by the equalities
The corresponding eigenvectors have the forms
Here the matrix T is defined by relations (2.5) and (2.6) . In view of (1.2) and (2.11) the equalities
are valid. In case ρ = 1 we have the system
In case ρ = −1 we obtain that
We need the following assertion (see [5] ).
Proposition 2.1.
Let ρ = ±1.Then the matrix function W ( ) can be written in the form
Using relations (2.10) and (2.15) we deduce that
3. Now we can describe the method of calculating the rational solution W ( ) of system (1.1),(1.2).
Step 1. From relation (2.13) we find G (− + 1≤ ≤ − 1) in case ρ = 1. From relation (2.14) we find G (−1≤ ≤ − 1) in case ρ = −1.
Step 2. We find Q( ) with the help of the formulas
Step 3. In view of (2.16) the matrices L are defined by the equality
The Together with matrix M we consider the Vandermonde matrix
The following relation
where the numbers A are adjoint minors of entries of the matrix M 1 . 4. Now we use the described method in the case when ρ = −1 The ×1 vectors 
Relations (2.23)-(2.25) imply the following assertion.
Proposition 2.2.
The vector function
is the rational solution of system (1 1) when ρ = −1
In order to construct the new rational solutions Y ( ) (2≤ ≤ − 1) of system (1.1) we introduce the vectors 
are true.
Remark 2.1.
The following relations
are valid. Formulas (2.27), (2.35)-(2.38) imply the following assertion.
Proposition 2.3.
The vector functions
are the linear independent rational solutions of system (1 1) when ρ = −1 The vectors are defined by constants.
In order to construct the rational solution Y ( ) of system (1.1) we introduce the vector
The vector V 3 can be represented in the form
where the entries of the vectors N are defined by the relations
According to (2.14) the equality
holds. Let us calculate the right-hand site of (2.44):
It follows from formulas (2.44) and (2.47) that
To find G 1 we use the relation
Equalities (2.41), (2.42) and (2.48) imply that the right-hand site of (2.49) has the form
The vector P = P N can be represented as the linear combination of the vectors V 2 and V 3 :
Here are defined by the relations
From formulas (2.49)-(2.55) we deduce that
Let us represent the vector G as linear combination of the vectors N (see (2.44)):
The coefficients G , (2 ≤ ≤ − 1) can be calculated in the same way. Relations (2.19), (2.41) and (2.48) imply the following assertion.
Proposition 2.4.
Proposition 2.5.
Let us consider the case S when ≥3 ρ = −1 In this case system (1 1) has the fundamental rational solution of the form
where are arbitrary constants.
Remark 2.2.
It is easy to see that the constructed solutions Y ( ) (1≤ ≤ ) are linearly independent and satisfy the conditions of Proposition 1.2.
Remark 2.3.
The fundamental rational solution can be represented in the × matrix form
Remark 2.4.
The explicit solutions for the cases S 3 and S 4 were constructed in papers [5] and [6] . The case ρ = ±2 for S 3 was considered by A.Tydnyuk [7] , [8] .
We repeat the remark from paper [5] .
Remark 2.5.
Let the matrices P be symmetric. If system (1.1),(1.2) has a fundamental rational × matrix solution W ( ), when ρ = , then this system has the fundamental rational × matrix solution Y ( ) = [W −1 ( )] τ when ρ = − (By the symbol Q τ we denote the transposed matrix Q.) 
