ABSTRACT This paper is concerned with the average consensus problem of multi-agent systems with binary-valued communications under directed topologies. The information that each agent communicates with others is binary-valued with a fixed threshold and the control is a quantity of transportation from one agent to another, which causes that a decrease of the transmitter's state leads to an increase of the same amount of the receiver's. Due to the limitation of the information obtained, each agent needs to wait for a period of time to collect enough binary-valued information to estimate. Hence, we construct a twoscale control algorithm. At the small-time scale, each agent estimates its neighbors' states based on the accumulation of binary-valued information for a period of time, during which the control is zero. At the largetime scale, each agent designs the control signal based on the estimation, which results in state updating of the multi-agent system. Then, each agent estimates the new states of its neighbors and the process of alternating estimation and control will be repeated. Finally, we prove that the estimation is convergent and give the mean square convergence rate as the reciprocal of the estimation time. More importantly, the multi-agent system is proved to achieve average consensus and the consensus speed is given. Simulation results are given to validate the algorithm.
I. INTRODUCTION
Multi-agent systems are composed of multiple individuals, which can be performed interactively. The consensus problem is aiming to design a distributed protocol such that all agents asymptotically reach an agreement on their states as time goes on. It is related to many control problems that involve coordination of multiple entities with only limited neighborhood information. Typical examples include flocking behavior in people and animals [1] - [3] , wireless communication networks [4] , sensor networks [5] , [6] , platoon formation in ground and aerial vehicles [7] - [9] , etc.
For some consensus problems, the states are required to converge to the average of the initial states of the entire team, which induces an average consensus problem.
The average consensus of the multi-agent system has been a hot research topic. Most existing literatures only consider local information as the main property of multi-agent systems. Due to digital communications, the real multi-agent system has an another important property: set-valued and even binary-valued observations. Set-valued systems emerge from automotive industry, sensor networks and biological systems [10] , [11] . The outputs of these systems cannot be measured accurately, and what can be measured is whether or not the outputs belong to some sets. If the outputs only belong to two sets, the system is called the binary-valued system. For example, sensor networks contain hundreds and even thousands of sensors in an area to test the temperature. Due to the battery and bandwidth limit, each sensor can only transfer limited information to its neighbors, such as the binary-valued information. Take the binary temperature sensor as an example. The sensor cannot obtain the accurate temperature information of its neighbors. What the sensor obtains is whether the temperature is higher than 10 • C. The binary-valued measurements carry less information than accurate ones, and hence make the average consensus of multi-agent systems more difficult.
There are extensive literatures on consensus control in a variety of application areas, including computing load balancing [12] - [14] , sensor networks [15] , [16] , mobil agents [17] , flocking behavior and swarms [18] , etc. Related theoretical developments were reported in [19] - [21] . Quantized consensus was firstly studied in [22] . A quantized gossip algorithm was proposed to ensure the convergence of the agents' states to an integer approximation of the average of the initial states. Infinite-level quantizers with realvalued states were introduced into consensus problems in [23] and [24] . Reference [23] considered a uniform quantization and investigated a simple and effective adaptation that is able to drive the system near to the consensus value. Reference [24] considered logarithmic quantization and proposed continuous-time and sampled-data-based protocols. Finitelevel quantizers were studied in [25] - [27] . Reference [25] proposed a novel approach and the convergence rate of the algorithm depended on the quantization levels. References [26] and [27] considered first-order systems and second-order systems respectively, and the protocols were proposed based on dynamic encoding and decoding. In [26] , an exponential convergence rate can be achieved by using 3 quantization levels. Reference [28] considered the consensus problem with binary-valued measurements and system noises under undirected topologies. The multi-agent system is proved to achieve consensus and the convergence rate was given.
In this paper, we study the average consensus problem with binary-valued measurements under directed topologies. For directed topologies, a node can only get the binaryinformation from its parent nodes, and cannot get the information from its child nodes. As a result, the information that each node gets is less, comparing with undirected topologies. Besides, average consensus is more difficult to achieve than the general consensus. Thus, the average consensus of multiagent systems under directed topologies is to complete a more difficult task by using less information, which is more challenging.
Consider for instance the problem of networked computing [28] , a computational job is assigned to a network of n computers (see Figure 1) . The goal is to average the workload for each computer to improve overall productivity. There are some features in networked computation problems. i) The information is local, which means that each computer can only communicate with its neighbors. ii) The information obtained is set-valued due to available bandwidths of the links, which may introduce additional channel errors. Take computer 1 in Figure 1 for example, it can only get the binary-valued information from computer 2 and 4. iii) A workload transferred from node i to node j results in a decrease of workload at node i, and the same amount of increase at node j. iv) Workload re-distribution itself does not change the total workload amount of the whole system. The main goal of load balancing is to achieve an approximately balanced state as fast as possible, using as small as possible sensing and communication resources.
The main contributions of this paper are given as follows.
• The binary-valued communication on a directed network is introduced to the average consensus problem, which can reduce the requirements for communication bandwidth.
• Due to the limitation of the information obtained, we construct a two-scale algorithm alternating estimation and control. At the small-time scale, each agent estimates the states of its neighbors based on the binaryvalued measurements collected for a holding time, during which the control is zero. At the large-time scale, each agent designs the control signal based on the estimation, which results in state updating of the multi-agent system.
• The multi-agent system is proved to achieve average consensus and the consensus speed is given. To achieve average consensus, the control is designed by some quantities of transportation, which causes that the sum of the agents' states remains constant during the state updating process, and we only need to analyze n − 1 states (if there are n agents in the system). Due to the positive definiteness of a derivative matrix of the Laplacian Matrix, the n − 1 states are proved to converge to the average, which implies the nth state converges to the average, too. The convergence rate is given by analyzing the convergence rate of the n − 1 states. The rest of the paper is organized as follows. Section 2 formulates the average consensus problem of multi-agent systems with binary-valued measurements. Section 3 proposes the average consensus algorithm. In Section 4, we present the main results, including state estimation and control design. Section 5 gives the simulation results to demonstrate the theoretical results. Section 6 summarizes this paper and gives the related future research topics. 
II. PROBLEM FORMULATION
Consider the multi-agent system with n nodes as follows.
or in a vector form:
where
The agents in system (1) interact with each other through an information network, which is given by a directed graph G I = (N , E) consisting of n agents and l s links. Denote each edge as an ordered pair (i, j) where i = j. If an edge (i, j) ∈ G I , then agent j can obtain the information from agent i and agent i is called a neighbor of agent j. For the edge (i, j) ∈ G I , i is called the parent agent and j is called the child agent.
The information each agent i gets from its neighbors {j, (j, i) ∈ G I } is measured by a binary-valued sensor with a threshold C as follows:
where x j (t) is the state of agent j, d ij (t) is system noise, y ij (t) is the output data which cannot be measured, and s ij (t) is the binary-valued observations, C is a given threshold of the binary-valued sensor. The goal is to design the control u i (t) based on the binary information s ij (t) to achieve average consensus. To realize u i (t), each agent i designs the quantity of transportation v ij (t), which results in a loss of v ij (t) at agent i and a gain of v ij (t) at agent j. Then u i (t) will be realized by
In fact, what agent i designs is the quantity of transportation
. For the multi-agent system (1) and (4), the transportation v ij (t) is designed by agent i based on its state x i (t) and its observations s ij (t) to achieve convergence of x(t) towardsx1 1 n , where 1 1 n is the n dimensional column vector with all elements being 1.
To solve the problem, we have the following assumptions:
Assumption 1: The information network G I is strong connected.
Assumption 2: The noises {d ij (t), (j, i) ∈ G I , t = 1, 2, . . .} are independent with respect to i, j, t and identically distributed. The distribution function F(·) is invertible and twice continuously differentiable, and the associated density function satisfies f (x) = dF(x)/dx = 0. 
Assumption 3:
The quantity of transportation v ij is designed by agent i and its value is available to agent j. All others can neither influence v ij (t) nor know its value.
Remark 1: Gaussian random variables is a typical example of the noise satisfying Assumption 2. When one deals with discrete random variables, suitable scaling and the central limit theorem lead to normal approximation [29] . Many transportation situations satisfy Assumption 3. For example, when Alice gives Bob some apples, Alice decides how many apples she gives to Bob and Bob knows how many apples he obtains. Other people can neither influence nor know the number of apples.
III. AVERAGE CONSENSUS ALGORITHM
As we all know, the consensus law is designed by using the true states of the neighbors if the neighbors' states can be obtained. However, in this paper, the states of the neighbors' cannot be obtained. A straightforward idea is to replace the real state with an estimate. Each agent should estimate its neighbors' states firstly and then design the control based on the estimation. So, we propose the algorithm alternating estimation and control, which is shown as Figure 2 .
For agent i, it begins to estimate its neighbors j's states at the time t k . It takes L k time to accumulate the binary-valued information from its neighbors. Based on the binary-valued information, agent i estimates its neighbors' states. Based on the estimates, agent i designs the quantity of transportation v ij (t k+1 − 1) at time t k+1 − 1 = t k + L k − 1, which makes the control u i (t k+1 − 1) be realized by (4) and the states be updated by (1) at time t k+1 − 1. Based on the new states, the process alternating estimation and control will be repeated.
In general, the more information an agent gets from its neighbors, the more accurately the agent estimates its neighbors' states. Therefore, the holding time for estimation is designed to be an increasing function L k . In this paper,
The Average Consensus Algorithm (ACA) is constructed as follows:
i. to set initial conditions: Let k = 1 and t 1 = 0; ii. to get the binary-valued measurements:
), all the states keep unchanged,
and each agent i accumulates L k binary-valued measurements from its neighbors:
iii. to estimate state: For agent i, the frequency that binary-valued measurements are taken from its neighbors for the holding time L k can be given by
Modifying the frequency ϕ ij (L k ) by a truncation a, we have ξ ij (L k ) as follows:
At last, each agent i estimates its neighbors' states by
iv. to design the quantity of the transportation: 1) to design the quantity of the first transportation:
. Then, the first state updating by v 1 ij (k) is as follows
2) to to design the quantity of the second transportation: Each agent i checks whether the first state updating satisfies the following inequality:
If there exists an agent i 1 who doesn't meet the condition (8), then it passes an alarm information to its child agents {i 2 , (i 1 , i 2 ) ∈ G I } that there is a mistake in the first transportation (assume it takes 1 unit time to pass the information), and designs the second transportation as follows,
Then, the agents i 3 who receive the alarm information for the first time pass the information to their child agents {i 4 , (i 3 , i 4 ) ∈ G I }, and design the second transportation as follows,
The process will be repeated until no one is getting the information for the first time.
If an agent doesn't obtain the alarm information for n unit times, it designs the second transportation as
3) to design the quantity of transportation: The quantity of transportation at time t k+1 − 1 is designed by
The states of the agents will be updated by
Remark 2: Under assumption 1, the alarm information will spread across the entire network if there is an agent that does not satisfy condition (8) , which will take up to n unit times. All the agents (i = 1, · · · , n) will design the second transportation as (9) and (10) , that is to say, v 2 ij (k) = −v 1 ij (k). Thus, all the quantity of transportation will be zero and the states of the agents will be updated by
If an agent doesn't obtain the alarm information for n unit times, which implies all the agents meet condition (8) , then the second transportation will be zero. The first transportation will be the only transportation and the states will be updated by
Remark 3: Since |x i (0)| ≤ B, we can get the following assertions by state updating laws (12), (13) and mathematical induction:
for all the agents i = 1, . . . , n. As a result, the condition a < F(C − x j (t k )) < 1 − a is satisfied.
IV. MAIN RESULTS
For the sake of simplicity, we denote
we can get the following results on estimation and transportation design.
A. ESTIMATION
In the Average Consensus Algorithm (ACA) proposed in Section III, the state of each node is constant in the time interval [t k , t k+1 ). Limiting t ∈ [t k , t k+1 ) in (3), we have:
where z j (k) is constant and its estimation x ij (L k ) is given by (6) . Theorem 1: Under Assumption 2, the estimate (6) in the step iii of the ACA can converge to the true state:
by (14) .
Denote p = F(C − z j (k)). Then, by Remark 3 one can get
According to the strong law of large numbers, we have:
Theorem 2: Under Assumption 2, the first moment of the estimate (6) in the step iii of ACA can be given by
Proof: For the estimate (6), we have by [30, Th. 5 
In addition
we have
B. TRANSPORTATION DESIGN
In this subsection, we will show that the transportation designed in step iv of ACA can lead to an average consensus. By (12) and (13), the state is updated in two ways: 1). If there is an agent who doesn't meet condition (8), the states updating will be (12) , which can be written in a vector form:
2). If all the agents satisfy condition (8), the states updating will be (13), which can be written in another form: (k) and N i = {j, (j, i) ∈ G I } {j, AAAA}, the state updating (13) can be written as
Let ε(k) be the l s dimensional vector that contains all ε ij (k) in a selected order. The above equation can be written in a vector form:
where M is the Laplacian Matrix (see [31, Sec. 2.3.1]) of the undirected graph with the same nodes and links as G I , and W is n × l s matrix whose vth column are of all zeros except for ''1'' at the ith position and ''−1'' at the jth position if the vth element of ε(k) is ε ij (k). Taking Figure 1 for example, n = 5, l s = 6, we have
Considering the above two ways together, we can get a unified state updating expression by (17) and (18),
which implies that the sum of the agents' states is a constant.
Then, the equation (19) can be written as follows:
Denote
Subtractingx1 1 n to the equation (20) results in
Denote e(k) = z(k) −x1 1 n . We have
Accordingly, we also decompose e(k), W and R(k) as
Equation (22) can be divided as: (24) and (25) By (23), we have 1 1
T n−1 e(k) + e n (k) = 0. Hence we just need to calculate e(k + 1) as follows:
e(k + 1)
To prove the convergence, we first give three lemmas as follows. The proofs are given in the appendices.
Lemma 1: Under Assumption 1, the eigenvalues of M 11 are positive, which are the non-zero eigenvalues of M .
Lemma 2: Under Assumption 2, we have the assertion on R(k) defined in equation (21) as follows,
Lemma 3: For any given α ∈ R and r ∈ Z + , we have the assertions:
i. 
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By Lemma 1, we have
Together with (28), we have
Taking conditional expectation on inequality (29):
Due to the property of conditional expectation, we can obtain
By Holder inequality,
By Theorem 1, we can obtain
By Lemma 2, we have
Hence,
Analogously,
Since the Average Consensus Algorithm ensures the bound-
According to [32 
The next step is to prove that e(k) → 0. Taking expectations on both sides of (28), we have
Taking e(k) (27) into (31), we have
Analogously, we can get the following equation
Noticing that there exists T such that
where λ i is the eigenvalue of M 11 , we have
Denote V k = E( e(k) T e(k)). According to Lemma 3, we have
So
Together with (30), we have
Hence, the theorem is proved. As we mentioned above, x(t k ) = z(k). According to theorem 3,
For ∀t ∈ N , there exists a constant k such that t ∈ [t k , t k+1 ). Thus x(t) = x(t k ), and
Hence, we can get the following theorem. Theorem 4: Under Assumptions 1 and 2, the multi-agent system can achieve average consensus, that is to say, x(t) →x1 1 n , w.p.1 as t → ∞.
2) CONVERGENCE RATE
The mean square convergence rate of x(t k ), k = 1, 2, . . ., is given in expression (32) , from which we can see that the larger δ, the higher the convergence rate. When the distributed graph G I of the system is given, the parameter λ = λ min ( M 11 ) is a constant. A larger β can be designed such that δ = β/2 − γ > 2λ, which makes the skipping state z(k) converge tox1 1 n with the convergence rate O 1 k 2λ . This is consistent with the fact that the more time the agents spend estimating, the faster the state z(k) given by iteration (18) converges.
However, expression (32) is the convergence rate of skip state x(t k ), k = 1, 2, . . ., not the continuous state x(t), t = 1, 2, . . .. When β is large enough, z(k) can converge fast, whereas the state x(t), t = 1, 2, . . . may converge slowly due to long time keeping the states unchanged for estimation. Next, we will discuss the convergence rate of x(t) and the result is given in the following theorem.
Theorem 5: Under Assumptions 1 and 2, the consensus speed can be given as follows:
where β is the parameter characterize the estimation time, γ is a constant satisfies 0 < γ < β/2, λ is the smallest nonnegative eigenvalue of Laplacian Matrix M . Proof:
Also,
For ∀t ∈ N , there exists a constant k such that t ∈ [t k , t k+1 ). Then As a matter of fact,
Taking this into equation (32), we can get the theorem. Remark 5: If β/2 − γ < 2λ, i.e., β < 4λ + γ , then
, which implies that the larger β, the faster the convergence rate. But β cannot be too large because it should satisfy β < 4λ + γ . If β > 4λ + γ , then
, which implies that the smaller β the better. But β cannot be too small because it should be bigger than 4λ + γ . From the above analysis, it's concluded that β can neither be too big nor too small for taking the actual convergence rate into consideration.
V. SIMULATION
In simulation, the system with 5 computers as Fig. 1 is considered. The states of the computers in the network are updated by agent estimates its neighbors states for a holding time L k , and then designs the quantity of transportation, which leads the states of the system being updated by (12) or (13) . In the simulation, we use the holding time L k = k β with β = 0.2, β = 1, β = 2, β = 4 respectively to estimate the states. Then, the control is designed and the states are updated as Fig. 3 and Fig. 4. Fig. 3 shows the trajectories of the skipping states z i (k), i = 1, . . . , 5. Fig. 4 shows the continuous states x i (t), i = 1, . . . , 5. Fig. 5 is the variance of the states x i (t).
From Fig. 4 , we can see all the states converge to the average value of the initial states, which is consistent with Theorem 4. From Fig. 3(a), 3(b) , 3(c) and 3(d), we can see that z i (k), i = 1, . . . , n converge faster as β becomes larger. But x i (t), i = 1, . . . , n doesn't always converge faster. The state x(t) converges faster if β changes from 0.2 to 1, which is shown in Fig. 4(a) and 4(b) . But the state x(t) in Fig. 4(d) where β becomes larger converges slower than that in Fig. 4(c) . In other words, the convergence rate becomes faster and then slower with the increase of β, which can be seen from Fig. 5 . The results are consistent with Theorem 5.
VI. CONCLUSION
This paper studies the average consensus problem of multiagent systems with binary-valued communications under directed topologies. Due to the limitation of the binary-valued information, each agent needs to wait for a holding time to accumulate the information. Hence, a two-scale algorithm alternating estimation and control has been constructed: estimate at the small-time scale and then design control at largetime scale. The estimation has been proved to be convergent and the convergence rate is given as the reciprocal of the holding time. The multi-agent system has been proved to asymptotically achieve average consensus and the consensus speed has been given.
There are many meaningful future works based on the results developed in this paper. For example, can we omit the constraint on γ , which satisfies 0 < γ < β/2 in the algorithm? How to design a best holding time L k to improve the convergence rate? Furthermore, how to apply the proposed algorithm to linear multi-agent systems with binary-valued observations is also an interesting subject. Since R(k) is defined as
Taking expectation on each item of the right side of the above equation, since z(k) is bounded, we have
Now, we pay attention to
P |z 
