Abstract: Let {F n } be a sequence of random variables belonging to a finite sum of Wiener chaoses. Assume further that it converges in distribution towards F ∞ satisfying Var(F ∞ ) > 0. Our first result is a sequential version of a theorem by Shigekawa [25] . More precisely, we prove, without additional assumptions, that the sequence {F n } actually converges in total variation and that the law of F ∞ is absolutely continuous. We give an application to discrete non-Gaussian chaoses. In a second part, we assume that each F n has more specifically the form of a multiple Wiener-Itô integral (of a fixed order) and that it converges in L 2 (Ω) towards F ∞ . We then give an upper bound for the distance in total variation between the laws of F n and F ∞ . As such, we recover an inequality due to Davydov and Martynova [6]; our rate is weaker compared to [6] (by a power of 1/2), but the advantage is that our proof is not only sketched as in [6] . Finally, in a third part we show that the convergence in the celebrated Peccati-Tudor theorem actually holds in the total variation topology.
Introduction
In a seminal paper of 2005, Nualart and Peccati [21] discovered the surprising fact that convergence in distribution for sequences of multiple Wiener-Itô integrals to the Gaussian is equivalent to convergence of just the fourth moment. A new line of research was born. Indeed, since the publication of this important paper, many improvements and developments on this theme have been considered. (For an overview of the existing literature, we refer the reader to the book [16] , to the survey [14] or to the constantly updated web page [13] .)
Let us only state one of these results, whose proof relies on the combination of Malliavin calculus and Stein's method (see, e.g., [16, Theorem 5.2.6] ). When F, G are random variables, we write d T V (F, G) to indicate the total variation distance between the laws of F and G, that is,
where the first (resp. second) supremum is taken ‡ over Borel sets A of R (resp. over continuous * Email: inourdin@gmail.com; IN was partially supported by the ANR grants ANR-09-BLAN-0114 and ANR-10-BLAN-0121. † Email: guillaume.poly@crans.org ‡ One can actually restrict to bounded Borel sets without changing the value of the supremum; this easy remark is going to be used many times in the forthcoming proofs. As an almost immediate corollary of Theorem 1.1, we get the surprising fact that if a sequence of multiple Wiener-Itô integrals with unit variance converges in distribution to the standard Gaussian law, then it automatically converges in total variation ( [16, Corollary 5.2.8] ). The main thread of the present paper is the seek for other instances where such a phenomenon could occur. In particular, a pivotal role will be played by the sequences having the form of a (vector of) multiple Wiener-Itô integral(s) or, more generally, belonging to a finite sum of Wiener chaoses. As we said, the proof of Theorem 1.1 relies in a crucial way to the use of Stein's method. In a non-discrete framework (which is the case here), it is fairly understood that this method can give good results with respect to the total variation distance only in dimension one (see [4] ) and when the target law is Gaussian (see [5] ). Therefore, to reach our goal we need to introduce completely new ideas with respect to the existing literature. As anticipated, we will manage to exhibit three different situations where the convergence in distribution turns out to be equivalent to the convergence in total variation. In our new approach, an important role is played by the fact that the Wiener chaoses enjoy many nice properties, such as hypercontractivity (Theorem 2.1), product formula (2.7) or Hermite polynomial representation of multiple integrals (2.3).
Let us now describe our main results in more detail. Our first example focuses on sequences belonging to a finite sum of chaoses and may be seen as a sequential version of a theorem by Shigekawa [25] . More specifically, let {F n } be a sequence in p k=0 H k (where H k stands for the kth Wiener chaos; by convention H 0 = R), and assume that it converges in distribution towards a random variable F ∞ . Assume moreover that the variance of F ∞ is not zero. Let d F M denote the Fortet-Mourier distance, defined by
where the supremum is taken over 1-Lipschitz functions φ : R → R which are bounded by 1. We prove that there exists a constant c > 0 such that, for any n 1,
(1.1) (i) extension to the multidimensional case;
(ii) improvement of the rate of convergence;
(iii) extension to other types of chaoses (in the spirit of [9] ).
As a first step towards point (iii) and using some techniques of Mossel, O'Donnel and Oleszkiewicz [11] , we establish in Theorem 3.2 that, if µ is the law of a sequence of multilinear polynomials with low influences, bounded degree and unit variance, then it necessarily admits a density with respect to Lebesgue measure.
Our second example is concerned with sequences belonging to a fixed order Wiener chaos H k (with k 2) and when we have convergence in L 2 (Ω). More precisely, let {F n } be a sequence of the form F n = I k (f n ) (with I k the kth multiple Wiener-Itô integral) and assume that it converges in L 2 (Ω) towards a random variable
Then, there exists a constant c > 0 such that, for any n 1,
Actually, the inequality (1.2) is not new. It was shown in 1987 by Davydov and Martynova in [6] (with the better factor
). However, it is a pity that [6] contains only a sketch of the proof of (1.2). Since it is not clear (at least for us!) how to complete the missing details, we believe that our proof may be of interest as it is fully self-contained. Moreover, we are hopeful that our approach could be used in the multivariate framework as well, which would solve an open problem (see indeed [2] and comments therein). Once again, we postpone this possible extension in a subsequent paper.
Finally, we develop a third example. It arises when one seeks for a multidimensional counterpart of Theorem 1.1, that is, when one wants to prove that one can replace for free the convergence in distribution in the statement of the Peccati-Tudor theorem ([16, Theorem 6.2.3]) by a convergence in total variation. We prove, without relying to Stein's method but in the same spirit as in the famous proof of the Hörmander theorem by Paul Malliavin [10] , that if a sequence of vectors of multiple Wiener-Itô integrals converges in law to a Gaussian vector having a non-degenerate covariance matrix, then it necessarily converges in total variation. This result solves, in the multidimensional framework, a problem left open after the discovery of Theorem 1.1.
Our paper contains results closely connected to those of the paper [8] by Hu, Lu and Nualart. The investigations were done independently and at about the same time. In [8] , the authors focus on the convergence of random vectors {F n } which are functionals of Gaussian processes to a normal N (0, I d ). More specifically, they work under a negative moment condition (in the spirit of our Theorem 4.2 and whose validity may be sometimes difficult to check in concrete situations) which enables them to show that the density of F n (as well as its first derivatives) converges to the Gaussian density. Applications to sequences of random variables in the second Wiener chaos is then discussed. It is worth mentioning that the philosophy of our paper is a bit different. We are indeed interested in exhibiting instances for which, without further assumptions, the convergence in law (to a random variable which is not necessarily Gaussian) turns out to be equivalent to the convergence in total variation ¶ .
The rest of the paper is organized as follows. In Section 2, we first recall some useful facts about multiple Wiener-Itô integrals and Malliavin calculus. We then prove inequality (1.1) in Section 3. The proof of (1.2) is done in Section 4. Finally, our extension of the Peccati-Tudor Theorem is given in Section 5.
Preliminaries
This section contains the elements of Gaussian analysis and Malliavin calculus that are used throughout this paper. See the monographs [16, 19] for further details.
Isonormal processes and multiple Wiener-Itô integrals
Let H be a real separable Hilbert space. For any k 1, we write H ⊗k and H ⊙k to indicate, respectively, the kth tensor power and the kth symmetric tensor power of H; we also set by convention
, where µ is a σ-finite and nonatomic measure on the measurable space (A,
composed of those functions that are µ k -almost everywhere symmetric. We denote by X = {X(h) : h ∈ H} an isonormal Gaussian process over H. This means that X is a centered Gaussian family, defined on some probability space (Ω, F, P ), with a covariance structure given by the relation E [X(h)X(g)] = h, g H . We also assume that F = σ(X), that is, F is generated by X.
For every k 1, the symbol H k stands for the kth Wiener chaos of X, defined as the closed linear subspace of L 2 (Ω, F, P ) =: L 2 (Ω) generated by the family {H k (X(h)) : h ∈ H, h H = 1}, where H k is the kth Hermite polynomial given by
We write by convention H 0 = R. For any k 1, the mapping I k (h ⊗k ) = H k (X(h)) can be extended to a linear isometry between the symmetric tensor product H ⊙k (equipped with the modified norm √ k! · H ⊗k ) and the kth Wiener chaos H k . For k = 0, we write I 0 (c) = c, c ∈ R. A crucial fact is that, when H = L 2 (µ), for every f ∈ H ⊙k = L 2 s (µ k ) the random variable I k (f ) coincides with the k-fold multiple Wiener-Itô stochastic integral of f with respect to the centered Gaussian measure (with control µ) canonically generated by X (see [19 
It is well-known that L 2 (Ω) can be decomposed into the infinite orthogonal sum of the spaces H k . It follows that any square-integrable random variable F ∈ L 2 (Ω) admits the following WienerItô chaotic expansion
(2.4) ¶ When we are dealing with sequences of random variables that have a law which is absolutely continuous with respect to the Lebesgue measure, which is going to be always the case in our paper, it is worthwhile noting that the convergence in total variation is actually equivalent to the L 1 -convergence of densities.
where f 0 = E[F ], and the f k ∈ H ⊙k , k 1, are uniquely determined by F . For every k 0, we denote by J k the orthogonal projection operator on the kth Wiener chaos. In particular, if
Let {e i , i 1} be a complete orthonormal system in H. Given f ∈ H ⊙k and g ∈ H ⊙l , for every r = 0, . . . , k ∧ l, the contraction of f and g of order r is the element of H ⊗(k+l−2r) defined by
Notice that the definition of f ⊗ r g does not depend on the particular choice of {e i , i 1}, and that f ⊗ r g is not necessarily symmetric; we denote its symmetrization by f ⊗ r g ∈ H ⊙(k+l−2r) . Moreover, f ⊗ 0 g = f ⊗ g equals the tensor product of f and g while, for
It can also be shown that the following product formula holds: if f ∈ H ⊙k and g ∈ H ⊙l , then
Finally, we state a very useful property of Wiener chaos (see [12] or [16, Corollary 2.8.14]), which is going to be used several times in the sequel (notably in the proofs of Lemmas 5.3 and 2.4).
Theorem 2.1 (Hypercontractivity) Let F ∈ H k with k 1. Then, for all r > 1,
Malliavin calculus
We now introduce some basic elements of the Malliavin calculus with respect to the isonormal Gaussian process X = {X(h), h ∈ H}. Let S be the set of all cylindrical random variables of the form
where n 1, g : R n → R is an infinitely differentiable function such that its partial derivatives have polynomial growth, and φ i ∈ H, i = 1, . . . , n. The Malliavin derivative of F with respect to X is the element of L 2 (Ω, H) defined as
In particular, DX(h) = h for every h ∈ H. By iteration, one can define the mth derivative D m F , which is an element of L 2 (Ω, H ⊙m ) for every m 2. For m 1 and p 1, D m,p denotes the closure of S with respect to the norm · m,p , defined by the relation
We often use the notation The Malliavin derivative D obeys the following chain rule. If ϕ : R n → R is continuously differentiable with bounded partial derivatives and if
Remark 2.2 Any random variable
Remark 2.3 By approximation, it is easily checked that equation (2.9) continues to hold in the following two cases: (i) F i ∈ D ∞ and ϕ has continuous partial derivatives with at most polynomial growth, and (ii) F i ∈ D 1,2 has an absolutely continuous distribution and ϕ is Lipschitz continuous.
(2.10)
We denote by δ the adjoint of the operator D, also called the divergence operator. A random element u ∈ L 2 (Ω, H) belongs to the domain of δ, noted Dom δ, if and only if it verifies
, where c u is a constant depending only on u. If u ∈ Dom δ, then the random variable δ(u) is defined by the duality relationship (customarily called integration by parts formula)
which holds for every F ∈ D 1,2 . More generally, if F ∈ D 1,2 and u ∈ Dom δ are such that the three expectations E F 2 u 2 H ], E F 2 δ(u) 2 and E DF, u 2 H are finite, then F u ∈ Dom δ and
There is an important relation between the operators D, δ and L. A random variable F belongs to D 2,2 if and only if F ∈ Dom (δD) (i.e. F ∈ D 1,2 and DF ∈ Domδ) and, in this case,
(2.14)
A useful result
In this section, we state and prove the following lemma, which will be used several times in the sequel.
Lemma 2.4 Fix p 2, and let {F n } be a sequence of non-zero random variables belonging to the finite sum of chaoses
Proof. Let Z be a positive random variable such that E[Z] = 1. Consider the decomposition Z = Z1 {Z 1/2} + Z1 {Z<1/2} and take the expectation. One deduces, using Cauchy-Schwarz, that
On the other hand, Theorem 2.1 implies the existence of c p > 0 (a constant depending only on p) such that E F 4 n c p E F 2 n 2 for all n 1. Combining this latter fact with (2.15) yields, with
The sequence {F n } n 1 converging in distribution, it is tight and one can choose M > 0 large enough so that P (F 2 n > M ) < 1 4cp for all n 1. By applying (2.16), one obtains that
from which one deduces immediately that sup n 1 E[F 2 n ] 2M < ∞. The desired conclusion follows from Theorem 2.1.
Carbery-Wright inequality
The proof of (1.2) shall rely on the following nice inequality due to Carbery and Wright [3] . We state it in the case of standard Gaussian random variables only. But its statement is actually more general, as it works under a log-concave density assumption.
Theorem 2.5 (Carbery-Wright) There exists an absolute constant c > 0 such that, for all polynomial Q : R n → R of degree at most d, all independent random variables X 1 , . . . , X n ∼ N (0, 1) and all α > 0,
The power of α in the inequality (2.17) is sharp. To see it, it suffices to consider the case where n = 1 and Q(x) = x d ; we then have
An asymptotic version of a theorem by Shigekawa
Our first result, which may be seen as an asymptotic version of Shigekawa [25] , reads as follows.
Theorem 3.1 Fix p 2, and let {F n } be a sequence of random variables belonging to the finite sum of chaoses p k=0 H k . Assume that F n converges in distribution towards F ∞ satisfying Var(F ∞ ) > 0. Then, the following three assertions hold true:
2. there exists c > 0 such that, for all n 1,
In particular, F n converges in total variation towards F ∞ ;
3. the law of F ∞ is absolutely continuous with respect to the Lebesgue measure.
Proof. The first point comes directly from Lemma 2.4. The rest of the proof is divided into four steps. Throughout the proof, the letter c stands for a non-negative constant independent of n (but which may depend on p, {F n } or F ∞ ) and whose value may change from line to line.
First step. We claim that there exists c > 0 such that, for all n 1:
Indeed, let f k,n be the elements of H ⊙k such that
Using the product formula (2.7), we can write:
Now, let {e i } i 1 be an orthonormal family of H and decompose
Also, set
Firstly, it is clear that g k,l,r,n,s → f k,n⊗r f l,n as s tends to infinity in H ⊗(k+l−2r) . Hence, using the isometry property of Wiener-Itô integrals we conclude that
We deduce that there exists a strictly increasing sequence {s l } such that Y s l ,n → DF n 2 H as l → ∞ almost surely. Secondly, we deduce from a well-known result by Itô that, with k = k 1 + . . . + k m ,
Here, H k stands for the kth Hermite polynomial and has degree k, see (2.3). Also, one should note that the value of I k (e
is not modified when one permutes the order of the elements in the tensor product. Putting these two facts together, we can write Y s,n = Q s,n (X(e 1 ), . . . , X(e s )) , for some polynomial Q s,n of degree at most 2p − 2. Consequently, we deduce from Theorem 2.5 that there exists a constant c > 0 such that, for any n 0 and any λ > 0,
Next, we can use Fatou's lemma to deduce that, for any n 0 and any λ > 0,
Finally, by applying the Poincaré inequality (that is,
which, together with (3.21), implies the desired conclusion (3.19).
Second step. We claim that: (i) the law of F n is absolutely continuous with respect to the Lebesgue measure when n is large enough, and that (ii) there exists c > 0 and n 0 ∈ N such that, for all ε > 0, the following inequality holds:
The first point is a direct consequence of Shigekawa [25] , but one can also give a direct proof by using (3.19) . Indeed Point 1 together with the assumption that F n converges in distribution to
, we deduce that, for n large enough (so that Var(F n ) > 0), we have P ( DF n H = 0) = 0. Then, the Bouleau-Hirsch criterion (see, e.g., [19, Theorem 2.1.3]) ensures that the law of F n is absolutely continuous with respect to the Lebesgue measure. Now, let us prove (3.22) . We deduce from (3.19) that, for any λ, ε > 0,
As we said, we have that Var(F n ) → Var(F ∞ ) > 0 as n → ∞. Therefore, there exists a > 0 such that Var(F n ) > a for n large enough (say n n 0 ). We deduce that there exists c > 0 such that, for any λ, ε > 0,
Choosing λ = ε p−1 2p−1 concludes the proof of (3.22).
Third step. We claim that there exists c > 0 such that, for all n, m large enough,
2α 2 , x ∈ R, 0 < α 1. Let A be a bounded Borel set. It is easily checked that
Let n, m be large integers. Using (3.22), (3.25), (3.26) and that F n has a density when n is large enough (Step 2 (i)), we can write
Now, set Ψ(x) =
x −∞ 1 A (s)ds and let us integrate by parts through (2.14). We get
On the other hand, we have
implying in turn, thanks to (3.28), that
Thus, there exists c > 0 and n 0 ∈ N such that, for any n, m n 0 , any 0 < α 1 and any ε > 0,
2p+1 leads to our claim (3.24).
Fourth and final step. Since the Fortet-Mourier distance d F M metrizes the convergence in distribution (see, e.g., [7, Theorem 11.3 .3]), our assumption ensures that d F M (F n , F m ) → 0 as n, m → ∞. Thanks to (3.24), we conclude that P Fn is a Cauchy sequence for the total variation distance. But the space of bounded measures is complete for the total variation distance, so P Fn must converge towards P F∞ in the total variation distance. Letting m → ∞ in (3.24) yields the desired inequality (3.18). The proof of point 2 is done.
Let A be a Borel set of Lebesgue measure zero. By Step 2 (i), we have P (F n ∈ A) = 0 when n is large enough. Since d T V (F n , F ∞ ) → 0 as n → ∞, we deduce that P (F ∞ ∈ A) = 0, proving that the law of F ∞ is absolutely continuous with respect to the Lebesgue measure by the Radon-Nikodym theorem. The proof of point 3 is done.
Let us give an application of Theorem 3.1 to the study of the absolute continuity of laws which are limits of multilinear polynomials with low influences and bounded degree. We use techniques from Mossel, O'Donnel and Oleszkiewicz [11] . and that the degree of Q m is at most p, that is,
Finally, let F be a limit in law of Q m (X 1 , . . . , X n(m) ) (possibly through a subsequence only) as m → ∞. Then the law of F has a density with respect to the Lebesgue measure.
Proof. Using [11, Theorem 2.2] and because of (3.29) and (3.30), we deduce that F is also a limit in law of Q m (G 1 , . . . , G n(m) ), where the G i 's are independent N (0, 1) random variables. Moreover, because of (3.30), it is straightforward that Q m (G 1 , . . . , G n(m) ) may be realized as an element belonging to the sum of the p first Wiener chaoses. Also, due to |S|>0 c 2 S,m = 1, we have that the variance of Q m (G 1 , . . . , G n(m) ) is 1. Therefore, the desired conclusion is now a direct consequence of Theorem 3.1 .
Remark 3.3
One cannot remove the assumption (3.29) in the previous theorem. Indeed, without this assumption, it is straightforward to construct easy counterexamples to the conclusion of Theorem 3.1. For instance, it is clear that the conclusion is not reached if one considers Q m (x 1 , . . . , x n(m) ) = x 1 together with a discrete random variable X 1 .
Continuity of the law of I k (f ) with respect to f
In this section, we are mainly interested in the continuity of the law of I k (f ) with respect to its kernel f . Our first theorem is a result going in the same direction. It exhibits a sufficient condition that allows one to pass from a convergence in law to a convergence in total variation.
In particular, F n tends to F ∞ in total variation.
Proof. Let A be a bounded Borel set and set p α (x) =
is Lipschitz and F m , F n admit a density, we have using (2.11) that, for any n, m 1,
Using (3.25) and (3.26), we can write
On the other hand, we have, for any x ∈ R,
By putting all these facts together, we get that
To conclude, it remains to choose α = In [23] , Poly and Malicet prove that, if F n
Nevertheless, their proof does not give any idea on the rate of convergence. The following result is a kind of quantitative version of the aforementioned result in [23] .
Theorem 4.2 Let {F n } n 1 be a sequence in D 1,2 such that each F n admits a density. Let F ∞ ∈ D 2,4 and let 0 < α 2 be such that
→ F ∞ then there exists a constant c > 0 depending only of F ∞ such that, for any n 1,
Proof. Throughout the proof, the letter c stands for a non-negative constant independent of n and whose value may change from line to line. Let A be a bounded Borel set of R. For all 0 < ε 1, one has (using that F n has a density to perform the integration by parts, see Remark 2.3)
But, see (2.12),
the last inequality following from Cauchy-Schwarz and the fact that F ∞ ∈ D 2,4 . On the other hand,
Finally, let us observe that:
Therefore, putting all these facts together and with ε = F n − F ∞ 2 α+2 D 1,2 , we get
which is the desired conclusion.
Let us now study the continuity of the law of I k (f ) with respect to its kernel f . Before offering another proof of the main result in Davydov and Martynova [6] (see our comments about this in the introduction), we start with a preliminary lemma. Lemma 4.3 Let F = I k (f ) with k 2 and f ∈ H ⊙k non identically zero. There exists c > 0 such that, for all ε > 0,
Proof. Throughout the proof, the letter c stands for a non-negative constant independent of n and whose value may change from line to line. The proof is very close to that of Step 1 in Theorem 3.1. Let {e i } i 1 be an orthonormal basis of H. One can decompose f as
(4.32)
For each n 1, set
As n → ∞, one has f n → f in H ⊗k or, equivalently,
We deduce that there exists a strictly increasing sequence {n l } such that
On the other hand, this is a well-known result from Itô that, with k = k 1 + . . . + k m , one has
with H k the kth Hermite polynomial given by (2.3). Also, one should note that the value of
is not modified when one permutes the order of the elements in the tensor product. It is deduced from these two facts that
where Q n,k is a polynomial of degree at most k. Theorem 2.5 ensures the existence of a constant c > 0 such that, for all n 1 and ε > 0,
Next, we can use Fatou's lemma to deduce that, for any ε > 0,
Equivalently,
Now, assume for a while that f, h H = 0 for all h ∈ H. By (4.32), we have
By choosing h = e i , i = 1, 2, ..., we get that c(i 1 , . . . , i k ) = 0 for any i 1 , . . . , i k 1, that is, f = 0. This latter fact being in contradiction with our assumption, one deduces that there exists h ∈ H so that f, h H = 0. Consequently,
Finally, we state and prove the following result, which gives a precise estimate for the continuity of I k (f ) with respect to f . This is almost the main result of Davydov and Martynova [6] , see our comments in the introduction. Moreover, with respect to what we would have obtained by applying (3.18) , here the rate is Theorem 4.4 Fix k 2, and let {f n } n 1 be a sequence of elements of H ⊙k . Assume that f ∞ = lim n→∞ f n exists in H ⊗k and that each f n as well as f ∞ are not identically zero. Then there exists a constant c, depending only on k and f ∞ , such that, for all n 1,
H ⊗k for any n 1.
Proof. Set F n = I k (f n ) and F ∞ = I k (f ∞ ). Let A be a bounded Borel set of R, and fix 0 < ε 1. Since f n , f ∞ ≡ 0, Shigekawa theorem (see [25] , or [16, Theorem 2.10.1], or Theorem 3.1) ensures that F n and F ∞ both have a density. We deduce that
Firstly, using (2.12) and next δ(DF ∞ ) = −LF ∞ = kF ∞ we can write
where the last inequality comes from Cauchy-Schwarz and the isometry property of multiple integrals. Secondly, using
we have
Thirdly,
where the last inequality comes from Lemma 4.3.
By summarizing, we get
The desired conclusion follows by choosing ε = f n − f ∞ 2k−1 2k
H ⊗k .
The Peccati-Tudor theorem holds in total variation
Let us first recall the Peccati-Tudor theorem [22] . 
Then, as n → ∞, the following two conditions are equivalent:
(a) F n converges in law to N ;
The following result shows that the assertion (a) in the previous theorem may be replaced for free by an a priori stronger assertion, namely:
(a ′ ) F n converges in total variation to N . d 2 and k d , . . . , k 1 1 be some fixed integers. Consider vectors . . .
Theorem 5.2 Let
. .
Let us go back to the proof of Theorem 5.2. Set
the Malliavin matrix associated with F n . Using the chain rule (2.9), we have 
Solving (5.34) yields:
where Com(·) stands for the usual comatrice operator. By first multiplying (5.35) by W ∈ D 1,2 and then taking the expectation, we get, using (2.14) as well,
where
Thanks to [20, Lemma 6] , we know that, for any i, j = 1, . . . , d,
Also, Lemma 5.3 implies that DF i,n , DF j,n H is in a finite sum of chaoses and is bounded in L 2 (Ω). By hypercontractivity, we deduce that DF i,n , DF j,n H is actually bounded in all the L p (Ω), p 1, and that the convergence in (5.37) extends in all the L p (Ω). As a consequence,
Using first (5.36) with W = 1 and T 1 [φ] instead of φ, and then iterating, yields
with P 1,n = R 1,n (1) and P k+1,n = R k+1,n ( 1 γ P k,n ). As a consequence of Lemma 5.4, we get the following inequality:
Using Lemma 5.3, we have that {P k,n } n 1 ∈ A for all k = 1, . . . , d. Hence, we arrive at the following inequality: By combining these two bounds with the above equality, we get
which is the announced result.
Using the previous lemma and applying (5.40) with ψ = φ * ρ α , we deduce that, for some constant c independent of α > 0 and n 1,
that is, φ * ρ α is Lipschitz continuous with a constant of the form c/α 2 . We deduce that 
and the desired conclusion follows.
