Abstract. In general it is difficult to study the multifractal structure of a self-similar measure when the associated iterated function system does not satisfy the open set condition. In this paper we will give two methods to deal with the overlapping situation. For the first method we make use of a transition matrix to calculate the L p -scaling spectrum τ (p) of the measure. The second method depends on the Fourier transformation and the Ruelle operator; we use it to calculate the Sobolev exponent of the measure. We apply these two methods to study the m-th convolution of the Cantor measure, and also an interesting construction investigated recently by Kenyon [K] and Rao and Wen , with 0 < λ < 1, λ ∈ Q.
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is an h-mesh cube in R d and the sum is taken over all such cubes which intersect the support of µ. (A more general definition of τ (p) which includes negative values of p can be found in [LN1] , [O] , [R] .) The function τ (p) plays a central role in the theory of multifractal measures. It is well known that if µ is the self-similar measure defined by a family of contractive similitudes {S j } m j=0 which satisfies the open set condition [Hu] , then there is an explicit formula to calculate τ (p) ( [CM] , [O] ). Moreover, the Legendre transformation (concave conjugate) of τ (p) (i.e., τ * (α) := inf{qα − τ (q) : q ∈ R}) equals the Hausdorff dimension of the set K(α) = x ∈ supp(µ) : lim h→0 + ln µ (B h (x)) ln h = α , where B h (x) denotes the h-ball centered at x, and supp(µ) denotes the support of µ.
The quantity lim h→0 + ln µ (B h (x) ) ln h is known as the local dimension of µ at x, the Hausdorff dimension of K(α) as a function of α is called the dimension of µ, and the relationship between τ (p) and the dimension is the well-known multifractal formalism (see e.g., [F] , [CM] ). In general it is difficult to handle K(α) theoretically or computationally. The scaling spectrum τ (p) and the multifractal formalism hence serve as an important alternative to study the multifractal structure. Following the terminology of Barnsley [B] , we call the above family of contractive similitudes {S j } m j=0 an iterated function system (IFS) . If the family does not satisfy the open set condition, it is much harder to obtain the scaling exponent τ (p) and it is not known whether the multifractal formalism will hold in general [LN1] . For example, for the standard Cantor measure µ, the IFS
satisfies the open set condition and it is well known that the L p -spectrum of µ is (p − 1) does not satisfy the open set condition when m ≥ 3 and nothing is known about the scaling spectrum and the local structure of ν. Of course it is easy to see that the support of ν is an interval and ν is singular (becauseμ(ξ) → 0 as ξ → ∞ [JW] , and the same holds forν(ξ)(=μ(ξ) m )). In [St1] and [St2] , Strichartz made some preliminary study of such convolution (under a slightly more general setting) and estimated the corresponding scaling exponent through the Fourier transform. However in his work, he had to assume the open set condition on the family of similitudes defining the convolution.
Another interesting study of this type of IFS has recently been carried out independently by Kenyon [K] and Rao and Wen [RW] . Let , then the open set condition is satisfied and F λ has nonempty interior. In the first case, nothing is known about the multifractal structure of the corresponding self-similar measure µ (with weight 1/3 on each map). In the second case, nothing is known about the smoothness of the density function. We call such µ a λ-Cantor measure, using the terminology in [RW] . In the first case we would like to know the L p -scaling spectrum of µ. In the second case µ is absolutely continuous and we would like to know the Sobolev exponent of the corresponding density function.
In this paper we will use two approaches to investigate the questions raised above. For the first approach we need to make use of a new concept of separation of an IFS, which extends the open set condition. We say that a family of similitudes
has the weak separation property (WSP) if there exists δ > 0 such that for J = (j 1 , . . . , j n ), J = (j 1 , . . . , j n ),
The WSP defined under the present setting is equivalent to the more general definition introduced in [LN1] where the contraction ratios ρ j can be different for different S j and the domain of S j is R d . Under the general form of the weak separation condition and the assumption that τ * (α) is strictly concave, the multifractal formalism described in the first paragraph is proved to be valid [LN1] . By using the maximal eigenvalue of some finite nonnegative transition matrix, we can calculate τ (p) for p equal to a positive integer. This method has already been developed in [LN3] and it applies not only to the above two cases with ρ = 1/3, but also to the more general case when ρ −1 is a P.V. number (i.e., an algebraic integer whose algebraic conjugates have moduli less than 1 [S] . Positive integers ≥ 2 and the golden ratio ( √ 5 + 1)/2 are examples of P.V. numbers.) P.V.
numbers play an important role in obtaining the finite transition matrix. Our second method is to use Fourier transformation. Recall that for a self-similar measure µ generated by contractive similitudes {S j } m j=0 with contraction ratio ρ, we have
for some trigonometric polynomial P . For a locally integrable function G on R, we define
Note that if G =f , then β(2) is the Sobolev exponent of f . In the measure case we
We are interested in calculating β(q) for the λ-Cantor measures (the case of convolution of the Cantor measure can be handled similarly). The technique is to make use of a setup in dynamical systems (see [Bo] , [Ru] , [FL] , [H] ). Let g be a nonnegative Hölder continuous 1-periodic function with g(0) = 1. Let L g be defined on the space of continuous functions f in
L g is called the Ruelle operator. Let ρ g denote the spectral radius of L g . By using g(ξ) = |P (ξ)| as in (1.3), we obtain a formula relating ρ q g and β(q) (Theorem 5.4). To calculate ρ g (or ρ g q ), we make use of an observation of Hervé [H] :
1/n (use the supremum norm), and the value will be the same if we restrict the operator to an invariant subspace containing 1. In the case of λ-Cantor measures, we can find such a finite dimensional subspace and ρ g can be calculated.
We organize the paper as follows. In Section 2, we present an algorithm to calculate τ (p) for p a positive integer. This method is modified from the one used in [LN3] . We use this algorithm to study convolutions of the Cantor measure in Section 3 (Theorems 3.2 and 3.3), and the λ-Cantor measures in Section 4. In Section 5, we consider the Fourier transform method. To obtain β(q) it is more convenient to replace the integral in (1.4) by |ξ|<T |ξ| qs |G(ξ)| q dξ. A general theory of this has been developed in [FL] . Again we have modified it into the present setting. We implement the method by calculating β(2) for the λ-Cantor measures. In the case the measure is singular, the values match well with the τ (2) calculated by using the first method; this is justified by Theorem 5.1.
2. The basic theorem to calculate τ (p). We first observe that on R, the
Hence we can modify the definition of τ (p) in (1.1) into
(see [L1] , [St3] ). In this section we will show that for the class of self-similar measures under consideration, we can find α = τ (p) such that 0 < lim
The basic idea has been developed in [L2] and [LN3] . Here we will modify it to fit our more general case. Some key ideas are included and the details can be found in [LN3] . Let
For convenience we can assume that b j ≥ 0 for all j with b 0 = 0. Let
is a set of probability weights, i.e., w j ≥ 0 and
Let p be a fixed positive integer. For α ≥ 0, h > 0, and s = (s 1 , . . . , s p ), let
p dt. For our purpose one simple way to interpret the s in (2.2) geometrically is to think of it in the following form
where γ s is the line with direction vector (1, . . . , 1) passing through the point s and γs denotes the line integral along γ s , i.e., we regard s as γ s (see the diagram in Figure  2 .1). It is easy to see that if s = s + c(1, . . . , 1), then
s (h). Also, by substituting (2.1) into (2.2) and making use of a change of variables, we have 
where (2.5)
We define a set of states S inductively as follows: 
(see Figure 2 .1) and let S denote the linear space spanned by S. By regarding s as a word (or as the line γ s ) and adopting the convention that
Remark. Note that in (2.5) s and s k are regarded as vectors, while in (2.6) they are regarded as "words" of the vector space S . To avoid confusion we use the notation i c i · s i to emphasize that the linear combination is taken in S , not in R d . We also write r i c i · s i , r ∈ R, to mean i (rc i ) · s i , and r i s i to mean i r · s i .
On the set of states defined above, we identify s with s if and only if s = s + c(1, . . . , 1) for some number c (see (2.3)). We denote the quotient set of states under this identification by the same notation S. It is easy to extend T to a linear map T : S → S .
For each k, we have
Hence s k ∈ S\S 1 and the result follows.
In the case that S 1 is a finite set,
where T 1 corresponds to the states S 1 . T 1 is a sub-Markov matrix (since the sum of each column of T is 1 so that the sum of each column of T 1 is less than or equal to 1) and it is the basic matrix we use to calculate τ (p) for µ. The following proposition provides a sufficient condition for {S j } m j=0 to have the WSP and S 1 to be finite. Proposition 2.2. Let a ∈ R, 0 < ρ < 1, and let S j (x) = ρx + ar j , where 0 ≤ j ≤ m and r j are rational numbers. If
has the WSP and S 1 is a finite set.
Proof. Since the r j 's are rational, we can write
has the WSP. To show that S 1 is finite, we observe that for any s in the n-th iteration as defined in (2.5), starting from s 0 ,
is any other such coordinate. Then s ∈ S 1 if and only if |d ij | ≤ C for all 1 ≤ i, j ≤ p. It suffices to show that the distinct d ij 's are separated by at least some fixed positive constant. Note that
As in the proof of the WSP, the right hand side of this expression can be written as
where η k belongs to some finite set of integers (independent of d ij ,d ij ). The same lemma of Garsia implies that there exists some δ > 0 such that either
This completes the proof.
Let µ be defined as in (2.1). It follows from a similar proof as in [L2, Proposition Figure 2 .1). By using this fact, we see that if S 1 is finite, then there exists h 0 > 0 such that for all 0 < h < h 0 , (2.7) holds with T 1 replacing T , i.e.,
If λ is the maximal eigenvalue of T 1 with maximal eigenvector u = a i · s i , and if α satisfies ρ α = λ, then the above identity becomes
and it follows that 0 < lim In many calculations, it is more convenient to reduce the size of S 1 and T 1 : For Figure 2 .2 for the prismatic region; we take s σ to be the representative on the triangular base.) We summarize the above into the following algorithm to calculate λ when S 1 is finite:
Step (I). The set S σ 1 : For s ∈ S 1 , we can use (2.3) to choose the representation with the last coordinate equal to 0, i.e., all representations in S 1 are of the form (t, 0) ∈ S 1 (the shaded region in Figure 2 .1). Starting from 0, suppose we have chosen (t, 0) ∈ S σ 1 (the triangular region in Figure 2 .2) in step (n − 1). Let s be a state in step n, i.e., there exists k such that
Do this for all elements (t, 0) ∈ S σ 1 in step (n − 1). If there is no new (t , 0) we stop the process; otherwise we continue onto the next step. This process will stop after a finite number of iterations because S 1 is a finite set. (The set S σ 1 is defined by the shaded region in Figure 2 .2.)
Step ( Remark 1. The case p = 2 was first considered in [L2] . The notation is much simpler: We omit the last coordinate and consider S 1 to be obtained directly from the iterations
where c n is of the form b i − b j (see (2.5) and
Step (I)). The corresponding S σ 1 is obtained by replacing t n with |t n |.
The region defining ∂S 3. Convolution of the Cantor measure. Let 0 < ρ < 1 and let µ = µ ρ be the self-similar measure defined by the similitudes
with probabilities w 0 and w 1 respectively. 
Moreover supp(ν) ⊆ [0, m], and supp(ν) = [0, m] if and only if
The case for ν = µ * m follows by induction. For 0 ≤ j ≤ m,
It follows that if ρ < and τ (p) for the measure ν can be calculated by an explicit formula ( [CM] , [LW] , [St3] ). In the case µ is the standard Cantor measure, then ν = µ * µ is defined by S j (x) = 1 3 x + 2 3 j, j = 0, 1, 2, and the open set condition is satisfied (an open set is (0, 2)). It follows that τ (p) is given by
(See Figure 3. 1.) In the following we will let ν be the m-th convolution of the standard Cantor measure with m ≥ 3. The family {S j } m j=0 has the WSP (Proposition 2.2). For each p, by using (3.1) and the definition of T in (2.6), we get
where
To calculate τ (2), we observe that if ν satisfies the self-similar identity
where S j (x) = 1 3 x+ 2 3 j for 0 ≤ j ≤ m, then according to the algorithm in the previous section, the state space is inductively defined by . Consequently for the state 2j ∈ S σ ,
Let a k = c c −k . Then a k = a −k and it follows that for 0 ≤ i, j ≤m,
Hence the matrix T σ is (3.6)
By using Theorem 2.4, we have In regard to τ (p) for the other integers p, we only consider the case ν = µ * µ * µ. We need to define three p × p matrices: 
Proof. We first apply the algorithm in Section 2 to find the set S σ . For s 0 = (0, . . . , 0), by using (3.4) we have
3 , 2}. By observing that for 1 ≤ i, j ≤ p, 3b ki − 3b kj are even integers, and by applying the condition |3b ki − 3b kj | < 3 to be a member in S σ , we conclude that the states in S σ generated by T (s 0 ) are of the form (3.8)
For such s n with 1 ≤ n ≤ p − 1,
By the same argument as above, the states in S σ generated by T (s n ) must belong to the set {s n } p−1 n=0 . Since no more new states are generated, we conclude that S σ consists of the p states in (3.8).
Next, we write (3.7) and (3.9) as T (s n ) = 1 2 3p α n · s . We want to calculate the value of each entry α n of T σ . For the first column (corresponding to T (s 0 ) given by (3.7)), we can see from (3.7) that the coefficient of s (1 ≤ ≤ p − 1) comes from rearranging the following three types of states:
(i) Exactly of the b ki are 0 and the rest are 2/3 (which means k i = 0 and 1 respectively). The sum of the probability weights from these states equals 1 2 3p p 3 0
i.e. α n = 3 p− p , which is the corresponding entry in A (1) .
(ii) Exactly of the b ki are 2/3 and the rest are 4/3. The probability weights from these states sum up to ).
(p − 1) (dot-dashed line). For µ * µ, τ (p) is given by (3.3) (dotted curve) and for µ * µ * µ it is plotted by using Theorem 3.3 (solid curve). Figure (b) shows the corresponding dimension spectra, given by τ * (α). For µ it is just the point (

For µ * µ it is shown by the dotted curve. In fact, it can be shown (see [LN1]) by using (3.3) that the infimum of the domain of τ
with τ * (α min ) = 0, while the
with τ * (αmax) = ln 2 ln 3
. The dimension spectrum for µ * µ * µ (solid curve) is approximated by using integral values of τ (p) for 0 ≤ p ≤ 300. We are not able to calculate τ (p) for p < 0 and hence the corresponding part of τ * (α) is not shown.
Types (ii) and (iii) together account for the first column of A (0)
. To get α 0 , one only has to add the case when all b ki (1 ≤ i ≤ p) are 0.
To find the entries α n corresponding to T (s n ), n ≥ 1, we use (3.9) and divide the α n into three classes: (a) > n. In order for the rearrangement of (6−3b k1 , . . . , 6−3b kn , −3b kn+1 , . . . , −3b kp ) to equal s , the following conditions must be satisfied: b ki = 2 for all 1 ≤ i ≤ n, and for n + 1 ≤ j ≤ p, exactly − n of the b kj are 0 and the rest are 2/3. Hence the coefficient of s is
The corresponding entry is under the diagonal in the matrix A (1) . (b) < n. In this case, the conditions become: b kj = 0 for n + 1 ≤ j ≤ p, and for 1 ≤ i ≤ n, exactly of the b ki are 4/3 and the rest are 2. We hence get
The corresponding entry is above the diagonal in A (2) . (c) = n. In this case, both (a) and (c) above can occur and we need only sum up their contributions. This accounts for the diagonals of A (1) and A (2) and the proof is complete.
We can further apply Theorem 2.4 to consider the self-similar measure µ ρ defined by the similitudes in (3.1), together with its convolution when ρ −1 is a P.V. number [LN3] . For the case ρ = ( √ 5 − 1)/2, the spectrum τ (p) of µ has been studied extensively ( [L1] , [L2] , [LN2] , [LN3] .) In particular, a formula (in terms of a series) defining τ (p) is obtained and is verified to be valid for 0 ≤ p < ∞ [LN2] . Recently, a formula for τ (p), −∞ < p < 0 has been obtained by Feng ([Fe1] , [Fe2] ). In [L2] , it is shown that for ρ = ( For ν = µ ρ * µ ρ , the corresponding S σ is:
and the matrix T σ is 
From this we get τ (2) = 0.9999864326 . . . .
λ-Cantor measures.
For 0 < λ < 1 we consider the IFS
and let F λ be the self-similar set associated with the three maps. This family of iterated function system and the invariant set F λ have been considered by Kenyon [K] and Rao and Wen [RW] . To summarize their results, let λ = We let µ = µ λ be the λ-Cantor measure defined by
The above mentioned result implies in particular that if a ≡ b (mod 3), then µ must be singular. It follows from Proposition 2.2 that if λ ∈ Q, then the IFS has the WSP. Throughout the rest of this section, we assume that λ ∈ Q ∩ (0, 1), and a ≡ b (mod 3). We will use the method described in Section 2 to compute τ (p) for some interesting cases studied in [RW] . The case a ≡ b (mod 3) will be discussed in Section 5.
For the two families of values λ = 1 − 1 3 N and λ = 2 3 N (N ≥ 1), the Hausdorff dimension of the self-similar set F λ has been calculated in [RW] . Hence we consider
where 
We will first determine the set S σ . Define
Proof. Consider the action of T on the three types of states below:
In the case that at least one i from ( 1 , . . . , p ) is zero, then for the rearrangement of ( 1 , . . . , p ) to belong to S σ , condition (4.3) implies that the other j 's must be 0 or 1 − 
For the rearrangement of 3u m,k − to belong to S σ , condition (4.3) implies that i = 2 for 1 ≤ i ≤ k, and j = 0 for k + 1 ≤ j ≤ p. Consequently,
For 3u 1,k − to belong to S σ after a rearrangement, (4.3) forces i = 2 for 1 ≤ i ≤ k, and j = 0 or 1 −
We arrange the basis elements in S σ in the order
Then the proof of the above proposition also gives us the explicit form of the matrix T σ . (4.4) and (4.6) imply that T σ (u 0 ) and T σ (u 1,k ) can be represented respectively by 1 3 p C p and
and
We have the following 
Proof. We will use the notation in Remark 1 of Section 2. Consider the following cases: (i)
. If the rearrangement of − 1 + 2 belongs to S σ , then the rearranged state must be either u 0 or u N = 2 3 N , which belongs to
If 2 = 2, then condition (4.3) implies that 1 must also be equal to 2, and vice versa. In fact, if 1 = 2 , then the corresponding state is
which belongs to B k−1 . The remaining choices for 1 and 2 are ( 1 , 2 ) = (0, 2 3 N ) or ( 2 3 N , 0). In both cases, the rearrangement of the state is of the form
For the rearrangement of 2 + It can be shown that S σ is the set consisting of all states of the form
We omit the proof since it is similar to the one above. 
For a self-similar measure defined by an equicontractive iterated function system such that the set of states S 1 is finite, if we denote τ (2) by α, then Φ (α) (h) is an asymptotically multiplicative periodic function with period ρ (see (2.8)). This implies
If τ (2) = 1, then 0 < lim For a self-similar measure µ defined by (2.1) with contraction ratio ρ, its Fourier transform isμ
where P (ξ) = m j=0 w j e 2πibj ξ/ρ . When ρ −1 is an integer > 1, there is an elegant theory due to Ruelle for handling this infinite product and the integral ofμ ( [Bo] , [FL] ). Let g be a nonnegative Hölder continuous 1-periodic function such that g(0) = 1. In order to study the class of λ-Cantor measures, we define a Ruelle operator L g on the space of continuous functions
The spectral radius of L g , which is the maximal eigenvalue of the positive operator L g , is given by ρ g = lim n→∞ L n g 1 1/n (supremum norm). The reader can refer to [Bo] for the significance of ρ g in connection with the dynamical system defined by L g . For q > 0, we let ρ(q) = ρ g q where g q (x) := g(x) q .
Theorem 5.2. Let g be a strictly positive, Hölder continuous 1-periodic function on R with g(0) = 1 and let ρ(q) be the spectral radius of ρ g q . Then for
the same expression as above.
(The sign ≈ means the left and the right hand sides dominate each other by positive constants.)
Proof. The first part is proved in [FL, Theorem 3.2] for ρ = 1 2 . The proof for ρ = 1 3 here is the same. For the second part we observe that
We can apply the same argument as in [FL, Theorem 3.4] and conclude the second part of the assertion.
The value s := s 0 for which α = 0 is significant. We let (5.1) β(q) = sup t :
Note that β(2) is the Sobolev exponent of the function (or distribution) F satisfyinĝ
It is easy to show that for the G in Theorem 5.2, β(q) = s 0 = − ln ρ(q) q ln 3 , and
Moreover, it follows from the comments following Theorem 5.1 that for τ (2) < 1, β(2) = (τ (2) − 1)/2. We will now make use of this to consider the class of λ-Cantor measures µ = µ λ in (4.1), where λ = a b , 0 < a < b are integers and (a, b) = 1. It follows that
with P (ξ) = 
We need the following technical proposition. The proof of it is completely algebraic and will be postponed to the end of the section. In the following we want to calculate the spectral radius of L g and the exponents in Theorem 5.4. We make use of the following observation of Hervé [H] . Suppose F is an invariant subspace of L g in C [0, 1] and contains the constant function 1. Then L g and L g | F have the same spectral radius. The most interesting case is when g is a positive trigonometric polynomial. We will see that we can take F to be a finite dimensional subspace of trigonometric polynomials.
Let g(x) = N n=−N a n e 2πinx . We decompose g in the following manner := e −2πix g −1 (3x) + g 0 (3x) + e 2πix g 1 (3x).
Similarly for any trigonometric polynomial f , we can decompose
It follows that
where the sums of k, j 1 , j 2 are over −1, 0, 1. Note that the last term is
We conclude that 
Consequently for the basis {e 2πinx } |n|≤N , we can write down the (2N + 1)
is such that a n = a −n , then g(x) = a 0 + 2 N n=1 a n cos(2πnx). If we use cos 2πnx = 1 2 (e 2πinx + e −2πinx ), 0 ≤ n ≤N as a basis, we can obtain, directly from above, an (N + 1) × (N + 1) matrix representing
We remark that for µ given by (3.5),μ(ξ) =
where a n = c c −n and a n = a −n . The matrix corresponding to g(ξ/2) = a n e 2πinξ is the transpose of that in (3.6). This is necessary in view of Theorem 5.1 and Theorem 5.2 with s = 0.
Return to the case in (5.2). We see from the proof of Theorem 5.4 that we need only consider |g(ξ)| 2 , where g(ξ) = (Note that τ (2) can also be obtained by Theorem 2.3.) (ii) λ = (ii) λ = , a rational number. When the exponent is negative, the corresponding measure is singular; otherwise it is absolutely continuous. (Note that for τ (2) < 1, β(2) = (τ (2) − 1)/2.) Finally we will complete the proof of Proposition 5.3. We need a lemma.
Lemma 5.5. Let z and γ be two complex numbers with |z| = |γ| = 1 and satisfy 1 + z + γz 2 = 0. Then γ = 1, and z = e 2πi/3 or e 4πi/3 .
Proof. The hypothesis implies that 1 = |1 + γz|, which reduces to 2Re(γz) = −1. Hence γz = α or α 2 where α = e 2πi/3 . Substituting z = α/γ or α 2 /γ into 1+z +γz 2 = 0 yields γ = 1 and the lemma follows. We concentrate on case (1); case (2) follows by usingz instead. By writing z = e 2πix , we get Without loss of generality we can assume that 0 < x < 1 2 and choose r = 2 ) and (5.5) is the same, which implies again that a ≡ b (mod 3). To show that α and α 2 are the only roots of Q of modulus 1, we observe that z a = z b , z a 2 = α or α 2 , so that (5.6) holds the same and the proposition follows.
