Davidson algorithm offers an optimal combination of accuracy and stability in convergence.
I. INTRODUCTION
Many excited states possess complicated electronic structure which cannot be described by a single dominant electronic configuration. For such states, a reliable description requires a multireference quantum chemistry method.
Recently, the Density Matrix Renormalization Group (DMRG) has emerged as a new tool for multireference quantum chemistry problems [1, 2, 3, 4, 5, 6, 7] . When applied to bond-breaking, it achieves a balanced description across potential energy curves due to its referencefree nature [8, 9, 10] . Reduced-scaling DMRG algorithms have also been developed and applied to large multireference problems in quasi-one-dimensional systems such as conjugated polyenes and acenes [11, 12] .
The DMRG ansatz can be written as a linear expansion in terms of many-body functions which are subsequently optimised with respect to internal non-linear degrees of freedom {R}, |Ψ = lr ψ lr |lr ({R})
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To obtain excited states in the DMRG we usually use the iterative Davidson algorithm to solve for eigenvectors |Ψ i = ψ i lr |lr ranging from the ground-state to the excited state of interest [15] . The non-linear parameters {R} for these states are subsequently optimised for a density matrix that is averaged over all the states |Ψ i .
State-averaging is necessary to improve the stability of the non-linear optimisation and to prevent root-flipping, which occurs when the approximate wavefunction leaves the convergence basin of the target excited state and enters that of a different excited state [16, 17, 18, 19, 20] .
The drawbacks of this conventional approach, which we shall refer to as the State-Averaged Davidson (SA-D) algorithm, become clear if one is interested in higher regions of the spectrum because it becomes infeasible, both in terms of computational cost and accuracy, to solve for and adequately represent all the lower-lying eigenvectors in the state-averaged DMRG basis. Consequently, it is desirable to explore alternative algorithms that directly yield individual or a few excited state wavefunctions at a time. Any such an algorithm should also retain the stability of the SA-D algorithm during non-linear optimisation, so as to be able to rapidly converge to the desired target excited state(s) without root-flipping.
Iterative methods for linear algebra that work with shifted and inverted operators such as (ω − H) −1 have long been used in numerical analysis to obtain the interior (i.e. excited state) eigenvalues of matrices [21, 22] .
Sleijpen and van der Vorst proposed an efficient modification that used a shifted and inverted operator to directly calculate harmonic Ritz approximations to excited eigenvalues and eigenvectors [23] . We summarise our findings in Sec. IV.
II. THEORY
A. DMRG
The quantum chemistry DMRG algorithm used in this work has been described fully elsewhere [11, 25] . As a detailed understanding is not necessary here, we shall restrict ourselves to only the essentials. As described above, the DMRG wavefunction may be written in the form (1). The DMRG sweep algorithm then provides an iterative method through which the many-body basis functions |l , |r may be optimised with respect to a set of internal non-linear parameters R. For each orbital in the problem we can associate an R matrix, which describes a many-body renormalisation transformation involving the orbital (i.e. not simply an orbital rotation). In a sweep to optimize the |l states (an analogous procedure holds for the |r states), R matrices are determined from the M eigenvectors of the many-particle reduced density matrix with the largest eigenvalues. In the ground-state case, the density matrix that determines the |l states is obtained by tracing out the |r states from the wavefunction, viz
M is referred to as the size of the DMRG many-body basis, and as M increases, the DMRG wavefunction becomes exact. For excited state calculations, it is usual to employ state-averaging to increase the stability of the non-linear optimisation. This consists of using an averaged reduced density matrix in eq. (2)
where typically we choose equal weights for all the states of interest.
B. The Davidson Algorithm
The Davidson algorithm provides an efficient iterative solver for the large number of linear coefficients in the expansion of the ground-state DMRG wavefunction (1) [26, 27] . |Ψ is expressed in an auxiliary basis {η i } (generated by the Davidson iterations)
The coefficients c i are determined by left-projection with
where E is the approximate expectation value ψ|H|ψ / ψ|ψ . Each iteration of the Davidson al-gorithm, generates a new basis function |η from the current trial solution |ψ via
which is then orthogonalised against and added to the subspace {η i }. 
The Harmonic Davidson algorithm introduced by Sleijpen and van der Vorst [23] (see also Ref. [22] for a clear review) extends the Davidson algorithm to work with the operator Ω without the need to explicitly compute the operator inverse in eqn. (9) . Each iteration generates a basis {η i }, but now we expand the target excited state
Left projection with η i H ω | yields a generalized eigenvalue problem
where
E ω is known as a harmonic Ritz approximation to the corresponding eigenvalue of H ω . From (11), we see that solving the eigenvalue equation for H −1 ω in the subspace {H ω η i } is equivalent to solving the eigenvalue equation
for the non-inverted operator H ω where the trial solution is expanded in the basis {|η i }, and the coefficients are obtained by right projection using a different space { η j H ω |}. This suggests that subspace {η i } for eqn. (11) can also be generated from the trial solution |ψ through a Davidson-type iteration
where here E ′ ω refers to the expectation value ψ|H ω ψ / ψ|ψ , which is distinct from E ω appearing in eqn. (11).
While we could obtain the excited state eigenvalues and eigenvectors directly from the generalized eigenvalue problem (11) , in practice it is numerically more stable to consider a slightly different form. By Schmidt orthogonalization, we can construct an orthogonal decomposi-
expressing the eigenvalue problem in this basis gives
From eqn. (13) algorithms. In the first (referred to as simply SA-HD)
we average over the first n excited states of Ω. These correspond to the n excited states that lie immediately above our target excited state in the spectrum of H. In the second, we average over the n states which lie closest (on either side) to the target excited state in the H spectrum. We refer to this variant algorithm as SA-HDa.
The second variant (SA-HDa) is particularly suited to an alternative way of using the shift ω. Rather than choosing a shift to target a specific excited state, we can instead choose to find the excited states around a given shift. If stable convergence is not achieved, we simply then increase the number of states used in the SA-HDa 6 average until convergence is recovered. In this way, we can patch together the spectrum piece by piece by using successively higher shifts.
III. APPLICATION TO ACENES
We have investigated the low-lying states of the acene series ranging from naphthalene (2-acene) to pentacene 
A. Computational Details
We used a model geometry for the acenes with C 2v symmetry. The C-H bond lengths were 1.090Å. Along the legs of the acene ladder, the alternate C-C bond lengths were 1.410Å and 1.405Å, respectively. Along the rungs of the acene ladder, the C-C bond length was 1.465Å. An example geometry for naphthalene is shown in Fig. 1 .
All calculations used the Slater-Type-Orbitals fitted to 3 Gaussians minimal basis set (STO-3G), consisting of 2s1p functions on C and 1s functions on H [30] .
We obtained the atomic orbital integrals and Restricted cal quadratic-scaling DMRG algorithm described in Ref.
[11]. We employed a screening threshold of 10 −8 Hartrees (E h ) with no spatial symmetry. The ordering of the orbitals for anthracene is shown in Fig. 2 and the other acenes were ordered similarly. In all of our sweeps, we added a small amount of random noise (10 −6 − 10 −8 ) to the density matrix so that we would not lose important quantum numbers [25, 32] . In the current algorithm it is difficult to converge DMRG energies beyond the in- In the HD and SA-HD calculations, the shift ω for a specific root was obtained as follows. To begin, we guessed an initial shift (typically based on our previous SA calculations). In the case where the shift was too low or too high, the next guess for ω was obtained from the DMRG (block) iteration, where an undesired state first appeared as the ground state of the Harmonic Davidson procedure. The shift ω was then taken to lie on the correct side of the desired state in this iteration. In this simple manner, we found that we could obtain a suitable shift for a given root with at most two to three guesses.
To determine the symmetries of the excitations in the DMRG calculations we used the following method. To obtain the orbital character of the excitations, we calculated transition one-particle density matrices The ground state DMRG energies for the acenes are given in Table I. Tables II, III as for larger M all the wavefunctions become essentially exact. We would expect the differences to become more (500) 
Exact(HD(500)) 0.00 2. As mentioned previously, rather than choosing a shift to target specific excited states, we could take the different approach of trying to find the excited states around the frequency of a given shift ω. In this way, we could piece together a complete spectrum by performing, say, SA-HD or SA-HDa calculations with successively higher shifts. To demonstrate this, we computed the excita- tion energies for states 6-11 for naphthalene using the SA-HDa algorithm with a shift chosen slightly above the state 7 excitation energy as estimated from the previous SA-HD [4] [5] [6] [7] calculation. These are shown in table VI.
C. Comparison of DMRG and EOM-CC excitation energies in the acenes
The ground state EOM-CCSD energies for the acenes are summarized in Table I . We used our near-exact Within the basis used, our DMRG excitation energies are near-exact and we have used them to assess the accuracy of the EOM-CCSD method in the acenes.
We found that the EOM-CCSD excitation spectrum was qualitatively different from that of the DMRG for the larger acenes, which demonstrates the necessity of including higher-order correlations to properly describe the electronic spectrum of conjugated quasi-one-dimensional molecules.
Finally, we observe that the Harmonic Davidson algorithms studied here are quite general methods and are not limited to the Density Matrix Renormalisation Group.
Thus they may be useful also to target excited states in other multi-reference theories, such as Complete Active
Space Self-Consistent-Field theory. 
