In modern wireless networks, the problem of topology discovery is hard to solve, because of the lack of a central intelligence with full knowledge of the location and parameters of the wireless devices. We introduce the idea of estimating the local topology by means of user reports.
Introduction
Topology Discovery (TD) is a widely studied topic in graph theory [5] . Motivated by the need of modeling the Internet, TD has soon become a trending topic, see e. g. [1] . In modern wireless networks TD is even more crucial because these networks are often deployed in an unplanned, decentralised manner. The knowledge of the network topology allows to design efficient routing and interference-avoidance algorithms. In this paper we focus on the problem of Local Topology Discovery (LTD) in wireless networks. In contrast to Global TD, to achieve LTD it is sufficient that each node of the network is aware of its nearest neighbours only.
LTD is crucial in multiple contexts. In 802.11 networks, an Access Point (AP) can minimise interference from the knowledge of the neighbouring channels; in small cell networks, like those made of 3G femtocells, handover between two neighbouring cells having same scrambling code can jeopardize the functionality of the whole network [2] . In both cases, the 802.11 (respectively 3G-femtocell) AP may not be able to detect potential conflicts that its users may experience.
These situations may arise when a user is reached by both the serving access point and one of the neighbours, and the conflict is not detected either because of hidden node effects or because of hardware limitations (e. g. femtocells are half-duplex).
We tackle this problem via crowd sourcing, meaning that users detect and report the existence of conflicting neighbours using the technology described in [11] . Given a "reasonable" user-mobility model, an important problem to address is how much information we expect to obtain from user reports. Closely related to this question is the problem of estimating the minimal density of users that guarantees full knowledge of the local topology. Such an estimate enables in turn to determine the class of network deployments that can effectively benefit from this approach.
Our main contributions are the following: (i) the problem of user-reportsbased local topology discovery is stated for the first time through a crisp mathematical formulation; (ii) the topological structure of the serving-AP coverage area is mapped onto states of increasing knowledge, in this way the use of a general user mobility model is naturally allowed for; (iii) the problems mentioned above are given an answer in the case of a simplified mobility model (Model 1 in Section 3), useful for gaining insight into those situations where user reports function is likely to give the greatest benefit; (iv) this simplified model is shown, under certain conditions, to provide an upper bound on the time of topology discovery, thus it can be used as a design tool (see Section 3.5).
Related Work
TD has been investigated because of its applications to geographical position discovery [4] , routing protocols problems [10] , and ad-hoc networks configuration in general [3] . However, to the best of our knowledge, the effects of user reports function on neighbours discovery capability have never been studied in the literature so far. This function is already available on commercial femtocells [11] and its implementation for interference reduction is recommended in [6] and [2] .
Local Topology Discovery Model
Given a set of wireless APs A = {a 0 , . . . , a N }, let A(a i ) ⊂ R 2 denote the coverage area of access point a i . We note that in general A(a i ) depends on the transmission power of a i and on the radio propagation properties of the medium. We focus on serving access point a 0 . Let B denote the neighbouring APs that have non-void intersection with A(a 0 ), that is,
We will hereafter use the symbol N to denote the cardinality of B, i. e. N = |B|.
Let P(B) denote the powerset of B. A tessellation of the area A(a 0 ) is the
A(a A(a Figure 1 : Example of a scenario in which the access point a0 has three interfering neighbours: a1, a2, a3. The coverage area A(a0) can be tessellated with the sets A1, A2, A3, A12, A13, A23, A123.
collection of tiles {A i } i∈P(B) such that
where
In what follows each element A j composing the tessellation is referred to as a tile, and we will use the vector notation j to represent a set of neighbouring APs. Let us consider for example i = {a 1 , a 2 }; then, the tile A j is the portion of A(a 0 ) that is covered by a 1 and a 2 only, see Figure 1 . For simplicity of notation, we will write A 0 := A ∅ . Whenever a user is in A j , it will report j to access point a 0 . In other words, a 0 will be aware of the existence of those neighbouring APs a i ∈ j. The rate of these reports depends on the mobility model assumed.
To keep the model as conservative as possible, and to encompass the frequent case of half-duplex APs, we assume a 0 can not detect the existence of any neighbour even though a 0 lies in one of the neighbours coverage area.
Let K t denote the knowledge set of access point a 0 at time t, i. e. the set of neighbours that a 0 is aware of. Given a sequence of reports {j 1 , . . . , j t }, we have that K t = t i=1 j i . K t is a growing set, i. e. |K t | is non-decreasing in t. Clearly, the knowledge state at time t, K t , take values in P(B).
Definition 1 (Full Knowledge). Given an integer T and a finite sequence of reports {j 1 , . . . , j T }, the AP a 0 is said to have Full Knowledge (FK) of its neighbours at time T , if
Remark 1. If a 0 has Full Knowledge (FK) of its neighbours at time T , it does so at all times T + t, t ≥ 0. In other words, once a 0 has reached FK, it can not lose it.
Definition 2 (First time of FK). Given a sequence of reports {j 1 , j 2 , . . . }, the first time of FK τ for the AP a 0 is the first time the latter reaches FK of its neighbours, i. e.
Remark 2. The characterisation of the first time of FK will depend in general on the realisation of a sequence of user reports; this means that τ is a random variable. We want to remark that by (3), τ is a stopping time, see e. g. [9] .
We end the section with a note on the tessellation:
Line of Full Knowledge N by identifying the vertices of H with the tiles A j that the tessellation is composed of. The number of tiles of a generic tessellation of B is 2 N as well as the verices of an hypercube, represented as vectors of size N . The tiles of the tessellation and the vertices of the hypercube are mapped one to one as soon as the i-th component of the vertices x ∈ H is identified with a i ∈ B. In other words,
where 1 is the indicator function. We define the order of a tile as the number of neighbours a report from that tile would give knowledge of. The number of k-th order tiles is N k . A report from a k-th order tile is equivalent to k first-order reports. In particular, FK is attained with a report from the N -th order tile, or at least two reports from two distinct (N − 1)-th tiles, etc. This property can be graphically represented by what we call the Line of Full Knowledge, see Figure 2 . The line of FK is clearly not unique 1 ; the aim of Figure 2 is only to illustrate that a sequence of T reports {j 1 , . . . , j T } is a path on the hypercube H, and that FK is attained whenever a line of FK is reached at a time smaller than T .
Since the knowledge state at time t, K t , take values in the same set P(B), we can map the knowledge states on the hypercube H. In other word, a sequence of reports {j 1 , j 2 , . . . , j t } is equivalent to a single report from tile
We can now define the main problems of this work.
Problem 1 (Expected first time of Full Knowledge).
Given an access point a 0 , a set B of neighbours with given position and coverage area and a sequence of user reports, we want to characterise the expectation of the first time of FK, i. e.
Obviously, the way the user(s) move inside the coverage area A(a 0 ) heavily affects the difficulty of the problem and its answer. However, the formulation of Problem 1 has the great advantage of decoupling the notion of FK from the user mobility model; addressing the mean value of the first time of FK is also an enabler to the estimate of the tail of the distribution of τ -through Markov's inequality, for example. Further, from a numerical point of view, the expected time of FK may be achieved via a Monte Carlo simulation once the set B and the mobility model in use are fixed.
There may exist situations where we are content to characterise the first time in which only partial knowledge of the local topology is attained. For example, we may be interested in the first moment when the neighbouring APs that have been already discovered, i. e. the elements of the knowledge set K t , are enough to describe a given fraction of the local topology. This idea motivates the following Problem 2 (Expected first time of δ-knowledge). Given an access point a 0 , a set B of neighbours with given position and coverage area, let ̺ be a measure over P(B). Fixed δ ∈ (0, 1], we want to characterise the expectation of the first time of δ-knowledge, i. e.
, Problem 2 is equivalent to Problem 1. Indeed,
We will hereafter consider the measure ̺(A k ) = |A k |. This leads to the following interpretation: δ-knowledge is attained when the knowledge set K t defines for the first time a tessellation that covers a fraction of A(a 0 ) larger or equal than δ. Equivalently, τ δ is the first time when the fraction of A(a 0 ) covered by the tiles that would give new information 2 is less than 1 − δ.
Remark 4. The concept of δ-knowledge is fundamental in the simulation phase, when we want to know whether user reports can effectively be used to give knowledge of the local topology. Indeed, it is likely that the neighbours a i whose coverage area do not overlap with A(a 0 ) save for a nearly negligible portion, will be discovered after a very long time; in other words, the leading contribution to E(τ ) will be represented by the mean first visit time of the user(s) to A(a i ). Discarding a i from the picture then, the concept of δ-knowledge let us focus on the quantitative analysis of the LTD, see Section 4.
Teleport Mobility
The characterisation of τ , the first time of FK, depends on the users mobility model that is assumed. This describes how users enter, exit, and move within A(a 0 ). The users evolution can then be represented as a pair U t = (n t , X t ) where n t is the number of users that lie in A(a 0 ) at time t, and
is a vector with the position of the n t users. We assume the evolution of U t to be driven by a discrete-time Markov chain (MC) throughout the paper.
The realisation of {U t } 0≤t≤T completely determines the sequence of user reports {j 1 , . . . , j T } to the access point a 0 , cf. Remark 2. Since K t only depends on K t−1 and U t , then the bivariate process (U t , K t ) is a MC.
It will prove useful to consider a simplified mobility model in which a single user can instantaneously teleport to any tile: Model 1. (Teleport Mobility) A single user moves within A(a 0 ) according to a discrete-time MC taking value on P(B). The user can not exit A(a 0 ) and no other user can enter it. The transition probabilities are proportional to the measure of the destination tile, i. e.
Remark 5. Model 1 greatly simplifies the characterisation of τ , the first time of FK. Indeed, with this mobility model K t is independent of U t , and the sole process K t is hence sufficient to describe the process of gathering knowledge from the user reports. We will hereafter refer to K t as the knowledge chain.
Assuming Model 1, we can easily describe the process of gathering knowledge from user reports as a discrete-time random walk on the hypercube H = {0, 1} N (which we have introduced in Remark 3); having knowledge of n neighbouring APs is in fact equivalent to receiving a report from the n-th order tile that give information about all of them.
Let P (·, ·) the transition kernel of the knowledge chain. If k ⊆ l, then P (k, l) = 0 because such transition would mean a loss of knowledge; in other words, |K t | is non-decreasing as a function of t. Conversely, when k ⊆ l, a transition from k to l happens if the user moves to a tile that contains the missing information (l \ k) and do not add more than that information. Therefore,
The following result holds:
Lemma 1. The matrix P is upper triangular.
Proof. Let us consider the following partial ordering relation among the states:
By (5), P (k, l) = 0 only if k l. Therefore, any mapping
will put the matrix P into an upper triangular form. In particular, we can order the states by increasing cardinality and in lexicographic order 3 .
The explicit computation of the whole matrix P using (5) is expensive in general -P is a 2 N ×2 N matrix! However, as stated above P is upper triangular, while in Section 3.3 we show that it is possible to explicitly characterise its spectrum. For the reader's reference, Table 1 shows the matrix P for N = 3. 
Expected time of Full Knowledge
Let k * = {1, 2, . . . , N }, i. e. the state of FK. By formula (5), P (k * , k * ) = 1. This means that the chain has an absorbing state, and the hitting time of this state is τ , the first time of FK. Hence, we can compute the expected time of FK simply by
where Q is obtained from P by removing the row and the column relative to state k * and 1 is the column vector of ones [8] . In a similar way it is possible to compute the other moments of τ .
Even if I − Q is upper triangular and can be block decomposed, the computation of its inverse may not be affordable when the cardinality of B grows. In Section 3.4 we will bound the probability of the event {τ > t}.
Expected Time of δ-knowledge
Regarding Problem 2, we can easily modify matrix P to obtain the expected time of δ-knowledge. Every state k ∈ P(B) such that
can be aggregated in the absorbing state, summing the corresponding column of P in the last column, and then eliminating the column and row corresponding to state k. In this way it is possible to compute E[τ δ ] using (6).
Eigenvalues
The following result reveals the spectrum of the matrix P :
Theorem 2. For k ∈ P(B), the eingenvalues of P have the form
Proof. The matrix P being upper triangular by Lemma 1, the entries P (k, k) are the eigenvalues of the matrix. Let us then imagine to have the knowledge chain in state k. The only way for the chain to undergo a self-transition (k → k) is that the user reports any combinaton of neighbouring APs that have already been discovered. In other words, the knowledge chain undergoes a self-transition if and only if the user reports an element of P(k). Therefore,
Last formula is equivalent to the thesis.
Since each eigenvalue is a sum of positive elements, the second-largest eigenvalueλ can be obtained by maximising over the tiles of order N − 1:
Convergence Properties, Bounds
Thank to (7), it is now possible to compute an useful bound on the time of FK with high probability.
Lemma 3. Given ε > 0, let
Then, S(1 − ε) reports are sufficient to achieve FK with probability greater or equal than (1 − ε).
Proof. Using Theorem 1 and Equation (7) on P ,
For a small target tolerance ε of not achieving FK,
δ-knowledge Convergence Bounds
Using the same manipulation of the matrix P described in Section 3.2, Corollary 3 can be applied to the modified matrix to obtain a bound for the number of steps to have δ-knowledge with high probability.
Some Remarks on the Mobility Model
Model 1 is equivalent to a single user teleporting instantaneously to a random point within the coverage area of the AP; time is discrete. Thus, at each time the AP a 0 receives user reports from point drawn according to the uniform probability distribution over the coverage area A(a 0 ). Let us now suppose that the user moves within the AP coverage area according to another discrete-time MC taking values on the coverage area; let us also suppose that such a MC has a unique stationary distribution, uniform over the coverage area; finally, suppose that the user communicates its new position after a number of steps that are sufficient for the MC to forget the past and reach equilibrium. Under these assumptions, when the user sends a report to the AP, its position is distributed according to the stationary (uniform) distribution of the chain. Therefore, the teleport mobility model offers the following nice interpretation: it is equivalent to any mobility model where a single user moves within the AP coverage area according to a discrete-time MC and sends reports to the AP at a rate which is smaller than the inverse mixing time of the chain. Indeed, the evolution of this new MC after a report is sent to the AP, by the Strong Markov Property (see e. g. [9] ), is independent of the past trajectory; further, its future evolution is governed by the usual recursion
where µ t is the probability distribution after t steps from last report, q is the chain transition kernel, and µ 0 is a mass concentrated in the point where the last report was sent from. If the reports are sent at a rate r < 1/τ mix , where τ mix is the mixing time of the chain, then µ 1/r ≈ π, i. e. the chain is approximately at equilibrium. Clearly, the scenario described above does not really depend on the MC having uniform stationary measure. Given a target probability distribution π over the AP coverage area and an ergodic MC having π as its unique stationary distribution, let us imagine that a single user moves within the coverage area according to the chain and sends reports to the AP at a rate smaller than the inverse mixing time. Then, we can generate a sequence of user reports by sampling the measure π. In this case the matrix P describing the knowledge evolution becomes
It is questionable whether it is reasonable to assume that user reports are sent at a frequency that is lower than the inverse mixing time of the MC describing the user mobility. As we point out in Section 4.2, high-frequency reports may not correspond to an achievement of FK after a small number of reports. Let us imagine that a single user moves within A(a 0 ) according to a Brownian motion and sends reports with a high frequency. It is reasonable to expect that many successive reports will be sent from the same tile, adding then no further information about the local topology. We come back to this point in Section 4.2.
All in all, we can conclude that Model 1, alongside the low-frequency reports assumption, may represent a viable option to the study of LTD in actual situations.
Simulations

Teleport Model on Random Positioned APs
We developed a simulation framework in MATLAB, where 8 APs have been positioned in the space u.a.r. Each AP has a circular coverage area of the same size. We considered 350 different configuration, with the constraint that a 0 coverage area overlaps with the ones of all other APs, so that FK is attained when all the 7 neighbours are reported.
We can notice that, given the symmetry introduced on the coverage radii and the constraint on the number of neighbors of a 0 , the results are invariant under the coverage radius chosen.
For each of these 350 configurations, the expected time of 0.9-knowledge E[τ ] has been computed, together with the number of steps to guarantee 0.9-knowledge with 90 % confidence, S(0.9).
In Figure 3 we can observe the empirical distribution function of these two measures. E[τ ] is centered around 10 steps, while S(0.9) is shifted on higher values, as expected being an upper bound. In Figure 4 , the empirical cumulative distribution function of E[τ ] and S(0.9) is shown. We can see that for 95 % of the samples we can expect to have 0.9-knowledge in about 16 steps, while to have 90 % confidence using the bound obtained in (8), we need to wait about 22 steps.
We can notice that the bound obtained with (8) is a conservative estimation, because it uses only the second biggest eigenvalueλ, i. e. it takes in account of only the slowest way to reach the desired knowledge, while the problem has a rich combinatorial structure that can not be completely captured by (9).
Random Walk on a Grid
In order to investigate and confirm the ideas of Section 3.5, we simulated a random walk with reflective boundary on a grid as mobility model, and compared it with Model 1 (see Section 3), for a set of 8 AP positioned as described at the beginning of this section.
Low frequency reports
We consider the cases in which a report is made for a number of steps that approaches M 2 (the mixing time of the Markov Chain), where M is the number of nodes in the grid. We can observe that, if the report rate is low enough, the empirical mean time of 0.9-knowledge of the random walk model approaches the one of our simplified model.
If we assume typical femtocell parameters, i. e. that the coverage radius is 50 m, and that the user do a step in a grid of 2.5 m every 5 s, then Figure 5 suggests that a report in 50 min is substantially equivalent to the teleport mobility model (Model 1). The reason why more reports are needed in the case of high-frequency reports is the following: since the inter-report time is short, it is likely that many reports will be sent from the same tile, i. e. the knowledge chain will undergo many self-transitions. The results thus confirm that Model 1 can effectively be used at least to provide an upper bound for τ .
Combining this result with the one from Figure 4 , we can conclude we need about 10 steps to have 0.9-knowledge, i. e. less than half day. See Section 5 for an interpretation of these results in terms of implementation.
A Realistic Scenario
A received power map for 4 APs in the Hynes convention centre have been generated using the Wireless System Engineering (WiSE) [7] software, a comprehen- sive 3D ray tracing based simulation package developed by Bell Laboratories. APs are assumed transmitting at a frequency of 2.1 GHz with a power of 34 mW. In Figure 6 the received power map when only first AP is active is shown. The area shapes are more complex than the simple scenario depicted in Section 4.1.
In Figure 7 , the expected time of δ-knowledge, E[τ δ ], is shown varying δ; we can notice a step shape, where a new step is added every time a new state become absorbing, as explained in Section 3.2.
In Figure 8 , the expected time of FK, E[τ 1 ], is shown varying the user detection threshold, from a very conservative value of −60 dBm to a more realistic one of −100 dBm. When the users are more sensitive, the coverage areas, and the higher order tiles in particular, are bigger, leading to better performances. We can see that 14 steps are enough, on average, to get FK in all cases.
These results confirm that the values obtained placing random AP with circular coverage in Section 4.1 are compatible with real world scenarios.
Conclusions
We introduced the problem of user-reports-based Local Topology Discovery, providing a crisp mathematical formulation of it in the case of Model 1.
We showed that Model 1 can effectively be used as an upper bound for a wide range of mobility models, when the user reports frequency is lower than the mixing time of the MC of the actual mobility model.
In Section 3.4 we provide an useful method to estimate the time of δ-knowledge when the problem is too big to solve exactly using Equation (6) .
Simulations on random scenarios show that the expected number of reports in order to have an high degree of knowledge of the local topology is very small. Roughly speaking, a user moving at 0.5 m/s according to a random walk model, and providing a report every hour, will guarantee the AP will have 0.9-knowledge with high probability in less than half day. Since the local topology is not typically expected to change every day, this is an acceptable time, especially considering that it is actually possible to send report on a shorter time-scale.
The simulations on more realistic scenarios (Section 4.3) give very similar results in term of time of 0.9-knowledge.
In conclusion, the results encourage to implement the user reports function, corroborating the heuristic recommendations in [6] and [2] . In the case of femtocells, such implementation should be easy, because the hardware and the firmware are already capable of managing user reports.
Future Work
A more extensive study on more realistic scenarios is required, where the typical topological properties of a urban area are taken in account.
Similarly, an analysis of more realistic mobility models is desirable: our work encompass the simple case of Model 1, that can be used to estimate any other Markovian model (i. e. any mobility model that can be described with a Markov process) with unique stationary measure only when the report frequency is sufficiently low, namely slower than the mixing time of the Markov Chain. An analysis of the behaviour of the mobility models during their transient behaviour is left for future work.
