ALMA $^{12}$CO (J=1--0) imaging of the nearby galaxy M83: Variations in
  the efficiency of star formation in giant molecular clouds by Hirota, Akihiko et al.
Publ. Astron. Soc. Japan (2014) 00(0), 1–32
doi: 10.1093/pasj/xxx000
1
ALMA 12CO (J=1–0) imaging of the nearby
galaxy M83: Variations in the efficiency of star
formation in giant molecular clouds
Akihiko Hirota, 1, 2 Fumi Egusa, 1, 3 Junichi Baba, 4, 1 Nario Kuno, 5, 6
Kazuyuki Muraoka, 7 Tomoka Tosaki, 8 Rie Miura, 1 Hiroyuki Nakanishi, 9
and Ryohei Kawabe 1, 10, 11
1National Astronomical Observatory of Japan, 2-21-1 Osawa, Mitaka, Tokyo 181-8588, Japan
2Joint ALMA Observatory, Alonso de Co´rdova 3107, Vitacura, Santiago 763-0355, Chile
3Institute of Space and Astronautical Science, Japan Aerospace Exploration Agency,
Sagamihara, Kanagawa 252-5210, Japan
4Earth-Life Science Institute, Tokyo Institute of Technology, 2-12-1 Ookayama, Meguro, Tokyo
152-8551, Japan
5Division of Physics, Faculty of Pure and Applied Sciences, University of Tsukuba, 1-1-1
Tennodai, Tsukuba, Ibaraki 305-8571, Japan
6Tomonaga Center for the History of the Universe, University of Tsukuba, 1-1-1 Tennodai,
Tsukuba, Ibaraki 305-8571, Japan
7Department of Physical Science, Graduate School of Science, Osaka Prefecture University,
1-1 Gakuen-cho, Naka-ku, Sakai 599-8531, Japan
8Joetsu University of Education, Yamayashiki-machi, Joetsu, Niigata 943-8512, Japan
9Graduate School of Science and Engineering, Kagoshima University, 1-21-35 Korimoto,
Kagoshima, Kagoshima 890-0065, Japan
10SOKENDAI (The Graduate University for Advanced Studies), 2-21-1 Osawa, Mitaka, Tokyo
181-8588, Japan
11Department of Astronomy, School of Science, University of Tokyo, Bunkyo, Tokyo 113-0033,
Japan
∗E-mail: akihiko.hirota@nao.ac.jp
Received 2017 October 23; Accepted 2018 May 3
Abstract
We present results of the 12CO (1–0) mosaic observations of the nearby barred-spiral galaxy
M83 obtained with the Atacama Large Millimeter/submillimeter Array (ALMA). The total flux is
recovered by combining the ALMA data with single-dish data obtained using the Nobeyama
45-m telescope. The combined map covers a ∼13 kpc2 field that includes the galactic center,
eastern bar, and spiral arm with a resolution of 2.′′03 × 1.′′15 (∼ 45 pc × ∼ 25 pc). With a reso-
lution comparable to typical sizes of giant molecular clouds (GMCs), the CO distribution in the
bar and arm is resolved into many clumpy peaks that form ridge-like structures. Remarkably, in
the eastern arm, the CO peaks form two arc-shaped ridges that run along the arm and exhibit
a distinct difference in the activity of star formation: the one on the leading side has numerous
H II regions associated with it, whereas the other one on the trailing side has only a few.
To see whether GMCs form stars with uniform star formation efficiency (SFE) per free-fall time
(SFEff ), GMCs are identified from the data cube and then cross-matched with the catalog of H II
regions to estimate the star formation rate for each of them. 179 GMCs with a median mass of
c© 2014. Astronomical Society of Japan.
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1.6 × 106 M are identified. The mass-weighted average SFEff of the GMCs is ∼9.4 × 10−3,
which is in agreement with models of turbulence regulated star formation. Meanwhile, we find
that SFEff is not universal within the mapped region. In particular, one of the arm ridges shows
a high SFEff with a mass-weighted value of ∼ 2.7 × 10−2, which is higher by more than a factor
of 5 compared to the inter-arm regions. This large regional variation in SFEff favors the recent
interpretation that GMCs do not form stars at a constant rate within their lifetime.
Key words: galaxies: individual (M83) — galaxies: ISM — galaxies: star formation — ISM: molecule
1 Introduction
As most star formation takes place in giant molecular clouds
(GMCs) and as star formation is one of the fundamental pro-
cesses that drives the evolution of galaxies, it is essential to
understand the processes that determine the star formation ef-
ficiency (SFE) in GMCs.
Molecular clouds with sizes of 20–100 pc and masses of
104−6 M are often classified as GMCs (e.g., Sanders et al.
1985; Solomon et al. 1987). Motions inside GMCs are turbulent
with resultant CO linewidths of several kilometers per second,
which are ’supersonic’ for typical temperatures in GMCs (∼10
K). Although early studies proposed that the turbulent linewidth
could be a manifestation of the gravitational collapse of GMCs
(e.g., Goldreich & Kwan 1974), in most places GMCs are as-
sumed to be supported by turbulent pressure and magnetic fields
against their self-gravity, and kept in near-virial equilibrium
(e.g., Larson 1981; Solomon et al. 1987). The observed bal-
ance between the virial mass and the cloud mass derived with a
reasonable assumption regrading the CO-to-H2 conversion fac-
tor, also known as Larson’s second law, has been considered as
one of the important manifestations of the nature of GMC that
is close to the virial equilibrium.
In the Milky Way (MW), GMCs form stars with a low ef-
ficiency in the sense that only 1% of the GMC mass is con-
verted into stars per free-fall time (Zuckerman & Evans 1974;
Krumholz & McKee 2005). The low SFE was one of the earliest
grounds for assuming that GMCs are in a state of near equilib-
rium rather than in a state of gravitational collapse because it
was argued that if GMCs are in a state of collapse, more stars
should be produced within a free-fall time. The recognition
of the low efficiency led to another discussion on the idea that
some mechanisms should be regulating the star formation rate
(SFR) in GMCs.
In discussing mechanisms that regulate the SFE in GMCs, it
is common practice to adopt a parameter called star formation
efficiency per free-fall time (SFEff ). The parameter is defined
as SFEff ≡ τffSFR/MGMC, where MGMC and τff are the mass
and free-fall time of a cloud, respectively. As far as GMCs are
concerned, the average value of SFEff is claimed to be uni-
form, approximately 0.01, in many galaxies, including the MW
(Krumholz et al. 2012).
Turbulence is one of the mechanisms considered responsible
for regulating SFEff . Turbulence could regulate star formation
in a GMC by forming a small volume of high-density regions
within it while keeping the bulk of the GMC in near virial bal-
ance (e.g., Mac Low & Klessen 2004). Attempts have been
made to construct theoretical descriptions that quantitatively re-
produce an SFEff of ∼0.01 in a steady state (e.g., Krumholz
& McKee 2005; Federrath 2015). The efforts trying to achieve
SFEff ∼0.01 in a steady state implies that GMCs are approx-
imated as long-lived entities that form stars with constant effi-
ciency.
However, although the model of turbulence regulated star
formation succeeded in explaining the low average value of
SFEff to a certain degree (Federrath 2015), some studies im-
ply that the assumption of quasi-steady virialized GMCs could
be oversimplifying the nature of GMCs. First, the lifetime of
GMCs has been estimated to be 15–40 Myr, which is only a few
τff , by several studies; the GMC lifetime is suggested to be ef-
fectively limited by the disrupting roles of OB stars (Blitz & Shu
1980; Kawamura et al. 2009; Murray 2011; Miura et al. 2012)
or large-scale shearing motions in inter-arm regions (Meidt et al.
2015). If this is true, then GMCs do not necessarily have to be
long-lived entities that are kept in near virial balance. Second,
Larson’s second law alone does not completely rule out the pos-
sibility that GMCs are collapsing because even if a GMC is in a
state of free-fall, the CO linewidth increases by only a factor of√
2 compared to a GMC in virial balance (Larson 1981). The
difference is subtle and within the inevitable observational un-
certainties. If GMCs are not long-lived as suggested by the first
argument, they are allowed to be at least partially collapsing
as was argued by Goldreich & Kwan (1974) (see Ballesteros-
Paredes et al. 2011).
Further, recent studies point out that there is a wide spread,
larger than two orders of magnitude, in SFEff observed for
Galactic GMCs (Murray 2011; Lee et al. 2016; see also Mooney
& Solomon 1988). Those authors argued that the large scatter in
SFEff is hard explain by the models of turbulence-regulated star
formation, which predict a weak dependence of SFEff on the
properties of GMCs. Instead, they proposed that SFEff should
be a time-dependent variable that dynamically increases during
the lifetime of GMCs, although the effects of observational bias
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mist be carefully examined (Feldmann & Gnedin 2011).
Accepting that there is a wide scatter in SFEff , it is natural
to think of its spatial distribution within a galaxy. If SFEff in-
deed increases dynamically during the lifetime of GMCs, there
should be a variation in the observed SFEff across spiral arms
because spiral arms have at least moderate impact in organiz-
ing the build-up and disruption of massive GMCs (Egusa et
al. 2011; Hirota et al. 2011; Colombo et al. 2014). On the
other hand, if SFEff is stable, then the distribution of SFEff ob-
served should not exhibit strong spatial variations. Therefore,
the investigation of the spatial distribution of SFEff in galaxies
should provide a clue to understand how the rate of star forma-
tion is regulated in GMCs, a discussion that is closely connected
with the nature of a GMC itself.
M83 is an ideal target to investigate SFEff in GMCs be-
cause it is one of the nearest (4.5 Mpc, Thim et al. 2003) spiral
galaxies that is seen face-on and hosts prominent galactic struc-
tures, namely a bar and spiral arms. Metallicities in M83 are
comparable to or even higher than in the MW (Bresolin et al.
2016), thus CO lines are effective in tracing molecular clouds.
Other basic parameters of M83 are listed in table 1. As this
galaxy contains a large amount of molecular gas (3.2 × 109
M, Crosthwaite et al. 2002), numerous observational studies
were made with both single-dish telescopes and interferometers
(see references listed in Hirota et al. 2014). However, due to
its low declination, interferometric observations made previous
to the arrival of the Atacama Large Millimeter/submillimeter
Array (ALMA) suffered from limited u-v samplings, and the
spatial resolutions achieved were insufficient to resolve individ-
ual GMCs. Recently, Freeman et al. (2017) investigated the
properties of GMCs in M83 using the ALMA data, but the data
used lacked sensitivity to the total flux.
We present the results of 12CO (1–0) mosaic observations of
M83 taken with the ALMA. The interferometric data are com-
bined with data taken with the Nobeyama 45-m telescope to re-
cover the total flux. Target fields of the observations are selected
so that a variety of galactic structures are covered, including
the bar, the spiral arm, inter-arm regions, and the galactic cen-
ter. We examine the observational properties of GMC including
SFEff over galactic structures to see whether or not systematic
variation in SFEff exists.
We describe the CO observations in section 2 and present
the CO distribution in section 3. In section 4, we identify GMCs
from the obtained CO data cube and examine their basic proper-
ties. Scaling relations of the properties of the identified GMCs
and their mass functions are also examined. In section 5, by
cross-matching the identified GMCs with H II regions, we de-
rive SFEff for each GMC. In section 6, discussions are made to
interpreting the meaning of the observed variation in SFEff and
also to see in which regions feedback from massive stars is large
enough to disrupt GMCs. In section 7, we present a summary.
Table 1. Adopted parameters of M83
Parameter Value
Morph. 1 SAB(s)c
Center position (J2000)2 13h37m00.s72
−29◦51′57.′′2
Position angle3 225◦
Inclination angle3 24◦
Systemic velocity (LSR)4 514 km s−1
Distance5 4.5 ± 0.3 Mpc
Linear scale 1′′ ∼ 22pc
SFR 6 3.0 M yr−1
HI mass 7 7.9×109 M
H2 mass 8 3.2×109 M
E(B-V)9 0.070
1 de Vaucouleurs et al. (1991). 2 Thatte et al. (2000). 3 Comte (1981). 4 Kuno et
al. (2007). 5 Thim et al. (2003). 6 Jarrett et al. (2013), adjusted to a distance of 4.5
Mpc. 7 Heald et al. (2016), adjusted to a distance of 4.5 Mpc. 8 Crosthwaite et al.
(2002), adjusted to a distance of 4.5 Mpc. 9 Schlegel et al. (1998).
2 Observations and Data
2.1 ALMA observations
Aperture synthesis observations of the inner part of M83 in
12CO(1–0) were carried out with the ALMA (program ID:
2011.0.00772.S). Observations were made with about 16 anten-
nas that have 12m diameter each. The 64-input correlator was
used to acquire cross-correlation data and configured to cover
∼1 GHz bandwidth around a center frequency of∼114.92 GHz
with a channel spacing of 0.244 MHz. As the Hanning window
function was applied online, the effective frequency resolution
was 0.488 MHz (∼1.27 km s−1).
Figure 1(a) shows the target field of the ALMA observa-
tions. 45 pointings were observed sequentially with an inte-
gration time of ∼6 s per pointing, and J1316-336 was observed
once in approximately 20 min as a time dependent gain calibra-
tor. The absolute flux scale was calibrated using J1337-129 and
Titan, and 3C279 was used for the passband calibration. The
system noise temperature was in the range from 100 to 150 K
throughout the observations.
The cross-correlated visibility data were processed with
the standard ALMA calibration procedures using the CASA
software package (McMullin et al. 2007; Petry & CASA
Development Team 2012) to correct for atmospheric and instru-
mental phase fluctuations, and to transfer the temperature from
the primary flux calibrators. These calibrations are made by ap-
plying calibration scripts bundled with the data set. Inspection
of the antenna-based gain solutions and also the calibrated data
showed that there was no need to further edit of the data. The
calibrated visibility data were exported as UV-FITS and then
converted to the MIRIAD (Sault et al. 1995) data format for the
subsequent reduction process.
Before proceeding to the data combination, as a sanity
check, the calibrated visibility data were Fourier-transformed
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Fig. 1. (a) Optical V -band image of M83 taken from Larsen & Richtler (1999). (b) Velocity integrated intensity 12CO (1–0) image of M83 generated from the
ALMA data only. Due to the lack of sensitivity of zero-spacing data, extended emission are filtered out. (c) Same as (b), but for the data taken with 45-m
telescope. The contour levels are 8, 16, 32, 64, and 128 K km s−1. In each of these three plots, the dashed line indicates the field of view (FOV) of the
ALMA mosaic observations with a normalized gain level of 0.9.
with natural weighting, and the CLEAN method was applied
to produce the deconvolved image. The CLEAN beam was
2.′′07 × 1.′′13 with a position angle of ∼ −77.◦6. The images
were made for every two channels by averaging four neighbor-
ing channels to keep the resultant data cube oversampled in the
velocity axis. Therefore, each channel in the resultant cube has
a width of ∼1.27 km s−1, but with an effective resolution of
∼2.54 km s−1. After the deconvolution was performed, the
spatial distribution of the rms noise was estimated from line
free channels for each line of sight. Within the mapped area,
the median value of the rms was ∼7.4 mJy per beam with a ve-
locity resolution of ∼ 2.54 km s−1. However, we note that as
the pointed mosaic observations made by the ALMA observing
script assigned longer integration times to the southern half of
the map, the spatial distribution of the noise is not uniform. The
16th and 84th percentiles of the rms noise were 6.1 and 10.3
mJy per beam, respectively. Figure 1(b) shows the integrated
intensity map of the ALMA image in 12CO (1–0).
2.2 45-m Telescope observations and data
combination
As the ALMA observational data presented here lack sensitivi-
ties to the extended emission due to the central hole in the (u,v)-
coverage (< 5kλ), the ALMA data were combined with zero-
spacing data obtained using the NRO 45-m telescope. The 45-m
observations were performed using the on-the-fly (OTF) obser-
vation mode during the winter seasons of 2008 and 2009. The
scanning rates were set between 40′′ and 50′′ s−1, and data were
sampled at a rate of 10 Hz, thereby providing a sufficient spa-
tial sampling rate that met the Nyquist rate. The T100 receiver
was used as a front-end, and the SAM45 spectrometers config-
ured to cover a 512 MHz bandwidth with 1024 channels used
as back-ends. Intensity calibration in the DSB antenna tempera-
ture (T ∗A) scale was performed with the chopper-wheel method.
The Hanning window function was applied to the spectrome-
ter outputs to achieve Nyquist sampling in the frequency axis.
To correct for the pointing offset, SiO (J=1–0) maser (42.821
and 43.122 GHz) sources were observed once every hour. Any
data with pointing errors larger than 6′′ were excluded from the
analysis.
The OTF data were processed with the NOSTAR software
package (Sawada et al. 2008) to perform basic calibration pro-
cedures including baseline subtraction and application of main
beam efficiency. Imaging was also obtained with NOSTAR by
gridding data points to a 6′′ spacing grid and performing con-
volution with a spheroidal function (figure 1c). The total CO
(1–0) luminosity detected within the field of view (FOV) of in-
terferometric observations, defined as the region where the gain
of the interferometric mosaic is above 0.9, is 4.3× 108 ± 6.4×
106 K km s−1 pc2. We note that the denoted error is obtained
by scaling the rms noise level in line free channels, and thus the
uncertainty of the absolute temperature scale is not included.
On the other hand, the luminosity detected by ALMA within
the same area is 9.9 × 107 ± 5.7 × 105 K km s−1 pc2. Thus,
only approximately 23% of the CO flux was detected with the
interferometric image synthesis.
2.3 Combined imaging
THe the data sets taken with the different telescopes were com-
bined by the procedure introduced in Kurono et al. (2009). The
45-m data cube was converted into pseudo visibility data sets
using the same methodology as Hirota et al. (2014) to allow
combined imaging and deconvolution with the data taken with
ALMA. The relative weighting between the two data sets was
optimized so that combined image achieves a similar resolution
as the ALMA only data and also so that it recovers the total flux
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detected by the 45-m observations. The calibrated ALMA vis-
ibility data and pseudo-visibility data generated from the 45-m
observations were Fourier-transformed and deconvolved with
the CLEAN method together. The parameters of the CLEAN
beam are 2.′′03 × 1.′′15 (44.3 pc × 25.1 pc) with a position
angle of ∼ −77.◦7. As described in §2.1, images were made
for every two channels by averaging four neighboring channels;
therefore the velocity resolution of the combined data is ∼2.54
km s−1. The median value of the rms noise within the mapped
area was ∼8.0 mJy per beam. The combined data have a sim-
ilar spatial distribution of noise as the ALMA-only data cube,
with the 16th and 84th percentiles of the rms noise being 6.6
and 10.6 mJy per beam, respectively.
2.4 Ancillary data sets
To compare with the CO data, data sets of the star formation
tracers were also prepared.
A catalog of H II regions was taken from Hirota et al. (2014)
and was made by identifying H II regions from the Hα image
retrieved from the data archive of the Survey for Ionization in
Neutral-Gas Galaxies (SINGG; Meurer et al. 2006) using the
HIIphot software (Thilker et al. 2000). The resolution of the Hα
image is limited by a seeing of 1.′′8, which is comparable to the
resolution of the CO data used here. Correction for foreground
extinction was made by adopting AHα = 0.18 mag, which is
given by Meurer et al. (2006). Contamination of [N II] lines at
rest wavelengths of 6548 A˚ and 6583 A˚ were also corrected by
using the estimated fractional contribution of [N II] lines to the
total bandpass, 0.11, which is given by Meurer et al. (2006).
Application of these corrections resulted in scaling the original
image by a factor of ∼1.05.
An image of Paβ was produced from the narrow- and the
broad-band filter images retrieved from the data archive of the
HST/WFC3 ERS program (GO-11360). Continuum subtrac-
tion was achieved by subtracting the scaled broad-band image
(F110W) from the narrow-band image (F128N).
3 GMC scale molecular gas distribution in
M83
3.1 CO distribution
Figures2(a) and 2(b) show maps of the integrated intensity and
the peak temperature for 12CO (1–0), respectively. Both of the
CO maps were prepared from the combined CO (1–0) data cube
presented in the previous section. The entire velocity range of
the CO emission within the mapped region is approximately
350–630 km s−1 and is much wider than the linewidths of in-
dividual molecular clouds which are several kilometers per sec-
ond. Therefore, when generating the two-dimensional maps, a
mask was applied to the original data cube to reject pixels with
low signal-to-noise ratios (SNRs). The mask was made by in-
cluding all pixels with SNRs over 4 and also including pixels
with SNRs over 2 and that are morphologically connected to
the pixels with SNRs over 4. From the masked CO data cube,
the first- and second-moment maps were also constructed (fig-
ures 2(c) and figure 2(d)). For reference, figure 3(a) also shows
the contour map of the distribution of CO integrated intensity
with annotations overlaid to indicate names of places that will
be referred to hereafter.
The mapped region contains prominent galactic structures,
including the stellar bar and the spiral arm that extends from the
eastern end of the bar. The stellar bar in M83 lies at a position
angle of ∼45◦ and has a semi-major radius of approximately
84′′ (Hirota et al. 2014). The approximate extent of the stellar
bar is indicated in figure 3 by the dotted line. The bar-to-arm
transition region located around the eastern end of the bar was
mapped by several studies in CO lines (e.g., Wiklind et al. 1990;
Rand et al. 1999).
The spatial resolution (44.3 pc × 25.1 pc) being comparable
to the typical sizes of GMCs (>20 pc; Sanders et al. 1985), the
CO emission is resolved into many complex features. The spiral
arm is resolved into many clumpy peaks that are arranged in arc-
shaped ridges, and the bar is also arranged in ridges but with a
more continuous distribution. The CO distribution in the arm
and bar is narrow, in the sense that the widths are comparable to
the beam size.
Along the leading sides of the bar, two continuous ridges
of CO emission extend almost symmetrically with respect to
the galactic center. The two molecular ridges correspond to
’offset ridges’ commonly seen in molecular-rich barred-spiral
galaxies (annotated in figure 3a). The offset ridges are found
to be highly abundant in molecular gas. By assuming a CO-to-
H2 conversion factor of 2.0 × 1020 cm−2 (K km s−1)−1 (e.g.,
Bolatto et al. 2013), a correction factor of 1.36 for the existence
of helium, and an inclination angle of 24◦, the molecular gas
surface density is found to be∼200M pc−2 (∼50 K km s−1)
at the eastern edge of the ridge, and it even increases to ∼800
M pc−2 (∼200 K km s−1) or higher near the galactic cen-
ter. These values are comparable to or even higher than the
well-quoted typical surface density of Galactic GMCs (∼170
M pc−2; Solomon et al. 1987).
Near the eastern end of the bar, the molecular bar seen as a
continuous ridge bifurcates into two molecular ridges that run
through the leading and trailing sides of the spiral arm. The
ridge on the leading side is brighter in CO compared to the one
on the trailing side. Hereafter, we will refer to the ridge on
the leading side as the ’primary arm ridge’ and the one on the
trailing side as the ’secondary arm ridge’ (see figure 3a). Along
the molecular ridges in the spiral arm, signatures of streaming
motion can be recognized from the first-moment velocity map
(figure 2c) with a velocity shift of ∼20 km s−1. The existence
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Fig. 2. (a) Velocity integrated intensity map of 12CO (1–0) made from the combined data. Contour levels are 24, 48, 96, 192, 384, and 768 K km s−1,
respectively. The dashed line indicates the gain pattern of the mosaic observations at the normalized level of 0.9. The gain pattern is also indicated in each of
the subsequent plots. Due to the application of the mask referred to in the main text, the rms noise of the integrated intensity image is not uniform. Typical
rms values are ∼1 and ∼2 K km s−1 in the inter-arm and arm regions, respectively. (b) Peak temperature map for the combined 12CO (1–0) data. Contour
levels are 1.92, 3.84, and 7.68 K, respectively (1σ = 0.32 K). (c) Intensity-weighted mean velocity map of CO emission. (d) Intensity-weighted velocity
dispersion map of CO emission.
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Fig. 3. (a) CO map overlaid with annotations to indicate the names of the places referred to in the text. (b) CO map compared with the distribution of H II
regions. Red and blue markers indicate the location of H II regions with the uncorrected Hα luminosity greater and lower than 1037.6 erg s−1, respectively.
Contour levels are the same as in figure 2(a). (c) CO contours compared with Paβ image in arbitrary units. The continuum-subtracted Paβ image is
smoothed to a resolution of 1.′′8 to align with that of the Hα image used to identify the H II regions that are shown in (b). THe contour levels are 33, 100, and
200 K km s−1. (d) CO contours in red compared with H I map in units of M pc−2. The black contour is drawn at a level of 4 M pc−2 for H I. The contour
levels of the CO map are 30 and 60 K km s−1.
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of the velocity shift is in agreement with the finding made by
Rand et al. (1999) and suggests that gas clouds in these two
spiral arm ridges are subject to shock compression.
In addition to the ridges mentioned above, there exist sec-
ondary structures that extend with large opening angles from
the primary arm ridge and the bar seen in CO (annotated in fig-
ure 3a). The secondary features extending from the primary arm
ridge are on the leading side; they most likely correspond to the
structures often seen in spiral arms and are referred to as ’spurs’
or ’feathers’ (e.g., Elmegreen 1980; La Vigne et al. 2006, here-
after, referred to as spurs). We note that the four outermost
spurs indicated in figure 3(a) roughly coincide in position with
the ones also identified by La Vigne et al. (2006) from an opti-
cal image. Unlike the spurs on the leading side of the primary
arm ridge, some spurs that extend from the bar are on trailing
side. The trailing spurs extending from a bar are often seen in
other barred-spiral galaxies (Sheth et al. 2000; Zurita & Pe´rez
2008). The detailed mechanisms that produce the leading side
spurs are still under active discussion, but most theories agree
that gas clumps formed in an arm are sheared while moving
toward the leading side of the arm (e.g., Wada & Koda 2004;
Dobbs & Bonnell 2006; Renaud et al. 2013). On the other hand,
the formation mechanism of the spurs on the trailing sides of a
bar has not been investigated in detail. Except for the trailing
spurs in the bar, most of the spurs on the leading side are closely
associated with H II regions. Active star formation in spurs is
in agreement with the suggestion that spurs, possibly produced
from bound gas clumps, are preferred sites for star formation
(e.g., Schinnerer et al. 2017).
3.2 Comparison with tracers of high mass star
formation
Figures 3(b) and 3(c) compare the CO map with the distribution
of the H II regions and a map of Paβ emission, respectively.
Comparing the distribution of CO emission with the tracers of
massive star formation, the SFE in molecular clouds does not
appear to be uniform within the region observed. A large num-
ber of H II regions are found in limited areas such as the primary
arm ridge, spurs that extend toward the leading side of the pri-
mary ridge, and around the galactic center. On the other hand, it
is evident that fewer H II regions are found along the secondary
arm ridge and in the inter-arm region located on the trailing side
of the bar. Later in §5, we will quantitatively investigate the SFE
for individual GMCs. Further in §6, we will discuss whether the
apparent regional variation in star formation activity is caused
by intrinsic variations in the SFE in GMCs.
3.3 Comparison with the distribution of atomic
hydrogen
Figure 3(d) compares the CO map with a map of the atomic hy-
drogen (HI) retrieved from the archive of The HI Nearby Galaxy
Survey (THINGS; Walter et al. 2008), which is an imaging sur-
vey of H I in nearby galaxies made with the Very Large Array
(VLA). The archival image was made with robust weighting of
the visibilities and the size of the synthesized beam is 10.′′4 ×
5.′′6. By assuming optically thin emission of H I, we converted
the unit of the H I image into surface density which resulted in
a sensitivity of ∼0.3 M pc−2.
Over the FOV of the CO observation, the surface density of
H I is at most 12 M pc−2, and is well below that of molecular
gas. As H I is suggested to have a smooth distribution even at
small spatial scales (finer than 100 pc; Leroy et al. 2013), we
assume that the surface density of H I is still well below that of
molecular gas even when compared at the scale of GMCs.
Another concern might be the missing flux of the H I image.
As the THINGS H I image is not sensitive to structures larger
than 15′ (∼20 kpc) due to the lack of short spacing baselines,
the contribution of the missing flux might be a concern. From a
comparison of the H I flux detected by VLA observations with
single dish telescope observations, Crosthwaite et al. (2002) es-
timated that large-scale features greater than 15′ in M83 could
have a mean surface H I density of 2±0.5 M pc−2. Although
the data used by Crosthwaite et al. (2002) and those presented
as part of THINGS survey are not identical, the total H I flux de-
tected in the two data sets do not differ greatly from each other
(480 Jy km s−1 vs. 360 Jy km s−1). Therefore, we hereafter
assume that the contribution of H I is not significant compared
to the molecular gas, and do not take the H I gas content into
account in the following analyses.
On the basis of the spatial distribution of CO and HI in spiral
arms, several authors suggested that in the molecular dominated
part of the galactic gas disks, H I is preferentially found in star-
forming regions as the product of photo-dissociation (M51 by
Rand et al. 1992; the MW by Koda et al. 2016). For the particu-
lar case of the eastern spiral arm of M83, Rand et al. (1999)
compared their interferometric CO map with the H I map of
Tilanus & Allen (1993). They noted that it is difficult to identify
systematic spatial offsets between HI and CO peaks which were
taken as evidence for HI being the photo-dissociation product in
M51 (Rand et al. 1992). However, we note that the previous CO
map of M83 obtained by Rand et al. (1999) has missed the sec-
ondary arm ridge and the arm traced by the H I emission is more
aligned with the primary arm ridge compared to the secondary
one, although the beam size of the H I image is considerably
larger than that of the CO image. As the SFE is suggested to be
lower in the secondary arm ridge compared to the primary arm
ridge, the notion of H I as the photo-dissociation product seems
to still hold in the eastern arm of M83.
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4 Properties of GMCs
4.1 Cloud identification
GMCs are identified from the three-dimensional 12CO (1–0)
data. Before performing the cloud identification, the original
data cube is smoothed spatially by convolving with a Gaussian
beam to obtain an axisymmetric beam profile of 2.′′1 (∼ 46
pc). The 16th, 50th, and 84th percentiles of the rms noise are
7.3, 10.6, and 13.7 mJy per beam with a velocity resolution of
∼ 2.54 km s−1. We used the astrodendro1 software package
to identify clouds from the data cube. Although the software
can identify hierarchically nested sets of topologically closed
surfaces, we have adopted only closed surfaces with the finest
spatial scales, which are commonly referred to as leaves. The
reason for using only leaves is that a resolution of ∼46 pc does
not resolve the typical size of GMCs, because of which leaves
should not represent substructures inside GMCs. Instead, each
of them should correspond to an individual GMC or a complex
of GMCs that are closely packed within a resolution limit.
Parameters for the cloud decomposition algorithm are con-
figured such that each leaf has a peak SNR over 3, and the peak
SNR of each leaf is higher by at least 3 from the merging level to
neighboring leaves. In addition, to avoid picking up small fea-
tures that could be mere noise fluctuations, we discarded leaf
candidates where the number of pixels occupied in the three-
dimensional data cube is below 3 × (Abeam/Apixel), where
Abeam and Apixel are the areas of the beam and a pixel. We
also tried a threshold value of 2 × (Abeam/Apixel), which ap-
pears more plausible considering the factor-of-2 oversampling
used in the velocity direction in the data cube (§2.3). However,
we discarded it because while the number of identified leaves
increased by approximately 6% , some of the newly detected
leaves are smaller than the beam size and thus are too small for
the size parameters to be correctly determined later in §4.2.
With the adopted set of parameters, GMCs with a peak SNR
down to 6 which corresponds to ∼1.4 K, are expected to be
detected. Assuming that a minimum detectable GMC has a
Gaussian profile with a radius and linewidth of 46 pc and 5
km s−1, respectively, and also adopting the ’standard’ CO-to-
H2 conversion factor (see §4.2.1), the mass threshold for the
GMC identification is estimated to be 2.3 × 105 M. We will
see later in §4.7 that the mass threshold estimated here is consis-
tent in regions where molecular clouds are not closely packed.
On the other hand, in regions with high average molecular gas
density, such as the bar and the central region, the detection
limit is elevated to around 106 M; this point will also be re-
viewed in §4.7.
All the identified leaves are checked by examining the two-
dimensional distribution obtained by projecting each on the x-y
plane. After manually flagging three leaves with too dispersed
1 http://www.dendrograms.org
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Fig. 4. (a-c) Ratio of the extrapolated value to unextrapolated value for
size, velocity dispersion, and CO luminosity, respectively, as a function of
Tedge/Tpeak. (d-f) Fractional uncertainty for each quantity in (a–c) as a
function of Tedge/Tpeak. Note that the ordinate in each plot is in
logarithmic scale.
appearance, 179 leaves remained. We regard each leaf as the
’kernel’ of a GMC because the surface boundary determined by
each leaf does not extend to the 0 K level and thus traces just a
limited volume around the peak of each GMC.
4.2 Derivation of basic cloud parameters
The centroid position and the velocity of each GMC are de-
rived by calculating the intensity-weighted first moment within
each GMC kernel. The maximum temperatures within each
GMC kernel are taken as peak temperatures (Tpeak), and we
also record the minimum temperature as the edge temperature
(Tedge).
Two-dimensional root-mean-square sizes and the velocity
dispersion of each GMC (σx, σy, and σv, where σx > σy)
are derived by calculating second moments in three axes within
each kernel mask. The second-moment value calculated within
each kernel mask is extrapolated to the 0 K level by following
the procedure proposed by Rosolowsky & Leroy (2006), which
calculates a moment value with various temperature thresholds
in the range between Tedge and Tpeak and linearly extrapolates
it to the 0 K level. The extrapolated second moments are further
corrected by subtracting the resolution element size in quadra-
ture to account for the finite resolution.
The CO luminosity of the cloud is first calculated within
each GMC kernel and then corrected by applying the same ex-
trapolation method as for the size parameters.
The three plots in the top row of figure 4 show the ratio
of the extrapolated value to the unextrapolated value for size
(∝ √σxσy), velocity dispersion, and CO luminosity, respec-
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tively, as a function of the ratio of Tpeak to Tedge. The dashed
line in each plot indicates the expected behavior with a sim-
ple Gaussian profile. We see in each plot that most of the data
points for the identified GMCs agree with the expected line for
a Gaussian profile.
Uncertainties for the size parameters and CO luminosity are
determined by performing bootstrap error estimates. As shown
by the three plots in the bottom row of figure 4, the uncertainty
assigned to each GMC quantity depends on Tpeak / Tedge. As
we will see later in §4.5.1, some GMCs in the center and the bar
have a low contrast to their ambient regions—i.e., Tedge / Tpeak
is high— and thus those GMCs are assigned a larger uncertainty
for cloud parameters compared to the GMCs in uncrowded re-
gions.
4.2.1 Adopted definition of physical quantities
After determining the rms size values and the CO luminos-
ity for each cloud, those values are mapped to physical quan-
tities. The linewidth of the cloud (∆V ) is simply taken as
∆V =
√
8log2σv. The effective size of the cloud (R) is de-
fined as
R=
3.4√
pi
√
σxσy, (1)
where 3.4/
√
pi is an empirical factor that is determined by
Solomon et al. (1987).
The molecular gas mass for each GMC (MGMC) is calcu-
lated from the CO luminosity (LCO) by applying the CO-to-H2
conversion factor of 2.0 × 1020 cm−2 (K km s−1)−1, which is
considered to be valid for the inner disk of massive spiral galax-
ies (Bolatto et al. 2013) along with a correction factor of 1.36
that accounts for the contribution of helium and other elements:(
MGMC
M
)
= 4.4
(
LCO
K km s−1 pc2
)
. (2)
THe virial mass is calculated with the following equation which
neglects the magnetic energy and external pressure,
Mvir =
1
a1
5Rσ2v
G
, (3)
where G is the gravitational constant, and a1 is a factor that
encapsulates the effects of the density distribution. The factor,
a1, can be written as a1 = (1 - n/3) / (1 - 2n/5) for a cloud that
follows the power law density profile of ρ(r) ∝ r−n (Bertoldi
& McKee 1992). Hereafter, we employ n=1 (Solomon et al.
1987).
The virial parameter (Bertoldi & McKee 1992), which is a
measure of the ratio of the kinetic to gravitational energy of a
GMC, is defined as
αvirial ≡Mvir/MGMC. (4)
The Average gas surface density of GMC (ΣGMC) is defined as
ΣGMC =MGMC/(piR
2). (5)
The volume density is calculated with the following equation
taken from Leroy et al. (2015):
ρGMC = 1.26MGMC/
(
(4/3)piR3
)
(6)
The free-fall time (τff ) of GMC is calculated as follows:
τff =
√
3pi
32GρGMC
. (7)
4.3 Distribution of identified GMCs
Figure 5 shows the distribution of the identified GMCs. The
spatial extent of each GMC is displayed by an ellipse with major
and minor radii of 3.4/
√
pi σx and 3.4/
√
pi σy, respectively. The
sum of the GMC mass derived by applying the extrapolation
method and the CO conversion factor described in the previous
section is ∼5.6 × 108 M, which is approximately 33% of the
total molecular gas mass within the target region (∼1.7 × 109
M). The fractional molecular gas mass identified as GMC is
comparable to the value found in M51 (∼54%, Colombo et al.
2014) with a similar spatial resolution.
4.4 Definition of environmental masks
To investigate the regional variation in the properties of GMCs,
we define regional masks indicated in figure 6. The area within
the galactocentric radius of 16′′ (∼350 pc) is defined as the cen-
tral region to include a gas ring with a radius of∼9′′ (Elmegreen
et al. 1998) and condensations of molecular gas formed at the
crossing points of the ring and the bar offset set ridges (e.g.,
Sakamoto et al. 2004). Two rectangles that cover the offset
ridges of the molecular bar are defined as the bar region. Two
inter-arm regions are defined at the leading and trailing sides of
the bar, respectively. The arm region is defined to cover the two
spiral arm ridges and associated spurs that extend toward the
leading side. Within the arm region, we also define two subre-
gions that trace the spiral arm ridges described in §3.1, i.e., the
primary and secondary arm ridges.
4.5 Environmental variation in GMC properties
In this subsection, we investigate the environmental variation
in GMC properties by examining the statistical distribution of
each quantity. We employ a box-and-whisker plot to display
the quartiles of each quantity, as Colombo et al. (2014) used
for M51. Table 2 also tabulates the 25th, 50th, and 75th per-
centiles of relevant GMC properties, including the peak tem-
perature (Tpeak), edge temperature (Tedge), size (R), linewidth
(∆V ), cloud mass (MGMC), gas surface density (ΣGMC), virial
parameter (αvirial), and free-fall time (τff ) of the GMCs in each
regional mask.
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Fig. 5. Distribution of the identified GMCs overlaid on the CO map indicated with a contour line with 13 K km s−1 level (gray line). Each ellipse indicates the
position and the effective major and minor radii of a GMC (i.e. 3.4/
√
pi σx and 3.4/
√
pi σy). The solid blue line indicates the boundary of the kernel for each
GMC projected on the x− y plane.
Table 2. Properties of identified GMCs
N Tpeak Tedge R ∆V MGMC ΣGMC αvirial τff
(K) (K) (pc) (km s−1) (106 M) (M pc−2) (Myr)
all 179 3.3+1.4−0.8 1.6
+0.6
−0.5 69
+20
−16 13.3
+5.1
−3.9 1.6
+1.7
−0.8 106
+71
−40 1.4
+0.9
−0.5 6.4
+2.9
−1.6
Inter-arm (trail) 42 2.3+0.7−0.3 1.0
+0.3
−0.2 72
+21
−15 12.6
+5.3
−4.0 1.2
+1.6
−0.5 80
+24
−26 1.8
+0.9
−0.7 8.6
+1.5
−2.6
Inter-arm (lead) 27 3.0+0.8−0.6 1.2
+0.1
−0.1 72
+14
−15 12.6
+3.9
−1.9 1.1
+1.4
−0.3 95
+68
−43 1.8
+0.9
−0.6 6.8
+3.4
−0.8
Arm 66 3.8+1.0−1.1 1.7
+0.8
−0.6 62
+20
−14 11.9
+3.5
−2.9 1.5
+1.6
−0.8 123
+50
−43 1.0
+0.5
−0.4 6.0
+1.8
−1.2
Arm ridge (secondary) 15 3.2+0.6−0.7 1.6
+0.1
−0.5 64
+21
−13 9.8
+3.5
−1.3 1.3
+1.7
−0.7 113
+24
−31 1.1
+0.3
−0.5 6.7
+1.8
−1.0
Arm ridge (primary) 21 4.1+1.3−1.3 2.1
+1.6
−1.0 74
+29
−19 12.3
+4.1
−3.9 1.7
+1.1
−0.8 101
+52
−47 1.1
+0.5
−0.3 6.7
+4.7
−1.0
Bar 17 5.2+2.4−0.9 3.9
+2.1
−0.7 76
+55
−16 18.7
+17.1
−4.5 4.2
+4.1
−2.3 142
+209
−38 1.6
+2.1
−0.5 6.0
+2.5
−2.5
Center 13 9.8+2.7−5.6 5.6
+3.0
−2.9 77
+10
−25 29.5
+20.3
−9.9 5.9
+5.0
−3.8 411
+538
−184 1.7
+1.0
−0.4 3.0
+0.9
−0.6
Each GMC property is noted asMD75D25 , whereM ,D25, andD75 are median, the distance to the 25th percentile from the median, and the distance to the 75th
percentile from the median of the number distribution, respectively.
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Fig. 6. Definition of the environmental mask indicated with heavy solid
lines, overlaid on the distribution of GMCs (ellipses in thin line) and on the
CO map (gray contour). The central region, the bar, inter-arm (trailing side),
inter-arm (leading side), the arm, the primary arm ridge, and the secondary
arm ridge are defined and indicated with black, green, cyan, blue, red,
dark-red, and magenta, respectively. The four gray-shaded ellipses indicate
the four most massive clouds, which appear as outliers in the plots of mass
spectra (will be discussed later in §4.7).
4.5.1 Variation in basic properties
Many of the GMC properties are dimensionally proportional to
combinations of three parameters, namely, the temperature, the
size, and the linewidth. Therefore, we start by examining the
distribution of these quantities before investigating other prop-
erties.
Figures 7 (a)-(c) show the environmental variation in the
peak temperature (Tpeak), effective size (R), and linewidth
(∆V ), respectively. The median peak temperature of the identi-
fied clouds is approximately 3.3 K above the background emis-
sion, suggesting that most of the clouds in our sample are
marginally resolved at the 46 pc spatial resolution. There is
environmental variation in the peak temperature. By examin-
ing the range of the 25th and 75th percentiles for Tpeak in each
region, the peak temperature is found to exhibit regional varia-
tions and is highest in the center (4.2–12.5 K), followed by the
bar (4.3–7.6 K), arm (2.7–4.8 K), and inter-arm regions (2.0–
3.0 K and 2.4–3.8 K for trailing and leading sides, respectively).
Even within the arm region, there is a variation in the peak tem-
perature: Tpeak in the primary arm ridge extends to a higher
regime (2.8–5.4 K) compared to the secondary one (2.5–3.8 K).
In addition to Tpeak, the linewidth also follows a similar trend,
although the difference between the inter-arm and the arm is
moderate.
On the other hand, the effective size of the clouds does not
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Fig. 7. Box-and-whisker plots for (a) peak temperature (Tpeak), (b) effective
radius (R), (c) linewidth (∆V ), and (d) edge-to-peak temperature ratio
(Tedge/Tpeak). Upper and lower edges of each box indicate 25th (Q1) and
75th (Q3) percentiles of the number distribution. Upper whisker extends up
to the last data point less than Q3 + 1.5IQR, where IQR is the
interquartile range (= Q3−Q1). Lower whisker extends down to the last
data point greater than Q1− 1.5IQR. Data points outside the whiskers are
indicated with pluses. Median value is indicated with a horizontal line within
each box. Dashed horizontal line indicates the median value for all samples.
clearly follow the same trend. The only notable variation is that
clouds in the bar region are larger than the others and there is
little variation in the size parameters among other regions. The
lack of strong variation in the size parameter is not unforesee-
able, because the cloud partition algorithm tends to divide cloud
emission into structures with rather uniform size scale that is
comparable to the beam size (Hughes et al. 2013).
Figure 7(d) shows the ratio of the edge-to-peak temperatures
of clouds (Tedge / Tpeak). The higher this value is for a GMC,
the less distinct the cloud becomes from its surroundings. The
median value for the entire sample is approximately 0.49, and
thus most of the identified GMCs are not well isolated from
their environment. In particular, GMCs in the bar and the center
exhibit quite elevated values (0.6–0.8 for 25th to 75th percentile
range). As this quantity primarily determines the uncertainties
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assigned to each cloud parameter (as seen in figure 4), GMC
properties in the center and the bar regions are more uncertain
compared to the GMCs in other regions.
4.5.2 Variation in derived properties
Here, we look into the statistical distribution of the cloud mass
(MGMC), gas surface density (ΣGMC), free-fall time (τff ), and
virial parameter (αvirial). Box-and-whisker plots for these pa-
rameters are presented in figure 8. These four quantities have
a dimensional dependence on the combinations of three quan-
tities, temperature (T ), linewidth (∆V ), and cloud size (R) as
follows:
ΣGMC ∝ T∆V,
MGMC ∝ T∆V R2,
τff ∝ (T∆V/R)−1/2 ,
αvirial ∝∆V/(TR).
The median value of ΣGMC for all samples is ∼106 M pc−2
and is close to the values found in the Galactic GMCs (80–120
M pc−2; Heyer et al. 2009). ΣGMC is highest in the cen-
tral region with lower and upper quartiles of ∼230 and ∼950
M pc−2, respectively. The bar region also exhibits elevated
values of ΣGMC with lower and upper quartiles of ∼100 and
∼350 M pc−2, respectively. The environmental variation ex-
pressed by the fact that ΣGMC is higher in the center and the bar
is easily understood considering the dimensional dependence of
ΣGMC on T∆V .
The cloud mass, MGMC, shows a similar trend as ΣGMC.
This is also comprehensive because MGMC has an extra depen-
dence on R2 compared to ΣGMC, and R does not exhibit strong
regional variation.
The median value of the free-fall time, τff , for all clouds is
6.4 Myr. It is shortest in the central region with lower and upper
quartiles of 2.4 and 3.9 Myr, respectively. As τff is proportional
to the inverse square of T∆V , the shorter τff in the central re-
gion is reasonable.
The virial parameter, αvirial, has a median value of ∼1.4 for
all samples. It tends to be smaller in the arm (median value is
∼1.0) compared to other regions including the inter-arm, bar,
and center (median value is ∼1.8). As it is dimensionally pro-
portional to ∆V /(TR) and as R does not exhibit strong re-
gional variation except for the bar, an environmental variation
of ∆V/T is expected to be mainly responsible for the variation
in αvirial. Figure 8(e) shows the distribution of ∆V/Tpeak. At
least for the difference between the inter-arm regions and the
arm region, the distribution of ∆V/Tpeak is in agreement with
the expectation.
4.6 Scaling relations
Early studies of Galactic molecular clouds have revealed the
existence of scaling relations between the cloud properties,
which are often referred to as Larson’s three laws (Larson 1981;
Solomon et al. 1987): (1) velocity dispersion of the cloud has
a power-law dependence on the cloud size, σv ∝ Rβ , with an
index β of approximately 0.5; (2) the virial mass of the cloud is
close to the luminosity mass (Mvir 'MGMC); and (3) the aver-
age volume density of the cloud is nearly inversely proportional
to the cloud size (ρGMC ∝ R−1), or in other words, the aver-
age surface density is almost constant among GMCs. In reality,
only two of these three laws are independent because if two of
them are provided, then the remaining one can be algebraically
derived from the two laws. Therefore, we examine the first two
of Larson’s laws with the GMCs in M83.
4.6.1 Linewidth–size relation
Figure 9(a) shows the linewidth–size relation for all GMC sam-
ples, and (b)-(h) show the same relation for each subregion.
For reference, figure 9(i) plots Galactic GMC samples from
Solomon et al. (1987). The linewidth–size relation given by
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Fig. 9. (a) Linewidth–size relationship for all the GMC samples in M83. (b-h) Same as (a), but for each subregion defined in figure 6. (i) Same as (a), but for
Galactic clouds (Solomon et al. 1987) and M51 clouds (Colombo et al. 2014) indicated with gray and purple markers, respectively. In each plot, the dashed
line indicates the fit to Galactic GMCs given by Solomon et al. (1987), ∆V ∼ 1.70 R0.5, and the two dotted lines show ×3 and 1/3 of it, respectively.
Spearman’s rank correlation coefficient (ρs) is noted at the bottom right corner of each plot. Black solid lines indicate the power-law fitting results for the
GMCs in M83.
Solomon et al. (1987) is plotted with a dashed line in each plot.
In each plot, Spearman’s rank correlation coefficient (ρs), a non-
parametric measure of a rank correlation coefficient, is given
to indicate the degree of correlation. We regard a value of ρs
greater than 0.7 as a sign of significant correlation. Data points
in each plot are fitted with a power-law relation by minimiz-
ing the effective variance (Orear 1982), and the fitted result is
overplotted.
If all the GMC samples are taken together, it is difficult to
identify a sign of the existence of correlation (figure 9a). The
calculated ρs is approximately 0.3, and this is quite low com-
pared to the value found from the Galactic GMCs (ρs ∼ 0.7).
Even with division into subregions, the apparent lack of corre-
lation is also the same, supported by the low value of ρs (figure
9b-h). We will shortly discuss why we observed a weaker cor-
relation for the linewidth–size relation in M83 compared to the
MW samples of Solomon et al. (1987) in §4.6.3.
4.6.2 Relationship between virial mass and CO luminosity
Figure 10 shows the relationship between the virial mass and
CO luminosity for the GMCs in M83. In each plot, the line
representing the equality of the virial mass and the luminosity
mass calculated from equation 2 is overplotted.
Contrary to the low correlation found for the linewidth–
size relation, the GMCs in M83 are mostly in agreement with
Larson’s second law. This is consistent with the narrow range
of αvirial, lower and upper quartiles being 0.9 and 2.3 for all
samples, seen in the previous subsection. Also, the power-law
fitting resulted in almost linear relations for all of the subre-
gions considered here. Correlation coefficients, ρs, fall in the
range between 0.70 and 0.89 and support the apparent existence
of the significant correlation.
4.6.3 Why the observed linewidth–size relation exhibits
weak correlation?
Among the three Larson’s laws, the linewidth–size relation has
attracted particular attention because the similarity of its form
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mass is equal to the cloud mass derived with equation 2, and two dotted lines indicate ×3 and 1/3 of it, respectively.
with the Kolmogorov cascade, which happens for incompress-
ible turbulence, is considered to be the manifestation of the hier-
archical nature of GMC which is governed by the turbulent mo-
tion (Larson 1981). The tight correlation between the linewidth
and size in Galactic clouds found by Solomon et al. (1987) and
the similarity of the internal structure function of GMCs studied
by Heyer & Brunt (2004) are taken as evidence for the univer-
sality of the linewidth–size relation. However, later with the up-
dated dataset, Heyer et al. (2009) pointed out that the coefficient
of the linewidth–size relation (σv,0) is in reality not uniform, but
it depends on the surface density (Σgas) of the cloud as follows,
σv,0(= σv/R
1/2)∝ Σ1/2gas . (8)
Heyer et al. (2009) also pointed out that this σv,0–Σgas relation
is mathematically equivalent to Larson’s second law, which is
also equivalent toMvir =MGMC if the assumed CO-to-H2 con-
version factor is correct.
The weak correlation observed for the linewidth–size rela-
tion with a ρs of approximately 0.3 (§4.6.1) should partly be
attributed to the fact that the GMC samples adopted here have
a limited dynamic range, in particular for the size parameter
(§4.5.1). In addition to the limited dynamic range, the relatively
large uncertainty associated with the cloud properties seen in
figure 4 could be responsible for the weak correlation of the
linewidth–size relation.
However, the firm correlation observed between the virial
mass and CO luminosity (§4.6.2) implies that the variation in
the surface density is yet another factor that contributes to the
weak correlation of the linewidth–size relation, as pointed out
by Heyer et al. (2009). Figure 11 plots the square of the
linewidth–size relation coefficient as a function of the surface
density for the GMCs in M83. The dashed line indicates the
following relation,
σv,0
2 =
(
σv
2
R
)
=
a1
5
piGΣGMC, (9)
which is equivalent to Mvir = MGMC (αvirial = 1, i.e., virial
equilibrium) if the assumed CO-to-H2 conversion factor is cor-
rect. As a further reference, the dotted line in each plot cor-
responds to the relation αvirial = 2, which is expected for the
case of simple gravitational collapse (Ballesteros-Paredes et al.
2011; see also Larson 1981).
Plotting the all samples together (figure11a), we see that the
linewidth–size relation coefficient does depend on the gas sur-
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Fig. 11. Same as figure 9, but for the square of the linewidth–size relationship coefficient (σv,02 = σ2v/R) as a function of the mean surface density for the
GMCs in M83. In each plot, dashed and dotted lines indicate the line for αvirial = 1 and αvirial = 2.
face density with a modest sign of correlation (ρs ∼0.67), and
data points are clustered around αvirial = 1. Divided into sub-
regions, correlation coefficients become lower in some regions,
but this seems simply due to the reduced dynamic range of the
gas surface density. The lower correlation coefficient obtained
for the σv,0 - ΣGMC relation compared to the Mvir–MGMC re-
lation is expected because the former coefficient is derived from
the latter by dividing both sides by R2 and associated constant
factors that make the dynamic range of the σv,0–ΣGMC relation
smaller.
Galactic GMCs from Solomon et al. (1987) are also clus-
tered around the line αvirial = 1 (figure 11i), although ρs is low
(∼ 0.52). The lower correlation coefficient for the MW GMCs
would also be due to the limited variation in ΣGMC sampled by
the survey of Solomon et al. (1987).
Comparing figures 11(a) and 11(i), it is apparent that the
GMCs in M83 cover a wider range of ΣGMC than the samples
from Solomon et al. (1987). Therefore, we conclude that the
dependence of the linewidth–size coefficient on the surface den-
sity at least partly explains why the linewidth–size relation for
the GMCs in M83 exhibits weak correlation. The limited dy-
namic range of the size parameter should also play a role. It is
notable that Hughes et al. (2013) also observed a weak correla-
tion for the linewidth–size relation in extragalactic GMCs with
a nominal procedure of cloud decomposition which tends to
identify structures close to a resolution limit. However, with an
alternative decomposition procedure that tends to achieve uni-
form surface density threshold, they obtained a stronger correla-
tion. The stronger correlation obtained with the uniform surface
density threshold is in agreement with the fact that σv,0 scales
as ΣGMC.
4.7 Mass spectrum of GMCs
The mass spectrum of GMCs is known to follow a power-law
relation, dN/dM ∝Mγ . In the inner disk of the MW, the in-
dex γ is claimed to be approximately -1.5 by several studies
(Solomon et al. 1987; Williams & McKee 1997; Rosolowsky
2005). On the other hand, in the outer disk of the MW, the slope
of the GMC mass spectrum is suggested to be steeper com-
pared to the inner disk with γ being smaller than -1.5 (Heyer
et al. 2001; Rosolowsky 2005). This difference of γ found be-
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tween the inner and outer parts of MW may imply that the mass
spectrum of GMCs is not uniform and could vary over differ-
ent environments. Indeed, nonuniform values of γ are reported
by extragalactic studies: citing some examples, in M33, LMC,
M51, NGC 300, NGC 4526, and NGC 1068, γ is found to be
-2.0 ± 0.2 (Rosolowsky et al. 2007; also -2.0 ± 0.1 by Gratier
et al. 2012), -1.75 ± 0.06 (Fukui et al. 2008; although > -2 by
Wong et al. 2011), -2.29 ± 0.09 (Colombo et al. 2014), -2.7
± 0.5 (Faesi et al. 2014), -2.39 ± 0.03 (Utomo et al. 2015),
and -1.25 ± 0.07 (Tosaki et al. 2017), respectively. In addition
to these galaxy-to-galaxy variations in γ, some of these extra-
galactic studies also reported regional variations in γ within a
galaxy (Rosolowsky et al. 2007; Gratier et al. 2012; Colombo
et al. 2014; Utomo et al. 2015).
Another important characteristic of GMC mass spectra is
that although most of them could be fitted with a power-law re-
lation at certain mass ranges, some of them are underpopulated
at higher masses (e.g., Fukui et al. 2008). To take the deviation
from the power-law relation at higher masses into account, it is
a common practice to express the mass spectrum with a trun-
cated power law, which is written as follows in integral form
(Williams & McKee 1997):
N(>M) =− Nu
γ+ 1
[(
M
Mu
)(γ+1)
− 1
]
, (10)
where Mu is the upper cutoff mass of GMCs. For Galactic
GMCs in the inner MW, Williams & McKee (1997) fitted the
mass spectrum with this equation and found γ=-1.6, Mu =
6×106 M, andNu = 63, respectively. The total cloud mass in-
tegrated over a mass spectrum within the range from the lowest
cloud mass Ml to the highest cloud mass Mu is given as
Mtotal(≥Ml) = NuMu
γ+ 2
[
1−
(
Ml
Mu
)(γ+2)]
. (11)
If γ is larger than -2, then massive clouds account for a large
proportion of the total cloud mass, and the total cloud mass can
be approximately given as NuMu
γ+2
. Substituting the parameters
for the inner MW quoted above, the total gas mass in the inner
MW could be estimated as ∼1 × 109 M (Williams & McKee
1997), which is in agreement with other estimates (Heyer &
Dame 2015).
The shapes of GMC mass spectra are considered to re-
flect the properties of the environments from where the GMCs
are sampled. In a region where formation of massive GMCs
is enhanced, either by collisional agglomeration of preexist-
ing smaller clouds or by the roles of instabilities, the slope of
GMC mass spectra would be shallower (e.g., Dobbs 2008). On
the other hand, destructive processes such as stellar feedback
(Wilson & Scoville 1990) and large-scale shear motion (e.g.,
Meidt et al. 2015) work to decrease the number of massive
GMCs and thus steepen the slope of mass spectra. The vari-
ation in γ observed could be due to the environmental variation
in the balance between the formation and destruction processes
of GMCs (Inutsuka et al. 2015; Kobayashi et al. 2017).
In this subsection, we will derive the mass spectra of the
identified GMCs in M83 and fit them with the truncated power
law. The slopes of the fitted mass spectra, γ, will be compared
with other extra-galactic studies.
Figure 12 shows the cumulative mass function of the GMCs
in M83, for all samples (a) and for each subregion (b-h). The
ordinates of the plots are normalized by the area of each re-
gion from which GMCs are sampled. Although the mass de-
tection limit is expected to be approximately 2.3 × 105 M in
uncrowded regions (§4.1), the minimum masses of the sampled
GMCs in the bar and center are approximately 106 M. On
the other hand, in regions other than the bar and center, smaller
GMCs with masses down to a few multiples of 105 M are sam-
pled, in agreement with the expected detection limit. The ele-
vated detection limits in the bar and center are most likely due to
the high background surface density of molecular gas in those
regions. As can be seen in figure 2(a), the CO intensity in the
bar and center is mostly over the contour line of 48 K km s−1,
which corresponds to the molecular gas surface density of∼200
M pc−2 with the same assumptions made in §3.1. Therefore,
GMCs in the bar and center regions are surrounded by ’ambient’
gas with a high surface density, comparable to the typical val-
ues of Galactic GMCs (Solomon et al. 1987). Only clouds with
significant over-densities above the background level of ∼200
M pc−2 can be identified as GMCs. On the other hand, if
there is a cloud with a mass of 106 M and with a size similar
to the spatial distribution (FWHM of ∼46 pc), then the aver-
age surface density of cloud is ∼420 M pc−2. As this value
is only a factor of 2 higher than the background, it is natural
that clouds smaller than 106 M are not detected in the bar and
center regions.
We fitted the cumulative mass function for each region with
equation (10), using the GMC samples with a mass between 106
M and 3 × 107 M. The lower end corresponds to the ap-
proximate minimum GMC mass in the bar and the center. The
higher end is taken to exclude four clouds with cloud masses of
3.0, 3.4, 4.0, and 4.4 × 107 M because their masses are larger
than those of other clouds by more than 0.3 dexes and appear as
outliers on figure 12(a).
A bootstrap method with 100 draws was used to estimate the
confidence interval of the fitted parameters by taking the uncer-
tainties of each GMC mass. A draw for the bootstrap estimation
is made by adding random mass noise to each GMC and fitting
equation (10) to the cumulative mass function obtained from the
data with noise added. The mass noise is derived by assuming
a Gaussian distribution with a standard deviation equivalent to
the mass uncertainty derived for each GMC. The most likely
value and the confidence interval for each parameter were ob-
tained by taking the median and the median absolute deviation
18 Publications of the Astronomical Society of Japan, (2014), Vol. 00, No. 0
10−1
100
101
102
N
[k
pc
−2
]
(a) all (b) Inter-arm (trail) (c) Inter-arm (lead)
10−1
100
101
102
N
[k
pc
−2
]
(d) Bar (e) Center (f) Arm
105 106 107
M [M⊙]
10−1
100
101
102
N
[k
pc
−2
]
(g) Arm ridge (secondary)
105 106 107
M [M⊙]
(h) Arm ridge (primary)
Fig. 12. (a) Cumulative mass function for all of the GMC samples in M83. (b-h) Same as (a), but for the GMCs in each subregion defined in figure 6 (b-h). In
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(MAD) of 100 bootstrap realizations for each parameter. After
obtaining the most likely values for each parameter, the two-
sided Kolmogorov–Smirnov (KS) test was performed to evalu-
ate the goodness of fit. For the KS test, GMCs outside of the
fitting range were also included. The resultant fitting parame-
ters along with the p-value for the KS test are summarized in
table 3. In addition, table 3 also lists the total cloud mass in-
tegrated over the fitted mass spectrum obtained using equation
(11) with an Ml of 103 M and the sum of the GMC mass for
each region.
The fitted mass spectrum for all samples (figure 12a) has
a slope of ∼-1.6 ± 0.1, which is in agreement with the value
found in the inner disk of the galaxy (γ=-1.6; Williams &
McKee 1997). The KS test reported a low p-value of ∼0.01.
This is mostly due to the disagreement between the fitted func-
tion and the actual data below 106 M, which we suspect to be
caused by the elevated detection limit in crowded areas.
Divided into subregions, the slopes of the mass spectrum
show a modest regional variation that ranges between -1.1 and
-1.8. The slope in the arm region (∼-1.6) is steeper than both
of the inter-arm subregions (∼-1.1 and ∼-1.4). The two arm
ridges located inside the arm also exhibit different slopes from
each other. The primary arm ridge has the steepest slope among
all of the subregions (∼-1.8). On the other hand, the slope for
the secondary arm is∼-1.2 and is similar to that in the inter-arm
regions.
All of the slopes found here are greater than -2, which im-
plies that massive GMCs dominate a significant fraction of the
total cloud mass, as in the MW. With a mass spectrum having a
shallow slope, the contribution of smaller clouds is expected to
be less important. This point can be confirmed from the close-
ness between the total mass integrated over the fitted mass spec-
trum and the summation of the identified GMC mass in regions
with shallow γ, such as the inter-arm, bar, and center regions
(7th and 8th columns in Table 3).
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Table 3. Parameters of the GMC mass distribution
Name Area (1) γ (2) Nu (3) Mu (4) p-value (5) Mcloud,total (6) Σ MGMC (7)
(kpc−2) (106M) (107M) (107M)
all 13.5 -1.58 ± 0.10 21.1 ± 6.3 13.3 ± 2.1 0.01 65.2 56.0
Inter-arm (trail) 3.7 -1.09 ± 0.08 11.4 ± 1.0 6.6 ± 0.3 0.75 8.3 7.6
Inter-arm (lead) 1.9 -1.38 ± 0.12 4.2 ± 0.7 9.3 ± 0.5 0.91 6.3 5.3
Arm 4.1 -1.55 ± 0.07 11.9 ± 1.4 8.4 ± 0.3 0.02 21.6 13.8
Arm ridge (secondary) 0.8 -1.13 ± 0.11 3.9 ± 0.6 6.9 ± 0.6 1.00 3.1 2.4
Arm ridge (primary) 0.8 -1.79 ± 0.18 1.4 ± 1.0 18.0 ± 5.6 0.80 10.9 5.3
Bar 0.8 -1.27 ± 0.12 3.2 ± 1.2 29.7 ± 8.1 1.00 13.0 10.8
Center 0.4 -1.19 ± 0.14 2.5 ± 1.2 46.3 ± 20.7 0.86 14.4 16.3
(1) Area of the region. (2-4) Parameters of the fitted truncated power-law function. (5) The p-value of the KS test. (6) The total cloud mass obtained by integrating
the fitted mass spectrum within the range 103M toMu. (7) The sum of the GMC masses within the region.
4.7.1 Comparison with other extragalactic measurements
of mass spectra
In general, a galaxy-to-galaxy comparison of GMC mass spec-
tra has to be made with great care because differences in the ob-
servational setup and in the cloud identification algorithm affect
the observed shapes of mass spectra (e.g., Wong et al. 2011). A
cloud identified as a single entity with a particular spatial reso-
lution could be divided into several smaller clouds if a finer spa-
tial resolution is utilized. The sensitivity limit also affects the
shape of the GMC mass spectrum because if a physical upper
limit of the GMC mass exists, the slope of the mass spectrum
steepens at a higher mass and thus with a higher mass limit, the
observed slope tends to be steeper (e.g., Fukui et al. 2008). For
example, while the index γ is found to be ∼-1.75 in LMC with
a resolution of 50 pc (Fukui et al. 2008), with a finer spatial
solution, Wong et al. (2011) reported a slope of γ ≤ -2.
Despite the difficulty of galaxy-to-galaxy comparison of
GMC mass spectra, or more precisely work-to-work compar-
ison, several studies agreed in pointing out that the slope of
GMC mass spectra tends to steepen when the galactocentric ra-
dius within a galaxy increases (e.g., Rosolowsky et al. 2007;
Gratier et al. 2012; Colombo et al. 2014). In general, the frac-
tion of molecular gas is lower in the outer part of a galactic disk
compared to the inner disk. Thus, the steeper slope in the outer
part could be interpreted as a consequence of the difficulty in
building massive GMCs in regions where the amount of molec-
ular gas is lower (Dobbs 2008).
A few galaxies have been investigated for environmental
variation in GMC mass spectra with a spatial resolution compa-
rable to the one used here (∼46 pc). For example, two indepen-
dent studies reported the radial variation of the index in M33,
which changes from γ > -2 in the inner part, which is within
a galactocentric radius of 2.2 kpc, to γ < -2 in the outer part
(-1.8 vs -2.1 in Rosolowsky et al. 2007, -1.6 vs -2.3 in Gratier
et al. 2012). The variation in γ apparently correlates with the
radial variation in the molecular gas fraction in M33, because
the fraction declines from 60% to 20% from the center to the
outer disk (e.g., Rosolowsky et al. 2007). Another example is
the environmental variation in GMC mass spectra observed in
M51 (Colombo et al. 2014). Within a galactocentric radius of
approximately 1.2 kpc (∼30′′) in M51, γ is reported to be -1.3
– -1.6 (regions labeled as the nuclear bar and molecular ring).
On the other hand, outside of 1.2 kpc, the reported values of
γ range between -1.8 and -2.6. Therefore, M51 also exhibits a
decreasing trend in γ with increasing galactocentric radius. As
in M33, the decline in γ is possibly correlated with the radial
variation in the molecular gas fraction because the molecular
gas fraction within 1.2 kpc is 90% or higher, while outside of
1.2 kpc, it slightly declines to 70%–80% (read from the map in
Koda et al. 2009).
The values of γ found in M83 here range between -1.1 and -
1.8, and are shallower than most values found in M33 and M51.
The target regions studied here in M83, which are located within
a galactocentric radius of 2.6 kpc, are predominantly molecular
(§3.1). Therefore, the shallower slopes found here seem to agree
with a tendency for the slopes of GMC mass spectra to be shal-
lower in the molecular-dominated part of the galactic disks. We
also note that from the examples cited above, similarly shallow
slopes are reported only in the central ∼1.2 kpc of M51 (-1.3
and -1.6 in Colombo et al. 2014).
4.7.2 Possible interpretation of the variation in the mass
spectrum slope
Inutsuka et al. (2015) and Kobayashi et al. (2017) pointed out
that if the continuity equation of molecular clouds in mass space
is assumed, the slope of the mass spectrum, γ, could be de-
scribed as
γ =−(1 +Tf/Td), (12)
where Tf and Td are the time scales for the formation and de-
struction processes of molecular clouds, respectively. Although
the formation and destruction timescales are not well con-
strained at this moment, the essence of equation 12, which is
the dependence of γ on the formation and destructive processes,
appears qualitatively in agreement with suggestions made by
previous studies. For example, Dobbs (2008) suggested that
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in regions where formation of massive GMCs is enhanced, the
mass spectrum slope becomes shallower. On the other hand,
Wilson & Scoville 1990 suggested that in regions where stel-
lar feedback are effective enough to depopulate massive GMCs,
the slope becomes shallower (Wilson & Scoville 1990).
As we have seen in the previous subsection, the slopes of the
GMC mass spectra obtained here range from -1.1 to -1.8, which
are rather shallow compared to the values obtained in other stud-
ies that have investigated the regional variation in GMC mass
spectra within a galaxy (Rosolowsky et al. 2007; Gratier et al.
2012; Colombo et al. 2014). As the gas disk within the observed
region is already predominantly molecular, GMCs do not have
to be formed from atomic gas but instead are formed directly
from molecular gas (Dobbs 2008). In light of the idea that
the balance between the formation and destruction timescales
of GMCs determines the shape of the GMC mass spectrum
(Inutsuka et al. 2015; Kobayashi et al. 2017; also Wilson &
Scoville 1990), the shallow slopes found here in M83 might
be a reflection of effective formation of massive GMCs in the
molecular-dominated gas disk with a short Tf .
We also speculate that the steeper slope found in the primary
arm ridge (-1.8) compared to the other regions in M83 studied
here is a result of the enhanced influence of stellar feedback,
which effectively shortens Td. We will see later in §6.2 that
in the primary arm ridge, GMCs exhibit an elevated SFE and
many of them appear to be disrupted by stellar feedback. If
the destructive role of stellar feedback is more efficient in the
primary arm ridge compared to other regions, then Td would
be effectively shorter and thus the slope of the mass spectrum
steeper.
5 Star formation in GMCs
As referred to in the introduction, GMC scale examination of
the SFE is important to address how star formation in GMCs
and galaxies is regulated to achieve Gyr-long depletion time.
In this section, we examine the SFR of the GMCs in M83 pre-
sented in the previous section. We will derive the SFR for indi-
vidual H II regions (§5.1) and then cross-match H II regions with
the GMCs (§5.2). Using the cross-matched data sets, we will
examine their SFE (§5.3, §5.4, and §5.5).
5.1 Derivation of SFR for individual H II regions
5.1.1 Derivation of Hα luminosity
The catalog of the H II region presented in §3 is used as a start-
ing point for the derivation of the SFR. As stated in §3, the Hα
luminosity for each H II region has been corrected for the con-
tamination of [N II] lines and foreground extinction using the
correction factors presented by Meurer et al. (2006). We fur-
ther corrected for the internal extinction of the H II regions by
utilizing the image of the Paβ line emission presented in §3. A
median filter with a size of∼8′′ was applied to the Paβ image to
remove the background emission and the residual of continuum
subtraction. Subsequently, the filtered image was smoothed to
align the resolution with the Hα image, and the Paβ flux value
was calculated by using the spatial mask defined by HIIphot
(Thilker et al. 2000).
The extinction curve of Cardelli et al. (1989) and the intrin-
sic ratio of IHα/IPaβ = 17.1 (Dopita & Sutherland 2003) were
assumed in deriving AHα from the measured Paβ and Hα flux
for each H II region. For the H II regions that are within the FOV
of the Paβ, the median and MAD of the derived AHα are found
to be 1.9 mag and 1.1 mag, respectively. For the H II regions
that are outside the FOV of the Paβ image, we assign AHα=1.9
mag to them with an error bar of 1.1 mag.
5.1.2 Derivation of SFR
To derive SFR from the Hα luminosity, we use the SFR calibra-
tion provided by Calzetti et al. (2007):
SFR
(
M yr
−1)= 5.3× 10−42 L(Hα) (erg s−1) . (13)
We note that this calibration factor is calculated using the
Starburst99 model (Leitherer et al. 1999) by assuming a con-
stant SFR with the Starburst99 default stellar initial mass func-
tion (IMF), which resembles the IMF of Kroupa (2001). The
assumption of a constant SFR requires steady state balance be-
tween the number of ionizing stars that are forming and dying:
at least∼6 Myr of continuous star formation at a constant rate is
needed to achieve this, and thus it might be unrealistic to expect
this assumption to hold for individual H II regions. In fact, by
modeling the observed Hα and UV luminosities for H II regions
in NGC 300, Faesi et al. (2014) derived calibration factors that
produce on average a factor-of-2-higher SFR than the Calzetti et
al. (2007) calibration does. As we have not constrained the star
formation history of individual HII regions yet, we just adopt the
conventional extra-galactic calibration of Calzetti et al. (2007)
here but note that the SFR derived here could be underestimated
by approximated a factor of 2.
5.2 Cross-matching
To identify host GMCs for H II regions, we cross-match the H II
region catalog with the GMC samples presented in §4. As H II
regions can drift away from host GMCs and can also expel the
surrounding molecular material by stellar feedback, they do not
necessarily reside within the densest part of host GMCs. To
account for this effect, we adopted ellipses that define effective
major and minor radii for GMCs as their boundaries, which are
the same as the ones shown in figure 5. If the central position
of an H II region is within the boundary of a GMC, then the
H II region is judged to be associated with the GMC. Figure 13
shows the spatial relationship between the H II regions and the
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K km s−1. Black and red ellipses indicate the position of the GMCs without
and with associated H II region(s). The size of the ellipses indicates
effective major and minor radii for the GMCs, which are the same as the
ones shown in figure 5.
GMCs.
Out of a total of 179 GMCs, 122 GMCs are found to be
associated with one or more HII H II regions. Sixty-six GMCs
are associated with a single H II region each, and 56 GMCs are
associated with more than one H II region each. If an H II region
has a one-to-one relationship with a GMC, then the SFR for the
H II region is just directly registered to the GMC. For an H II
region that is associated with multiple GMCs, the SFR of the
HII region is divided among the associated GMCs, weighted by
the cloud mass.
There also exist 57 GMCs that lack associated HII regions.
For these GMCs without HII regions, we set an upper limit on
the SFR. From the distribution of the uncorrected Hα luminos-
ity, we determined the completeness limit of H II region detec-
tion to be approximately 1037.1 erg s−1. By adopting the me-
dian value for the internal extinction,AHα=1.9, and using equa-
tion (13), the completeness limit for the detection of HII regions
is translated into the limiting SFR of 3.5 × 10−4 M yr−1. We
just take this SFR value as an upper limit for the SFR of GMCs
that lack associated H II regions. The assumption involved here
is that even some H II regions with an Hα luminosity compara-
ble to 1037.1 erg s−1 could fail the HIIphot identification and not
find a place in the H II region catalog used here, such bright but
undetected H II regions are rare, and thus a GMC is associated
with at most one of those undetected H II regions. We believe
that this is not an overoptimistic assumption because over half
of the H II regions associated with GMCs have a one-to-one re-
lation and as most of the GMCs that lack associated H II regions
reside in inter-arm regions, where H II regions are sparse (figure
13). We also note that this upper limit is rather conservative,
because approximately one-third of the HII regions have uncor-
rected Hα luminosity under the adopted completeness limit of
1037.1 erg s−1, down to ∼1036.0 erg s−1.
The upper limit on the SFR adopted here also satisfies the
requirement that our method for the SFR derivation requires the
presence of at least one massive star so that H II region can be
identified. The mean lifetime of ionizing stars averaged over the
stellar IMF is ∼4 Myr. If stars form with a constant rate of 3.5
× 10−4 M yr−1, which is the adopted upper limit on the SFR,
for 4 Myr, ∼1400 M of stellar mass is produced. On the other
hand,∼1000 M of stellar mass is enough to sample the stellar
IMF in the sense that at least one O star is produced (Calzetti et
al. 2010; Koda et al. 2012).
5.3 GMC scale view of SFE
Figure 14 shows the relationship between the SFR and the
molecular gas mass for the GMCs in M83. GMCs that lack
associated H II regions are indicated with an upper limit on the
SFR.
To compare with the GMCs in M83, we incorporated some
literature values into the plot. Lada et al. (2010) estimated the
SFR and the gas mass for nearby star-forming clouds that are
located closer than 500 pc from the Sun, based on the num-
ber of young stellar objects (YSOs) and the K-band extinction,
respectively. Cloud samples in Lada et al. (2010) with mass
greater than 5 × 103 M are included in the plot. In addition,
we have included G216-2.5, a Galactic cloud considered as an
archetype for a low-activity cloud (also known as Maddalena’s
cloud; Maddalena & Thaddeus 1985). Lee et al. (1996) and
Megeath et al. (2009) detected a few YSOs around and within
this cloud, respectively. On the basis of their YSO counts, Imara
(2015) estimated the SFR of this cloud to be ∼33 M Myr−1.
The 12CO luminosity of G216-2.5 is 6.1 × 104 K km s−1 (Lee
et al. 1994). Thus, using equation (2), we estimated the cloud
mass to be 2.7 × 105 M. We note that there exist several
other estimations for this cloud. Imara (2015) estimated the
mass to be 1.2 × 105 M on the basis of the far-infrared lumi-
nosity, which is close to another mass estimate made by Lee et
al. (1994) on the basis of the 13CO luminosity with an assump-
tion of local thermodynamic equilibrium (1.1 × 105 M). In
addition to the Galactic clouds, H II regions in NGC 300, which
are detected in CO with 250 pc resolution (Faesi et al. 2014),
are also included in the plot.
A comparison of the SFR between the the GMCs in M83
and the Galactic samples quoted here has to be treated with
care. The SFR for GMCs in M83 is derived by tracing the
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associated with HII regions.
Hα emission from H II regions, which are almost solely pow-
ered by massive stars. As the nominal lifetime of massive stars
is ∼4 Myr, the SFR derived from the Hα emission is a time-
averaged value with a window size of ∼4 Myr. On the other
hand, the SFR for Galactic GMCs is derived with a shorter win-
dow size because it is based on the number counts of YSOs,
which formed within the last 2± 1 Myr (e.g., Evans et al. 2009).
The YSO counting method has a further advantage that it sam-
ples much smaller stars compared to the Hα method. Thus it is
less affected by stochastic samplings of the stellar IMF. From
the comparison of different SFR calibration methods applied to
Galactic clouds, Chomiuk & Povich (2011) concluded that the
SFR derived with YSO counting methods are approximately a
factor of 2 to 3 higher than either of the SFR derived from the
24µm flux or the Lyman continuum production rate.
Despite the uncertainty about the relative consistency be-
tween the different SFR calibration methods, the GMCs in M83
share similar characteristics as the Galactic clouds in regard to
SFE, defined as the ratio between the SFR and the cloud mass.
The data points for the GMCs in M83 fall in the SFE range
between 0.1 and 10 Gyr−1, indicating that the peak-to-peak
SFE variation is approximately two orders of magnitudes. This
scatter is comparable to the values found in Galactic GMCs
(Mooney & Solomon 1988; Murray 2011; Lee et al. 2016).
Specifically, the median value of the SFE is ∼0.5 Gyr−1 for
the M83 GMC samples, and the scatter is 0.52 dex in MAD. We
note that the range of SFEs observed in the M83 GMCs is com-
parable to that found in the Galactic cloud samples plotted in
figure 14, which places G216-2.5 and Orion A at the both ends.
5.4 Radially averaged SFR to mass relation for
GMCs
In this subsection, we inspect the relation between the surface
density of the SFR and the GMC mass on a radial average basis.
First, the SFR surface density per unit area, ΣSFR, of each GMC
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Fig. 15. (Left) Relation between SFR per unit area and gas surface density for GMCs. Gray filled and open circles indicate the data for individual GMCs with
and without associated H II regions, respectively. Black circles with error bars indicate the radially averaged data, calculated with radial bins specified with
galactocentric radius ranges of 0–12, 12–24, 24–36, ..., and 108–120 arcseconds, respectively. Neighboring radial data points are connected to each other
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fitted function. The red dashed line indicates the relation given by Kennicutt (1998) but scaled by a factor of 0.67 to account for the difference of the assumed
stellar IMF. Dotted lines are for constant depletion times of 0.2, 2, and 20 Gyr, respectively. (Right) Same as the left one, but for SFR per unit area and gas
surface density divided by the free-fall time for GMCs. The dotted line is for a constant SFEff of 0.01.
is derived by dividing the SFR by the effective area of GMC, pi
R2eff . Next, radial bins with a width of 12
′′ (∼264 pc) are gen-
erated, and the radially averaged values of ΣSFR and ΣGMC are
derived. Figure 15 (left) plots the relation between ΣSFR and
ΣGMC. The solid line in the plot indicates the radially averaged
values of ΣSFR and ΣGMC. In calculating the radial average,
the SFR for the GMCs without associated H II regions are cal-
culated with upper limits on the SFR. Therefore, the radially
averaged values in this plot have to be treated as upper limits.
A least-square fitting is made to the radially averaged data
points by minimizing the effective variance (Orear 1982). The
fitted slope is 1.71 ± 0.31, which is well above unity. This
super-linear relation does not contradict the well-quoted non-
linear index of 1.4 ± 0.15 (Kennicutt 1998) obtained by fitting
data of nearby galaxies. For reference, the relation of Kennicutt
(1998) is overplotted with a modification of the coefficient to
adjust for the difference in the assumed stellar IMF. The radi-
ally averaged data points are within a factor of three variations
from the relation of Kennicutt (1998) and appear to be in rea-
sonable agreement with it.
Next, we divide the quantity on the abscissa, ΣGMC, by the
free-fall time of the GMC. If the SFR and SFE are characterized
by a constant or a nearly constant SFEff , then the observed data
points should exhibit a linear relation. Figure 15 (right) shows
the relation between the radially averaged ΣSFR and ΣGMC/τff .
We also fit a proportional relationship, ΣSFR ∝ ΣGMC/τff , to
the radial data points to estimate a proportionality coefficient,
which is SFEff . The resultant value for SFEff is 5.8+1.8−1.4 ×
10−3 and is not far from the well quoted value of 0.01 (e.g.,
Krumholz et al. 2012).
The results obtained with radially averaged data points are
not so sensitive to the way H II regions are associated with
GMCs (§5.2). If the threshold radius for associating H II re-
gions with GMCs is changed, it is possible that an H II region
associated with a GMC with a particular threshold will be as-
signed to other neighboring GMC with a different threshold.
However, as ΣSFR and ΣGMC are averaged within radial bins,
the shift of SFR from a GMC to another GMC is not expected
to make a severe impact. Indeed, if the association radius is in-
creased and decreased by 20% (by 44% in terms of the area), the
index changes are 1.63 ± 0.30 and 1.86 ± 0.32 for the ΣSFR-
ΣGMC relation and 1.33 ± 0.26 and 1.20 ± 0.25 for the ΣSFR-
ΣGMC/τff : these values are consistent with each other.
Another source of uncertainty is the different detection lim-
its of GMCs in different environments (§4.7). In figure 15 (left),
the single data point with the highest ΣGMC has a strong influ-
ence in determining the index of the fitted function, and this also
applies for figure 15 (right). The area of the radial bin for that
point overlaps with the central region in which the minimum of
the detected GMC masses is a factor of few higher than in un-
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crowded regions, such as the inter-arm regions. Thus, one might
suspect the lack of smaller clouds in the central region may
have a significant impact on the fitted parameters. However,
GMC mass spectra investigated in §4.7 exhibited slopes shal-
lower than γ < -2. In particular, the slope γ in the central re-
gion is quite shallow with γ ∼-1.2. With the fitted parameters in
the central region and using equation (11), clouds with masses
between 103 and 106 M are expected to comprise less than
5% of the total cloud mass above 103 M. Therefore, it seems
reasonable to suppose that the impact of the varying detection
GMC limits is not significant.
Thus far, as far as the averaged data points are concerned,
or in other words, as seen on a global scale, the star-forming
properties of the GMCs in M83 are in agreement with the model
that star formation takes place with a nearly constant efficiency
per free-fall time. However, from figure15 (right), the GMC-to-
GMC variation in SFEff appears to be large. We will investigate
the environmental dependence of SFEff in the next subsection
(§5.5) and will discuss it in §6.1 and §6.3.
5.5 SFEff for individual GMCs
Now we proceed to examine SFEff for individual GMCs. We
derive SFEff for each GMC as
SFEff =
SFR
MGMC
τff . (14)
Quantities on the right hand side, SFR, MGMC, and τff , are
taken from the values determined for each GMC.
We must note that accurate determination of SFEff for in-
dividual GMCs is far from trivial because the stochastic sam-
pling effect of the stellar IMF and the uncertainty of the age
introduce errors when deriving the SFR. Further, as the SFRs
used here are derived from Hα luminosities, they are essentially
time-averaged values with a window size of approximately 3–4
Myr because the production rate of the Lyman continuum from
a stellar cluster quickly decays after the deaths of massive stars
(Murray 2011). This duration is close to the time scale for an
individual GMC: the free-fall time is approximately 6–10 Myr
for GMCs. Feldmann & Gnedin (2011) pointed out that ob-
servationally derived SFEff values for individual clouds have
to be treated as ’apparent’ values, because if a significant frac-
tion of the gas mass is lost during the averaging time imposed
by the SFR tracer, the observed value of SFEff should be bi-
ased upward. Despite these uncertainties, we first just review
the observed distribution of SFEff in this subsection. Later in
the next section, we will discuss the effects that can contribute
to increasing the apparent variation in SFEff .
Figure 16 shows histograms of the derived SFEff for the
GMCs for each regional mask. In table 4, we list the mass-
weighted mean (〈SFEff〉), median, and MAD of SFEff for each
regional mask. The mass-weighted mean of SFEff , 〈SFEff〉,
Table 4. Mean, median, and MAD of SFEff
〈SFEff〉 Median MAD
(%) (%) (dex)
all 0.93 0.30 0.60
Inter-arm (up) 0.44 0.34 0.47
Inter-arm (down) 0.26 0.24 0.41
Arm 1.48 0.40 0.79
... Arm ridge (secondary) 0.36 0.20 0.46
... Arm ridge (primary) 2.68 2.17 0.81
Bar 0.92 0.24 0.78
Center 1.00 0.21 1.16
for all GMC samples is ∼9.3 × 10−3. This value is close
to the value of ∼0.01 assumed in many theories based on
turbulence-regulated star formation (e.g., Krumholz & McKee
2005; Krumholz et al. 2012). By changing the association ra-
dius by±20% as was done in the previous subsection, the mass-
weighted mean changes to 0.79–1.06 × 10−2 and is still in
agreement with ∼0.01. The agreement of the mass-weighted
mean of SFEff with 0.01 appears to reconfirm the fact the mod-
els of turbulence regulated star formation have succeeded in de-
scribing the global averaged property of star formation.
Although 〈SFEff〉 shows good agreement with the theoret-
ical expectation, we also see a huge scatter in the distribution
of SFEff if all samples are taken together (figure 16a). The ob-
served peak-to-peak variation in SFEff is approximately three
orders of magnitude and is consistent with other studies that
also reported huge cloud-to-cloud variations of SFEff (Murray
2011; Lee et al. 2016). As foreseeable from the large scatter,
the median value of SFEff is lower 〈SFEff〉, and is 3.0× 10−3.
We note that Leroy et al. (2017) reported similar value of 3–3.6
× 10−3 in M51 using infrared emission as SFR tracer at reso-
lutions of ∼370 pc and ∼1100 pc.
In addition, the variation in SFEff exhibits a strong regional
dependence (figure 16b-h). For almost all of the clouds in the
inter-arm regions, SFEff is below the global average of 0.01.
Most GMCs in the bar also show SFEff values below 0.01, al-
though there is one GMC that exceeds SFEff=0.01. The cen-
ter and the arm contain several GMCs that exceed SFEff=0.01.
Within the arm, however, the two arm ridges exhibit a clear dif-
ference from each other concerning the distribution of SFEff :
GMCs with SFEff values higher than 0.01 are concentrated in
the primary arm ridge, while in the secondary arm ridge, almost
all of the GMCs are below SFEff=0.01.
6 Discussion
6.1 Is there intrinsic environmental variation of the
SFE?
In the previous subsection, we find that there are approximately
three orders of magnitude peak-to-peak spread in the values
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of observationally derived SFEff . Not only is the scatter of
the distribution large, but there are also regional variations in
SFEff . In particular, the two ridges within the arm exhibited
a clear difference from each other concerning the distribution
of SFEff . Before discussing the meaning of the regional varia-
tion in SFEff , we first discuss possibilities that the large scatter
and regional variations in SFEff are actually caused by observa-
tional effects that produce ’apparent’ variations in SFEff even
if SFEff is intrinsically a constant parameter. We consider three
mechanisms here: (1) stochastic sampling of the stellar IMF, (2)
uncertainty of stellar ages that affects the SFR calibration factor,
and (3) mass consumption of GMCs due to stellar feedback.
6.1.1 Sampling effect of the stellar IMF
If a cluster that illuminates an H II region contains a small num-
ber of stars, ionizing stars are likely less populated due to the
stochastic sampling of the stellar IMF. This sampling effect will
lead to an underestimation of the SFR for small H II regions.
One might suspect this sampling effect could be responsible
for the apparent variation in SFEff , especially for the GMCs in
inter-arm regions that exhibited an SFEff value that is system-
atically lower than the global mean of 0.01. However, the varia-
tion in SFEff seen in the previous subsection was revealed with
a conservative upper limit on the SFR of 3.5 × 10−4 M yr−1.
If this level of the SFR continues for 3–4 Myr, which is the nom-
inal lifetime of ionizing stars, approximately 1100–1400M of
stellar mass is produced. On the other hand,∼1000M of stel-
lar mass is enough to avoid the severe effect of stochasticity of
the stellar IMF sampling: for example, Calzetti et al. (2010)
examined the Hα luminosity per stellar mass for clusters and
indicated that the cluster-to-cluster variation is a factor of 2 for
∼1000 M clusters. Thus, as long as the sampling effect of the
stellar IMF alone is taken into account, the possible amount of
the scatter for the apparent value of SFEff is at most a factor of
2 and is insufficient to explain the observed variation in SFEff .
6.1.2 Uncertainty of stellar ages
As stated in §5.1.2, the uncertainty of the star formation history
for individual H II regions should make the SFR calibration fac-
tor, which relates the SFR and Hα luminosity, somewhat uncer-
tain. We consider here whether the observed regional variation
in SFEff could be explained by variations in the SFR calibration
factor.
If stars in a cluster powering an H II region are formed in-
stantaneously, the production rate of Lyman photons from the
cluster decay quickly after 3–4 Myr because of the deaths of
massive stars (e.g., Fig. 22 of Scoville et al. 2001; Fig. 1 of
Murray 2011). The strong time evolution of the Lyman contin-
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uum production rate implies there should be a time evolution
of the SFR calibration factor. To see the degree of the time
variation of the SFR calibration factor, we here perform a sim-
ple calculation using Starburst99. We assume the stellar IMF
of Kroupa (2001), solar metallicity, and the burst mode of star
formation, which produces all the stars in a cluster at the same
time. From the calculated results, we find that the Hα lumi-
nosity per stellar mass is almost constant for the first 2 Myr,
and then starts to decline due to the deaths of the ionizing stars,
being about 50%, 20%, and 10% of the initial value at approxi-
mately 3.5, 4.5, and 5 Myr, respectively.
The average value of SFEff in the arm region (∼0.015) is
approximately a factor of 3–5 larger than in the inter-arm re-
gions (∼0.0046 and ∼0.0027). As far as the burst mode of star
formation in clusters is concerned, the only way to produce this
amount of variation in SFEff by just changing the SFR cali-
bration factor is to assume that the H II regions in the inter-arm
are preferentially older than those in the arm regions by a few
Myr. Referring to the values obtained with the Starburst99 cal-
culation, if the H II regions in the arm region are younger than
2 Myr and the ones in the inter-arm regions are older than 4
Myr, it is possible to produce a factor of 3–5 variation in the ap-
parent distribution of SFEff . However, considering the global
galactic dynamics, the dwelling time of GMC in the inter-arm
region should be a few to several tens of Myr for the galactocen-
tric radii considered here (figure 17 in Hirota et al. 2014). The
dwelling time is much longer than the time for the Hα luminos-
ity of an H II region to decay. Thus, the existence of H II regions
in the inter-arm regions means that at least some of them are
formed in situ. Therefore, it is difficult to consider a process
that produces just a few Myr difference in the age distributions
of H II regions across the spiral arm and it is unlikely that the
observed variation in SFEff is simply due to the uncertainty of
the star formation history.
The conclusion arrived at here will not change even if a clus-
ter was created through several events of star formation that oc-
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curred over a few Myr (e.g., Venuti et al. 2018). If a cluster
that powers an H II region was formed in a single instantaneous
event, then the lifetime of the H II region is approximately 5
Myr, as we have seen above. If a cluster was formed through
several events spread over a few Myr, then the lifetime of the
H II region is lengthened by a few Myr. However, even if the
extra few Myr has to be added to 5 Myr, the lifetime of H II re-
gions is still likely below 10 Myr and well below the dwelling
time in the inter-arm region.
6.1.3 Rapid mass consumption of GMCs within the averag-
ing time for the derivation of SFR
The Hα emission from an H II region that is used to trace its
SFR quickly decays after approximately 4 Myr, because of the
deaths of massive stars. Therefore, the SFR derived from the
Hα luminosity of an H II region is essentially a time-averaged
value with an averaging window length of approximately 4 Myr
(e.g., Murray 2011). On the other hand, once massive stars
are formed inside a GMC, they are considered to be capable
of ionizing and disrupting a significant portion of the parental
GMC within a timescale of a few tens of Myr (e.g., Whitworth
1979; Williams & McKee 1997), which is comparable with the
estimated GMC lifetimes (15–40 Myr; Kawamura et al. 2009;
Murray 2011; Miura et al. 2012). The suggested timescale for
cloud destruction is only a few times longer than the averag-
ing window length of ∼4 Myr for the derivation of the SFR.
Therefore, a GMC associated with the H II regions could have
lost a non-negligible fraction of its mass due to the stellar feed-
back within the averaging duration. If this is the case, then the
SFEff derived from the observed SFR and cloud mass should
be biased upward.
6.1.3.1 Cloud mass evolution model. To investigate the impact
of this time evolution effect, we employ a toy model intro-
duced by Feldmann & Gnedin (2011), which solves a differ-
ential equation of mass evolution for a GMC:
dMGMC
dt
= SFR(t)−αfbM∗(t), (15)
where SFR(t) is the SFR for a GMC, M∗(t) is a the stellar
mass associated with the GMC, and αfb is the feedback param-
eter. SFR is further expressed as
SFR(t) =−SFEff,iMGMC(t)
τff
, (16)
where SFEff,i is the intrinsic star formation efficiency per free-
fall time. We use the notation SFEff,i to distinguish it from
the observationally derived, SFEff . The stellar mass is obtained
simply by integrating SFR(t):
M∗(t) =
∫ t′
0
|SFR(t)|dt′. (17)
Solving these equations, MGMC and M∗ are described as a
function of time.
The observationally derived SFR just traces the stellar mass
that is formed within a fixed time window. Denoting the ob-
served apparent value of the SFR as SFRa, it can be derived
as
SFRa(t) =
∫ t
max(t−tavg, 0)M∗(t
′)dt′
tavg
, (18)
where tavg is the time window traced by the SFR tracer. As we
use the Hα emission as a tracer of the SFR, we fix tavg as 4
Myr. If a cloud is younger than tavg, then SFRa for the cloud
underestimates the actual SFR because of the fixed averaging
window used in the denominator. Using the computed SFRa(t),
SFEff for a model cloud can be described as
SFEff(t) =
SFRa(t)
MGMC(t)
τff . (19)
We adopt τff = 6.7 Myr and SFEff,i = 0.01 as representative
values for the GMCs in M83. Although the actual value of αfb
is not unknown, we can derive it by assuming the lifetime of
GMC because with the preceding equation, the lifetime of a
model cloud is given as∼ 0.5pi/
√
αfbSFEff,i/τff (Feldmann &
Gnedin 2011). The estimated value of the GMC lifetime varies
between 15 to 40 Myr (e.g., Kawamura et al. 2009; Murray
2011; Miura et al. 2012). To check the maximum influence the
feedback can exert, we here adopt the smallest value of 15 Myr:
αfb is derived as 7.3 Myr−1.
Figure 17 plots the observed SFEff as a function of the cloud
mass for each region (a–h). In addition, figure 17(i) shows the
evolutionary tracks for model clouds with initial masses of 106
and 107 M, respectively. Along each of the two tracks, the
squares indicate the time steps for 10%, 30%, 50%, 70%, and
90% of the lifetime of the model GMC, from the bottom to the
top.
Initially, the model clouds move up almost straight on the
plot as SFEff increases, which is driven by the rapid growth of
the observed SFR. This rapid growth of the observed SFR is due
to the underestimation of the observed SFR when the cloud’s
age is lower than tavg, as stated above. Even after the initial
rapid growth of SFEff , it continues to rise because the decrease
in the cloud mass is always faster than the SFR decreases due
to the averaging time imposed in the derivation of the SFR.
With the adopted parameters, the range of the values for
SFEff is predicted to be within approximately 0.0038–0.024 for
the 80% of the GMC lifetime, which is approximately equiva-
lent to a ±0.4 dex variation. The calculated range is indicated
as the shaded area in figure 17 to aid comparison with the actual
SFEff of the GMCs in M83. We note that this range is obtained
by adopting the shortest estimate of the GMC lifetime available.
If a longer GMC lifetime is assumed, then the range covered by
SFEff becomes narrower. For example, if the assumed lifetime
is 30 Myr, the variation is approximately ±0.2 dex.
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6.1.3.2 Comparison with the observed distribution of SFEff .
Up to now, we have seen that the evolutionary effect of a cloud
might cause a variation in the apparent efficiency, SFEff , even if
the intrinsic efficiency is fixed as SFEff,i = 0.01. The predicted
amount of the variation in SFEff is up to approximately ±0.4
dex over 80% of the cloud lifetime, assuming the most intense
role of the stellar feedback. Therefore, if the observed variation
in SFEff is over the predicted range of SFEff obtained by as-
suming a fixed value of SFEff,i, then SFEff,i is suggested to be
nonuniform.
Comparing the observed SFEff of GMCs with the predicted
range of SFEff in figure 17, we see that many GMCs deviate
from the predicted ±0.4 dex range of variations and also see
signs of regional variations in the efficiency of star formation.
For example, in the inter-arm regions, most of the GMCs, espe-
cially GMCs more massive than 106 M are located below the
lower end of the predicted range that corresponds to the 10% of
the model GMC lifetime. Thus, if SFEff,i is to be fixed as 0.01,
then most of the GMCs in the inter-arm regions have to be in the
very young stage of cloud evolution, younger than 10% of the
assumed cloud lifetime. However, this appears implausible, be-
cause the dwelling time in the inter-arm regions observed here
should be several tens of Myr, taking into consideration galac-
tic dynamics (see figure 17 in Hirota et al. 2014). Therefore, the
intrinsic efficiency, SFEff,i, should be significantly lower than
the global average of 0.01 in the inter-arm regions.
Another sign of regional variation in SFEff can be seen
in the primary arm ridge, where a non-negligible number of
GMCs exhibit an SFEff higher than the predicted range for it.
Applying the argument same as for the inter-arm regions, the
upward deviation of the observed SFEff in the primary arm
ridge suggests that GMCs form stars with an SFEff,i that is
higher than 0.01.
Here, we have seen that the range of observed variation
in SFEff is larger than its allowed range of variation with a
fixed value of SFEff,i. We also have seen regional variations in
the distributions of SFEff which suggests variation in SFEff,i.
Therefore, we conclude that the observed variation in SFEff is
not just an artifact caused by the rapid mass consumption of
GMCs due to the stellar feedback.
6.2 Impact of stellar feedback in limiting the lifetime
of GMCs
As we have seen in §4.7, the GMC mass function in the primary
arm exhibited a steeper slope (∼ −1.8) compared to those in
the other regions. Disruption of GMCs due to the role of stellar
feedback was argued as a possible mechanism for the steeper
slope of the GMC function in the primary arm ridge. To check
the validity of the argument made in §4.7, we examine the im-
pact of stellar feedback in this subsection.
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Fig. 18. Histogram of the ratio of the outward force, which is a combination
of radiation and gas pressure forces , to the self-gravity of GMC,
(Frad +Fgas)/Fgrav , for each region. In each plot, the solid histogram
shows the number distribution of the GMCs that have associated H II
regions. The dashed histogram in each plot includes both GMCs with and
without associated H II regions. Dotted and dashed vertical lines in each
plot indicate (Frad +Fgas)/Fgrav=1 and median value of
(Frad +Fgas)/Fgrav for the samples.
Stellar feedback takes place in various forms, such as mo-
mentum input by radiation pressure, gas pressure, stellar winds,
and photo-ionization and photo-dissociation due to UV and
FUV radiation. At the scale of 10–100 pc which is relevant
to GMCs, the radiation pressure and gas pressure associated
with warm ionized gas are considered to play dominant roles
in removing gas material from host GMC (e.g., Matzner 2002;
Lopez et al. 2011; Murray 2011). Here, we compare the out-
ward force exerted by radiation pressure (Frad) and ionized
gas pressure (Fgas) against the inward force of gravity for each
GMC to see if stellar feedback is indeed strong enough to de-
stroy the GMCs in M83.
The force due to the radiation pressure from an H II region is
calculated as
Frad = Lbol/c, (20)
where Lbol is the bolometric luminosity of an H II region and
c is the speed of light. The derivation of Lbol for a GMC
is made by converting back the SFR of the GMC (derived in
§5.2) into the extinction-corrected Hα luminosity using equa-
tion (13), and then applying a bolometric-to-Hα luminosity ra-
tio is calculated using Starburst99. The parameters used for the
calculation are taken to be as same as those used in Calzetti et
al. (2007) to maintain consistency with the SFR calibration de-
scribed in §5.1.2. We must note that the equation only considers
the direct radiation emitted by massive stars. In reality, emis-
sion absorbed by dust and re-emitted in infrared would boost
Publications of the Astronomical Society of Japan, (2014), Vol. 00, No. 0 29
the radiation pressure. We omit this dust-processed emission
from the calculation of radiation pressure for the following two
reasons. First, the dust-processed emission is not the most dom-
inant source of the pressure for normal HII regions in a galactic
disk (Lopez et al. 2011; Lopez et al. 2014). Second, the cal-
culation of the dust-processed emission requires computations
of dust opacity that are far from trivial. As the dust-processed
radiation should have a non-negligible impact in the central re-
gion, it should be noted that the outward pressure estimated in
this subsection is likely to be an underestimate for the central
region.
The force due to the pressure associated with warm ionized
gas around an H II region is calculated as
Fgas = 4piRH II
2(2nekTH II), (21)
where RH II is the radius of the H II region, ne is the electron
number density, k is the Boltzmann constant, and TH II is the
ionized gas temperature. We assume constant temperature of
TH II = 104 K. The number density of electrons is estimated
as ne =
√
3QLyc/(4piRH II
3αrec), where QLyc is the Lyman
continuum production rate and αrec is the recombination coef-
ficient. By assuming Case B recombination, QLyc is derived
from the Hα luminosity for each H II region.
The force of gravity for a GMC is calculated as
Fgrav =G
MGMC
2
R2
. (22)
Figure 18 shows the distribution of the ratio of the outward
force to the inward force, which is (Frad +Fgas)/Fgrav. The
radiation and gas pressure, Frad and Fgas, calculated for each
H II region is divided among the associated GMCs using the
same method adopted for the SFR (§5.2). The median value
of (Frad +Fgas)/Fgrav in the primary arm ridge is close to or
above unity, suggesting that many GMCs in this region are cer-
tainly being disrupted by stellar feedback. On the other hand,
(Frad +Fgas)/Fgrav is mostly below 1 in other regions. We
again note that for the central region, (Frad +Fgas)/Fgrav is
highly uncertain due to the omission of dust-processed radia-
tion, and thus we do not discuss the central region here. As far
as subregions in the disk of M83 are concerned, stellar feed-
back is most efficiently disrupting GMCs in the primary arm.
This effectiveness of stellar feedback in the primary arm ridge
is in agreement with the expectation that stellar feedback is re-
sponsible for forming the steeper slope of the mass function in
this region.
As a by-product of the analysis made here, an approximate
estimate of the lifetime of the GMCs can be made. First, we
assume that GMCs evolve from a quiescent state in which they
form a small amount of stars—and thus (Frad +Fgas)/Fgrav <
1—to an active state in which they form many massive stars—
and thus (Frad +Fgas)/Fgrav > 1. For the active GMCs with
(Frad +Fgas)/Fgrav > 1, it would be natural to assume further
that they are about to be disrupted by the stellar feedback and
thus the average remaining lifetime for them is comparable to
the nominal lifetime of massive stars. If stellar feedback is the
only process that limits the lifetime of GMCs, then it is pos-
sible to gauge their lifetime from the number ratio of GMCs
with (Frad +Fgas)/Fgrav above and below 1. Applying a simi-
lar method, the lifetime of a GMC is estimated to be 15–40 Myr
in the MW (Williams & McKee 1997; Murray 2011), Large
Magellanic Clouds (Kawamura et al. 2009) and M33 (Miura
et al. 2012). For the GMCs in M83, 37 out of 179 are found
to have (Frad +Fgas)/Fgrav greater than 1. Taking that av-
erage lifetime of massive stars as 4 Myr, the average lifetime
of a GMC is estimated to be ∼ 20 Myr (= 179/37× 4 Myr),
which is not far from the estimation made for other galaxies.
However, this estimation has to be treated with great care be-
cause it is merely an averaged value found in the limited area
presented here, and it also does not take into consideration the
role of shear that might be responsible for disrupting GMCs in
the inter-arm regions (Meidt et al. 2015).
6.3 Implications of the spatial variation in SFE
The cloud-scale examination of SFEff made in §5.5 indicated
the following three points: (1) mass-weighted mean value of
SFEff is ∼0.93% , which is in agreement with the average val-
ues found in other systems (e.g., Krumholz et al. 2012); (2)
however there is a large scatter in SFEff with a MAD of ∼0.6
dex and peak-to-peak variation of approximately three orders of
magnitude; and (3) there is a regional variation in SFEff . The
most prominent characteristic of the regional variation in SFEff
is the high median SFEff in the primary arm ridge (∼0.027),
compared to the inter-arm regions (4.6× 10−3 and 2.7× 10−3)
and the secondary arm ridge (∼3.9 × 10−3). In this subsection,
we discuss the implications of these findings.
There is a group of theories that focus on the roles of turbu-
lence in regulating star formation, and aim to provide a quanti-
tative description which produces SFEff ' 0.01 in a steady state
(e.g., Krumholz & McKee 2005; Federrath 2015). The goal of
achieving SFEff ' 0.01 in a steady state implies that GMCs
are approximated as long-lived entities that form stars with a
stable efficiency. The first point, the mass-weighted mean of
SFEff being approximated 0.01, agree with the expectation of
the turbulence-regulated model. However, the second point, the
large scatter in the apparent distribution of SFEff does not agree
with the assumption of stable efficiency in GMCs.
Although the turbulence-regulated model of star formation
is well applied to some studies made with mostly coarse res-
olutions that sample several clouds per beam (e.g., Krumholz
et al. 2012), it has been argued that the cloud-scale distribu-
tion of SFEff show some deviations from the expectation of
turbulence-regulated models (Murray 2011; Lee et al. 2016). In
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particular, Lee et al. (2016) observed a large scatter in SFEff in
Galactic GMCs, and they argued that it is difficult to explain the
large scatter in SFEff with the models of turbulence-regulated
star formation, including Krumholz & McKee (2005), Padoan
& Nordlund (2011) and Hennebelle & Chabrier (2011). Instead,
they claimed that SFEff should be a time-dependent variable
that dynamically increases during the lifetime of GMCs; at the
later phase of their lifetime, GMCs produce stars with high
SFEff and are disrupted by stellar feedback.
The spread in SFEff observed in M83 is similarly huge as
the one observed in Galactic GMCs by Lee et al. (2016), and
therefore the idea that SFEff increases with time might also
hold in M83. The SFEff observed in Galactic GMCs by Lee
et al. (2016) is characterized by a median and scatter about the
median of ∼1.8% and 0.91 dex, respectively. The scatter of
0.91 dex is comparable with the MAD of ∼0.6 dex observed in
M83.2 We note that the median SFEff of ∼1.8% obtained by
Lee et al. (2016) is higher than the one obtained here in M83
(0.3%), but it is likely due to the fact that Lee et al. (2016) has
selected GMCs with active star formation. It is also noteworthy
that Leroy et al. (2017) also found the median value of SFEff in
M51 to be ∼0.3% with a resolution of 370 pc.
If the notion that SFEff increases with time during the life-
time of a GMC is correct, then the regional variations of SFEff
(the third point) may suggest that large-scale galactic structures
exert an influence in organizing the life cycle of GMCs. The
GMCs in the primary arm ridge exhibit a higher SFEff com-
pared to the inter-arm GMCs. If SFEff increases over the life-
times of GMCs, the GMCs in the primary arm ridge should be
at a late stage of their evolution, producing stars with increased
SFEff , while GMCs in the inter-arm regions are at an early stage
with low SFEff . The idea that GMCs in the primary arm ridge
are at a late stage of their evolution is in agreement with the
analysis made in §6.2, which suggested that the GMCs in the
primary arm ridge are about to be disrupted by stellar feedback
(§6.2).
The discussion so far can be summarized as follows: SFEff
increases with time during the lifetime of a GMC and galac-
tic structures have a certain role in organizing the lifetimes of
GMCs. This scenario is in agreement with the suggestion that
spiral arms can organize the buildup of massive GMCs (Egusa
et al. 2011; Colombo et al. 2014). A concern is the timescale
of traversal across inter-arm regions which can be a factor of
few longer than the suggested lifetime of GMCs, which is 15–
40 Myr. If all GMCs have the same lifetime and also increased
SFEff in the same way, then at least a few GMCs in the inter-
arm should exhibit SFEff values as high as those in the pri-
mary arm ridge. However, the inter-arm GMCs do not exhibit
such a high SFEff . Therefore, to explain the observed SFEff ,
2 If the distribution in figure 16(a) is approximated as a Gaussian, a MAD of
0.6 dex corresponds to a scatter of ∼0.9 dex
a mechanism that obstructs the evolution of GMCs in the inter-
arm regions would be required. The large-scale shear that acts
to disrupt clouds (Meidt et al. 2015) might be a candidate mech-
anism. If there exists a mechanism that disrupts GMCs in the
inter-arm before increasing SFEff , the lifetime of GMCs in the
arm and inter-arm could be different from each other. Complete
mapping of a galaxy in CO and reliable star formation tracers
will be required to fully reveal the life cycle of GMCs.
7 Summary
Results of the mosaic 12CO (1–0) observations of the nearby
barred galaxy M83 carried out with ALMA are presented. The
interferometric data are combined with the data obtained with
the Nobeyama 45-m telescope to recover the total flux. The
mosaic observations cover a ∼13 kpc2 region that includes the
galactic center, eastern bar and spiral arm with a spatial resolu-
tion of 2.′′03 × 1.′′15 (44.3 pc × 25.1 pc), which is comparable
to the typical sizes of GMCs. The velocity resolution is ∼2.5
km s−1.
• With the GMC scale resolution, galactic structures including
the spiral arm and the bar are resolved into narrow structures.
The bar appears as a continuous molecular ridge with a sur-
face density as high as 200–800 M pc−2, which exceeds
the surface density of typical Galactic GMCs. The spiral arm
is resolved into two ridges, or chains of molecular clouds,
that run parallel to each other. The one at the leading side,
referred to as primary arm ridge, is associated with numer-
ous bright H II regions while the other one at the trailing side,
referred to as secondary arm ridge, appears to be more quies-
cent. Spurs are found at the leading side of the primary arm
ridge and the bar.
• The distribution of the massive star-forming regions exhibits
a higher degree of concentration, compared to that of CO
emission. Most of the H II regions are concentrated in par-
ticular regions, including the primary arm ridge and the bar,
which suggests a spatial variation in the SFE.
• We identify 179 GMCs from the CO data using the astroden-
dro software package. When making the cloud identification,
the data cube is smoothed in the spatial directions to a resolu-
tion of 2.′′1 (∼46 pc). Assuming the Galactic CO-to-H2 con-
version factor, the median value of the cloud mass is found
to be 1.6 × 106 M. The virial mass and CO luminosity
are well correlated to each other, and the median value of the
virial parameter for all the identified GMCs is found to be
∼1.4, suggesting that most of the GMCs are strongly influ-
enced by their self-gravity. The GMCs in the arm exhibited
lower virial parameters with the median value of ∼1.0.
• The mass spectrum for all the identified GMCs are fitted with
a truncated power law with a slope of -1.58 ± 0.1, which is
close to that of the Galactic GMCs. The fitting is also per-
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formed for GMCs in each subregion, and the steepest slope
is found in the primary arm ridge (-1.8). We suggest that
GMCs in the primary arm ridge are disrupted due to stellar
feedback.
• The identified GMCs are cross-matched with the catalog
of H II regions to estimate the SFR for each GMC. As the
star formation history for individual H II regions is not con-
strained, there should be a factor-of-2 uncertainty in the cali-
bration of the SFR. Despite this weakness, the overall statis-
tical distribution of the SFE for the GMCs in M83 are found
to be in agreement with that of Galactic clouds. The median
SFE is ∼0.5 Gyr−1 and the scatter is as large with a peak to
peak variation of approximately two orders of magnitude.
• The mass-weighted mean of SFEff is ∼9.4 × 10−3, which
is in agreement with the expectations of turbulence regulated
star formation models. However, its scatter is as large as∼0.7
dex in MAD, which cannot be explained by a cloud evolution
model with a constant SFEff . In addition, a regional varia-
tion in SFEff is also observed. The median value of SFEff
is highest in the primary arm ridge (∼0.027) while it is more
than a factor of 5 lower in the inter-arm regions and in the
secondary arm ridge. The large spread and significant spa-
tial variation observed in SFEff support the idea that SFEff
is not a steady time-invariant variable, but is a dynamic vari-
able that increases as GMCs evolve. In particular, the GMCs
in the primary arm ridges are suggested to be reaching the
last stage of their evolution with elevated SFEff , because the
feedback from massive stars appears to be large enough to
disrupt them.
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