We solve a model that has basic features of realistic quantum annealing (QA) computations: entangled initial ground state, controllable speed of the annealing protocol, ground state energy separated by a gap during the whole evolution, and programmable computational problem that is encoded by parameters of the Ising part of the spin Hamiltonian. Our solution describes the final probability distribution of all microstates, and enables exact nonperturbative characterization of nonadiabatic excitations, including scaling of their number with the annealing rate and the system size.
z 1 , . . . ,ŝ z N ) + g(t)Ĥ B (ŝ 1 , . . . ,ŝ N ), (1) whereĤ B has a ground state that overlaps with all possible QA outcomes and does not discriminate against some of them at the start. Parameter g(t) is large at t = 0 but decays to zero at t → ∞. According to the adiabatic theorem, a system that is initially in the ground state remains in the instantaneous ground state if the lowest energy is always nondegenerate and parameters change sufficiently slowly. So, as we illustrate in Fig. 1(a) , slow decay of g(t) converts the ground state ofĤ B into the ground state ofĤ A , which is then read by measuring spins along the z-axis.
In practice, the annealing time is restricted, so nonadiabatic excitations become inevitable [4] [5] [6] [7] . Nevertheless, at N 1, there are optimization problems with some error tolerance. In this letter, we solve a minimal model of QA and show that:
(i) tolerance of a computational goal to a small number of errors reduces the required computation time by a factor ∼ 1/N in comparison to the conventionally justified QA time;
(ii) the distribution of nonadiabatic excitations in a closed quantum system after QA can be completely thermalized;
(iii) this thermalization is encoded in integrability, i.e., the possibility to describe the behavior analytically.
The first property justifies the error-tolerant QA computation technology, the second one proves that averag- ing over unknown conditions is not needed to find thermalization in coherent evolution, and the third one counters the common belief, taking roots in the numerical experiment by Fermi-Pasta-Ulam-Tsingou [8] , that complete thermalization is incompatible with integrability.
Initial entanglement is not required for QA but it is desirable as a resource for accelerated computations. The simplest Hamiltonian of N spins with entanglement in the ground state is all-to-all coupling [9] [10] [11] , H B = − The simplest to write QA protocol is the inverse time decay, g(t) = g/t, where t ∈ (0 + , ∞), g is a constant; and the simplest Ising Hamiltonian isĤ A = N j=1 ε jŝ z j , where the vector of constant parameters, ε = (ε 1 , . . . , ε N ), is programmable for computations. So, the minimal QA Hamiltonian iŝ
Let S z tot = 0 and all constants ε j be nondegenerate. The ground state of H A has then N/2 spins down and N/2 spins up; all down-spins have larger ε j than all up-spins. Hence, QA withĤ BCS solves an array sorting problem: to find N/2 indices j that mark the largest ε j .
The time-independent version ofĤ BCS is equivalent to the Bardeen-Cooper-Schrieffer model of superconductivity [12] . Its nonequilibrium dynamics has attracted considerable interest both experimentally [13, 14] and theoretically [15, 16] . Recently, the time-dependent model (3) was proved to be integrable [17] . Its solution at arbitrary t is given by repeated contour integrals [18] . Deviation from adiabaticity is controlled continuously inĤ BCS (t), as shown in Fig. 1(b) : the ground level is always separated by a gap from the rest of the spectrum but approaches other levels slower when g is larger.
Precision of QA is usually characterized by the probability P G to remain in the ground state at t → ∞. According to the Landau-Zener formula, P G is determined by the size of the energy distance ∆ to the nearest energy level and the characteristic rate β with which this gap changes:
2 /β . At t → ∞, the ground level ofĤ BCS is separated from the lowest energy excitation by ∆ = |ε i − j |, where i and j are indexes of spins for which this energy difference is minimal. Coupling between these spins becomes comparable to ∆ at the effective annealing time τ ∼ g/∆, and the characteristic rate with which this coupling changes is β = |d(g/t)/dt| t=τ = ∆ 2 /g. This leads to the rough estimate in the adiabatic limit: P G ∼ 1 − e −2πg , which we confirm in Fig. 2(a) by comparing to numerical results. Hence, values g > 1 correspond to adiabatic QA.
To understand the regime at g < 1, we assume that 0 < ε 1 < ε 2 < . . . < ε N , and introduce a new accuracy characteristic:
where s z k is the outcome of the k-th spin polarization measurement. The ground state ofĤ A at S z tot = 0 has η = 1. Excitations reduce η, e.g., η = 0 means complete loss of valuable information. (12) and point markers are the numerical results [19] . (b) Timedependence of computation accuracy. Solid curves are results of the numerical solution for the HamiltonianĤBCS(t) with N = 12, S z tot = 0, and the same εj as in Fig. 1(b) .
In Fig. 2(b) we show time-dependence of the mean value η at different g, obtained by solving the Schrödinger equation withĤ BCS for N = 12 numerically. Saturation of η means that one can interrupt evolution at finite t without loosing accuracy. Final η is growing with g and at g = 1/N it reaches values η > 0.6, at which over 80% of spins point correctly along their ground state directions. At g < 1/N , the time to saturation is mostly defined by the energy parameters ε j and almost does not change with g. For g > 1/N , this time is growing and becomes about a factor N longer at g = 1 than at g = 1/N , in agreement with our rough estimate τ ∼ g/∆. Figure 2 (b) also implies that η ≈ 1 is reached at values of g outside the adiabatic regime.
To understand behavior at arbitrary N , we recall that H BCS commutes with N Gaudin Hamiltonians [20] :
which also satisfy conditions: ∂ εjĤBCS = ∂ tĤj and ∂ εjĤi = ∂ εiĤj for all i, j. Following [17] , we introduce multi-time vector t, where t 0 ≡ t, t j ≡ ε j and write an operator of evolution in this multi-time spacê
U does not depend on the path P, except its initial and final points. This invariance follows from the fact that the gauge field with components A µ = −iĤ µ has zero curvature. Hence, its integral over any closed path that does not inclose singularities ofĤ µ is zero [17] . Let us compare two evolution paths shown in Fig. 3 that start at vector ε and t = 0 + (point a) and end at t → ∞ and vectorε (point d) such thatε j = ε j+1 andε j+1 = ε j for some j, while all other components of ε andε are the same. These paths have to avoid the FIG. 3. (Color online) Two paths corresponding to the same evolution operator. Evolution takes place over the space of real time t and complex values of ε− ≡ εj − εj+1. The initial point a corresponds to t = 0+ and εj < εj+1. The final point d is at t → ∞ andεj = εj+1,εj+1 = εj. The red path a → b → d avoids the singularity at ε− = 0 from the infinitesimally small distance r at t = 0+, and the blue path a → c → d avoids this singularity at t → ∞ along the arc (cd) with a finite radius. Evolution over links (ab), (bd), (ac), and (cd) is described by matrices, respectively, V , Sε, S ε , and V .
At the path a → b, with evolution matrix V , we reverse the sign of ε − keeping other parameters constant. We then keepε constant and evolve to the end point at t → ∞ with the evolution matrix Sε. At the other path a → c → d we initially evolve, with the evolution matrix S ε , along the real time to a point at large t and then reach the end point, with the evolution matrix V , at constant t. The invariance ofÛ means that
We will use Eq. (5) to compare amplitudes of evolution along real t from |ψ 0 to states |j = | . . . , ↑ j , ↓ j+1 , . . . and |j = | . . . , ↓ j , ↑ j+1 , . . . that are different only by directions of two spins with neighboring ε j and ε j+1 . Consider first the link (ab) in Fig. 3 . Suppose that initially ε j < ε j+1 . We keep ε j + ε j+1 constant, so
The evolution operator for this link is
AllĤ µ commute, so |ψ 0 is the eigenstate of not onlyĤ BCS but also ofĤ j −Ĥ j+1 . Hence, α|(Ĥ j − H j+1 )|ψ 0 = 0 for |α ⊥ |ψ 0 . We calculate ψ 0 |V |ψ 0 bypassing the singularity at ε j = ε j+1 along the semicircle of radius r in the complex ε − plane. Only the piece of this path with nonzero Im(ε − ) contributes to the absolute value. In the limit r → 0 at t = 0, we havê
Consider now the link (cd), at which t → ∞. If n = j, j +1 we haveĤ n = ts z n +O (1) . Hence, such Hamiltonians are proportional to spin operators, and commutation ofĤ n withĤ j −Ĥ j+1 means conservation of s z n during the evolution along this link, i.e., j|V |α = 0 if |α has different from |j value of a spin with index n. Transitions between states |j and |j , however, should be treated with extra care becauseĤ j andĤ j+1 are singular near ε j = ε j+1 where conservation of spins with indexes j and j + 1 breaks down. So, we set evolution between points c and d along a semicircle with a finite radius in Fig. 3 , restricting this evolution to the subspace of states |j and |j .
Let us again change variables so that ε − = bs/t, where b/t → 0 and b > 0 is finite. The large parameter t then drops out of the evolution equation along (cd):
where |ψ = c j (t)|j + cj(t)|j with amplitudes c j and cj; s changes along a semicircle s = Re iφ with R → ∞, and φ decreases from π to 0. Parameter κ is a constant that depends on states of all spin directions in |j . In (8), we dropped all terms that decrease faster than ∼ 1/R. This evolution was already studied in Ref. [21] , according to which we can disregard the vanishingly small off-diagonal terms κ/s in calculation of the diagonal elements of V :
As for the off-diagonal elements, such an adiabatic approximation can be justified only if the initial state has lower energy at s → −∞. Only then cannot the evolution along the complex time contour lead to exponential growth of the inter-level transition amplitude [21] . For ε j < ε j+1 this means that
independently of κ but we generally have j |V |j = 0. The latter element does not appear in the following calculations but we note that such a nonzero term would be relevant if the singularities were enclosed by the paths with Im(ε − ) < 0 instead of those in Fig. 3 . Evolution along t at constantε is the same as at ε but with exchanged spin indexes: j ↔ j + 1. So, j|Sε|ψ 0 = j |S ε |ψ 0 . The probabilities to find the microstates |j , |j at fixed ε and t → ∞ are then, P |j = | j|S ε |ψ 0 | 2 and P |j = | j|Sε|ψ 0 | 2 . Multiplying both sides of equation (5) by j| from the left, and using [19] . Here, εj are the same as in Fig. 1. (b) Accuracy of QA at different g and N at t → ∞. Points show exact predictions of Eq. (12), and solid lines are the large-N approximation (13) . (7), (9), and (10), we find that transition probabilities from |ψ 0 to the two states are related:
Equation (11) is valid for any index j and arbitrary values of all parameters ε k / ∈ (ε j , ε j+1 ) and spin projections s z k in |j for k = j, j + 1. It has the form of the detailed balance condition that is possible to satisfy only if the probability to find any final eigenstate ofĤ A , |{s z } ≡ |s
is given by the Gibbs distribution
where 1/Z is a normalizing factor. In Fig. 4(a) , we test Eq. (12) numerically and illustrate that generally spins aline along their ground state directions at g 1. For equidistant spin splittings, ε j = εj, the Gibbs distribution (12) corresponds toĤ BCS at t → ∞, as we announced in (ii), at temperature
where k B is the Boltzmann constant.
To derive coarse-grained characteristics at N 1, it is safe to replace the delta-function in (12) by a weaker constraint that equates only the average spin to S z tot [19] . This leads to
which we confirm in Fig. 4(b) , and from which we find that to achieve accuracy η at conditions S z tot = 0, N 1, g 1/N , we should set g = 2 log 2/[πN (1− η )] that is far from the adiabatic regime at N → ∞, proving (i). This result illustrates importance of quantum correlations that are introduced byĤ B . If, otherwise, we setĤ B = N i=1ŝ x i , i.e., if we look for the ground state of permanently uncoupled spins, we find that η is independent of N and decays quickly at g < 1, independently of the choice of ε j .
Our solution proves that strongly interacting QA dynamics can be studied exactly beyond the models of noninteracting fermions and their equivalents [22] . Simplicity of the final distribution (12) 
Quantum thermalization is usually associated with semiclassical chaos that makes local operator expectations in typical eigenstates close to thermal ensemble averages [23, 24] . We showed, however, that also regular fields can steer coherent evolution toward the perfect Gibbs distribution of all independent eigenstates of a Hamiltonian. Existence of such a QA path to complete thermalization may have fundamental consequences. Thus, the Universe can be a closed many-body quantum system that has passed through inflation with changing parameters and early entanglement [25] , just like during QA. Everything now seems going toward the globally thermalized state but; for a closed system with many visible symmetries, is this expected? Property (ii) means that this is possible, and if such thermalization is realized in our world, then (iii) means that the most fundamental equations of physics are integrable.
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Ground state probability
First, we note that the transition probability to an arbitrary microstate |{s z } ≡ |s z 1 , s z 2 , . . . , s z N can be written explicitly:
where σ j = ± for, respectively, s
, and where
To verify that (14) is the same as the Gibbs distribution in Eq. (12) of the main text, one can take the ratio of probabilities of any two states with flipped spins that have nearby indexes. The result coincides with Eq. (11) in the main text that has lead to the Gibbs distribution. From (14) , the probability to remain in the ground state at t → ∞ when S
(1 − aq i ) is the q-Pochhamer symbol. At large N , this probability is independent of N :
Coarse-grained characteristics Next, to derive the mean number of errors at N 1, we recall a well known duality between the spin BCS Hamiltonian (3) in the main text and interacting fermions [1] . In fermionic representation, at t → ∞, the spin ground state at S z tot = 0 corresponds to the Fermi sea of N/2 noninteracting fermions filling the lowest half of N energy levels. In the thermodynamic limit N 1, it is safe to approximate the canonical distribution by the grand canonical one for calculation of basic statistical characteristics of the noninteracting Fermi gas [2] . Returning to the spin language, this means that we can replace the constraint due to the delta-function in Eq. (12) in the main text by the chemical potential µ that fixes only the value of the average spin:
The average polarization of each spin in this approximation is s 
which we compare with exact predictions of the Gibbs distribution in Fig. 4(b) in the main text. For 1 > g 1/N , equation (17) simplifies to η ≈ 1 − 2 log 2/(πgN ), which can be inverted to obtain the estimate of g that guarantees precision η .
Entropy of the excitation distribution
Apart from η, another measure of QA precision is the entropy of the final distribution:
where summation runs over all the microstates of the Ising spin Hamiltonian. At g → 0, the final state coincides with the fully entangled initial state. This leads to equiprobable microstates ofĤ A (infinite temperature). Since the size of the Hilbert space for N spins with S z tot = 0 is given by N h = C N/2 N , this case corresponds to S(g → 0) = log N h . Using the Sterling's approximation, in the large N limit we find then S ∼ N ln 2, i.e., entropy is growing linearly with N in the limit of fast QA. For finite g, the entropy can be found from the partition function Z:
Having explicit expression for the ground state probability, the partition function of the Gibbs distribution can be obtained for S
G . For fixed g and N 1/g, we take the continuous limit and find that S saturates at
where
2 is the 2nd order polylogarithm function whose leading orders are Li 2 (z) = z + z 2 /4 + . . .. Figure 5 compares Eq. (19) with numerical results that were obtained by direct calculations of all microstate probabilities and then using Eq. (18) . Fixing the product gN = const, S scales linearly with N , as shown in Fig. 5(b) , meaning that the correct thermodynamic limit at N → ∞ is obtained by keeping gN constant.
Numerical calculation of η and P (η) at large N Since dimension of the Hilbert space of N spins-1/2 with S z tot = 0 is exponentially increasing with N , numerically exact calculations of average characteristics become problematic even using explicit formulas for final probabilities of microstates. Here we provide a method that we used to calculate the distribution function P (η) of η during time that scales as N 2 with the number of spins. We used this method to generate Fig.4(b) in the main text. Let ε 1 < ε 2 < . . . < ε N . The explicit formula (14) for the probability of any microstate has such a structure that this probability can be calculated by determining the state probability of each spin sequentially, starting from the N -th spin and continuing down to the spin with index 1. For the j-th spin, let us define a probability q j,m in which m is the difference between numbers of spins up and spins down with larger than j indexes. Probability q j,m depends only on such probabilities of the (j + 1)-th spin: q j+1,m−1 if the j-th spin is finally up, and q j+1,m+1 , if the j-th spin is finally down. This leads to a Markov chain equation:
where p ± mj ,nj are given by (15) . We solved this equation numerically recursively. After the (N/2 + 1)-th step, we determined q N/2,−m which is the probability distribution of the final polarization of the half of spins with the lowest indexes, from which we obtained the distribution of accuracy, P (η), by identifying η = −2m/N .
We used this algorithm to find P (η) in systems with up to 4000 spins. Comparison between this numerical calculation and analytical calculation of η has been demonstrated in Fig. 4(b) of the main text. Repeated QA leads also to fluctuations of η from one calculation to another. At N 1, η has the Gaussian distribution, which is peaked near the average value. In the grand canonical ensemble, s 
. (22) We compare such a Gaussian approximation of P (η) with results of numerical calculations of P (η) in Fig. 6 .
Interchange Symmetry, Monodromy, and Quantum Groups
In the main text, we identified the structure of the final state at t → ∞ by combining the fact that interchange of any two spins commutes with BCS evolution with a simple topological argument that implies, due to the zero-curvature condition, that the evolution in the multi-time space depends on the topological (homotopy) type of the integration path. Here, we rationalize that this argument is the implementation of symmetry that naturally leads to the quantum group SU q (2), which is the real "compact" version of a complex quantum group SL q (2; C), with q = e −πg . Invariance of the evolution operator (Eq. (5) of the main text) can be presented aŝ
whereÛ is the evolution operator defined in the main text, points a, b, c, d are defined in Fig. 3 there and p jk denotes the permutation map in the parameter space that interchanges ε j with ε k , and l βα is the path that connects α to β, in Fig. 3 ; note that we have used l db = p j,j+1 (l ca ). Let us also definep jk = 2(ŝ j ·ŝ k ) + (1/2) for a permutation operator in the spin space. We further make use of the symmetry of our system that interchange of any two energies, described by p jk maps, accompanied with interchange of the corresponding spins, described byp jk operators, does not change the equations. This implieŝ p j,j+1Û (p j,j+1 (l ca ))p j,j+1 =Û (l ca ), allowing Eq. (23) to be recast in a form
where we have introduced the monodromy operators/matricesσ(l ba ) =p j,j+1Û (l ba ) andσ(l dc ) = p j,j+1Û (l dc ), associated with the paths l ba and l dc that connect a to b = p j,j+1 (a) and c to d = p j,j+1 (c), respectively, so that Eq. (24) means that monodromy commutes with evolution. It is important to note that usually monodromy is associated with closed paths/loops; our situation is reduced to the standard one by making use of the particle interchange symmetry and introducing the so-called configuration space by announcing the points in the parameter space, which differ just by a permutation of the energies ε j , identical. In the configuration space the paths l ba and l dc become loops, while l db = p j,j+1 (l ca ) = l ca , and we recover the standard monodromy setting. Loops in the configuration space are naturally represented by braids with the path l ba that interchanges ε j with ε j+1 , usually denoted σ j , being illustrated in Fig. 7(a) . The braids can be multiplied using concatenation, so that the braids form a group, generated by the elementary braids σ k with N strands, denoted by B N . Since the braids represent homotopy classes of paths, the BG has relations σ j σ j+1 σ j = σ j+1 σ j σ j+1 (cubic relations, illustrated in Fig. 7(b) .) and σ j σ k = σ k σ j for |j − k| ≤ 2 (obvious relations). Associating the monodromy matrixσ with any braid σ bŷ
with p(σ) being the permutation, associated with the braid σ, which builds a 2 N -dimensional representation of B N . The BG commutes with dynamics, in particular, considering dynamics from t = 0 + to t = ∞, we have Sσ a =σ c S for the scattering matrix S that connects the correlated states at t → 0 to their counterparts at t → ∞, and any braid σ, with σ a and σ c , representing the same braid, defined with respect to the base points a and c in Fig. 3 of the main text, located at t → 0 + and t → ∞, respectively. A quantum group appears in considering the monodromy using the language of states in the t → ∞ limit. Indeed, adiabatic states in the t → ∞ region are welldefined, and in computing the monodromyσ j we can keep the pair ε j , ε j+1 of energies well-separated from the rest. So, the monodromy involves only the j-th and (j + 1)-th spins, and does not depend on j. This means thatσ j = σ j,j+1 for some 4×4 matrix σ that can be computed explicitly by considering a 4×4 scattering problem for two elementary spins with indexes j and j +1. Due to conservation of the total spin, this matrix factorizes into two scalar problems and the 2 × 2 one of a confluent hypergeometric type, as described in Methods for elements of the matrix V , but even this is not necessary. By representing σ =pR, withp being just the spin permutation operator, the cubic relations of the BG adopt a form metries of the BCS model intact, so we can compare the previously used characteristics. Thus, the adiabatic energy spectrum in Fig. 9(a) shows that the energy level crossings are avoided, indicating that this model is no longer integrable. We solved the time dependent problem with the Hamiltonian (29) numerically. Figure 9 (b) shows the final average polarization of several spins for N = 12 and S z tot = 0. Dependence of the polarization of individual spins on g turns out to be qualitatively similar to the one in the BCS model (cf. Fig. 4(a) of the main text). In particular, most of the spins find their ground state directions at the adiabaticity parameter values g < 1, while only a couple of spins in this case required g > 1 regime in order to find their ground state.
On the other hand, numerical results for the model (29) showed also that simple estimates using the LandauZener formula, which we used to identify the onset of the adiabatic regime in the main text, fail generally for some spins, so even at g = 1 their polarization can be substantially different from the saturation value (as for the spin with index 6 in Fig. 9(b) ). We attribute this behavior to the fact that the lowest energy excitations have more complex structure than simple two-spin flips in the BCS model.
Based on our observations, we can speculate that, for larger N values, it would be much harder to reach the adiabatic regime and find the exact ground state during QA in nonintegrable systems but calculations with a small error tolerance should be achievable considerably faster than during the precise QA.
