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ABSTRACT
Human activity recognition is a problem of classifying activity of a human using accelerometer
and gyroscope data recorded by smartphones into well-defined movements. However, it is still a
challenging problem to compute a large number of observations in each second and it is also hard
to translate the measurements from smartphones into physical activity patterns. In the past few
decades, researchers have designed different human activities recognition systems using different
algorithms. In this paper, I investigate different approaches to HAR system based on smartphones.





The aging population increased fast in recent years, which become a big challenge for soci-
eties [1]. The elderly population needs more healthcare than young people, for they are unable
to take care of themselves [2]. It is hard for the family member to pay extra attention to them
outside their daily care. If someone wants to have the elderly care in the hospital, the cost of the
professional nurse is very high and result in financial pressure. The most effective way to solve this
problem and reduce the cost is wearable devices [3].
“This field is the first component of the sequence for achieving Smarter Interactive Cognitive
Environment together with data analysis, decision making and taking action, and our subject of
research.” [4]. As the author said in his article, human activity recognition is an active field for
understanding peoples’ behaviors by exploring the data.
There are several approaches used for human activity recognition. Recently, the most up to
date researches on this field divided into two ways, such as vision-based recognition and sensor-
based recognition [5, 6]. The vision-based recognition uses the 2D video recorder or a depth sensor.
Human activities are recognized from RGB data, which collected from the camera and conjugate
with the depth data. However, older people not only always stay in the home but also going outside
for some reason. It is hard for vision-based HAR to monitor people’s activity outside, and it is
also very expensive to install the camera inside the room. The accuracy of vision-based HAR will
decrease if the indoor environment is not as good as possible, such as the room is too dark, and
the distance between people and sensors is too far [7].
In today’s world, with the development of MEMS technologies, sensors are becoming less expen-
sive and small [8]. More sensors have been built into smartphones to track peoples’ movements and
positions, such as accelerometers and gyroscope. So a huge amount of resources can be saved when
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these sensors can monitor the people all the time and report immediately if an unusual movement
happened.
Data collection from accelerometers and gyroscope is time-series data, and it is a complex pro-
cess to analysis on these data. First of all, we need to smooth and normalize the data. Then
we need to segment the data and extract the feature from the data before we apply classifica-
tion algorithms on it. It relies heavily on handcrafted feature extraction [9], and it needs strong
background knowledge to do this. Domain features have mean, variance, median and so on. The
frequency-domain features [10] have discrete cosine transform coefficients and fast Fourier trans-
form coefficients. If the dimension of the data is too high, we need to consider principal component
analysis(PCA) to reduce the dimension of the extracted features. Then we can apply support vector
machine(SVM), K nearest neighbor(KNN), decision tree(DT), random forest to classify extracted
features. However, these machine learning algorithms can only get a satisfying result in multiclass
classification problems. Therefore, deep learning algorithms have been introduced to solve the HAR
problem [11]. This kind of method can learn automatically and avoid the manual feature extraction
step. However, deep learning also has a disadvantage of need a large dataset to train the model.
In fact, it is sometimes difficult to access such a large dataset and inappropriate for the real-time
classification problem for it needs high computational load [12].
In this paper, I will try to use several algorithms such as SVM, KNN, PCA, and decision trees
to build the model and compare them together.
1.2 Data Exploration
The dataset I used for the paper is from the UCI Machine Learning Repository. The data was
collected from 30 volunteers aged from 19 to 48 years old. They wore a Samsung Galaxy SII on
their waist and used the accelerometer and gyroscope to record the data. There are six activities
in this dataset: standing, sitting, lying, walking, walking downstairs, and walking upstairs. This
dataset also included transitional postures such as stand-to-sit, sit-to-stand, sit-to-lie, lie-to-sit,
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stand-to-lie, and lie-to-stand. These experiments have been labeled manually and video recorded.
The dataset has been randomly split into test and training sets at the ratio of 70:30.
The training dataset has 7352 rows and 563 columns and the testing dataset has 2947 rows and
563 columns. In this dataset, the last two columns are subject and activities(Figure 1.1), and they
are our labels. In this case, the feature size for this dataset is 561.
Figure 1.1 561 feature size
The author has done the preprocessing steps. They were using a noise filter to preprocess the
accelerometer and gyroscope. Each data in this dataset is a construction of sensor signals received
a 2.56s fixed window with 50% overlap.
1.3 Data Visualization
The most important thing to preprocess the data is to make sure that all classes are almost the
same size. This step is important so that the algorithms we apply to the dataset are not biased
towards any of class. So I need to shuffle the dataset and count the number for each type of activity
in this dataset.
Figure 1.2 Value count for training
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On observing the Table 1.2, we can find that the number of each activity is almost the same.
In this case, the dataset is ready to use and formed well.
To better understand our dataset and the distinctions between each activity. PCA is a handy
tool to visualize the data. As I knew from the following work, when we decrease the feature size
from 561 to 3, these three principal components can still contain 75% variance.
Figure 1.3 3D plot for traning
From the Figure 1.3, we can easily find that there are two groups (static and dynamic). These
six activities can be reasonably isolated. For the static activities, only a little data has been
overlapped. Within six activities walking upstairs and walking downstairs overlap most, which
match the confusion matrix result for the following algorithms.
5
CHAPTER 2. REVIEW OF LITERATURE
In the following section, many different approaches to solving human activity recognition prob-
lems have been discussed. As we known from the dataset, this dataset contains six activities and
each activity represents by 561 features. So it is a multi classes and high dimensional problem.
Classical approaches to this problem are based on fixed-size windows and training machine learning
models, such as random forest, decision trees [13], K nearest neighbor [14] and SVM [15, 16, 17].
However, in today’s world, deep learning methods such as recurrent neural network and convolution
neural network has been used to solve this problem.
The first approach for people to solve the problem is the support vector machine (SVM).
Anguita [18] and his team performed the original experiment, and they used the SVM to solve
the multiclass classification problem. They used the one-vs-all approach to implement SVM, and
the hyper-parameters were selected through a 10-fold cross-validation procedure. The accuracy of
their experiment is 96%, which is much higher than other algorithms at that time. At that time,
they still need to consider power consumption. By using this kind of approach, they can apply this
method on smartphones because it needs less memory and power consumption, but the accuracy
remains the same as other algorithms at that time.
The second traditional approach to solve the multiclass classification problem is the decision tree.
Bao and Stenphen [19] developed the algorithms to detect human’s everyday tasks by collecting
data from 5 accelerometers. They test several algorithms on it, and the decision trees get the
best result, which is 84% accuracy. The results for this experiment show that some activities are
classified correctly with a subject-independent training dataset; others still need a subject-specific
training dataset. Different from other researchers using several accelerometers to collect the data.
Because 561 features represent each activity, if we keep using the full dataset, it will cost us
more time to compute the result. When we faced the high dimension problem, it is very important
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for us to reduce the dimension using principal component analysis (PCA). Jin and He [20] build
the system only based on a single tri-axis accelerometer to monitor human activities. This system
used the discrete cosine transform, PCA, and SVM to explore the data and classification of human
activities. The accuracy is around 96%, which is higher than other approaches. Kishor [21] also
combined PCA with an artificial neural network(ANN). The purpose for them to use PCA is to
reduce processing time. They reduce 561 features of raw data to 70 features, and the dataset still
keeps the most important information. From my research, if we keep 100 principal components, the
dataset will keep 95% variance, and the variance will decrease to around 85% if we keep 75 principal
components. Then they test the multi-layer perceptron classifier on these principal components.
The accuracy for this approach is around 96% and the computational time reduced from 658s to
128s.
Another approach for the classification problem is K nearest neighbor. As we know from the
study, the accuracy and time consume depend on the quality of the feature representation used for
this dataset. In Sadiq Sani’ s [22] paper, they used different feature representation approaches for
the HAR dataset, from shallow handcraft features to frequency transform features. They choose
five different features ranging from shallow to deep, and found the deep features that can produce
the best result. Almontazer [23] also given a paper related to KNN, which showed this algorithm
is easy to apply and the accuracy is very high.
For the deep learning methods, one of the significant research using the convolutional neural
network was published by Ming Zeng [24]. He designed a CNN model for accelerometer data, and
the data was collected by the accelerometer in three axes (X, Y, Z). These data will be fed into the
convolutional layers and pooling layers. Before they were interpreted by the hidden layers, they
will concatenate together.
By reviewing several papers related to CNN, there are many ways to solve the HAR problem us-
ing CNN. In Sang’ s [25] paper, they built a one-dimensional convolutional neural network for HAR.
They divided the activities into two groups: static(sitting, lying, standing) and dynamic(walking,
walking upstairs, walking downstairs). In this case, the problem became two-stage learning of mul-
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tiple 1D CNN problem. The first binary classifier will recognize whether it is a static activity or
dynamic activity. Then the second multiclass 1D CNN will recognize the individual activities.
The recurrent neural network (RNN) is designed to learn from the sequence data. Long short
term memory network is one of the RNN, which can be used to the problem of HAR. In Abdulma-
jid’s [26] paper, they explore the use of LSTMs on many architectures(unidirectional, bidirectional
and cascaded). LSTM will predict the activity based on the subsequence of the sensor data in each
time step. The results show that the LSTM model is better than SVM and KNN, but compared
with CNN, the performance is almost the same.
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CHAPTER 3. Machine Learning Algorithms
3.1 Principle Component Analysis (PCA)
The reason for me to use the principal component analysis is the dataset has 561 features.
It will cause high data error if we try to use the whole dataset and increase the computational
complexity. So I am going to use PCA to reduce the number of features in this dataset [27]. From
my point of view, the PCA problem can be known as a probabilistic problem. The data are random
vectors from a distribution with zero means and some covariance matrix. We are going to find the
best rank-k subspace to fit the data. If we have a d-dimensional random vector. The mean and
covariance matrix for it is 0 and
∑
= [xxT ]. Then the eigenvalue decomposition for this matrix
should be
∑
= U ∧ UT . In this formula, is a diagonal matrix and every eigenvalue in this matrix
arranged in decreasing order. Our goal is to find the top-k eigenvectors, which can represent most
of the dataset [28].
Principal components are uncorrelated and they are ordered by the variation present in all of
the original variables. The following figure (Figure 3.1) shows the result. From the plot, we can
easily find over 95% variance can be represented by the first 100 components. After we get this
result, we can believe that using these 100 principal components, we can recover most of the critical
characteristics of the dataset. In this case, we can only choose the first 100 principal components to
calculate the result. By ignoring other components, we can reduce the computational complexity
and we will not affect the accuracy a lot. Then I zoom in on the first 100 components to have a
closer look of the relationship. From Figure 3.2, we can find the first 3 components can represent
over 75% variance. In this case, we know that 561 features can be reduced to 100 to get almost the
same result. If we still want to get less computing time, we can decrease the feature sizes to 3.
Then I applied the KNN algorithm to the PCA model. As we can see from the Table 3.1, if we
train the model with the full dataset, the accuracy should be 86.8% and the running time should
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be 1320ms, which takes a long time to compute the result. After we decrease the feature size to
100, the accuracy almost remains the same, but the computational time decreased to 568ms. I also
tried to decrease the feature size to 3 and the accuracy is 77.9%. The accuracy decreased a lot, but
it was still acceptable and it used the least computational time(134ms). From my point of view,
PCA is very useful in high dimensional dataset because it can decrease the running time but the
accuracy is still very high.
Table 3.1 Feature Size VS Accuracy




Figure 3.1 Variance versus the number of components
Figure 3.2 Variance versus the number of components - zoomed into 100 components
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3.2 Support Vector Machine (SVM)
In the past few years, there are many machine learning algorithms, which can be used for
classifiers such as Markov Chain [29], Naive Bayes, SVM and so on. While it is not clear that SVM
is the best solution for human activity recognition, it has been used in many related fields such as
handwriting recognition, speech recognition, and gesture recognition. Consequently I used the SVM
algorithm to build the model. SVM is based on decision hyper-planes to define decision boundaries.
As Krause [30] said in his article, SVM is trying to maximize the decision boundary between hyper-
planes. By exploring the dataset, I find some clusters fully overlap, and other clusters overlap a
little. In this case, we need to maximize the margins when classifying these activities to get a good
result.
I also used the linear kernel for the SVM classifier. The reason for me to use the kernel is the
system is non-linear in the lower dimension. But we know the SVM is a linear classifier, so to build
a linear classifier, we need to input the low dimensional data into high dimensional.
Then I will also introduce the threshold to ignore the noise for the dataset. If there are two
groups red and green, a red point is in the group green. The whole system cannot be built if we
don’t ignore the noise point. So for my model, I accept some samples, which distance is less than
1. Because I will not count these samples.
SVM can only solve binary problem, for the multi class classification problem, we have two ways
to solve it(One VS. One and One VS. All). I will choose to implement SVM using One VS. One
approach that trains a separate classifier for each different pairs of labels and it always outperforms
than One VS. All approach.
3.3 K-Nearest Neighbour (KNN)
KNN is another simple supervised machine learning algorithm to solve classification problems.
It is easy to use and understand but the speed can be very slow if we use this algorithm on a large
dataset because it only tests on the memory. KNN is an instance-based classifier, and it works
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by finding the instance between a query and all samples in the dataset. It will select K examples
closest to the query. In this paper, I used the Euclidean distance function as my learning function.
So one of the most important things for the KNN algorithm is how to choose K. If K = 1, the
model will fit the training set perfectly, but it will get very high test error. Because at K=1, we
were over-fitting the boundaries. When we increase the K value, the boundaries are more consistent
and reasonable. The error rate will keep decreasing and reach a minimum value at a K value. After
we keep increasing K, the model will under-fit the test data.
As we can see from Figure 3.3, I had determined the value of K by plotting graph test data
accuracy vs. the number of K(from 0 to 50). From the figure, we can find when the number of K
is around 40 to 45, this KNN model will achieve the best result, which is around 78% accuracy.
Although this algorithm is straightforward to apply, it still takes a long time to compute the result.
This computational time is much higher than other algorithms.
Figure 3.3 KNN plot
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3.4 Decision tree
The decision tree is a supervised machine learning algorithm, which covers both classification
and regression problems. The internal node on the decision tree represents the test feature, and
the leaf node represents how many classes we have. Because there are six activities in our dataset,
so the leaf node should be 6. Each branch of the decision tree represents a classification rule.
This algorithm is easy to understand and implement. There is a non-linear relationship between
parameters and it will not affect tree performance.
So how to use decision tree algorithm to solve the multi class classification problems? We know
the decision trees is greedy splits on the each feature of the data at a specific threshold. This
algorithm wants to find the maximum difference between the loss of the parent node and the sum
of the losses of the child nodes to choose the split. In this case, the loss function I use in this
algorithm is Gini Loss function.
We also need to know when to stop splitting? There are tow ways, one way of doing this is to
set a minimum number of training inputs to use on each leaf and another way is to set maximum
depth of my model. So the maximum depth refers to the length of the longest path from a root to
a leaf. For my paper, I choose to regularize using the maximum tree depth.
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CHAPTER 4. Result
4.1 Accuracy without PCA





Figure 4.1 Accuracy comparison of the three algorithms
From the above table(Table 4.1) and graph(Figure 4.1), we compared the test accuracy with
three algorithms(Decision tree, K-nearest neighbor and support vector machine). The result shows
the support vector classifier with a linear kernel got the best result, which is 88.4% accuracy. K-
nearest neighbor got almost the same accuracy (87.2%). The decision tree got the lowest accuracy,
which is 78.18% accuracy. I will also use a more robust method to examine the accuracy with a
confusion matrix and make sure where the errors come from.
The following graph is the confusion matrix for the decision tree(Figure 4.2). From the graph,
we got the perfect result in laying and the most mis-classified activity is walking downstairs. The
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error rate for it is 32%, and most of the errors are identified as walking upstairs. Standing is the
most mis-classified static activity, which told us the error always happened during the transition
from one activity to another. It is clear, the accuracy for identify static activities are higher than
dynamic activities.
Figure 4.2 DecisionTree confusion matrix
The second confusion matrix is for support vector machine with a linear kernel(Figure 4.3).
From my point of view, the HAR dataset has an imbalanced problem, and only the support vector
classifier can explore deeper in it. The reason is there is build-in features in SVC and it can
penalize mistakes on the minority classes. From figure SVC confusion matrix, it shows the most
errors happened at standing. This activity was mis-classified as sitting and the error rate is around
36%. From this, we can also find the error was occurred monitoring transitioning activities such as
sitting to standing and walking to walking upstairs.
By the way, SVC also allowed us to do Platt scaling(Figure 4.5). A separate cross-validated
logistic regression will be trained to map the SVC output into probabilities of each activity. In this
case, I will use the cross-validation to random sampling the dataset for this algorithm. So what I
am going to use is five fold cross-validation. The test fold will start from the first fold and it will
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move to the next fold after the iteration. This process will stop until each fold has been used as
a test fold. I will use the random forest cross-validation to train the model. From Figure 4.4, we
know the optimal number of features is 159 and the processing time is 883s.
So we know there are 159 important features in full 561 features. Then I tried to plot the scatter
plot to visualize the best features. The plot will be very complex if we plot all 159 features. So I
will only display only five best features and find the cross-correlation.It is very clear that there is
some high degree of positive correlation, and there are also some places without correlation.
Figure 4.3 SVC confusion matrix
The last confusion matrix is for K nearest neighbor(Figure 4.6). The confusion matrix perform
almost the same as SVC. The most errors also happened at standing and it was mis-classified as
sitting with an error at 37%. The only different I should say is KNN take more computational time
than SVC for it is a brute force method to solve the problem. This can happen because the K I
choose is too small.
4.2 Accuracy and running time with PCA
As we known from the Table 4.1, KNN and SVC got the same accuracy when using the full
dataset, which is around 88%. So I cannot say SVC is much better than KNN by comparing the
accuracy. In this case, I will comparing them using accuracy and computational time.
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Figure 4.4 Cross validation score VS number of feature selected
Table 4.2 Accuracy and Computational time with PCA
Feature Sizes DT SVC KNN
561 78.18%, 682ms 88.4%, 882ms 87.2%, 1320ms
100 69.5%, 201ms 83.2%, 312ms 86.7%, 568ms
3 52.1%, 78ms 74.4%, 83ms 77.9%, 134ms
As we can see from Table 4.2, decision trees take the least computational time compared with
the other two algorithms. But the accuracy of this solution was not acceptable, which is much lower
than the others. When I decreased the feature sizes to 3, I could only get 52% accuracy. From
the above paragraph, we know there are two ways to solve the multi-class classification problems,
which are One VS. All and One VS. One. Decision trees are very similar to OVA solution, it will
take a shorter time in training than OVO solution. But the accuracy will lower than OVO. As we
can see from the result, SVC is much better than decision trees.
Compared with KNN and SVC, they can get almost the same accuracy for 561 feature size. After
we applied the PCA to the dataset, KNN performed 3 per cent accuracy better than SVC. From
this point we know KNN perform better than SVC in low dimension data and SVC can perform
better in high dimension data. If KNN works better than SVC, it indicates our dataset is not easily
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Figure 4.5 Scatter plot for SVC
separable using the decision planes that you have let SVC use. SVM is a binary classifier, which use
linear hyper planes to separate classes and KNN will generate a highly convoluted decision boundary
as it is driven by the training dataset. SVM will use the restricted parametric approximation of the
decision boundary, which get bad performance but use small data storage space and less running
time. From my result, KNN performed better than SVC in low dimension dataset, so I can say my
dataset is separable in some classes. As we discussed in data exploration, we knew our dataset is
separable in static activities but overfitted in dynamic activities.
After we computer the computational time for these two different algorithms, we could find
the training time for SVC is much less than KNN. 638ms difference for 561 features sizes, 256ms
difference for 100 feature sizes and 51ms difference for 3 feature sizes. From this point of view, I
could say SVC is better than KNN to solve the HAR dataset.
18
Figure 4.6 KNN confusion matrix
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CHAPTER 5. Conclusion
In this paper, I used the support vector machine, K-nearest neighbor and decision trees to
study human activities recognition. Compared with three algorithms, SVM gets the best accuracy
(88.3%) because I use the Gaussian kernel to reduce the dataset. KNN can get the same result as
SVM but it will take long time to compute. From my point of view, KNN is the least complex
and I only need to compute the distance between the query and his neighbors. KNN only tests on
the memory. I also try to apply the PCA algorithm on the dataset first and use KNN to solve the
problem. I had reduced the feature size from 561 to 100, the accuracy did not change after that,
but the training time decreased a lot. After I reduced the feature size to 3, the accuracy decreased
from 87.2% to 77.9%. It decreased a lot, but it was still acceptable. After we applied PCA to SVM,
we can find KNN perform better than SVM in low dimension dataset but it still needs more time
to compute the result.
Future work may consider the neural network and implement the real-time system on the
smartphone, which can monitor human activities as they are happening.
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