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Abstract
Flooding has always been an important concern because of material and human
damages that can be caused. In the particular case of earthen embankments,
the failure is usually characterised by the progressive formation of a breach,
deepening by flow erosion and widening by sliding of its banks. The present thesis
aims at analysing the ability of depth-averaged numerical models to simulate the
complex process of breaching of a non-cohesive earthen embankment. The study
starts with an experimental investigation on the erosion of a sand embankment.
Then, three one-dimensional numerical models are developed and compared.
They derive from different levels of assumptions: a classical Clear-Water Layer
model, based on Saint-Venant – Exner equations, and two Mixture Layer models,
assuming a variable flow density. These two latter models differ in their way of
accounting for sediment transport mechanisms. The three models are compared
with different test-cases, including the new dike erosion ...
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Introduction 
  
Flooding has always been an important concern because of the material and 
human damage that can be caused. Therefore, numerous structures were 
built along rivers and coasts to prevent such floods, while other structures 
have been built to ensure fluvial transportation or power generation. These 
structures include concrete dams, but also earthen embankments such as 
dikes or levees. They were generally designed under given “extreme” 
conditions, which are sometimes no more relevant in comparison with recent 
extreme events. So, the likelihood of such structures to fail has significantly 
increased. Therefore, understanding their processes of failure is crucial for 
flood forecasting, risk assessment and rescue planning.  
Examples of floods caused by breaches in river dikes include the several-day 
flood in New Orleans in 2005, due to levee failures caused by Hurricane 
Katrina. In June 2013, intense rains in Germany caused the Elbe River to 
overflow its dikes, creating breaches and flooding several towns (Figure 1). 
Failure of coastal levees also led to important floods, such as the 1953 North 
Sea flood, caused by the breaking of several levees, or the floods in France 
in 2010 following dikes failures due to Xynthia storm.  
 
Figure 1. Elbe River levee breach in June 2013  
(http://www.independent.ie/world-news/europe/villages-evacuated-as-german-
floods-worsen-29334727.html) 
4 Introduction  
In the particular case of earthen embankments, the rupture is usually 
characterised by the progressive formation of a breach. When the failure is 
caused by flow overtopping, the rapid flow digs an initial channel in the 
dike. This channel progressively deepens through flow erosion, and widens 
through sliding of its banks. This combination of bed erosion due to the flow 
and lateral erosion caused by bank failures governs the breach shape 
evolution, and so the outflow hydrograph. So a good understanding of this 
combined phenomenon is of particular importance to evaluate the potential 
impact of the flood on the downstream areas. This process differs largely 
from the non-erodible dam breaks, for which the rupture is generally 
considered as nearly instantaneous.  
Recent research on flooding has, among other themes, focused on the 
particular problem of breaching. Research studies on breaching usually 
include three complementary approaches. The study of past real events 
allows to highlight particular phenomena and to provide real data. The 
experimental simulation of breaching processes allows to systematically 
monitor the breach evolution and to focus on particular aspects. Finally, the 
development of numerical models aims to simulate breaching processes and 
evaluate their potential impacts. Among the recent research studies on 
breaching, the European projects IMPACT (Investigation of extreme flood 
processes and uncertainty, 2001-2004) and FLOODsite (Integrated Flood 
Risk Analysis and Management Methodologies, 2004-2009) provided field 
and laboratory data to test and validate breach models.  
In the past, the breaching process was generally modelled using empirical 
approaches, based on real cases observation, and assuming a given evolution 
of the breach. More recently, the development of new numerical tools 
allowed for a more precise modelling of the breaching process. These 
detailed models are based on the simulation of the physical interactions 
between the flow and the embankment erosion. These models are generally 
based on shallow water assumptions, similarly to river flow modelling.  
However, the particular nature of the breaching process presents some 
characteristics that influence the interaction between the flow and the 
sediment transport, and lead to situations far away from the classical 
sediment transport in rivers. Among these particularities, the presence of 
important bed slopes, up to 50% for some dikes, plays an important role on 
the sediment transport mechanism and on flow simulation. Indeed, sediment 
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transport formulations are generally developed for mild bed-slopes, and 
shallow-water assumptions used to simulate the flow assume small slopes. 
Moreover, the complex topography of the evolving breach has to be 
accurately accounted for when modelling the flow. Secondly, the intense 
erosion occurring during a breach formation is closely linked to the fast 
transient flow. This flow generates important shear stresses, which are 
generally far from classical stresses encountered in fluvial processes, and 
erosion formulations are usually not appropriate for such intense shear 
stresses. Finally, erosion and flow evolution are closely linked to each other, 
and a coupled strategy has to be adopted to model precisely the strong 
interaction between flow and erosion.  
Aims and objectives 
The present thesis aims to analyse the ability of depth-averaged numerical 
models to simulate the complex process of breaching of a non-cohesive 
earthen embankment. Three main aspects are studied.  
First, the degree of interaction between flow and sediment transport is 
analysed. Indeed, classical morphodynamic models are based on Saint-
Venant equations coupled to a simple Exner equation for sediment transport. 
Such models neglect the presence of sediment in the flow and assume a 
relatively slow evolution of the bed. In contrast, more recent models account 
for the presence of sediment in the flow by introducing a variable density of 
flow. Moreover, some of these models assume that sediments are transported 
in equilibrium, while other ones account for an adaptation length / time 
between actual sediment transport and sediment transport capacity. So the 
first aim of the present thesis is to evaluate which method is the most 
appropriate to simulate the breaching process.  
Secondly, the suitability of shallow-water models to simulate the breaching 
process is questioned. Indeed, numerical models based on classical Saint-
Venant equations are built on quite restrictive assumptions that are not 
always fulfilled in real cases. It is especially the case for the flow 
downstream of the breach, for which the small bottom slope assumption 
seems to be non-coherent in regard to the rather high slopes of the dike. 
Thirdly, the importance of sediment transport modelling is studied. Indeed, 
sediment transport is evaluated by empirical formulations, which are 
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generally calibrated for flow conditions far away from the flows encountered 
during the breaching process. So various formulations are tested and 
compared on test-cases implying fast flows and/or steep slopes. Moreover, 
the impact of the steep slope on sediment transport is analysed. 
These first analyses are limited to a simplified 2D case, featuring vertical 
erosion uniformly over the whole dike width. This allows to focus on the 
flow erosion only, without any interference with lateral erosion due to the 
breach bank instabilities. So the last objective of the present thesis is to 
evaluate the ability of a 2D shallow water model in simulating the full 3D 
breaching process. The present work also includes an experimental part, 
allowing a systematic comparison and validation of the numerical results.  
The thesis is organised in five parts, which are briefly described hereunder. 
Part 1 – Breaching process and erosion mechanisms: A state of the art 
The first Chapter includes a literature review about the breaching process. 
The mechanisms driving the breach formation are briefly described, and 
recent research on breaching is summarised, including particular aspects of 
real-life observations, experimental studies and numerical model 
development. Another literature review, analysing the various ways to model 
sediment transport, is proposed in Chapter 2. A particular attention is paid to 
bed-load sediment transport formulations, and to the impact of a steep bed 
slope on bed-load transport. 
Part 2 – Experimental studies on breaching 
The second part of the thesis presents two experimental campaigns. 
Chapter 3 presents the results of a new series of laboratory experiments on 
erosion of a sand embankment subject to flow overtopping. The influence of 
the seepage is examined, with a focus on the role played by the sand layer 
set downstream of the dike.  
 
Figure 2 – Dike overtopping experiment: erosion due to flow overtopping 
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Then Chapter 4 briefly presents the results of a full breaching experiment 
(Figure 3). The breach formation experiment was conducted by Spinewine et 
al. (2004). An initial breach is dug in the middle of the embankment crest to 
ensure a failure by overtopping. As for the planar dike overtopping test case, 
a sand layer is set downstream in order to analyse possible effects of erosion.  
 
Figure 3 – Full breaching experiment: final breach shape. 
Part 3 – 1D models to simulate embankment erosion by overtopping 
The third part of the thesis analyses the ability of one-dimensional (1D) 
shallow-water models to simulate the erosion of an embankment due to 
overtopping. Two types of shallow water models are developed (Fig. 4): 
- Clear Water Layer models (CWL), representing one layer of clear 
water flowing over a mobile sediment bed.  
- Mixture Layer models (ML) involving one layer constituted of a 
mixture of sediment and water, characterised by a variable depth-
averaged density, over an erodible bed.  
Two different ML models are developed. The first one, called equilibrium 
model (ML-Eq), assumes that, at any time, the actual sediment transport is 
equal to the sediment transport capacity estimated empirically. The same 
assumption is made for the CWL model. Contrarily, the second ML model, 
called non-equilibrium model (ML-NonEq), includes a lag-law formulation 
for sediment transport.  
    
Figure 4 - Idealised vertical flow structure: CWL model (left) and ML model (right) 
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The third part includes three chapters. Chapter 5 presents the governing 
equations of the three models, and a complete mathematical analysis of their 
equations. Chapter 6 presents the numerical methods used to solve these 
equations. Finally, Chapter 7 presents the numerical results for three 
different cases implying transient flows and/or the presence of a steep bed 
slope: a dam-break flow over a mobile horizontal bed, a bed aggradation 
test-case, and 2 sand dike erosion problems. For each case, the numerical 
results are compared to experimental data or analytical solutions. The 
influence of the sediment transport formulation on numerical results is 
systematically analysed, and the best formulations are highlighted.  
Part 4 – Steep slope effect in shallow water equations 
This fourth part proposes an analysis of the limitations of the small-slope 
assumption in the shallow water models for problems involving water flows 
over rather steep slopes. So Chapter 8 compares the equations including the 
steep slope effect to the classical shallow-water equations. The models are 
compared for steady uniform flows and for fast transient flows on a fixed 
steep-sloped bottom. Then, a new combined model able to deal with 
complex topographies is proposed and applied on a dike overtopping case. 
Finally, the impact of the classical shallow water assumptions on the 
sediment transport evaluation is analysed.  
Part 5 – A 2D numerical model to simulate the full breaching process 
Finally, the last part of the thesis presents a simulation of the full breaching 
process. The 1D-CWL model presented in the third part is extended in two 
dimensions, and a bank failure operator is added to the model to simulate the 
lateral erosion occurring during breaching process. Chapter 9 describes the 
2D mathematical model, the bank-failure operator, and the numerical 
resolution of the full model. Then the 2D-CWL model is applied on two test-
cases: a dam-break flow over a mobile horizontal bed and the full breaching 
problem exposed in Chapter 4. For each case, the numerical results are 
compared to experimental data, and the influence of the sediment transport 
formulation on the results is highlighted. 
 
  
 
 
 
 
 
 
 
Part I 
 –  
State of the art 
 
 
 
 
 
  
Chapter 1 Breaching process 
1.1 Introduction 
The failure of an embankment is defined by Morris et al. (2009) as “a 
situation where erosion or structural failure of the embankment allows the 
passage of flood of water over or through the embankment in an increasing 
uncontrolled manner”. Two main categories of dams or dikes can be defined: 
non-erodible structures such as concrete dams and levees, and earthen 
embankments. Both types of structures include large dams and smaller river 
levees, but they differ in their mode of rupture.  
Non-erodible structures usually fail instantaneously, leading to sudden flood 
waves. Examples of such failures include the New Orleans levee ruptures 
(Fig. 1.1) following Hurricane Katrina in 2005 (USACE 2007, Sattar et al. 
2008, Van Emelen et al. 2012a).  
  
Figure 1.1. New Orleans levee rupture during Hurricane Katrina (USACE 2007) 
 
Numerous research studies concern the analysis of instantaneous dam 
breaks, including experimental studies (e.g. Lauber and Hager 1998, Capart 
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and Young 1998, Soares-Frazão and Zech 2002, Fraccarollo and Capart 
2002, Goutière et al. 2011), analytical approaches (e.g. Dressler 1958, Stoker 
1957) or numerical model developments (e.g. Glaister 1988, Zhao et al. 
1996, Soares-Frazão 2002, Fraccarollo et al. 2003). 
Failures of earthen embankments are generally characterised by the 
formation of a breach, which is a slower process (Fig. 1.2). Breaching is here 
defined as the gradual formation of a breach in an earthen embankment due 
to erosion of the embankment soil. In such cases, the flood hydrograph and 
the peak discharge depend on the temporal evolution of the breach shape, 
and are therefore more complex to determine. Examples of earthen 
embankment breaching include the Ha! Ha! Lake breach in Québec 
following heavy rains in July 1996 (Brooks and Lawrence 1998, Capart et al. 
2007). 
 
Figure 1.2. California levee breach in 2004 
(http://www.wunderground.com/blog/JeffMasters/the-arkstorm-californias-coming-
great-deluge) 
 
Recent research on flooding has, among other themes, focused on the 
particular problem of breaching. For example, the European projects 
IMPACT (Investigation of extreme flood processes and uncertainty, 2001-
2004) and FLOODsite (Integrated Flood Risk Analysis and Management 
Methodologies, 2004-2009) provided field and laboratory data to test and 
validate breach theories (Morris et al. 2007, Morris et al. 2009). Among 
others, states of the art concerning the breaching process have been reported 
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by Wahl (1998), Morris et al. (2009) and more recently by the ASCE 
(American Society of Civil Engineers) task committee on dam/levee 
breaching (ASCE/EWRI 2011).  
1.2 Description of the breaching process 
1.2.1 Causes and factors of breaching 
The materials used to build earthen embankments may be classified in three 
categories: cohesive soil, non-cohesive soil, or rocks. The dikes may be 
homogenous, or include an internal impermeable core, or even be constituted 
of multiple layers. Additional protections are often integrated in 
embankments, to improve their strength or limit the seepage. Vegetation 
may also be present on the dike faces. All these parameters influence the 
breaching process. However, our current ability to predict breach formation 
in terms of erosion is limited to quite simple structures (Morris et al. 2009). 
The present study focuses on simple homogenous embankments, but it is 
important to keep in mind that breaching processes become more complex 
for composite embankments (Tinney and Hsu 1961).  
The ASCE Task committee on dam/levee breaching defined three main 
causes of breaching (ASCE/EWRI 2011): overtopping, piping, or foundation 
and structure defects. During overtopping, water digs a channel in the crest 
and along the downstream slope of the dike (Fig. 1.3a). This process is 
highly dependent on the embankment material, leading to a different breach 
evolution for cohesive or non-cohesive dikes. Piping is due to seepage into 
the dike. This seepage may generate forces responsible for the removal of 
the finest material and the creation of an internal path between both 
embankment slopes (Fig. 1.3b). This tunnel progressively enlarges until 
embankment collapsing. After the crest collapsing, the breach forms a 
channel similar to breaches due to overtopping. Foundation and structural 
defects include multiple stability problems, e.g. slope instability, differential 
settlement, uncontrolled foundation seepage, etc. Structural defects, 
especially slope instabilities, can cause faster ruptures than piping or 
overtopping. 
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Figure 1.3. Breach formation due to (a) overtopping (Morris et al. 2009) and 
(b) piping (ASCE/EWRI 2011). 
 
So the breaching process depends on the type of embankment structure, its 
design and its constitutive materials, and 3 different modes of rupture are 
defined. But the breaching evolution also depends on the hydraulic 
solicitations on the dike. Hydraulic solicitations differ between reservoir 
dams, river dikes, or coastal levees. For reservoir dams, the reservoir water 
level decreases progressively, until emptying. So the breach size and flood 
hydrograph are limited by the upstream reservoir conditions. For river dikes 
or for very large reservoirs dams, the upstream water level drops less, so the 
breaching process continues until the water level downstream of the dike 
reaches an equilibrium with the upstream water level. River dike breaches 
are also characterized by a flow initially parallel to the dike, creating 
complex momentum fluxes. Moreover, river levees are more subject to 
varying water levels and may endure rapidly varying flood levels. Finally, 
sea dikes are also subject to varying upstream levels due to tides. They are 
likely to fail under important waves, often due to storm surges, as during 
Xynthia storm in France in 2010. 
1.2.2 Breaching due to overtopping 
Field and laboratory experiments showed that the breach formation due to 
overtopping differs between cohesive and non-cohesive embankments 
(Powledge et al. 1989, Morris et al. 2009). For non-cohesive dikes (sand 
embankments), the breaching process is relatively fast, and led by 
progressive erosion of the downstream dike slope, which varies gradually 
(Visser 1998). For cohesive embankments, such as clay dikes, the breaching 
is driven by headcut erosion (Fig. 1.3a): nearly vertical steps are created on 
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the downstream face of the dike, and progressively move upward until 
merging in one large step (Temple 2005). Some heavily compacted sand 
dikes can also present apparent cohesion, leading to nearly vertical breach 
banks, and the appearance of headcuts. Moreover, the presence of organic 
material in a dike mainly made of sand, even in small quatities, can lead to a 
cohesive behaviour (Fig. 1.4). So the cohesive or non-cohesive nature of a 
dike is not easy to forecast in reality, and depends on compaction and 
moisture content.  
As these two breaching processes differ largely, they have to be accounted 
for in a separate manner in predictive models (Morris et al. 2009). So the 
present study focuses only on non-cohesive earthen dikes subject to 
overtopping flows.  
 
Figure 1.4. Breach formation due to overtopping in a sand dike but presenting some 
cohesion – Breaching experiment on the Scheldt River (see Peeters et al. 2012). 
Breach formation in a non-cohesive embankment 
Among others, Visser (1998) systematically described the different 
processes leading to the failure of a non-cohesive embankment due to flow 
overtopping. Figure 1.5 shows the schematic description of the breach 
evolution in 5 steps as proposed by Visser (1998), while Figure 1.6 shows 
the resulting breach hydrograph (Morris et al. 2009). The breaching process 
starts at t = t0 when the water starts to overtop the dike. During the first 
stages of overtopping (t0-t2 in Fig. 1.5), the downstream slope steepens into a 
small initial channel until reaching a critical angle, and then moves upward 
until reaching the upstream limit of the crest (t2). During these first seconds, 
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the breach flow remains rather limited (Fig. 1.6). Then the initial channel 
rapidly widens through sliding of its banks, until reaching an equilibrium 
between upstream and downstream conditions (t3-t4 in Fig. 1.5). This 
combination of bed erosion due to the flow and lateral erosion caused by 
bank failures governs the breach shape evolution, and so the outflow 
hydrograph increases rapidly (Fig. 1.6).  
 
Figure 1.5. Schematic description of breach growth in a non-cohesive embankment 
(from Visser 1998). 
 
Figure 1.6. Schematic breach hydrograph. 
 
In Visser studies a steepening of the downstream slope is observed during 
the first stages of breach formation (t0-t3 in Fig. 1.5), but other authors 
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observed a flattening of the slope (Schmocker and Hager 2009, Spinewine et 
al. 2004). During the first seconds, the downstream slope may flatten, 
steepen or erode back parallel, depending on the lower or higher cohesive 
behaviour of the material. In some cases of highly erosive materials, erosion 
of the crest happens in the same time as erosion of the downstream slope, 
leading to a rapid embankment failure (Morris et al. 2009). In any case, the 
process accelerates when the crest is totally eroded (t = t2 in Fig. 1.5).  
1.3 Experimental studies and real-life observation 
Recently, improvements in breaching numerical modelling have been 
observed. But these models require real-life data or experimental 
measurements to be validated. Several real-life observations and 
experimental studies are reported by ASCE/EWRI (2011) or Powledge et al. 
(1998). Some of them are hereunder briefly described to highlight the 
challenges of each method. 
Real-life observation 
Real-life observations are the most useful tool to improve our understanding 
of the breaching process. In his state of the art, Wahl (1998) reported 
numerous case studies on past dam failure events (see also Pierce et al. 
2010). But these data provide only limited information, such as initial 
volume and depth of water, final shape of the breach, total time of breaching 
process until equilibrium, maximum flood water depth, and estimated peak 
discharge. Indeed, the challenging part in real-life observation is to collect 
reliable and complete measurements during the breach formation. For 
instance, Brooks and Lawrence (1999) collected numerous data concerning 
the flood following the breach of the Lake Ha! Ha! in 1996, and especially 
the morphological evolution downstream of the breach due to the flood 
wave. But information concerning the breach itself and its development are 
missing. 
Large scale experiments 
In contrast with real-life observations, field experiments offer the advantage 
to allow continuous observation of the breach growth process, and to avoid 
scale-effects encountered in small-scale laboratory experiments. Among 
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large scale experiments, 5 breaching tests have been driven in Norway as 
part of the IMPACT project, on 5-6 m high embankments (Vaskinn et al. 
2004). The different embankment types included homogenous clay, gravel 
embankments, and composite rock dike with a central moraine core. Test 
conditions consisted in piping or overtopping.  
More recently, two in situ breaching experiments have been driven on the 
Scheldt River in Belgium in May 2012 (Peeters et al. 2012). Contrarily to 
Norway tests, these breaching experiments are realized on existing river 
dikes. The embankments characteristics were first determined through 
geophysical and geotechnical surveys, and the grass cover was removed in 
order to simplify the test conditions. But some uncertainty remained 
concerning the dike composition.  
The drawback of such large scale field experiments is the difficulty to get 
precise measurements, and the complexity – or impossibility – to repeat the 
test in order to validate the reliability of the results.  
Small-scale laboratory experiments 
During laboratory experiments, it is possible to focus on specific physical 
phenomena (e.g. vertical erosion, seepage, lateral erosion) by splitting up the 
problem and studying simplified situations. Moreover, through the repetition 
of the experiment, it is possible to assess the reliability of the results. But 
laboratory experiments are subject to scale effects, and are therefore hardly 
comparable to real-life problems. 
Most laboratory experiments focus on breaching in homogenous 
embankments due to overtopping flow. The embankment height generally 
varies between 0.15 m and 1 m. Among these experiments, we find 
simplified 2DV studies, featuring vertical erosion uniformly distributed over 
the whole dike width (e.g. Chinnarasri et al 2003, Dupont et al. 2007, 
Schmocker and Hager 2009). These simplified problems of embankment 
erosion allow to focus on the flow erosion only, without any interference 
with lateral erosion due to the breach bank instabilities. Other studies focus 
on the complete breaching process, including the deepening and widening of 
an initial breach. This can be achieved either through a symmetrical 3D 
approach (e.g. Coleman et al. 2002, Schmocker and Hager 2011) or through 
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a complete breaching experiment (e.g. Spinewine et al. 2004, Morris et al. 
2007, Orendorff et al 2011).  
When these studies concern non-cohesive embankments, they require 
mechanisms to avoid premature instabilities due to seepage. This can be 
achieved by including a clay core or a clay protection layer to avoid – or 
reduce – the seepage through the dike (e.g. Dupont et al. 2007, Chinnarasri 
et al. 2003), but this solution has the drawback to modify the dike material 
properties. Another possibility consists in including a drain under or 
upstream of the dike to ensure the stability of the downstream toe (e.g. 
Schmocker and Hager 2009, Coleman et al. 2002), but the resulting seepage 
flow is generally not measured, while influencing the estimation of the 
breach hydrograph. 
In the present thesis, two experiments are reported. The first test case is a 
simplified 2DV overtopping experiment, studying the erosion of a slice of 
sand dike (Van Emelen et al. 2013, Chapter 3). The second experiment is a 
full breach formation on a sand dike (Spinewine et al. 2004, Chapter 4). In 
both cases, a sand layer is placed downstream of the dike to consolidate the 
stability of the downstream face of the embankment. 
1.4 Breaching modelling 
The aim of breaching models is to predict the breach formation, in order to 
determine the outflow hydrograph. In a second step, this hydrograph can be 
used to estimate the flood in the downstream valley. Breaching models are 
classified into three different groups by ASCE/EWRI (2011): parametric 
empirical models, simplified analytical or numerical physically-based 
models, and detailed numerical models.  
Parametric empirical models 
The parametric modelling approach is based on past dam failure data to 
estimate parameters as the peak outflow, failure time, or the breach shape. 
The most common empirical formulations are formulas predicting the peak 
outflow, based on the water depth and volume upstream of the dam (e.g. 
Froehlich 2008, Pierce et al. 2010). But these formulations are generally 
designed for instantaneous dam break, and very few studies have been 
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carried out concerning earthen levee breaches. Moreover, in this case, the 
constitutive embankment material and its erodibility are usually neglected, 
except in some formulations such as Xu and Zhang (2009) equation. 
Simplified physically-based models 
Simplified physically-based breach models allow for analytical or simplified 
numerical resolutions, assuming a simplified trapezoidal or triangular breach 
shape, and a given evolution of the breach growth. For a known breach 
shape, the outflow hydrograph is usually determined using a classical weir 
relation. Analytical models are generally based on important simplifications 
(e.g. Rozov 2003). These models, although easy to use, suffer from the 
important simplifications that limit their practical use in real cases.  
Detailed numerical models 
In contrast, detailed physically-based models are built on the physical 
modelling of the erosion process. In addition to hydrodynamic equations, 
they generally include sediment transport formulations and geotechnical 
mechanisms (Fig. 1.7). Indeed, the modelling of the breaching process in a 
soil embankment is based on two different erosion phenomena: the vertical 
erosion due to the shear velocity of the flow on the bed, and the lateral 
erosion due to the instability of the breach sides. So detailed breaching 
models have to reproduce both erosion phenomena. 
 
Figure 1.7. Detailed physically-based models for breaching process. 
 
Detailed breaching models include one-dimensional (1D) models, depth-
averaged two-dimensional (2D) models and three-dimensional (3D) 
numerical modelling. At the moment, all types of models are under 
development, but 3D models are still not usable for real cases given the 
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important computational time needed (Morris et al. 2009). Depth-averaged 
2D models are therefore generally preferred.  
Detailed physically-based models have been developed by Wang and 
Bowles (2006), Faeh (2007), and more recently by Volz et al. (2012), 
including Exner equation for vertical erosion and a slope stability analysis 
for lateral erosion. However, they adopt a decoupled numerical resolution of 
the shallow water and Exner equations. More complex models have also 
been proposed by Cao et al. (2011b), Wu et al. (2012) and Pontillo et al. 
(2010) to simulate the breaching problem. 
Without commenting on the mathematical and numerical complexity of 
previous models, a major issue has still to be treated. This issue concerns the 
modelling of the sediment transport itself. Indeed, sediment transport 
capacity is always estimated using empirical formulations, calibrated for 
steady uniform conditions. Their range of validity is therefore far from the 
flow conditions met during the breaching process. 
1.5 Summary 
Breaching is defined as the gradual formation of a breach in an earthen 
embankment due to erosion of the embankment soil. Causes of breach 
formation include overtopping, piping, or foundation and structure defects, 
and the breach evolution is influenced by various parameters such as the 
embankment materials and the hydraulic solicitations. In this field, the 
present study focuses only on non-cohesive earthen dikes subject to 
overtopping flows. 
The breaching process is analysed by means of experimental studies and 
real-life observations. The collected information allows then to validate 
and/or calibrate numerical models. These numerical models can be classified 
in three groups: parametric empirical models, simplified physically-based 
models, and detailed physically-based models. The last category, based on 
the physical modelling of the flow and the related erosion, represents 
currently the most precise way to model the breach evolution. The most 
challenging point in these models is the evaluation of sediment transport. 
  
Chapter 2 Sediment transport 
 
2.1 Introduction 
As shown in Chapter 1, sediment transport is one of the main mechanisms 
involved in breaches formation. Indeed, sediment transport rate controls the 
breach deepening which in turn controls the flow evolution. During the last 
decades, numerous researchers studied the sediment transport mechanisms. 
More recently, Garcia (2008) and Yang (2006) provided reviews of the 
sediment transport in fluvial systems.  
As sediment transport is modelled using empirical formulations, computed 
sediment transport can lead to vastly different results. Moreover, most 
formulations were calibrated under low shear stresses, and their applicability 
on intense sediment transport cases is questionable (Cao and Carling 2002). 
It is therefore important to compare the accuracy of these formulations and 
their limit of suitability for various case studies, by validating them against 
experimental measurements or real case observations. So numerous 
researchers compared empirical formulations on given problems (e.g. 
Takahashi 1987, Visser 1995, Huang 2007, El Kadi Abderrezzak and 
Paquier 2011). This comparison work can be achieved by comparing directly 
the predicted sediment transport to measurements of sediment transport, or 
indirectly using numerical approaches (Yang, 2006). Among these 
comparisons, El Kadi Abderrezzak and Paquier (2011) compared various 
bed-load formulations on an idealised experimental dam-break test case. 
Using a defined 1D numerical model to simulate the flow conditions, they 
compared various sediment transport formulas and confronted the numerical 
results to experimental data. On the other hand, Visser (1995) analysed the 
applicability of sediment transport formulations on sand-dike breaching 
cases, but without the use of any numerical model. In this study, the 
experimental sediment transport is estimated using the evolution of the 
eroded volume of sand for experimental and field test cases, and then 
compared to various empirical formulations. The aim of the present work is 
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to analyse the influence of sediment transport formulations when used in a 
numerical model, following the method of El Kadi Abderrezzak and Paquier 
(2011), but applying them on a breaching problem. 
This chapter proposes a short state of the art concerning the sediment 
transport modelling, and particularly the influence of the bed slope on this 
sediment transport process. Indeed, during embankment overtopping, 
sediment transport is influenced not only by the high shear stresses acting on 
the bed but also by the presence of steep slopes. The present study focuses 
only on non-cohesive materials, and the sediments are assumed to have a 
uniform size distribution, without any mechanisms of sorting and armouring.  
2.2 Sediment transport modelling 
The field of non-cohesive sediment transport is defined by Garcia (2008) as 
“transport of granular particles by fluids”. This transport is related to the 
shear stress exerted by the flow on the bottom, or the shear velocity linked to 
it (Garcia 2008). Under a given condition of shear stress, called critical shear 
stress, no sediment motion is observed, while above this value, the sediment 
transport capacity depends on the actual bed shear stress. So a good 
estimation of this parameter is of paramount importance for sediment 
transport. 
2.2.1 Bed roughness and shear stress 
The bed shear stress depends on the surface roughness ks of the bottom, 
related to the diameter d of the sediments covering the bed. For a fixed-bed, 
neglecting any bed-form induced roughness, Nikuradse’s concept of 
equivalent sand-grain roughness is generally used: 
 xks dk   (2.1) 
where αk is an empirical coefficient and dx is a specific sediment diameter. 
Authors differ vastly on the choice of αk, with values between 1 and 6.6 
(Garcia 2008). The specific sediment diameter dx may also vary, except for 
uniform sediments where d50 is the common diameter used. In the following, 
the specific sediment diameter d is always equal to d50. 
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Numerous empirical formulations exist to estimate this resistance to flow, 
leading to various estimations of the bed shear stress. As these parameters 
are strongly connected to the sediment transport, it is essential to estimate 
them as precisely as possible. A short review of these formulations is 
presented here, and the choice of a formulation will be done for the rest of 
this work. 
Manning’s formulation 
For a steady uniform flow in an infinitely large flume, the reach-averaged 
bed shear stress is expressed as 
 fwb ghS  (2.2) 
where ρw is the water density, g the gravity, h the water depth and Sf is the 
friction slope or energy slope, equal to the bed slope S0 for uniform flows. 
Manning defines the energy slope for steady uniform flows as follows: 
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with u being the depth-averaged flow velocity. The Manning coefficient n 
can be evaluated for sediment bed using Strickler (1923) formulation: 
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leading to the well-known Manning-Strickler formulation (Brownlie 1983). 
This commonly-used roughness formulation has been proven to be the most 
appropriate for low flow depths, i.e. for h/d < 100 (Huybrechts et al. 2011). 
This value has been verified for all test cases studied in the present thesis. 
Keulegan’s formulation 
While Manning-Strickler formulation (Eqs. 2.2, 2.3 and 2.4) gives an 
expression for the reach-averaged value of the bed shear stress, another way 
to evaluate the bed shear stress is to determine the local shear velocity, and 
using the following formulation: 
 wbu  /* . (2.5) 
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For rough beds, Keulegan (1938) developed the following relation between 
the depth-averaged flow velocity u and the shear velocity u*: 
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where κ is the Karman coefficient (κ=0.41). Using Eqs. (2.5) and (2.6), it is 
possible to deduce a relation between the bed shear stress and mean flow 
velocity: 
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with the friction coefficient Cf such as: 
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The logarithmic form of Eq. (2.6) can also be approximated by a power 
function (Garcia 2008), leading to the following friction coefficient: 
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This formulation is similar to Manning-Stricker formulation. Indeed, 
Eqs. (2.2, 2.3 and 2.4) can be reformulated into a form (Eq. 2.7), with 
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Another relation frequently used to evaluate the shear velocity in an open 
channel flow is the Darcy-Weisbach equation 
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where f is the non-dimensional Darcy-Weisbach friction coefficient. This 
formulation is also similar to previous formulations.  
The bed shear stress τb can be expressed in a non-dimensional form, also 
called the Shields parameter: 
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with s = ρs/ρw being the ratio of sediment and water densities and d the 
median sediment diameter. The different bed shear stresses are summarised 
in Table 2.1. In addition to the formulae exposed previously, coefficients 
proposed by Garde and Raju (1966), Maynord (1991) and Van Rijn (1993) 
are also presented in Table 2.1. 
Table 2.1 Selected shear stress formulations  
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0.5
 is the Froude number of sediment. 
Comparison of the formulations 
Figure 2.1 shows the comparison of these formulations for steady uniform 
flows on various bed slopes with a uniform sediment with d = 1 mm and 
s = 2.65. These sand characteristics are close to the sand used for the test 
cases exposed in the next chapters. Two discharges per unit width are 
investigated: q = 0.02 m³/s/m and q = 1 m³/s/m. The water depth is 
calculated in order to ensure a uniform flow using Eqs. (2.2 and 2.12): 
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Using the formulations present in Table 2.1, this equation simplifies into: 
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where Cf depends on h and is expressed using the different formulations of 
Table 2.1.  
 
Figure 2.1. Comparison of shear stress formulations for steady uniform flows on 
varying bed slopes for d = 0.001 m, with q = 0.02 m³/s/m (a) and q = 1 m³/s/m (b). 
 
It can be seen in Figure 2.1 that the various resistance formulations give 
different results, especially for steep slopes, with Shields parameters 
between 2.6 and 3.1 for S0 = 0.5 and q = 20 l/s/m (Fig. 2.1a) and between 27 
and 32 for q = 1 m³/s/m at the same slope (Fig. 2.1b). So the choice of the 
resistance formulation has a considerable impact on the sediment transport 
estimation for dike breaching cases, characterized by very steep slopes. 
Among the selected resistance equations, the original and simplified 
Keulegan’s formulations give a smaller Shields parameter in both cases, 
while Garde and Raju gives the highest Shields parameter. In between, the 
more classical Manning-Strickler formulation and Maynord relation result in 
intermediate resistances. Finally, the particular Van Rijn formulation results 
in an important dimensionless shear stress for low flows, but in a more 
reasonable Shields parameter for the higher flow.  
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Regarding the comparison exposed in Figure 2.1, the classical Manning-
Strickler formulation appears to be a good intermediate choice to evaluate 
the resistance to the flow at the bed. Moreover, this formulation is 
commonly used, and most bed-load sediment transport formulations are 
calibrated using Manning’s formulation. But it is important to keep in mind 
that results can strongly vary, especially for intense flows on high sloping 
beds. So sediment transport formulations calibrated with particular Shields 
formulations could result in quite different results if used with another 
Shields formulation.  
Finally, these resistance formulations are designed for clear water flows. As 
long as the sediment transport is not too intense– so if there is no debris flow 
or hyper-concentrated flow – we can assume that the bed shear stress of the 
flow behaves like a pure water wall shear stress, described by the previous 
relations. For hyper-concentrated flows, other formulations have to be used 
to account for the collisional effect between particles (Armanini et al. 2009). 
2.2.2 Sediment transport classification 
Bed-material sediment transport can be classified according to the transport 
mechanism, distinguishing bed load and suspended load (Garcia 2008). For 
coarse sand or gravels, only bed load is observed, while suspension may 
coexist with bed load in presence of finer sand. The transition between bed-
load and suspension transport is usually given by the Rouse number, defined 
as the ratio between sediment fall velocity ws and upward velocity, product 
of the flow shear velocity u* and Karman coefficient κ: 
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where the settling velocity ws of a single sediment particle in water at rest 
can be computed using, among others, the following formulation (Rubey 
1933, Zhang and Xie 1993): 
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where ν is the kinematic water viscosity.  
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The Rouse number (Eq. 2.15) is used to describe the vertical profile of 
concentration of particles in the flow. The transition between bed load and 
suspension is continuous, but threshold values of the Rouse number are 
usually adopted to define the no-suspension mode (Niño and Garcia 1998). 
According to Sumer et. al (1996), the no-suspension mode covers the range: 
 18.0
*

u
ws  (2.17) 
This range has been verified in the test cases addressed in the present study, 
so the present thesis focuses only on bed-load transport. 
Bed-load transport 
Bed-load sediment transport itself can be classified in two categories: 
saltation and sheet flow (Bagnold 1966, Sumer at al. 1996). Saltation occurs 
for rather low shear stresses, and is characterised by rolling, sliding and 
colliding grains. During saltation, all the sediment grains at the bed surface 
are not mobilised, and a bed portion remains stationary. Sheet flow however 
is an intense sediment transport characterised by high shear stresses. If there 
is no suspension, sheet flow is characterised by a layer of colliding grains 
with a thickness larger than the mean sediment diameter. The sheet flow 
regime, and its transition with saltation or suspension, has been studied by 
several authors (Wilson 1987, Nnadi and Wilson 1992, Sumer et al. 1996, 
Gao 2008). The critical shear stress for onset of sheet flow regime varies 
between authors. Sumer et al. (1996) observed a value of τ* = 0.6, while 
Nnadi and Wilson (1995) suggest τ* = 1. The more recent work of Gao 
(2008) suggests a value between 0.5 and 0.55.  
Moreover, while saltation on a sloping bed can lead to the apparearance of 
ripples, dunes, or antidunes depending on the slope, the onset of sheet flow 
also coincides with the dune washout and the appearance of a plane-bed flow 
(Nnadi and Wilson 1992). Indeed, on steep slopes, the sheet flow regime 
coincides with the immature debris flow as defined by Takahashi (1987). For 
immature debris flow, the thickness of the sediment transport layer is higher 
than 2d, corresponding to a gravity driven sediment transport. Immature 
debris flows appear in mountain streams for rather steep slopes and high 
shear stresses. Then, for steeper slopes, sediments are transported on the 
whole flow depth, corresponding to debris flow or hyperconcentrated flow 
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(Takahashi 1991, Wan and Wang 1994). Takahashi (1987) presents the 
mathematical formulation for the boundary between each regime, depending 
on the bed slope and flow condition. The present study focuses on classical 
bed-load transport, including both saltation and sheet flow, but 
hyperconcentrated flows and debris flow are not addressed in what follows. 
2.2.3 Selected bed-load formulations 
Various sediment transport formulations are selected and will be included in 
the numerical models and compared on different test-cases. Saltation 
formulations, also called classical bed-load in what follows, generally 
depend on the difference between the actual bed shear stress and the critical 
shear stress: 
  css qq ** ,  (2.18) 
with qs being the sediment transport rate (in m³/s/m), or sediment transport 
discharge, and τ*c the non-dimensional critical shear stress for sediment 
motion. This critical shear stress can be estimated using Shields (1936) 
diagram, but is generally set as a constant parameter. On the contrary, sheet 
flow formulations usually depend only on the actual shear stress, as this 
latter is already far higher than any threshold value for sediment motion, so 
qs = qs (τ*).  
The selected formulations are reported in Table 2.2, with their conditions of 
calibration. For clarity, these formulations are expressed in a non-
dimensional form: 
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Three saltation bed-load formulations have been selected: the classical 
equation of Meyer-Peter and Müller (1948, abbreviated MPM), the modified 
formulation proposed by Wong and Parker (2006, WP) and the more recent 
Wu et al. (2000, Wu) bed-load equation. As exposed in Table 2.2, these 
formulations were calibrated for rather low slopes and shear stresses, and are 
therefore used out of their range of validation in the case of an embankment 
overtopping.  
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In contrast, the bed-load formulations of Smart and Jäggi (1983, SJ) (see 
also Smart, 1984) and Camenen and Larson (2005, CL) were calibrated for 
slopes up to S0 = sin(α0) = 0.2 with α0 the streamwise bed angle with respect 
to the horizontal (positive for a downsloping bed), and are also valid for high 
shear stresses. These latter equations yield good results in dam-break cases 
on horizontal beds, as demonstrated by El Kadi Abderrezzak and Paquier 
(2011). 
 
Table 2.2 Selected bed-load sediment transport formulations  
References Non-dimensional bed-load equation 
Calibration conditions 
d (mm) S0 τ* 
Meyer-Peter 
and Müller 
(1948) 
  5.1,* 8 cMPMsq    0.4-29 <0.02 <0.25 
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(2006) 
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0.4-29 
0.073-
0.2 
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3.3 
Camenen 
and Larson 
(2005) 



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






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c
CLsq 5.4exp12
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 0.08-
200 
0.03-
0.2 
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3.3 
Wilson 
(1987) 
5.1
,* 8.11 Wisq  
13 - >0.8 
Abrahams 
(2003) 
  5.1*,* /  uuq As  3-10.5 
0.03-
0.21 
0.6-
1.83 
Note: *c = 0.047 for Meyer-Peter and Müller, 0.0495 for Wong and Parker, 0.03 for 
Wu, *c (0) is defined in Eq. (2.35). n is the global Manning coefficient for the bed 
and n’ is the Manning coefficient corresponding to grain roughness (n = n’ here).  
 
Finally, the formulations of Wilson (1987, Wi) and Abrahams (2003, A) are 
valid for sheet-flow sediment transport only, so they do not account for any 
threshold value (critical Shields parameter). These sheet flow formulations 
are coupled in the present study with the classical MPM formulation for 
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lower flows (0.047 < τ* < 0.5), using a linear interpolation for intermediate 
values of shear stress (0.5 < τ* < 0.55). The following algorithm has been 
developed for sheet flow formulations (developed here for Wilson formula): 
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Note that Wilson and Abrahams formulations were originally calibrated with 
sediment particles larger than the sand diameters used in the present study to 
ensure a no-suspension sediment transport regime. 
Figure 2.2 shows the comparison between the different formulations of 
Table 2.2 for uniform flows (S0 = Sf) on various bed slopes S0. The following 
parameters are chosen: sediment diameter d = 1 mm, s = 2.65, Manning 
coefficient n = 0.015 s m
-1/3
 following Strickler’s formula (Eq. 2.4), flow 
discharge per unit width q = 40 l/s/m. The water depth hu = (qn/S0
0.5
)
3/5
, the 
velocity, and the Shields parameter depend on the bed slope for uniform 
flows. The sediment transport formulations are compared for slope angles up 
to 40°, far higher than the slopes used for their calibrations (Table 2.2). 
 
Figure 2.2. Sediment transport capacity for uniform flows with unit discharge 
d = 1 mm, q = 40 l/s/m and slope angles up to 40°. 
 
We observe in Fig. 2.2 that the largest effect of the slope on the transport 
rate qs arises from Wu and SJ equations. These equations even lead to 
sediment transport rates qs larger than the liquid flow discharge q for angles 
higher than 25°. On the contrary, the effect of the slope is more limited in 
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the other formulations. Even if an important sediment transport can be 
expected for such important slopes, the use of these empirical formulations 
for this range of slopes is questionable. In any case, to avoid any non-
physical modelling, the sediment transport will be limited when used in 
numerical models: 
  ss qqq ,min . (2.21) 
where q is the water flow. 
2.2.4 Non equilibrium sediment tranport 
The empirical sediment transport formulations selected previously are 
calibrated under steady uniform flows. They correspond to the sediment 
transport capacity for the given uniform flow conditions (i.e. depth and 
discharge). In morphodynamics models, the sediment transport is usually 
estimated using the same equations with the local hydrodynamic conditions. 
These models are called equilibrium models (or capacity models). But in 
most cases, the flow is often far from being uniform, and sediment is not 
always transported at its capacity (Cao and Carling 2002). So other models 
assume a non-equilibrium sediment transport. This can be achieved through 
a direct expression of erosion capacity E
cap
 and deposition capacity D
cap
(e.g. 
Cao et al. 2004, Wu and Wang 2008). In this case, the difference between 
the erosion and deposition capacities leads to the actual net erosion or 
deposition flux. 
The expressions of E
cap
 and D
cap
 depend on the assumptions about the type 
of sediment (cohesive or non-cohesive sediment) and the mode of sediment 
transport (suspension and/or bed load) and differ between all authors. For 
non-cohesive sediment transport, Wu and Wang (2007) compute bed load 
and suspended load separately, Wu and Wang (2008) compute total sediment 
transport directly, and Cao et al. (2004) compute suspension only.  
In case of pure suspension, the capacity of entraiment of sediment from the 
bed is governed by the fluid turbulence, and the deposition is linked to the 
gravitation. When both phenomena are equivalent, sediment are transported 
in equilibrium. Entrainment and deposition fluxes can be expressed as (Cao 
and Carling 2002, Cao et al 2004): 
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where ws is the settling velocity of suspended sediment particles (Eq. 2.16) 
and αs is the non-equilibrium adaptation coefficient of suspended load, 
C = qss/q is the actual concentration of sediment in suspension in the flow, 
with qss the suspension transport, and C
cap
 = qss
cap
/q is the concentration 
related to sediment transport capacity. In this general formulation, the 
coefficient αs represents the ratio between the concentration near the bed and 
the mean concentration in the flow layer, and can have various formulations. 
The net sediment exchange rate can be expressed as follows: 
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being the adaptation length for suspension. This formulation (Eq. 2.23) can 
be generalised to any mode of sediment transport using the general lag-law 
formulation proposed by Daubert and Lebreton (1967) and Philips and 
Sutherland (1989): 
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where qs = huC is the actual sediment transport rate per unit width, qs
cap
 is 
the sediment transport capacity, and L is the non-equilibrium adaptation 
length of sediment transport. 
For bed-load driven sediment transport, the direct expression of 
entrainement and deposition is not easy, so Eq. (2.25) is generally used. Cao 
et al. (2011b) use Eq. (2.25) with bed-load transport capacity qsb
cap
 only, but 
using the suspension adaptation length Ls (Eq. 2.24), which is not 
particularly coherent. On the other hand, Wu and Wang (2008) developed a 
formulation based on the total sediment transport capacity equal to the sum 
of suspension and bed load capacities qs
cap
 = qss
cap
 + qsb
cap
, both being 
obtained using empirical relations. The non-equilibrium adaptation length L 
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is taken as the largest length between bed load and suspended load 
adaptation lengths: 
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where the non-equilibrium adaptation length for bed-load transport Lb is 
linked to bed forms and sediment motion, but is usually taken as a calibrated 
coefficient. As bed-load is the driving transport mechanism in the present 
work, Eq. (2.25) is used with the bed-load sediment transport capacity 
qs
cap
 = qsb
cap
. To be consistent with this assumption, we also assume L = Lb, 
the non-equilibrium adaptation length for bed-load.  
The evaluation of both adaptation parameters αs and Lb is still subject to 
various uncertainties (Wu 2004, Wu and Wang 2007, Wu et al. 2012), and is 
therefore the main drawback of using non-equilibrium sediment transport 
formulations (Cao and Carling 2002). Recently, Cao et al. (2012) showed 
that bed-load transport can adapt rather fast to local flow conditions, 
contrarily to suspension transport mode. So the use of a non-equilibrium 
formulation for bed-load transport is not always necessary. The aim of the 
present work is therefore to evaluate the relevance of using a non-equlibrium 
formulation when simulating the complex interaction between flow and 
sediment transport during the breaching process. 
2.3 Impact of a steep slope 
The bed slope has a predominant impact on sediment transport in various 
situations. Several studies in different domains have focused on the 
particular impact of bed slopes on sediment transport. These domains 
include landslides formation (Takahashi 1991), mountain stream flows 
(Takahashi 1987, Jäggi and Rickenmann 1987), overland runoff (Zhang et 
al. 2009), and of course dike breaching (Visser 1995, Wu 2004). These 
situations present various flow and sediment characteristics.  
Stream mountain flows are characterised by very high flows, with quite large 
sediment diameters, from sand to gravel. The sediment transport in mountain 
streams is based on roughness formulations including the effect of the bed 
armouring (Takahashi 1987), due to the presence of large gravels, which is 
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not appropriate to simulate the breaching process. Specific sediment 
transport formulations are adapted to simulate these particular flows (e.g. 
Mizuyama 1977, Smart and Jäggi 1983, Bathurst et al. 1985, Takahashi 
1987). Only the formulation proposed by Smart and Jäggi, also appropriate 
for mountain flows, has been selected in this work (Table 2.2), the other 
leading to overestimated sediment transport in breaching conditions. 
Overland runoffs are characterized by very small water depths 
(1 mm < h < 6 mm), and various sediment characteristics. Specific 
formulations have also been proposed to model the sediment transport due to 
this type of flow on steep slopes (Zhang et al. 2009 and 2010). But regarding 
the particular calibration conditions of these formulas, their use for dike 
breaching cases is inappropriate, and leads to unphysically high sediment 
transports. 
Landslides are characterized by very dense flows and intense sediment 
transport on steep slopes. These processes are driven nearly exclusively by 
debris flows (Takahashi 1991, Wan and Wang 1994), and are therefore not 
similar to sediment transport encountered during breaching formation. 
The impact of the slope for dike breaching tests has been poorly 
experimentally studied. Visser (1995) analysed the applicability of several 
sediment transport formulations to compute the sediment transport, but on 
test cases for which suspended transport dominates. 
As the experimental formulations developed for the previous tests are not 
appropriate for dike breaching cases, the impact of the steep slope can be 
incorporated by accounting directly for the physical influence of the bed 
slope on formulations exposed in Table 2.2. The presence of a general bed 
slope influences the bed-load transport in two ways: first, the gravity 
component of the slope influences the bed shear stress and particularly its 
critical value, and secondly the presence of a transverse slope modifies the 
orientation of sediment transport. 
2.3.1 Effect on the bed shear stress 
The bed shear stress and its critical value are generally determined for a 
horizontal bed. However, the presence of a downsloping bed – or a 
transverse bed – influences the sediment transport, and especially the 
initiation of motion. Numerous studies proposed a correction factor to 
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account for the steep slope effect on the bed shear stress or its critical value 
(e.g. Fernandez-Luque and van Beek 1976, Smart and Jäggi 1983, Damgaard 
et al. 1997, Wu 2004, and more recently Cheng and Chen 2014). The present 
section compares some of these formulations. 
Streamwise slope 
Fernandez-Luque and van Beek (1976, abbreviated FLvB) first deduced a 
correction factor for the critical bed shear stress on steep slopes. The gravity 
component can be accounted for the critical shear stress by considering the 
balance of the forces acting on a single cohesionless sediment particle lying 
in a bed composed of similar particles (Chiew and Parker 1994). Figure 2.3 
schematizes a particle on a streamwise sloping bed, where α0 is the bed slope 
angle in the direction s parallel to the flow (streamwise direction). Such a 
particle is subject to three forces: its submerged weight FW, and the 
hydrodynamic drag force FD and lift force FL.  
 
Figure 2.3. Forces acting on a particle lying on a streamwise sloping bed 
 
Assuming a spherical shape of the particle, these forces have the following 
expressions: 
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where CD and CL are the drag and lift coefficients respectively.  
The critical bed shear stress is related to the incipient motion of the particle, 
corresponding to the limit equilibrium condition:  
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  tanNT , (2.30) 
where T and N are respectively the tangential and normal components of the 
forces acting on the bed, and φ is the internal angle of friction of the bed 
material. For a streamwise sloping bed, T and N read (Fig. 2.3):  
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Substituting Eqs. (2.27, 2.28 and 2.29) in Eq. (2.31), the equilibrium 
condition (Eq. 2.30) reads: 
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Simplifying and replacing the flow velocity u by the bed shear stress using 
Eq. (2.7), we get the following equation for the critical bed shear stress: 
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On a horizontal bed (α0 = 0), this critical shear stress becomes: 
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where τc0 is the critical shear stress on a horizontal bed. Using Eqs. (2.33 and 
2.34) it is possible to find a relation between the critical shear stresses on a 
streamwise sloping bed and a horizontal bed (here expressed in a non-
dimensional form using Eq. 2.12): 
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Such a modification of the critical shear stress has however only little impact 
on intense sediment transport, for which the actual shear stress is already far 
greater than the critical shear stress (τ*c = 0.047). So Wu (2004) proposed to 
add the streamwise component of the gravity force to the bed-shear stress, 
without changing the critical shear stress, so that the effective shear stress 
could be 
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where τ*0 is the shear stress on horizontal bed and λ0 is an empirical 
correction coefficient for downsloping beds: 
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where the grain shear stress τb is equal to the part of the shear stress due to 
grain resistance and not to the bed-forms (τb = τb here, in absence of any bed 
forms). This formulation was originally calibrated for Wu et al. (2000) 
sediment transport formulations.  
If we compare the influence of both steep slopes modifications in most 
common bed-load formulations qs = qs(τ* – τ*c) (e.g. MPM formulation) we 
find the following expressions: 
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So both formulations can be seen as a reduction of the critical Shields 
parameter, and are therefore useless for sheet flow formulations. Moreover, 
for classical bed-load equations, their impact on test cases with an important 
actual shear stress is globally rather limited. Figure 2.4 illustrates the 
comparison between the correction factor fFLVB and the factor fWu (Eq. 2.38), 
without any correction for downsloping bed (λ0 = 1) and with λ0 calculated 
using Eq. (2.37). It can be seen that Wu and FLvB formulations are rather 
different for negative slopes (uphill). For positive slopes (downhill), the 
influence of the coefficient λ0 is important, while FLvB and Wu 
formulations give similar correction factors if λ0 = 1. Note that for these 
latter cases, f = 0 when α0 = φ, leading to a sediment transport for any value 
of τ*, which is coherent for slopes steeper than the stability slope. However, 
for Wu formulation with λ0 calculated following Eq. (2.37), we find f = 0 for 
slopes smaller than the stability slope, which is physically questionable. 
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Figure 2.4. Slope correction factor: FLvB (dark line), Wu (grey line), and Wu with 
λ0 = 1 (grey points) for φ = 35°. 
 
Among the formulations presented in Table 2.2, Smart and Jäggi (1983) 
developed a bed-load transport equation especially designed for slopes up to 
20% (see also Smart 1984). First, the critical shear stress is adapted to 
account for the slope following Eq. (2.35). Moreover, the formulation of 
Smart and Jäggi (1983) depends explicitly on the slope S0 = Sf for uniform 
flows but the value to consider in varied flows is not specified. Replacing Sf 
by S0 in any case would force zero sediment transport for horizontal beds. So 
a modified formulation of Smart and Jäggi is proposed here, by expressing 
the slope S as the maximum between bed slope and energy slope 
S = max (S0, Sf), leading to the following modified formulation: 
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Transverse and general slopes 
The correction factors presented above apply for pure streamwise bed slopes 
only. For arbitrarily sloping bed, and complex bed topographies, the 
transverse slope has also an impact on sediment motion.  
As for Fernandez-Luque and van Beek formulation, the transverse gravity 
component can be accounted for by considering the balances of forces acting 
on a single sediment particle on a transverse inclined bed (Fig. 2.5), with a 
bed angle θ0 in the transverse direction (Lane 1955).  
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Figure 2.5. Forces acting on a particle lying on a transverse sloping bed 
 
Neglecting the lift force, the normal and transverse components of the forces 
on the bed read: 
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Substituting Eqs. (2.27 and 2.28) into Eq. (2.40), and using Eq. (2.30), we 
get the following expression for the critical shear stress on a transverse 
slope: 
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where τc0 is defined in Eq. (2.34). So the geometrical correction on the 
Shields number for pure transverse slope reads:  
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This correction is important for flows over erodible river side banks. More 
complete formulations can be obtained by including the lift force, but they 
will not be addressed in the present study. 
For arbitrarily sloping bed, both longitudinal and transverse slopes have to 
be accounted for. This can be achieved through the linearized formulation 
proposed by Calantoni and Drake (1999):  
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For negligible transverse slopes (θ0 = 0), it is easy to verify that Eq. (2.43) 
reduces to the critical shear stress proposed by FLvB (Eq. 2.35), while for 
α0 = 0, Eq. (2.43) reduces to Lane formulation (Eq. 2.42). This formulation 
can be used under some limitations on the slopes. More complex 
formulations have been proposed more recently for the threshold condition 
for sediment motion. Kovacs and Parker (1994) developed a general 
vectorial form for the critical shear stress, while Seminara et al. (2002) and 
Parker et al. (2003) developed its analytical expression. Dey (2003) also 
studied the incipient sediment motion on an arbitrarily sloping bed, both 
experimentally and theoretically. However, simplified formulations such as 
Eq. (2.43) are generally preferred to more complex formulations because of 
their ease of use.  
2.3.2 Effect on the sediment transport orientation 
The second influence of the bed slope is the reorientation of bed-load 
sediment transport. By default, bed-load transport formulations exposed in 
Table 2.2 give the amplitude of sediment transport, and its orientation is 
assumed to be the same as the flow orientation. But on sloping beds, the 
sediments undergo a downward acceleration due to gravity, so the 
orientation of sediment velocity can be different to the orientation of the 
flow velocity (Fig. 2.6). This reorientation of bed-load transport is important 
in the particular case of meandering channels (Dey 2003). 
 
Figure 2.6. Sediment transport orientation on an arbitrarily sloping bed – sh and nh 
are the horizontal projected directions of streamwise and transverse flow directions 
respectively. 
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Several authors proposed linearized formulations for bed-load sediment 
transport orientation (Engelund 1974, Struiksma et al. 1985, Sekine and 
Parker 1992). These formulations present the advantage to be easy to use, 
but suffer from limitations regarding the slope angle (sin α0 << 1, 
sin θ0 << 1). Indeed, for steep sloping beds, the linearization of the equation 
is not valid anymore (Garcia 2008). 
For arbitrarily sloping beds, Kovacs and Parker (1994) (and more recently 
Seminara et al. 2002 and Parker et al. 2003) proposed a general vectorial 
formulation for qs, based on the equilibrium of forces on a sediment particle 
in motion. This analysis include the submerged weight and the 
hydrodynamic lift and drag forces, and their respective orientation in three 
dimensions. These models, while valid for general sloping beds, are strongly 
non-linear, and excessively time consuming when used in numerical models. 
So the present study only integrates a linearized formulation for bed-load 
orientation, based on Van Bendegom (1947) (also in Struiksma et al. 1985, 
Talmon et al. 1995, Abad et al. 2007). 
Defining (xb,yb) as a coordinate system tangent to the plane bed, it is possible 
to define the tangential 2D components of the flow discharge q and bed-load 
discharge qs (Fig. 2.7): 
    wwybxb qqqq  sin,cos,q  (2.44) 
    ssssybsxbs qqqq  sin,cos, ,,sq  (2.45) 
with the flow amplitude q = |q| = (qxb
2
+qyb
2
)
0.5
 and the bed load capacity 
qs = |qs| = (qs,xb
2
+qs,yb
2
)
0.5
.  
 
Figure 2.7. Description of flow discharge and bed-load transport in a coordinate 
system (xb, yb) related to the plane inclined bed 
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Two forces are accounted for to determine the orientation of sediment 
transport (Fig. 2.7): the hydrodynamic drag force FD, parallel to the flow, 
and the vertical submerged weight of the particle FW, and particularly its 
projection in the plane bed FWb. The xb and yb components of these forces 
read: 
 wDybDwDxbD FFFF  sin,cos ,,  (2.46) 
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It is then assumed that the sediment is transported in the same direction as 
the resultant of these two forces R = (Rxb,Ryb) = (R cosδs, R sinδs), with: 
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So the orientation of sediment transport is given by: 
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If the bed angles (α0 and θ0) are small enough, we can assume cos α0 ≈ 1 and 
cos θ0 ≈ 1. The flow discharge q and bed-load discharge qs can then be 
identically defined as their horizontal projection in a horizontal plane. They 
can then be expressed in a horizontal two-dimensional (2D) coordinate 
system (x, y) when used in 2D numerical models, such as: 
    wwyx qqqq  sin,cos,q  (2.50) 
    ssssysxs qqqq  sin,cos, ,,sq  (2.51) 
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where f (τ*) = FD/FW is a weight-function empirically defined as (Talmon et 
al. 1995): 
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So, for two dimensional flows on sloping beds, the sediment transport 
capacity is evaluated using empirical formulations presented in Table 2.2. 
Then the bed load orientation is evaluated using Eq. (2.52). 
2.3.3 Bank instabilities 
In addition to the bed load reorientation, flow over lateral steep banks can 
generate geotechnical instabilities, leading to bank failure. This additional 
geomorphic phenomenon was studied by several authors (Nagata et al. 2000, 
Spinewine et al. 2002, Swartenbroekx et al. 2010), and has to be accounted 
for when modelling the breaching process (e.g. Wang and Bowles 2006, 
Faeh 2007, Van Emelen et al. 2011, Cao et al. 2011b, Wu et al. 2012, Volz 
et al. 2012). The bank failure process is often highly interconnected with 
bed-load sediment transport (Nagata et al. 2000), and it is especially the case 
when modelling breaching processes (Van Emelen et al. 2011). The bank 
failure operator used in the present work was developed by Swartenbroekx et 
al. (2010) and is briefly described in Chapter 9.  
2.4 Summary 
Among the different modes of sediment transport, the present study focuses 
on bed-load transport, including both saltation and sheet flow transport. The 
bed-load transport modelling is built on empirical formulations, and depends 
on the bed roughness which is also determined through empirical relations. 
All these formulations may lead to important discrepancies, and the 
determination of the appropriate formula is therefore essential to reproduce 
precisely the erosion process. Selected bed-load formulations presented in 
Table 2.2 will therefore be systematically compared in the numerical 
simulations reported in Chapter 7 and Chapter 9.  
Moreover, these empirical equations are calibrated under steady uniform 
flows. Their use when modelling fast transient flows is therefore subject to 
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caution and a non-equilibrium sediment transport approach is sometimes 
preferable. The pertinence of such approach will be analysed in Chapter 7. 
Finally, bed-load formulations are generally developed for rather low slopes, 
and are therefore not appropriate for dike breaching cases. Indeed, the 
presence of a general bed slope influences the bed-load transport in two 
ways: first, the gravity component of the slope influences the bed shear 
stress and particularly its critical value, and secondly the presence of a 
transverse slope modifies the orientation of sediment transport. Finally, flow 
over lateral steep slopes can generate geotechnical instabilities, resulting in 
bank failure. These mechanisms are also accounted for in the results 
presented in Chapter 7 and Chapter 9. 
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breaching 
 
 
 
 
  
Chapter 3 Dike overtopping 
experiment 
 
3.1  Introduction 
As presented in Chapter 1, improvements in detailed numerical modelling of 
the breaching process have been observed recently. But these models require 
real-life data or experimental measurements to be validated. So this chapter 
presents the results of a new series of laboratory experiments on the erosion 
of a non-cohesive sand embankment due to overtopping. This study is 
limited to a simplified 2D case, featuring vertical erosion uniformly 
distributed over the whole dike width. This allows to focus on the flow 
erosion only, without any interference with lateral erosion due to the breach 
bank instabilities. The present results have been obtained with the help of 
two master students (Ferbus and Spitaels, 2013), and have been previously 
reported by Van Emelen et al. (2013).  
The set-up represents a vertical 2D problem with a narrow slice of dike 
between two walls. Therefore, the water flows uniformly over the dike 
width, generating dike erosion along the whole width. Moreover, a 0.055 m-
thick layer of sand is placed downstream of the dike, to analyse the 
erosion/deposition due to the flood. The chapter is organized as follows. 
First the experimental set-up is described, including the geometry and the 
dike material properties. Then the measurement techniques are briefly 
exposed. Finally, the results are discussed following two axes. The influence 
of the seepage is first examined, with a focus on the role played by the 
downstream sand layer. Then two sets of measurement are described, and the 
influence of the inflow discharge and of the upstream reservoir volume on 
the erosion process is discussed. 
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3.2  Experimental set-up 
3.2.1 Set-up geometry 
The experimental campaign was conducted at the Hydraulics Laboratory of 
the Université catholique de Louvain, Belgium. The set-up represents a 2D 
problem with a narrow slice of dike between two vertical walls, so the dike 
has been built in a narrow channel. As shown in Figure 3.1, a sand dike was 
built in a 10 m long, 0.2 m wide and 0.3 m high horizontal flume. A 2 m 
long and 1.2 m wide reservoir is located upstream. This storage upstream 
reservoir is filled continuously during the dike overtopping with a given 
constant inflow. A honeycomb and a surface wave dissipater are placed at 
the entrance of the flume to ensure a smooth 1-dimensional flow. 
Downstream of the flume, water and sand flow freely into a lower reservoir, 
preventing perturbations on the upstream flow. 
 
Figure 3.1. Flume and dike geometry (in m) – plane view (above) and elevation 
(below). 
 
A trapezoidal sand dike is built at a distance of 2.045 m from the entrance of 
the flume. The dike is 0.20 m high, with a 0.10 m long crest, and upstream 
and downstream slopes of 1V:2H. For a series of tests, a 0.055 m thick layer 
of sand is placed downstream of the dike, over a length of 1 m, to analyse 
the erosion/deposition due to the flood. 
3.2.2 Dike-material characteristics 
Two different sands were used to build the dike: coarse sand (d50 = 1.85 mm) 
and fine sand (d50 = 0.61 mm). Both sands have a uniform size distribution. 
To ensure a good compaction of the dike, and the repeatability of the tests, a 
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precise procedure is followed to build all dikes. First, the sand is dried and a 
fixed quantity of water is added in order to reach the optimal water content. 
Proctor tests were performed to determine this optimal water content for 
compaction of both sands (14% for fine sand, 4% for coarse sand). Then a 
0.2-m high and 0.9-m long parallelepiped rectangle is built by layers of 5 
cm. Each sand layer is dynamically compacted by dropping 3-kg mass over a 
plate of 18  19.5 cm. The mass is dropped 5 times from a height of 12 cm 
for a given plate position. The procedure is repeated for 5 different positions 
of the plate, in order to cover the whole rectangular surface. 
When the 4 layers are placed and compacted, the parallelepiped rectangle is 
cut along the upstream and downstream dike slopes, using a steel plate 
inclined with a given angle. The excess of sand is then removed to obtain the 
desired trapezoidal shape. For a series of tests, a 5.5-cm sand layer is then 
placed downstream of the dike and compacted following the same 
procedure. Four samples of each type of sand were collected after dike 
compaction to measure the effective water content and void ratio. The 
permeability k (m/s) was then estimated using the corrected Hazen 
formulation: 
     210
6
0 03.07.045/015.0 dTnk   (3.1) 
where n0 is the void ratio (%), T = 20°C the temperature, and d10 (mm) the 
diameter of the sand. The properties of both sands are summarized in 
Table 3.1.  
Table 3.1 Sands properties 
 Fine sand Coarse sand 
Median diameter d50 0.61 mm 1.85 mm 
d10 0.45 mm 1.15 mm 
Uniformity coefficient d60 / d10 0.64/0.58 = 1.33 1.8/1.3 = 1.38 
Optimal water content (Proctor) w 14 % 3.75 % 
Effective water content in the dikes w 9 % 3.5 % 
Void ratio when compacted n0 43.8 % 44% 
Permeability k 0.34 10
-2
 m/s 2.27 10
-2
 m/s 
Dry volumetric weight 14.6 kN/m³ 14.54 kN/m³ 
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3.2.3 Test conditions 
After the dike construction, the upstream reservoir and the flume part 
upstream of the dike are filled with a constant inflow of 12 l/s. When the 
water level reaches 0.17 m, the inflow is set to zero, and then progressively 
re-increased at a constant rate (0.25 l/s² for fine sand, 0.5 l/s² for coarse 
sand), until reaching the desired constant inflow for overtopping test. The 
initial time (t = 0 s) is determined when the upstream water level reaches the 
crest level hd = 0.2 m. 
Four sets of tests were performed (Table 3.2). Sets 1 and 2 were conducted 
to evaluate the seepage effect on the dike failure mode with coarse and fine 
sand, respectively. For tests 1 and 5, the dikes were built without any 
seepage protection. For tests 2-6, a 16.5-cm high vertical wooden plate was 
placed in the dike at x = 0.4 m (upstream of crest position) to avoid any 
seepage in the dike. For test 3, a 0.2-m high and 0.02 m long fine-sand-core 
was included in the coarse sand dike. And for tests 4-7, the dikes were built 
without any seepage protection but a sand-layer was placed downstream of 
the dike. Set 3 and 4 are designed to analyse the dike evolution and the 
erosion-deposition downstream of a fine-sand dike, with a different inflow in 
the upstream reservoir. 
Table 3.2 Presentation of various tests 
 Tests Sand Inflow Downstream 
sand layer 
thickness 
Core 
Set 1 
1 Coarse 10 l/s 0 - 
2 Coarse 10 l/s 0 Impermeable 
3 Coarse 10 l/s 0 Fine sand core 
4 Coarse 10 l/s 0.055 m - 
Set 2 
5 Fine 2.5 l/s 0 - 
6 Fine 2.5 l/s 0 Impermeable 
7 Fine 2.5 l/s 0.055 m - 
Set 3 8-13 Fine 5 l/s 0.055 m - 
Set 4 14-19 Fine 2.5 l/s 0.055 m - 
3.3 Measurements 
Three ultrasonic probes are used to measure the temporal evolution of the 
water level during the test. Two probes are placed upstream of the dike (at 
x = 0 m and x =  1.2 m) to control the evolution of the water level in the 
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upstream reservoir. The third probe is placed downstream of the dike (at 
x = 1.3 m), to measure the water level evolution over the downstream sand 
layer. 
One of the flume walls is made of glass windows of 0.9 m long, allowing to 
record the dike and water profiles. A camera is placed at 1 meter from the 
dike, and records the dike evolution at a rate of 12 fps. A laser sheet is 
placed along the glass-wall to light up the dike and water profile. The 
distance between the glass and the laser sheet is small to avoid any 
disturbance by refraction angles in the water. All the set-up is placed inside a 
black room to ensure an optimal lightening of water and dike.  
Considering the small distance between the dike and the camera, the pictures 
suffer from distortion. So the pictures are numerically corrected after each 
test in order to recover parallel lines, and to transfer pixel data into metric 
system (Fig. 3.2).  
  
Figure 3.2. Distortion correction: original picture (left) and picture after correction 
(right) 
 
As the glass windows have a limited length of 0.9 m, each test is repeated in 
order to cover a sufficient zone of the dike and the downstream sand layer. 
Three picture zones are defined: the crest zone, the downstream toe zone, 
and the downstream sand layer zone (Fig. 3.3). In order to monitor the 
intermediate area (downstream toe zone), the dike is moved 0.5 m 
downstream. The difference in the reservoir capacity upstream is 
counterbalanced by adding a block of an equivalent volume in the reservoir.  
        
(a)   (b)   (c) 
Figure 3.3. Recording views: crest view (a), toe area (b) and downstream zone (c) 
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The camera and the ultrasonic probes are managed by the same software, 
saving the ultrasonic probes data at the same rate as the camera pictures, 
ensuring a temporal synchronisation of the measurements. 
3.4 Results and discussion 
Measurements of dike and water level evolutions for each set described 
before are now presented. The results are separated in two parts. The first 
section will study the influence of seepage on the breaching mode, using 
experiment sets 1 and 2. Then the second section analyses the dike profile 
evolution in the particular case of presence of a downstream sand layer (sets 
3 and 4). 
3.4.1 Seepage influence on the breaching mode 
Most of previous empirical studies on overtopping of non-cohesive dikes are 
using strategies to avoid or control the seepage through the dike. While 
Schmocker and Hager (2009) and Coleman et al. (2002) are using a bottom 
drainage system to avoid any premature failure of the downstream dike toe, 
Dupont et al. (2007) are using a clay layer to reduce the seepage, and 
Chinnarasri et al. (2003) cover the upstream slope by a thin clay layer, but 
they still observe a sliding of the downstream slope during overtopping. So 
we would like to analyse the effect of the seepage on dike stability and on 
dike failure process for both sands used in this study. Dikes with and without 
seepage protection were tested and results are compared for each sand. 
Coarse sand 
Set 1 consists in the overtopping of a coarse-sand dike without seepage 
protection (test 1), with a rigid impermeable protection (test 2), with a fine-
sand-core (test 3) and with a downstream sand layer (test 4). As the 
permeability of the coarse sand is quite high (2.27 10 
-2
 m/s), the inflow is 
set to 10 l/s to limit the seepage before the beginning of dike overtopping. 
Figure 3.4 shows the dike profiles at the beginning of the overtopping for the 
four tests. Note that comparisons are not possible for t > 10 s, because the 
rigid protection of test 2 (see Table 3.2) emerges and starts to disturb the 
flow.  
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Figure 3.4. Seepage effect in coarse sand dike without core (test 1 – dark blue), with 
a wooden core (test 2 - red), with a fine sand core (test 3 - green) and with a 
downstream sand layer (test 4 - clear blue): profiles at t = (a) 6 s, (b) 8 s, (c) 10 s 
 
It can be seen in Figure 3.4 that the seepage through the unprotected dikes 
(tests 1 and 4, dark and light blue curves) leads to a sliding of the 
downstream slope at t = 6 s. Moreover, this sliding generates a faster 
decrease of the crest level. For the dike with a fine sand core (test 3, green 
curves), the sliding of the downstream slope is delayed, but not avoided 
(Fig. 3.4, t = 10 s). So the permeability of the coarse sand is too high to 
study a failure by pure overtopping without planning any seepage protection. 
Fine sand 
The impact of the seepage is also studied for the fine sand, which presents a 
permeability of 0.34 10
 2
 m/s. Figure 3.5 shows the evolution of a dike 
without any protection (test 5, dark blue curve), with an impermeable core 
(test 6, red curve), and with a downstream sand layer (test 7, light blue 
curve). Again, the comparison stops after 16 s, as the rigid protection of 
test 6 (see Table 3.2) emerges and disturbs the flow. 
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Figure 3.5. Seepage effect in a fine sand dike without core (test 5 – dark blue), with 
a wooden core (test 6 - red), and with a downstream sand layer (test 7 - light blue): 
profiles at t = (a) 4 s, (b) 10 s, and (c) 16 s 
 
The failure of the dike due to the instability of the downstream toe can be 
clearly seen in Figure 3.5 (t = 10 s) for the dike without any protection (test 5 
– dark blue curve). Again, this failure of the downstream slope accelerates 
the erosion of the crest level. So, even the lower permeability of the fine 
sand does not allow studying pure overtopping without any seepage device. 
However, with a downstream sand layer, the sliding of the downstream slope 
is limited. So the sand layer can be seen as a natural drain, playing a role 
similar to the artificial drain used in Schmocker and Hager (2009).  
Seepage estimation 
It is not straightforward to quantify the seepage through the dike before and 
during the overtopping. The use of a drainage device under the dike allows 
to collect the infiltrated water and to measure the seepage discharge. For 
instance, during their dike erosion experiments with bottom drainage, 
Schmocker and Hager (2009) measured a seepage discharge between 3% 
and 6% of the reservoir inflow, for Q0 between 2 and 30 l/s and sand 
diameters d between 2 and 8 mm. For dike dimensions similar to the present 
test-case, this would lead to a seepage flow of ~0.10 l/s. 
In the absence of any specific drainage system, the seepage through the dike 
was not measured in the present dike erosion experiment. However, it was 
possible to measure the time needed for the water to reach the downstream 
toe of the dike, in the absence of the downstream sand layer. This 
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percolating time equals 30 s for the coarse sand and 40 s for the fine sand, 
illustrating the difference of permeability of both sands.  
Moreover, it is possible to estimate the theoretical seepage by using 
numerical models. So, Ferbus and Spitaels (2013) estimated the infiltration 
discharge through the dike, using the software Geo-Slope and its module 
Seep (http://www.geo-slope.com/products/seepw.aspx). The module Seep 
simulates the flow through a 2D-V saturated/unsaturated soil by the use of a 
finite element scheme. The saturated permeability of the soils have been 
calibrated to ksat = 1.45 10
-4
 m/s for the fine sand and ksat = 1.62 10
-2
 m/s for 
the coarse sand. With these values, the theoretical seepage discharge has 
been calculated using Seep at the beginning of the overtopping, and equals 
0.0001 l/s for the fine sand and 0.01 l/s for the coarse sand. These values are 
very small, especially in comparison with the values given by Schmocker 
and Hager (2009) for coarser sands. The theoretical values of infiltration 
must however be carefully accounted for, as the model is sensitive to the 
estimation of the saturated permeability, which is itself calibrated. However, 
the seepage is globally small and can therefore be neglected in the present 
case as long as it does not lead to any premature downstream dike face 
instability. 
3.4.2 Dike profile evolution with a downstream sand layer 
Repeatability 
Each set of experiments is composed of 6 identical tests in order to validate 
the repeatability of the tests and to cover the three frame areas. The temporal 
water level evolutions zw(t) measured by the ultrasonic probes for set 3 and 
set 4 are illustrated in Figure 3.6.  
Figure 3.6 shows limited standard deviations for the upstream probes, with 
mean standard deviation over the experiment time (- 20 s < t < 100 s) of 2.3 
mm for set 3 and 5.1 mm for set 4. Standard deviations for the downstream 
water level probe is however higher (3.4 mm for set 3 and 4.1 mm for set 4). 
The downstream deviation is partly due to the antidunes formed after dike 
overtopping. It can also be seen in Figure 3.6 that the data extracted from the 
imaging technique (points) are consistent with the water level measured by 
the ultrasonic probes. This confirms the validity of both measurement 
techniques. 
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Figure 3.6. Temporal water level evolution upstream (blue) and downstream (red) of 
the dike for (a) set 3 (Qin = 5 l/s) and (b) set 4 (Qin = 2.5 l/s): mean water level and 
standard deviation. Superposition of all tests curves (grey lines) and pictures data 
(grey points). 
 
Concerning the repeatability of dike profiles evolution, a good agreement is 
found between each frame (Fig. 3.7). The agreement is nevertheless not 
perfect between the crest view frame and the toe view frame, especially for 
the first second of erosion. These discrepancies can be explained by the 
shifting of the dike position to record the second view, which modify a little 
the failure process. 
 
Figure 3.7. Dike and water profiles for set 3 (Qin = 5 l/s) at t = 14 s for 5 different 
tests – upstream view (light and dark blue), intermediate view (red and pink) and 
downstream view (green) 
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Dike profile evolution 
The erosion evolution for set 3 is illustrated in Figure 3.8. This evolution is 
comparable for set 4, and the differences between both sets are discussed in 
the next section.  
 
 
 
Figure 3.8. Dike and water profiles for set 3 (Qin = 5 l/s) at different times (Ferbus 
and Spitaels 2013) 
 
The first seconds of overtopping are characterized by a small water depth 
over the crest, and an increase in the upstream water level (Fig.  3.8, t = 2 s). 
When the water reaches the downstream slope, a rounding of the 
downstream angle of the crest is directly observed, and deposition starts at 
the toe of the dike (Fig. 3.8, t = 6 s). Contrarily to the steepening of the 
downstream slope described by Visser (1998, see Chapter 1), the 
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downstream slope here immediately flattens. This flattening is due to the 
high erodibility of the embankment, its high permeability, and the fast 
overtopping flow. Furthermore, this first stage of breaching process is rather 
short (6 s). Moreover, no erosion is observed downstream of the dike, 
contrarily to the 3D experimental study of the breaching process led by 
Spinewine et al. (2004). 
When the erosion reaches the upstream point of the crest, the crest level 
decreases rapidly (Fig. 3.8, t = 8 – 16 – 64 s). This stage leads to the 
lowering of the upstream water level and the emptying of the upstream 
reservoir. During this phase, a large antidune is created and slowly moves 
upward (Fig. 3.8, t = 64 s). Finally, the downstream dike slope flattens and 
the dike reaches its equilibrium state (Fig. 3.8, t = 200 s). The final state 
consists in a nearly horizontal sand layer of the same level as the initial 
downstream sand layer. Note that a comparable dike evolution has been 
described by Chinnarasri et al. (2003), but with a sliding of the dike toe 
during the first erosion phase.  
Evaluation of the sediment transport 
The sediment transport can be evaluated using the temporal evolution of the 
dike profile, and so the temporal evolution of the total volume of sediments. 
The dike is discretized using a spatial interval Δx = 0.02 m as schematized in 
Figure 3.9. 
 
Figure 3.9. Estimation of the dike volume evolution 
 
Comparing two pictures separated by a time interval Δt, the variation of the 
dike volume can be expressed as: 
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where Vtot is the dike volume, and b is the dike width.  
Accounting for the porosity of the dike, the mean sediment transport on a 
time interval Δt for a given interface i+1/2 reads: 
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Figure 3.10 shows the temporal evolution of the cumulative volume 
variation upstream of three different points, and the related sediment 
transport for set 4 (Qin = 2.5 l/s). The studied locations are the upstream and 
downstream points of the crest (x = 0.4 and 0.5 m), and the downstream toe 
of the dike (x = 0.8 m). The maximum sediment transport is observed at the 
downstream toe of the dike (red curve), between 16 and 24 s, corresponding 
to the rapid decrease of the dike crest (Fig. 3.8). 
 
Figure 3.10. (a) Cumulative dike volume variation and (b) deduced sediment 
transport – for set 4 (Qin = 2.5 l/s) at x = 0.4 m, 0.5 m and 0.8 m. 
Evaluation of the overflow hydrograph 
The first way to estimate the dike overflow is to analyse the temporal 
variation of the water volume in the upstream reservoir. This evaluation is 
based on the measured upstream water level and the known inflow. 
Another way to estimate the breach hydrograph is to use a general overflow 
formulation – or weir formulation:  
   5.032gHbCQ db   (3.4) 
where Cd is the discharge coefficient, b = 0.2 m the dike width, and 
H = h+u
2
/(2g) is the actual flow head upstream of the dike. The flow head 
can be deduced from the water depth measurements h upstream of the dike 
(at x = 0 m), and the velocity u = Q/(bh) is iteratively deduced from 
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estimations of Qb. The inertial effects between the flow upstream of the dike 
and the flow at the crest location (x ≈ 0.4 m) are neglected. 
Various formulations have been developed to evaluate the discharge 
coefficient, as a function of various parameters as the weir height or depth. 
Hager (1994) proposed a formulation adapted for a circular-crested weir: 
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where ρk = H/R is the relative crest curvature, R is the crest radius. Recently, 
Schmocker et al. (2011) modified this formulation to account for the 
upstream and downstream weir face angles (αu and αd respectively), using the 
following modified relative crest curvature: 
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where R, αu and αd  progress during the erosion process. The resulting 
discharge for set 3 (Qin = 5 l/s) is illustrated in Figure 3.11 for three different 
discharge coefficients: a constant value of Cd = 0.43, and values given by 
Hager (1994) and Schmocker et al. (2011) (Eqs. 3.5 and 3.6). These 
theoretical hydrographs are also compared to the experimental evaluation of 
the flow discharge based on the volume balance of the upstream reservoir 
(black curve in Fig. 3.11).  
  
 
Figure 3.11. Breach overflow for set 3 (Qin = 5 l/s) with different discharge 
coefficients: Cd = 0.43 (blue), Hager coefficient (red) and Schmocker coefficient 
(green) – comparison with the discharge evaluated through a volume balance of the 
upstream reservoir 
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The theoretical overflow hydrographs with different discharge coefficients 
and the experimental deduced hydrograph present the same shape, with a 
rapid increase of the flow between t = 6 s and t = 16 s. The theoretical peak 
outflows present however some discrepancies, with a value of Qp = 9.3 l/s 
for Cd constant and Qp = 8.6 l/s with Schmocker formulation. The variations 
between Hager and Schmocker formulations are however rather limited, 
with a difference of 0.2 l/s on the peak outflow. It can be clearly seen in 
Figure 3.11 that Schmocker’s formulation gives the most accurate results in 
comparison with the hydrograph deduced from the upstream reservoir 
volume balance. This confirms the good performance of this formulation 
specially deduced for overtopped earthen dikes. This formulation is therefore 
considered as the most appropriate in this case. 
Influence of the upstream discharge 
Sets 3 and 4 were led under identical conditions, except the inflow of the 
reservoir (Qin = 5 l/s for set 3 and 2.5 l/s for set 4). Figure 3.12 shows the 
comparison of the dike profiles between both sets, while Figure 3.13 shows 
the temporal evolution of the water levels, crest levels and overflow 
hydrographs.  
Figures 3.12 and 3.13 clearly show a faster erosion of the dike with the 
higher inflow (set 3). Figure 3.12 shows comparable dike shapes for both 
sets at any time of the erosion process, with systematically a lower dike crest 
for set 4. The upstream and downstream water level evolutions are also very 
similar (Fig. 3.13a), with a temporal delay between both sets. But an 
antidune is created in both sets, and its temporal evolution seems to be 
similar. Finally, the computed overflow hydrographs have similar shapes 
(Fig. 3.13c), but distinct peak flows Qp. In both cases, the first phase of 
overtopping, with a low breach discharge, is rather short (< 6 s), and the 
breach discharge rises rapidly. 
It seems that erosion is just accelerated for set 3 due to the higher inflow. 
This increased erosion leads to a distinct overflow hydrograph. So the time 
has been expressed in non-dimensional form for both tests, accounting for 
the effects of both the upstream reservoir inflow Qin and the volume of the 
upstream reservoir through its surface Au:  
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where hd is the initial dike height. As the upstream reservoir and the dike 
have the same dimensions for both sets, this scaling is only influenced by the 
inflow, and so T3 = 2T4. 
  
 
Figure 3.12. Comparison between set 3 (Qin = 5 l/s) and set 4 (Qin = 2.5 l/s): water 
and dike profiles at t = (a) 8 s, (b) 24 s and (c) 48 s. 
 
  
 
Figure 3.13. Comparison between set 3 (Qin = 5 l/s) and set 4 (Qin = 2.5 l/s): water 
level evolution (a) and breach overflow (b). 
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Figure 3.14 shows the evolution of the non-dimensional water levels (zw/hd), 
crest level (zcrest/hd) and overflow hydrograph (Qb/Qin) for this new time 
scale.  
 
 
Figure 3.14. Comparison between set 3 and set 4: non-dimensional water level 
evolution (a) crest level (b) and dike overflow (c) for non-dimensional time T. 
 
It can be seen that the crest evolutions for both sets are very similar during 
the first phase of the overtopping (T < 0.1, Fig. 3.14b), suggesting that the 
crest evolution is mainly driven by the inflow. This similar evolution of the 
crest levels leads to synchronised overflow hydrographs, but with different 
peak overflow. Indeed, compared to the constant inflow, set 4 leads to a 
higher peak outflow than set 3. This can be explained by the identical 
upstream reservoir capacity for both cases, participating to the peak outflow 
when the reservoir is emptying. Finally, as suggested previously, the time 
scaling leads to asynchronous water level evolutions for the second phase of 
overtopping (T > 0.1, Fig. 3.14a), indicating that the upstream reservoir also 
plays an important role in the time evolution of the antidune. So no clear 
auto-similarity is found between both test-cases using the upstream reservoir 
area and the inflow as scaling dimensions. 
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3.5 Conclusions 
In summary, Chapter 3 presents a new experimental campaign on erosion of 
an overtopped non-cohesive sand dike. The study is limited to a vertical 2D 
problem. Coarse sand (d50 = 1.85 mm) and fine sand (d50 = 0.61 mm) are 
used as dike material. The water level evolutions upstream and downstream 
of the dike are monitored using ultrasonic probes, and the water and dike 
profiles are recorded using a digital imaging technique.  
The influence of the seepage through the dike was first analysed. As the dike 
material presents an important permeability, the downstream toe of the dike 
is failing at the beginning of the overtopping process if no seepage 
protection is included in the dike, leading to a sliding of the downstream 
slope. However, it has been shown that the presence of a sand layer 
downstream of the dike acts as a drain for the dike, avoiding the sliding of 
the downstream toe for the fine sand embankment. 
Secondly, the general dike erosion process was studied, and a special 
attention has been paid to the repeatability of these tests, and to the 
estimation of the sediment transport and dike overflow. Two sets have been 
driven in the same conditions, except a distinct inflow in the upstream 
reservoir. The overall erosion process is comparable for both sets, with direct 
deposition downstream of the dike. However, the higher inflow discharge 
accelerates the erosion during the first phase.  
The measurements collected during the described experimental campaign 
will be used in Chapter 7 in order to evaluate the efficiency of numerical 
models in simulating the erosion of a sand embankment. 
  
Chapter 4 Dike breaching experiment 
4.1 Introduction 
The experimental set-up reported in Chapter 3 was limited to a vertical 2D 
problem, allowing to study the pure vertical erosion due to the flow. To 
complete these experimental data, the present chapter presents a full 3D 
breaching experiment. In this case, the breach evolution is driven by the 
combined effects of vertical erosion due to the flow and lateral erosion due 
to breach banks instabilities. The 3D experimental results have been 
obtained by Delobbe and Elslander (2003), and have been previously 
reported by Spinewine et al. (2004), so they are only briefly reported here.  
The chapter is organized as follows. First the experimental set-up is 
described, including the geometry and the dike material properties. Then the 
measurement techniques are briefly exposed, and the repeatability of the 
tests is discussed. Finally, the results are exposed, and the breach evolution 
is described.  
4.2 Experimental set-up 
The breach formation experiment was conducted in the Hydraulics 
Laboratory of the Institute of Mechanics, Materials and Civil Engineering of 
the Université catholique de Louvain (Spinewine et al. 2004). As shown in 
Fig. 4.1, a 2.4-meter wide and 0.47-meter high sand embankment was built 
in a horizontal flume. The sand dike has upstream and downstream slopes of 
1:2 and 1:3 respectively, and a crest length of 35 cm. As for the vertical 2D 
test case presented in Chapter 3, a 10-cm thick sand layer is set downstream 
in order to analyse possible effects of erosion.  
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Figure 4.1: Experimental set up dimensions (in m): plane view (above) and elevation 
(below), with a zoom on pilot channel for breach initiation 
 
As detailed in Fig. 4.1, an initial breach is dug in the middle of the 
embankment crest to ensure a failure by overtopping. The dike and 
downstream layer material is a coarse sand having the following 
characteristics: median diameter d50 = 1.80 mm; specific gravity s = 2.615; 
bed porosity ε0 = 42% after compaction. Fixed blocks are placed on the left 
and right sides of the embankment to avoid discharge bypass it by the sides. 
The upstream reservoir is composed of two parts separated by a gate. The 
water is stored in the upper part during embankment construction. At the 
beginning of the experiment the gate is gradually opened to slowly fill the 
part of the reservoir between the gate and the embankment, until obtaining 
the desired water level of 45 cm. The origin of the system of coordinates is 
located in the middle of the upstream toe of the embankment, as illustrated 
in Fig. 4.1.  
4.3 Measurements and repeatability 
Several measurement techniques were used to determine the water and bed 
evolutions. These techniques are described in detail in (Spinewine et al. 
2004) and provide the following data: 
- Point measurement of water level evolution by the mean of two-wire 
resistive probes along the flume axis in the upstream reservoir (at 
x = -0.1, -0.94, -1.78 and -3.28 m, example of such measurement in 
Fig. 4.2a); 
- Point measurement of bed level evolution along the thalweg of the 
breach; 
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- Temporal evolution of breach width at crest level in the middle of the 
crest using a camera placed vertically above the crest; 
- Full digital terrain models (DTMs) of the breach topography at several 
times. These digital terrain models are interpolated from a set of 
transverse profiles obtained by an imaging technique (Fig. 4.2b). These 
measurements are useful to analyse the two-dimensional evolution of the 
breach, but suffer from a lack of precision due to the fact that distinct 
refractive indexes of the laser in water and air are not considered. For 
more precision, the point bed level measurement along the thalweg can 
be used. 
Five different tests were performed to check the repeatability of the 
experiments. Figure 4.2a shows the upstream water level evolution for all the 
tests. The repeatability on the upstream water level measurements is 
evaluated globally, including the possible lack of precision of the probes and 
the difficulty to reproduce systematically the same test conditions. If we 
consider every 20 seconds the standard deviation between the 5 tests, the 
average of these standard deviations is 8 mm. The upstream water level 
measurements were also used to estimate the discharge through the breach 
(Fig. 4.2a), based on the variation of the upstream reservoir volume. This 
evaluation is very sensitive to the presence of waves in the reservoir and in a 
minor way to the precision of the water level measurements (in the present 
case, the precision is about 0.1 mm). So the deduced hydrographs present a 
higher relative standard deviation at each time (mean = 5 l/s). 
  
Figure 4.2: Experimental measurements: (a) upstream water evolution (blue) and 
deduced breach discharge (red) – (b) laser profile measurements of the breach 
topography at t = 45 s. 
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4.4 Breach evolution 
As mentioned by Spinewine et al. (2004), the breach evolution can be 
described in various stages illustrated in Fig. 4.3, corresponding to Visser’s 
(1998) theory (section 1.2.2). During the first stage (Fig. 4.3a) the erosion is 
mainly vertical and located along the downstream slope of the embankment, 
progressively eroding the crest until its upstream edge (Fig. 4.3b). When the 
upstream part of the crest is eroded, the breach growth accelerates, which 
increases the breach discharge (Fig. 4.3c). At this stage the breach grows 
both vertically and laterally. Finally, the downstream water level increase 
reduces the flow through the breach, leading to equilibrium (Fig. 4.3d). 
   
   
Figure 4.3: Breach evolution during experimental test case: (a) breach initiation – 
(b) vertical erosion of the downstream slope – (c) lateral erosion and breach 
widening – (d) water levels equilibrium, breach final stage. (Spinewine et al. 2004) 
4.5 Summary 
Chapter 4 reports briefly a full breaching experimental campaign led by 
Spinewine et al. (2004). The experiment represents the progressive 
formation of a breach in a small-scale sand embankment. The measurements 
will then be used in Chapter 9 to evaluate the efficiency of numerical models 
in simulating a full breaching process. 
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Chapter 5 1D models: Mathematical 
description 
 
5.1 Introduction 
One-dimensional numerical models of flow over erodible beds are generally 
based on the shallow-water assumption. The way the interactions between 
the flow and the bed are modelled can be classified in four groups: 
- Clear Water Layer models (CWL), representing one layer of clear 
water flowing over a mobile sediment bed (e.g. Cunge and Perdreau 
1973, Kassem and Chaudhry 1998, Goutière et al. 2008).  
- Mixture Layer models (ML) involving one layer constituted of a 
mixture of sediment and water, characterized by a variable density, 
over an erodible bed (e.g. Cao et al. 2004, Wu and Wang 2007 and 
2008, Garegnani et al. 2011).  
- Two-Phase models (2P), representing the flow as one layer of water-
sediment mixture but with different velocities and momentum 
equations for water and sediment (Greco et al., 2012). 
- Two-Layer models (2L), combining the two first classes by 
representing two flow layers on a movable bed: the above layer 
consists of clear water and the second one of water-sediment 
mixture, each one with its own velocity and its own momentum 
equation (e.g. Fraccarollo et al. 2003, Zech et al. 2008).  
 
Mixture layer, two-phase and two-layer models were initiated by Capart and 
Young (1998), and progressively developed by several authors. 
Idealised description of flow with sediment transport 
Sediments are transported by the flow either by suspension or by bed-load. 
While bed-load is confined near the bed, sediments in suspension are 
transported on the entire flow depth. The general flow structure in presence 
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of sediment transport can then be schematized in three zones (Fig. 5.1). The 
upper zone of the flow, with depth h2, consists of a mixture of water and 
sediments in suspension. The intermediate layer with depth h1 includes the 
sediment transported by bed-load. Finally both layers flow over a non-
moving but erodible saturated sediment bed with upper level zb. 
 
Figure 5.1. Idealised vertical stratified flow structure, where h is the total flow 
depth, h1 is the bed-load layer depth, h2 is the suspension layer depth, zb is the bed 
elevation. 
 
The modelling approach of the flow structure is generally based on the 
shallow-water assumptions, i.e. assuming a hydrostatic pressure distribution. 
Each flow zone is assumed to be a continuum, even if the mixture zones are 
composed by discrete sediment grains. This assumption is correct if the scale 
of the problem is large enough in comparison with the sediment size.  
Two-Layer (2L) models 
In two-layer models, each flow zone is characterized by specific 
concentration and velocity profiles (Fig. 5.2), but sediments in each layer are 
assumed to be transported at the same velocity as water, forming a unique 
phase.  
 
Figure 5.2. Vertical flow structure of the Two-Layer (2L) model and assumptions on 
velocity and concentration profiles – (a) depth averaged velocities u1 and u2 and 
constant concentration C1 and C2 per layer, (b) linear concentration C and velocity u 
profiles on bed-load layer. 
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2L models are based on the continuity and momentum balances equations 
evaluated on a specific control volume for each layer. Exchanges of 
sediment and water may occur between each zone, leading to the vertical 
evolution of the boundaries between each layer. This approach presents the 
advantage to be rather physical, but requires the evaluation of the exchanges 
between both flow layers. Yet these terms are difficult to evaluate, and 
subject to uncertainties (Savary 2007). 
In their modelling of the two-layer flow-structure, Spinewine (2005), Savary 
(2007) and Swartenbroekx (2012) assume constant depth-averaged 
concentrations C1 and C2 in each layer, with different variable depth-
averaged velocities u1 and u2 (Fig. 5.2a). The concentrations C1 and C2 are 
constant in time, and these parameters have to be calibrated, constituting the 
main limitation of such method. 
The recent study led by Spinewine et al. (2011) and Aleixo (2013) showed 
that the velocity and concentration profiles are linear in the bed-load 
transport layer, especially in case of intense sheet flow transport. So 
Spinewine and Capart (2013) developed a model including a linear profile of 
velocity and concentration in the bed-load layer (Fig. 5.2b), neglecting the 
concentration in the upper layer (C2 = 0). While more physical than other 2L 
models to simulate sheet-flow sediment transport, Spinewine and Capart 
(2013) model requires several closure equations, and this currently limits its 
use in practice. 
Two-Phase (2P) models 
The two-phase approach avoids the evaluation of the exchange terms 
between suspended and bed-load flow layers: the mass and momentum 
equations are evaluated on a control volume including the entire flow layer. 
But contrarily to 2L models, liquid (water) and solid (sediment) phases are 
considered as two continuum, having their own velocity uw and us (Fig. 5.3).  
 
Figure 5.3. Vertical flow structure of the Two-Phase (2P) model and velocity and 
concentration profiles 
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Greco et al. (2012) developed a 2P model accounting for two continuity and 
two momentum equations – one for each phase – in the unique mixture 
layer, with a momentum exchange between both phases. This complete 
formulation is appropriate when modelling intense sediment transport, while 
the assumption of a continuum for sediment phase is questionable in case of 
low sediment concentration (Cao and Carling 2002).  
Mixture layer (ML) models 
Mixture-layer models are a simplification of 2P models, and are therefore 
sometimes called quasi-two-phase models. ML models also assume one 
layer of water and sediment mixtures, but the two phases are assumed to 
have the same velocity. In this simplified ML model, h is the total flow 
depth, and u and C are the depth-averaged velocity and concentration on the 
entire flow layer (Fig. 5.4). 
 
Figure 5.4. Vertical flow structure of the Mixture-Layer (ML) model 
 
ML models were developed by Cao et al. (2004), Wu and Wang (2007, 
2008) Simpson and Castelltort (2006), Greimann et al. (2008), Kim and Lee 
(2012), Garegnani et al. (2011 and 2013). These models are adequate to 
simulate suspension-dominant sediment transport processes, or to simulate 
intense total sediment transport, including both suspension and bed-load. 
Indeed, if the flow layer is relatively shallow and the sediment transport is 
intense (sheet-flow), the sediment can be present on the entire flow layer. 
Contrarily to 2P models, ML models only account for one momentum 
equation for the flow layer. However, some authors (e.g. Greimann et al. 
2008) include an empirical coefficient to account for the difference of 
velocities between sediment and water phases. But this coefficient is 
empirically determined and is therefore subject to uncertainties.  
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Clear-water layer (CWL) models 
If the sediments are mainly transported by bed-load, near the bed, the flow 
layer can be assumed to be composed on clear-water only (C = 0), and a 
simplified CWL model can be used. CWL models are based on simpler 
equations, all the interaction mechanism being confined at the bed surface 
acting as source or sink of mass and source of head losses (Fig. 5.5). But 
comparatively to ML models, CWL models neglect the impact of the 
sediment storage in the flow.  
  
Figure 5.5. Vertical flow structure of the Clear Water Layer (CWL) model 
 
In the present thesis, only CWL and ML models are compared. The 
mathematical models based on both approaches are presented in the next 
sections. First the governing equations are developed, and then a complete 
analysis of the models is proposed. This analysis includes the study of the 
eigenstructure and of the source terms of the systems. This chapter is 
restricted to one-dimensional models, describing the flow over unit-width. 
5.2 Governing equations 
5.2.1 Mixture Layer Model (ML) 
As exposed previously, the mixture layer model assumes a layer of water-
sediment mixture flowing over an erodible bed. The particularity of the ML 
model proposed by Cao et al. (2004) and Wu and Wang (2007) is that the 
depth-averaged density ρ of the flow layer is variable in space (according to 
x) and time. Indeed, the mean density of the flow depends on the depth-
averaged volumetric concentration C of sediment in the flow layer, and this 
concentration varies in space and time. This is a major difference with the 
2L models proposed by Fraccarollo and Capart (2002), Spinewine (2005), 
Savary (2007) and Swartenbroekx (2012) in which the concentrations of 
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each layer are constant in space and time. The idealised vertical flow 
structure of the ML model is schematized in Fig. (5.4).  
In the following ML model, the concentration C is defined as the depth-
averaged volume concentration of sediment in the flow: 
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where C(x, z) is the local sediment concentration. Another way to define the 
concentration consists in calculating the flux-averaged concentration: 
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where u(x, z) is the local flow velocity and u  is the depth-averaged velocity: 
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In the following, we assume that both averaged concentrations are equivalent
uCC  . This assumption is common in most models (e.g. Cao et al. 2004 
and Wu and Wang 2007), but a study on these two concentrations in case of 
bed-load transport has been achieved by Ferreira et al. (2006). The depth 
averaged symbol is omitted for clarity in what follows. 
Total mass conservation 
The total mass conservation equation is based on the Lagrangian - Eulerian 
conservation equation: 
   0


  CSCV ddVtDt
Dm
Au  (5.4) 
where CV is a control volume bounded by the control surface CS and u is the 
velocity of the flow crossing the boundary. To develop the ML model, 
Eq. (5.4) is applied on the control volume ABFE, including the whole flow 
and bed (Fig. 5.6).  
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Figure 5.6. Flow layer and bed control volume  
 
Among the boundaries, the interface AB is a moving boundary, while 
interfaces AE, BF and EF are fixed. The velocity across the water surface 
interface AB is equal to zero, and the velocities across the bed surface CD 
and the bottom limit EF are also assumed to be zero. The bed level is 
assumed to move only due to the exchange of sediment with the flow layer. 
So only the horizontal component of the velocity crossing the vertical 
boundaries AC and BD are considered in (Eq. 5.4). The total mass 
conservation reads: 
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with h = zw – zb being the total flow depth, ρ the depth-averaged density of 
the water-sediment flow mixture and ρ0 the density of the bed, which read: 
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where C is the depth-averaged variable sediment concentration in the water-
sediment mixture, Cb = (1-ε0) is the concentration of sediment in the bed, ρw 
and ρs are the water and sediment densities respectively, and s is the ratio 
between both densities. Note that equation (5.5) is based on the assumption 
that the density of the bed ρ0 is the same for eroded and deposited material. 
As exposed previously, the flow density varies with time and space, 
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depending on the variable sediment concentration C, while the bed density is 
constant in time and space. 
Momentum balance in the mixture layer 
The momentum balance equation can also be deduced with the Lagrangian - 
Eulerian conservation equation projected in the x-direction: 
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where Fx are the x-components of the forces applied to the control volume 
and u is the velocity in x-direction. Eq. (5.8) is applied on the control volume 
ABDC around the moving layer (Fig. 5.6). The forces on the horizontal 
direction are expressed using the following assumptions: 
- The pressure distribution is hydrostatic (Fig. 5.7). This assumption is 
a basic hypothesis of shallow water equations.  
- The slope is small. Following this hypothesis, the normal water 
depth can be assumed to be equivalent to the vertical water depth, 
simplifying the expression of the hydrostatic pressure. This 
assumption of rather small slope is far from being fulfilled for dike 
overtopping cases, and will therefore be discussed in detail in 
Chapter 8. 
 
Figure 5.7. Forces applied on the control volume  
 
The sum of the horizontal components of the forces in Eq. (5.8) results in: 
 xfbedprightpleftpx x
FFFFF ,,,,   (5.9) 
where 
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 Fp,left is the pressure force applied on boundary AC: 
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 Fp,right is the pressure force applied on boundary BD: 
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 Fp,bed is the pressure force applied on boundary CD. This pressure 
force is due to the non-horizontality of the bed, and is calculated as 
the mean water depth in the control volumes multiplied by the 
vertical projection of the bed surface: 
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The simplified part of Eq. (5.12) is obtained by neglecting the 
second order term. 
 Ff,x is the horizontal component of the friction force on the bed: 
 dxghSdxF fbxf ,  (5.13) 
where Sf is the friction slope. Indeed, a common assumption consists in 
considering that the friction on the bed is the same as in uniform flow 
conditions. So the friction slope Sf can be calculated using Manning’s 
relation (Eq. 2.3). 
The resultant of the horizontal components of the forces reads: 
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As for the mass conservation equation, only the horizontal component of the 
velocity across the interfaces AC and BD are to be considered. Moreover, the 
momentum exchange due to mass exchange between flow and bed layers is 
neglected. So the momentum conservation relation for the ML model reads: 
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Sediment mass conservation 
The third equation composing the ML model describes the conservation of 
the total sediment mass in the control volume ABEF (Fig. 5.8). 
 
Figure 5.8. Total sediment conservation 
 
The evolution of the quantity of sediment depends on the advection of the 
sediment across boundaries AC and BD, and on the exchange of sediment 
between the flow layer and the bed: 
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Equation (5.16) represents the continuity of sediment, with the first term 
representing the variation of the storage of sediment in the water (hC), the 
second one the volume of sediment in the bed and the third one the actual 
sediment transport, under the assumption that the sediment is transported at 
the same velocity as the water. Simplifying the previous equation, we get: 
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Summary and closure 
Equations 5.5, 5.15 and 5.17 form the following ML model system: 
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. (5.18) 
This system is composed by the mixture mass conservation, the flow 
momentum conservation, and the sediment conservation. It is usually easier 
to replace the total flow mass conservation (Eq. 5.18a) by a total volume 
conservation, by removing the density term. 
Developing Eq. (5.18 a), using Eq. (5.6) for the derivatives of , we get: 
 
    00 

























t
z
x
C
hu
t
C
h
x
hu
t
h b
ws
 (5.19) 
Similarly, the development of Eq. (5.18c) reads: 
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Subtracting (5.20) multiplied by (s  w) from (5.19) yields: 
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or, substituting  and 0 by (5.6) and (5.7): 
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Simplifying, we get the equation for the volume concentration: 
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It can be seen that this new equation does not depend on the variable density 
of the sediment-water mixture layer. This equation can be interpreted as a 
volume conservation equation, comparable to the classical continuity 
equation of the Saint – Venant system. However, it differs from a classical 
continuity equation by accounting for the temporal evolution of the bed. This 
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additional term is important in case of intense sediment transport and 
significant morphological evolution. 
Using this new equation, we get the following ML model: 
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This system comprises 3 equations for 4 main variables: (h, u, C, zb). The 
density of the flow mixture ρ is a function of the concentration C (Eq. 5.6), 
and the friction Sf can be expressed as a function of the flow variables h and 
u through the Manning equation (Eq. 2.3).  
So a fourth equation is needed to close the ML model. This closure equation 
has to model the exchange of sediment between the bed and the flow layer. 
Indeed, this phenomenon is not yet included in the above system. Two 
different closure equations can be adopted: 
- A direct expression for the evolution of the bed zb, depending on the 
erosion and deposition fluxes through the bed surface. This method, 
used by Cao et al. (2004) and Wu and Wang (2007), is based on a 
non-equilibrium sediment transport model. 
- A direct expression of the concentration C in the flow layer. This 
method, used by Garegnani et al. (2011), is based on an equilibrium 
sediment transport assumption. 
5.2.2 ML model with non-equilibrium transport (ML-NonEq) 
Non-equilibrium sediment transport is developed in section 2.2.4 and is here 
integrated to the ML model through the closure equation. 
Closure relation 
Cao et al. (2004) and Wu and Wang (2007) close the ML model with an 
equation describing directly the sediment mass conservation in the bed 
(Fig. 5.9): 
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where E
cap
 and D
cap
 are the sediment erosion and deposition capacities. The 
difference between these capacities represents the actual net exchange of 
sediment between the bed and the flow layer, across the bed surface CD. E
cap
 
and D
cap
 can be expressed as a function of the four main variables using the 
lag-laws formulation (Eq. 2.25) proposed by Daubert and Lebreton (1967). 
Simplifying previous equation, it is found that the evolution of the bed level 
is only due to the vertical exchange of sediment between the bed and the 
flow layer: 
 
 
01 



 capcapb ED
t
z
 (5.26) 
 
Figure 5.9. Bed conservation  
Reformulation of the system 
Replacing the temporal derivative of the bed level zb by the closure equation 
(5.26), the equations (5.24 a, 5.24 b, 5.24 c, and 5.26) form the four 
conservation equations system composing the ML model with non-
equilibrium sediment transport. But to solve numerically this system in terms 
of conserved variables, Cao et al. (2004) and Wu and Wang (2007) suggest 
removing the variable flow density from the left-hand terms of the 
momentum equation (Eq. 5.24b).  
Using (5.6) for the derivatives of , we can develop Eq. (5.24b): 
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and Eq. (5.24c): 
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the latter equality coming from (5.24 a). Introducing (5.28) into (5.27) 
yields: 
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Using the definitions (5.6) and (5.7) of  and 0, respectively, this latter 
equation may read: 
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which is a new formulation of the momentum balance. This new momentum 
equation is comparable to the classical Saint – Venant momentum equation, 
but Eq. (5.30) includes additional source terms. Indeed, the two last terms of 
the right-hand side of Eq. (5.30) account for the presence of sediment in the 
flow. The first of these two terms implies that the variation of the sediment 
concentration influences the momentum of the flow. This term plays a 
predominant role in case of rapid varying flows such as dam-break flows, for 
which the sediment concentration can be very important (Cao et al. 2002). 
The last term of Eq. (5.30) accounts for the erosion / deposition process 
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between the bed and the flow. This exchange of sediment also acts on the 
momentum of the flow. In case of erosion, the static sediments of the bed are 
entrained in the flow, reducing the global momentum of the flow layer to 
enter in motion. In case of deposition however, moving sediments of the 
flow layer release momentum to the flow by deposing on the still bed (Cao 
2004). The additional source term of Eq. (5.24a) and the two additional 
source terms of Eq. (5.30) represent the “feedback effect” of sediment 
erosion in the water continuity and momentum equations (Cao et al. 2011a). 
Eqs (5.24a, 5.30, 5.24c, 5.26) constitute the full system to solve. This system 
can be expressed in vector form as 
 
 
 US
UFU






xt
 (5.31a) 
where 
 






























bb z
hC
q
h
z
hC
hu
h
U  ,  
































00
222
sq
q
huC
ghhu
hu
UF ,  (5.31b-c) 
 
    
 







































0
0
0
2
0
1
12
1
capcap
capcap
capcap
ws
f
b
capcap
ED
DE
uDE
x
Cgh
ghS
x
z
gh
DE
US (5.31d) 
where σ is the momentum flux. Is is important to mention that both terms 
including spatial derivatives in vector S, i.e. ∂C/∂x and ∂zb/∂x, are not strictly 
source terms but non-conservative products, while ∂F/∂x represents the 
conservative terms. These non-conservative products are here included in the 
source-terms vector S, but they will be analysed and treated separately.  
Except for the vector S, the three first equations of system (5.31) are the 
same as the classical hydrodynamic system with an additional advection 
equation representing a scalar transport process. However the significant 
amount of terms in vector S makes the system far from being homogenous. 
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Moreover, the effect of the sediment erosion / deposition on the water 
continuity and momentum equations is present only through the source 
terms. The role of the source terms in the solution is therefore non 
negligible. 
Comparison with the 2-layer model with single velocity 
In two-layer models (2L), the flow is represented by two layers flowing with 
different velocities and concentrations. The 2L model with single velocity is 
a simplification of the general 2L model (Fig. 5.10), in which the two 
flowing layers have the same velocity, with the upper layer being a pure 
water layer (C = 0) and the lower layer having the same sediment 
concentration as the bed (C = Cb). This simplified 2-layer with single 
velocity model has been studied by Capart (2000), Fraccarollo and Capart 
(2002) and Savary (2007).  
 
Figure 5.10. Vertical flow structure: 2-layer model with single velocity 
 
It can be easily shown that this model is close to the previously developed 
ML-NonEq model. The system forming the 2L model with single velocity 
reads: 
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where hs is the depth of the sediment transport layer, eb = (E
cap–Dcap)/(1–ε0) 
is the sediment flux between the sediment transport layer and the bed, and 
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r = Cb (s-1) is the correction factor accounting for the additional mass in the 
sediment and bed layers compared to the water layer (ρb = (1+r) ρw). 
If we define the mean density   on the whole flowing layer h, we get: 
    ws
s
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h
h
ChChh   (5.33) 
with the mean sediment concentration defined by: 
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Using these definitions, we can reformulate the 2L with single velocity 
system in term of mean density and concentration: 
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It can be seen that this system is equivalent to the ML-NonEq model, except 
the hydrostatic pressure term in the momentum equation (Eq. 5.35b). The 
pressure profile for the ML-NonEq model is indeed linear, as the 
concentration is assumed to be constant on the whole flow layer depth h, 
while this profile is bi-linear for the 2L – one velocity model, with the 
sediment concentrated into the lower part of the flow layer (Fig. 5.10). 
Otherwise, both models can be treated in an equivalent way, and give very 
similar results. 
5.2.3 ML model with transport in equilibrium (ML-Eq) 
Equilibrium sediment transport 
Contrarily to the previous model, Garegnani et al. (2011) assume that the 
sediment transport adapts fast enough, to allow the use of an equilibrium 
sediment transport approach: 
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This implies that the sediment is transported at the same rate as if the water 
was flowing in an equilibrium regime with the same flow conditions. In this 
equilibrium regime the erosion and deposition are equals. This assumption 
allows to express the concentration as a function of the variables h and u: 
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Reformulation of the system 
Equation (5.37) closes the ML model (Eq. 5.24). The momentum equation of 
system (5.24) can be expressed as a function of C, using the definition of  
(Eq. 5.6) and dividing by w: 
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 (5.38) 
Contrarily to the formulation proposed by Cao et al. (2004) and Wu and 
Wang (2007), this new momentum equation does not include additional 
source terms. 
Eqs. (5.24a, 5.38, 5.24c) constitute the full ML-Eq system, with the closure 
equation for C (Eq. 5.37).  
Regarding the complexity of the conservative variables U, it is more 
convenient to express every term of the system (5.52) as a function of the 
primitive variables vector:  
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This system can be expressed in vector form as 
 
 1D models: Mathematical description 93 
 
   
 VS
VFVU






xt
 (5.40a) 
where 
  


























bb
w
bb
b
zCCh
q
z
zCCh
hu
zh
VU  (5.40b) 
   






















sq
q
Chu
ghhu
hu
2/22VF ,  






















0
0
f
b S
x
z
ghVS  (5.40c-d) 
where 
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
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 sC
w
 (5.41) 
is the coefficient accounting for the presence of sediment in the flow layer.  
Contrarily to the ML-NonEq model, the present model counts a limited 
number of source terms. However, the complex formulation of the vector U 
leads to an additional difficulty. Indeed, it is not easy to deduce analytically 
the primitive variables V for a known vector U, and an iterative procedure is 
then needed. 
5.2.4 Clear Water Layer Model (CWL) 
The classical CWL model can be seen as a simplification of the ML model 
(Eq. 5.18 or Eq. 5.24). This model is based on three main assumptions: 
- The sediment is transported mainly by bed-load, so near the bed. 
The flow layer is therefore composed on pure clear water (C = 0), 
flowing over a mobile bed.  
- The temporal bed evolution is slower than the water level variation.  
- An equilibrium sediment transport approach can be adopted. 
The vertical flow structure of the CWL model is schematized in Fig. 5.5. As 
no direct exchange is considered between the bed and the flow layer, and as 
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the temporal bed variation is assumed to be slower than the water variation 
the continuity equation of the ML model (Eq. 5.18a) reduces to: 
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The momentum equation (Eq. 5.18b) is also simplified by neglecting the 
sediment concentration C (ρ = ρw), and dividing by ρw: 
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Finally, the sediment conservation equation can be simplified (Eq. 5.18c), 
neglecting the storage of sediment in the flow layer (hC = 0) and replacing 
the sediment transport in the flow layer by the sediment transport capacity 
(huC = qs
cap
): 
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The system composed by these three conservative equations (Eqs. 5.42, 5.43, 
and 5.44) form the CWL model. The two first equations are the classical 
Saint – Venant equations for clear water, coupled to the Exner equation for 
sediment conservation (Eq. 5.44). This system can be expressed in the 
following conservative vector form: 
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Garegnani et al. (2011 and 2013) presented a study of the limitations of such 
CWL model, in comparison with a more complete ML-Eq. model. They 
concluded that simplified CWL models are valid for low sediment transport, 
i.e. when the concentration of sediment in the flow layer is lower than 1%. 
Moreover, Garegnani et al. (2011) showed through a non-dimensional 
analysis that any model between ML-Eq and the simplified CWL model, i.e. 
neglecting some terms but not all, is not physically consistent.  
5.3 Eigenstructure analysis 
The analysis of the solutions of the models exposed previously starts with 
the analysis of the homogenous parts of the systems, i.e. the systems without 
their source terms. The source terms are analysed in the following section. 
To improve the comprehension, this analysis starts with the simplest 
equations (CWL model), and then pursues with the more complex ML-Eq 
and ML-NonEq models. 
The homogenous system analysis begins with the verification of the 
hyperbolicity of the system. The hyperbolicity of a system means that the 
equations are physically based on the propagation of the information in time 
and space with a finite speed. Mathematically, a hyperbolic system is 
characterized by real eigenvalues of its Jacobian matrix (Toro 2001). These 
eigenvalues are the celerities of information of the system. If these 
eigenvalues are distinct, the Jacobian matrix is diagonalizable, and the 
system is called strictly hyperbolic. For strictly hyperbolic systems with 
analytical expression of the eigenvalues, a study of the Riemann invariants 
and the generalised Riemann invariants is possible. 
5.3.1 CWL Model 
The CWL model used here was initially developed by Cunge and Perdreau 
(1973). The eigenvalues have been analysed previously by several authors 
(e.g. Vreugdenhil and de Vries 1967, Jansen et al. 1979, Lyn and Altinakar 
2002). Here we follow the analysis proposed by Savary (2005) and Goutière 
et al. (2008) for 1-D approach and by Soares-Frazão and Zech (2010) for the 
2-D extended model. So only the main results concerning the hyperbolicity 
analysis of this system are presented.  
96 1D models: Mathematical description  
Eigenvalues and hyperbolicity 
Goutière et al. (2008) suggest rewriting the CWL system (Eq. 5.45) by 
moving the spatial derivative of the bed level from the source term to the left 
hand side of Eq. (5.43): 
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Neglecting the source terms, the system (5.46) can be written in the non-
conservative form (Guinot 2006): 
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where A(U) is the Jacobian matrix of the original system (5.45) and 
A’(U) = A(U)+H(U) is called the pseudo-Jacobian matrix of the system 
(5.46), which reads 
  




















0
1
1
1
1
2
010
'
00
2
q
q
h
q
ghuugh
ss
UA  (5.48) 
It can be seen that the pseudo-Jacobian matrix includes the sediment 
transport derivatives. These derivatives are calculated analytically, and the 
analytical expression of these derivatives for each empirical sediment 
transport formulation can be found in Appendix A.  
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The roots of the characteristic polynomial of the system are the eigenvalues 
of the pseudo-Jacobian matrix A’: 
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Unfortunately, the analytical expression of these eigenvalues is so 
complicated that it is not easily usable in practice (Lyn and Altinakar 2002). 
But they can be computed numerically, and Goutière et al. (2008) proposed 
approximate analytical expressions for the eigenvalues of the system: 
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. (5.50) 
The absolute value for u in the denominators of the second terms of square 
roots in Eqs. (5.50) ensures the symmetry of the solution for negative flows 
(u < 0) and positive flows (u > 0), and it avoids the apparition of a singular 
point by ensuring a strictly positive denominator. Moreover, as ∂qs/∂h is 
strictly negative, these expressions never lead to complex values, ensuring 
the hyperbolicity of the system. If the sediment transport is zero, these 
approximate eigenvalues reduce to the classical celerities of the 
hydrodynamic problem: 
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Figure 5.11 shows the comparison between the exact solution calculated 
numerically, the approximate analytical solution and the celerities of the 
pure hydrodynamic problem, using the parameters proposed by (Rahuel 
1988): q = 16 m³/s/m, n = 0.0277 s m
-1/3
, d = 0.0274 m, and s = 2.65. The 
eigenvalues are expressed as a function of the Froude number Fr = u/(gh)
0.5
. 
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The sediment transport is evaluated using Meyer-Peter and Müller (1948) 
formula (Table 2.2), and the shear stress using Manning equation (Eq. 2.2).  
It can be seen that the approximate analytical solution are close to the exact 
solution calculated numerically. The system is hyperbolic as the three 
celerities are real. The first eigenvalue is always negative, while the two 
other are always positive (Rahuel 1988).  
In presence of sediment transport, the exact eigenvalue λ(3) is always really 
close to the pure hydrodynamic eigenvalue λH
(2)
. So this equation propagates 
hydrodynamic information, and the approximate analytical eigenvalue λ(3) 
has been chosen equal to λH
(2)
. Depending on the flow regime (subcritical or 
supercritical flows), one of the two other eigenvalues propagate information 
about sediment (λ(2) for subcritical flow and λ(1) for supercritical flow), while 
the last one also propagates mainly hydrodynamic information. 
 
Figure 5.11. Comparison between pure hydrodynamic eigenvalues (yellow) and 
eigenvalues of the CWL models, both exact solution (blue line) and approximate 
solution (blue dots): (a) Global view of the three eigenvalues, (b) zoom on the 
transition between λ(2) and λ(1). Simulation parameters can be found in the text. 
 
So there is always one celerity related to the sediment transport and bed 
evolution, and this celerity is very small in comparison with the two other 
related to the hydrodynamic processes, except near critical conditions 
(Fig. 5.11b). 
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5.3.2 ML-Eq Model 
Eigenvalues and hyperbolicity 
By extending the reasoning proposed by Goutière et al. (2008) for the CWL 
model, the ML-Eq system (Eq. 5.40) can be reformulated by moving the 
spatial derivative of the bed level from the source term to the left hand side: 
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with μ = 1+C(s-1). Neglecting the source terms, the system (5.52) can then 
be written in a non-conservative form: 
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and 
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where σ = (hu2+gh2/2) is the momentum flux for clear water. The derivatives 
of the concentration C are analytically calculated using the derivatives of the 
sediment transport qs (see Appendix A) and the closure equation of the ML-
Eq model (Eq. 5.37): 
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The eigenvalues of the system (5.53) are obtained by solving the associated 
characteristic polynomial: 
      0det  VBVA  (5.57) 
As this problem cannot be easily analytically computed, a numerical 
procedure is used to find the eigenvalues.  
Comparison with CWL eigenvalues 
The eigenvalues of the ML-Eq model can be expressed as a function of the 
Froude number. But as the concentration C depends on the sediment 
transport, C increases with rising q and decreasing h, such as the Froude 
number Fr. So an augmentation of the Froude number corresponds to a rising 
of the concentration C.  
Figure 5.12 presents the eigenvalues for CWL and ML-Eq models, for the 
same flow conditions as previously (Rahuel 1988). This first comparison 
(Fig. 5.12) shows only small differences between CWL and ML-Eq 
eigenvalues. The main difference concerns the second eigenvalue, for large 
Froude numbers. But for this comparison the concentration is rather limited, 
with a maximum concentration of C = 0.0062 for Fr = 2. As the 
concentration is small, it is logical that both CWL and ML-Eq models 
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present similar behaviours. So a comparison in the same conditions for 
concentrations up to C = 0.6 – and so higher Froude numbers – is presented 
in Fig. 5.13. 
 
Figure 5.12. Comparison between eigenvalues for pure hydrodynamic flow (green), 
CWL model (blue) and ML-Eq model (red): (a) Global view of the three 
eigenvalues, (b) zoom on the transition between λ(2) and λ(1). Simulation parameters 
can be found in the text. 
 
Figure 5.13. Comparison between eigenvalues for pure hydrodynamic flow (green), 
CWL model (blue) and ML-Eq model (red) for higher Froude numbers. The 
concentration is also plotted (black curve). Simulation parameters can be found in 
the text. 
 
While λ(1), the sediment-related eigenvalue for supercritical flow, is very 
similar for both CWL and ML-Eq models, large discrepancies appear in the 
evaluation of λ(2) and λ(3) (Fig. 5.13). In ML-Eq model, these two 
eigenvalues are higher than the pure hydrodynamic values for Fr > 2, while 
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they remain close to the hydrodynamic eigenvalues for the CWL model. So 
the celerity of information is increased for supercritical flows when the 
sediment transport is important. 
This study is however only theoretical. As Meyer-Peter and Müller (1948) 
formulation is not calibrated for very large sediment transport, its use with 
Froude numbers up to 12 is not physically correct. Moreover, in reality, an 
important sediment concentration in the flow influence the bottom shear 
stress, leading to flow conditions comparable to debris flows. So Manning 
formulation is not more valid to evaluate the shear stress. Garegnani et al. 
(2013) suggest a maximum value of C = 0.05 for the use of Manning 
formulation, corresponding to Fr ≈ 4 in this case.  
5.3.3 ML-NonEq Model: simplified analysis 
As the bed deformation in the ML-NonEq model only depends on the 
erosion / deposition rate, included in the source terms, Eq. (5.26) can be 
solved separately. The three other equations of the ML-NonEq model 
(Eq. 5.31) form a simplified conservative system, depending only on h, u 
and C, which can be expressed in vector form as 
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Neglecting the source terms vector, this system reduces to a simple 
hydrodynamic model coupled to an additional advection equation for a 
scalar transport. This type of system is analysed in Guinot (2006). 
Eigenvalues and hyperbolicity 
Neglecting the source terms, the system (5.58) can be written in order to let 
the Jacobian matrix A appear: 
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The characteristic polynomial associated with matrix A reads 
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We observe that the concentration C vanishes in Eq. (5.61) in such a way 
that it does not have any influence on the eigenvalues of the Jacobian matrix: 
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The three eigenvalues are real and distinct, ensuring the strict hyperbolicity 
of the system. The first and third eigenvalues are the same as for the classical 
hydrodynamic equations. The second equation λ(2) is the classical eigenvalue 
for an advection equation representing a scalar transport process. So the 
sediment is simply advected in the flow with a celerity equal to the flow 
velocity.  
For subcritical flow with positive velocity (u > 0), when the Froude number 
Fr = u/(gh)
0.5
 is smaller than 1, the first eigenvalue is negative while the two 
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other are positive. For supercritical flow (Fr > 1), the three eigenvalues are 
positive. 
Compatibility relations and Riemann invariants 
The aim of this section is to develop the characteristic form of the system. 
Indeed, the eigenvalues λ(p) developed previously are the information 
celerities – or slopes dx/dt – of some trajectories, called the characteristic 
curves, in the phase space (x, t). Along these characteristics, some quantities, 
called the Riemann invariants, are kept constant (Guinot 2006). Note that 
this study was not exposed for CWL and ML-Eq model. Indeed, as their 
eigenvalues do not have a simple analytical expression, the study of the 
Riemann invariants is not relevant. 
To illustrate the concept of Riemann invariants, we can consider a simplified 
scalar conservation equation: 
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The non-conservative form of this equation reads 
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This equation can be reformulated to let the total derivative appear: 
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U
t
U
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along0 . (5.65) 
This equation is called the compatibility relation. So the characteristic form 
of the equation can be derived: 
 
dt
dx
U alongCst . (5.66) 
The quantity U is called the Riemann invariant of the equation. So if the 
variable U(x,t0) is given at a time t0, it is possible to determine the value 
U(x,t1) for a time t1 >  t0 by following the points along the characteristic 
curve (Guinot 2006, Fig. 5.14). The celerity λ is the speed of the information 
along the characteristic curve. So information travels along several waves 
with a velocity λ. 
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Figure 5.14. Variable evolution (above) and characteristic curves in the phase space 
(below) between times t and t+Δt 
 
Three types of waves, separating a left state UL and a right state UR, are 
defined by Guinot (2006): 
- A shock wave separates two discontinuous states (UL ≠ UR), through 
a jump discontinuity. In case of shock waves, the characteristic 
curves are convergent and merge into the shock (lines BB’ and CC’ 
in Fig. 5.14). 
- A rarefaction wave connects two states through a continuous 
transition. For rarefaction waves, the characteristic lines are 
divergent (lines AA’ and BB’ in Fig. 5.14).  
- A contact discontinuity separates two discontinuous states 
(UL ≠ UR), but with a continuous wave celerity λ. For contact 
discontinuities, the characteristic lines are parallel 
For more details, see Leveque (2002), Toro (2001) or Guinot (2006). 
The Riemann solution of the ML-NonEq model (Eq. 5.58) corresponds to 3 
waves, travelling at speed λ(p), and separating 4 different states UL, UA*, UB* 
et UR (Fig. 5.15). The analysis of the eigenstructure and the Riemann 
problem solution is useful in the resolution of the numerical solver in 
Chapter 6. 
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Figure 5.15. Solution of the Riemann problem for the ML-NonEq model 
 
For a conservative system as the simplified ML-NonEq model (Eq. 5.58), it 
is possible to reformulate the non-conservative form of the system (Eq. 5.59) 
in order to replace the Jacobian matrix A (Eq. 5.60) by the matrix of its 
eigenvalues Λ: 
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To do so, it is necessary to define the matrix of the left and right 
eigenvectors. The lines of the matrix L = (L
(1)
, L
(2)
, L
(3)
)
T
 are composed by 
the left eigenvectors L
(p)
 = (l1
(p)
, l2
(p)
, l3
(p)) related to the eigenvalues λ(p): 
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In a similar way, the columns of the matrix R = (R
(1)
, R
(2)
, R
(3)
)
T
 are formed 
by the right eigenvectors R
(p)
 = (r1
(p)
, r2
(p)
, r3
(p)
)
T
 related to λ(p): 
 
)()()( ppp
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The matrices of the left and right eigenvectors of the Jacobian matrix A 
(Eq. 5.60) of the ML-NonEq model read: 
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The characteristic form of the problem is obtained by multiplying Eq. (5.59) 
by the matrix of the left eigenvectors L: 
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Each line of the previous system corresponds to an eigenvalue λ(p): 
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Using the definition of the total derivatives 
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we get the compatibility relation for each eigenvalue: 
 3,2,1along0
)()(  p
dt
dx
dt
d pp U
L  (5.75) 
Developing the terms for the ML-NonEq model, we find the three 
compatibility relations: 
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These relations give the coupled temporal evolution of the three variables h, 
hu and hC along each characteristic curve. The second equation can be 
simplified as followed: 
 u
dt
dx
C
dt
dC
 )2(alongCst0  (5.77) 
So the concentration C is conserved along the wave with celerity λ(2) = u, 
which is logic as the second wave is a simple advection wave. Therefore, the 
variable C is called the Riemann invariant W2 related to the celerity λ
(2)
. The 
general form for the Riemann invariants Wp of each celerity is (Toro 2001): 
 UL ddW
p
p
)( , (5.78) 
leading to the simplified Riemann equations: 
 )(alongCst0 pp
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 . (5.79) 
Unfortunately, in most cases, the Riemann invariants cannot be easily 
integrated. It is the case here for the first and third compatibility relations. 
Generalised Riemann invariants 
The generalised Riemann invariants are defined by Guinot (2006) as some 
relations valid across the waves, while the Riemann invariants are valid 
along the waves. Generalised Riemann relations are most of the time easier 
to interpret, but they are valid only across simple waves, for which the 
variables U, and so the wave speed λ, is kept continuous along the 
characteristic (Guinot, 2006). The generalised Riemann invariants are some 
variables or combination of variables kept constant on both sides of a wave. 
For shock waves, across which the solution is discontinuous, jump relations 
– also called Rankine-Hugoniot relations – have to be used. 
The generalised Riemann relations are expressed as follows (Guinot, 2006): 
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where ri
(p)
 is the i-th component of the right eigenvector R
(p)
 associated to 
λ(p). For the simplified ML-NonEq model, we find the following generalised 
Riemann relations: 
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Across the first and third waves, associated to the classical hydrodynamic 
eigenvalues, we find classical Riemann invariants relations: 
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The second equations of these two systems (Eqs. 5.82 and 5.83) imply that 
the concentration C is the same on both sides of these two waves. This 
confirms that these waves are pure hydrodynamic waves. 
Across the second wave, the equation is meaningful only if dh and d(hu) are 
equal to zero, implying that the flow depth and the unit flow discharge are 
the same on both sides of the second wave: 
 Cstacross )2( 
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csthu
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 ; (5.84) 
This means that the concentration C is the only quantity to vary between the 
two intermediate states U*A and U*B in Fig. (5.15). The second eigenvalue is 
related to a pure advection wave, transporting the information about the 
sediment concentration C. 
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5.3.4 ML-NonEq model: complete analysis 
As exposed previously, Goutière et al. (2008) incorporate the spatial 
derivative ∂zb/∂x of the source terms of the CWL model in the Jacobian 
matrix in order to account for it in the calculation of the wave speeds 
(Eq. 5.46). As the source terms are significant in the ML-NonEq model 
(Eq. 5.31), it could be interesting to include their impacts in the wave speeds.  
Two spatial derivatives are present in the source terms of the ML-NonEq 
model. The first term is the bottom slope term, identical to the bottom slope 
source term of the CWL model: 
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To be included in the eigenstructure analysis, zb has to be one of the 
variables, so the fourth equation of the system (Eq. 5.31) is comprised in the 
analysis. 
The second spatial derivative in the source terms of Eq. (5.31d) accounts for 
the variation of the concentration in the flow layer: 
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This term can be expressed as a function of the conservative variables: 
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with 
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The four-equation system (5.31) can be re-written by including the spatial 
derivatives (5.85 and 5.87) into the left hand side of the system: 
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where 
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Eigenvalues and hyperbolicity 
Neglecting the remaining source terms, the system (Eq. 5.89) can be written 
in the non-conservative form: 
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where the pseudo-Jacobian matrix A’ reads 
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The characteristic polynomial associated with matrix A’ reads 
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We observe that the concentration C and the coefficient Δρ (Eq. 5.88) vanish 
in Eq. (5.92). So the sediment transport does not have any influence on the 
eigenvalues of the pseudo-Jacobian matrix: 
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The four eigenvalues are real and distinct, ensuring the strict hyperbolicity of 
the system. The three first eigenvalues are identical to the eigenvalues 
calculated for the simplified system (Eq. 5.62). This means that the inclusion 
of the term ∂C/∂x from the source terms to the Jacobian matrix does not play 
any role in the celerities of the problem. The fourth eigenvalue, related to the 
bed evolution, is equal to zero, which is coherent with the expression of zb 
evolution (Eq. 5.26), depending only on the source terms. This zero 
eigenvalue leads to an additional vertical characteristic curve in the phase 
diagram (Fig. 5.15). Even if the eigenvalues are identical to the simplified 
analysis, the eigenstructure of the matrix A’ presents some small differences, 
but these have no influence in the determination of the numerical solver. 
Therefore, the complete analysis of the compatibility relations and Riemann 
invariants is reported in Appendix B. 
5.4 Source terms analysis: dissipation of 
mechanical energy 
The previous section analysed the properties of the homogenous parts of the 
CWL and ML systems, i.e. the systems without their source terms. This 
analysis highlighted some physical properties used to numerically solve 
these homogenous sub-systems. But it is also important to analyse the 
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second part of the problem, i.e. the source terms, and especially verify their 
physical meaning, i.e. verify that they dissipate or conserve the energy.  
To solve CWL and ML models, an operator splitting methodology can be 
adopted. First the homogeneous hyperbolic system is solved: 
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Then the second step integrates the source terms: 
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where the initial state U2 corresponds to the solution obtained from the first 
step, and the final state U3 corresponds to the final time of the step t + Δt. 
The present section aims to analyse the properties of this second step of the 
global problem, by analysing the source terms particularities. The main 
focus of the section is to verify the physical behaviour of this sub-system, by 
ensuring the dissipation or conservation of the global mechanical energy of 
the system: 
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where Ek and Ep are respectively the kinetic and potential energy per unit 
surface in horizontal plane (kg m
2
/s
2
/m
2
): 
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p gzdzzE
0
 (5.98) 
where ρ(z) is the local density of the fluid at a given elevation z. The present 
analysis is realised by extending a reasoning proposed by Spinewine (2005) 
and Savary (2007). 
5.4.1 CWL model 
The source-terms sub-system (Eq. 5.95) of the CWL is rather simple: 
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The first and third equations of this system have no source terms, so the 
water depth h and the bed level zb are not modified during the second time-
step of the CWL model. The only source term acting in this system is the 
friction on the bed, influencing the discharge hu. The impact of the sediment 
transport on the variables is only apparent in the homogenous part (5.94) of 
the system. 
As the flow-depth is kept constant, the only changing variable is the flow 
velocity u: 
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So the friction results in a reduction of the velocity. It can be easily 
understood that the source terms sub-system only dissipates mechanical 
energy. Indeed, as the bed level and water depth are conserved, the potential 
energy Ep is also conserved. And as the friction leads to a decrease of the 
velocity, the kinetic energy Ek also decreases. 
5.4.2 ML-Eq model 
The source-terms sub-system of the ML-Eq model is similar to the CWL 
source terms: 
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 (5.101) 
with μ = 1+C(s-1). Again, the first and third equations of this system have no 
source terms. So the water level (i.e. the total volume) and the volume of 
sediment are not modified during the second time-step of the CWL model. 
However, a transfer of sediment between the bed and the flow layer, leading 
to a modification of the concentration C, the water depth h, and the bed level 
zb, is still possible.  
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Physically, it can be assumed that the friction decreases the flow velocity. If 
the flow velocity diminishes, the sediment transport in the cell is also 
reduced, leading to a deposition of sediment on the bed. So the bed level 
increases, associated with a reduction of the flow depth, to conserve the 
volume of sediment and the total volume. This physical assumption can be 
formalised by evaluating the temporal evolution of each primitive variable. 
To do so, we need to use the closure relation C = qs/q, and its temporal 
derivation. To simplify the calculation, the sediment transport qs is evaluated 
using the simple Grass (1981) formulation: 
 3, uq GGrasss   (5.102) 
with αG being an empirical coefficient. The following development can be 
obtained with any other formulation of sediment transport. Using Eq. (5.102) 
the temporal derivative of the concentration reads: 
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Combining the source terms sub-system (Eq. 5.101) and the temporal 
derivatives of the concentration (Eq. 5.103), the following system is 
obtained: 
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 (5.104) 
Developing the derivative terms and combining the equations, we get the 
derivatives for the primitive variables: 
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where the factor χ is always positive for a flow with positive velocity. As the 
factor χ, the gravity g, the friction Sf and the water depth h have all positive 
values, the temporal derivative of the flow depth is always negative 
(Eq. 5.105d) So the temporal derivatives have the following signs: 
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This confirms the previous physical assumption: the friction leads to a 
decrease of the velocity, generating a decreasing concentration and the 
deposition of sediments on the bed. 
It is important to prove that the source terms operator only dissipates 
mechanical energy. The potential and kinetic energies of the ML models are 
respectively calculated as follows: 
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 (5.108) 
The total mechanical energy depends on the four variables h, u, C, zb, with 
the density ρ of the flow mixture depending on the concentration C (Eq. 5.6). 
It is easy to prove that the kinetic energy decreases if the flow depth, 
concentration and velocity decrease: 
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with dρ/dt = (ρs-ρw) dC/dt following Eq. (5.6). As the three right terms are 
negative (Eq. 5.106), the kinetic energy is well decreasing. Following the 
same procedure, the temporal evolution of the potential energy reads: 
 
 
dt
d
hz
h
g
dt
dh
z
dt
dz
h
dt
dh
hg
dt
dz
gz
dt
Ed
bb
bb
b
p 















2
2
0
(5.110) 
Replacing dzb/dt = -dh/dt (Eq. 5.105a), and simplifying, we get: 
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Developing ρ and ρ0 (Eq. 5.6 and 5.7), 
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Simplifying and replacing dC/dt (Eq. 5.105b) 
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As the sediment bed concentration is always higher than the concentration of 
sediment in the flow (Cb > C), the derivatives of the potential energy is 
negative, and the source terms sub-system dissipates both kinetic and 
potential energy. 
5.4.3 ML-NonEq model 
Contrarily to the CWL and ML-Eq model, the effect of the sediment 
erosion / deposition on the water continuity and momentum equations is 
present only through the source terms in the ML-NonEq model. The role of 
the source terms in the solution is therefore non negligible. Neglecting the 
spatial derivatives in the source terms of the ML-NonEq model, which can 
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be analysed into the hyperbolic system (Eq. 5.89 and Appendix B), the 
remaining source-terms sub-system (Eq. 5.95) of the ML-NonEq model 
reads: 
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 (5.114) 
This source-terms sub-system includes the effect of friction as in the CWL 
model, but also four terms linked to the erosion / deposition mechanisms. So, 
in presence of sediment transport, all the variables are susceptible to evolve 
during the second update of the time-splitting methodology. A complete 
analysis of the system has to be done to verify the mechanical energy 
conservation. 
The potential and kinetic energies of the system (Eq. 5.114) have the same 
expression as the ML-Eq model (Eq. 5.107 and 5.108). These expressions 
depend on the four ML primary variables U = (h, hu, hC, zb)
T
. As these 
primary variables are not too complex, the derivative of the total mechanical 
energy Ek + Ep can be expressed as a function of the primary variables U. 
combining the derivatives of the potential and kinetic energy in primitive 
variables (Eq. 5.109 – 5.110), we get: 
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Simplifying, and replacing dρ/dt = (ρs-ρw) dC/dt following Eq. (5.6): 
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Using the following relations: 
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the temporal evolution of the mechanical energy can be expressed in terms 
of the primary variables: 
 
  




























dt
dh
C
dt
dhC
z
h
g
dt
dh
zhg
dt
dz
ghgz
dt
dh
u
dt
dhu
u
dt
dhu
dt
dh
C
dt
dhCu
dt
EEd
wsbb
b
b
ws
pk
)(
2
)(
2
)(
2
0
22
 (5.118) 
Using C(ρs-ρw) = (ρ-ρw) (Eq. 5.6), and simplifying: 
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Finally, we get 
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It is then possible to replace the derivatives of the primary variables in 
Eq. (5.120) by the source terms corresponding in the sub-system (Eq. 5.114). 
After some simplifications, we find the following rather simple expression: 
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The first term of Eq. (5.121), representing the friction on the bed, is always 
negative if the friction term Sf has the same sign as the velocity u. So it is 
always a dissipative term. The second term is due to the exchange of 
sediment between the flow layer and the bed, caused by the 
erosion / deposition. This second term may be positive or negative, and so 
need more attention. 
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In case of erosion process (E
cap
 > D
cap
), the second term corresponds to a 
dissipative term if 
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Intuitively, the velocity has to be high enough to be in a case of erosion, so 
in case of high velocity with intense erosion the formulation (Eq. 5.122) 
should be verified. As the density of the flow layer ρ is, by definition, lower 
than the density of the bed ρ0, we always get 0 < (ρ0 – ρ)/ρ0 < 1. So if the 
flow is supercritical, the formulation is always verified. 
In case of deposition process (E
cap
 < D
cap
), the second term corresponds to a 
dissipation if 
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Intuitively, a deposition process is linked to a diminution of the flow 
velocity. But for the formulation (Eq. 5.123) to be verified, the velocity has 
to be even lower than the critical velocity, and this condition is not always 
fulfilled in case of deposition, especially in case of dike problem. This 
increase of energy due to the source terms constitutes an important drawback 
of the ML-NonEq model, but increase of energy is observed only locally in 
numerical results. 
5.4.4 Conclusions 
The source terms of the CWL and ML-Eq models ensure a dissipation of the 
global energy of the system. This is rather logical as they include only 
friction terms, which physically represent a loss of energy. Contrarily, the 
source terms present in the ML-NonEq models do not always ensure a pure 
energy dissipation. This is due to the double phenomenon included in these 
source terms, i.e. the flow friction and the erosion / deposition mechanisms. 
These two phenomena are not directly linked to each other. So, depending 
on the erosion or deposition of sediment, the system can lead to the creation 
of energy in some case. This unphysical behaviour has to be carefully 
watched when using the ML-NonEq model. 
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5.5 Summary 
To simulate the erosion of an earthen dike, Chapter 5 presents three depth-
averaged numerical models, based on different levels of assumptions: 
- The CWL model assumes one layer of clear water flowing over a 
mobile sediment bed. This model, based on the assumption of 
sediment transport in equilibrium, is constituted by rather simple 
equations with only a few source terms (Eq. 5.45). 
- The ML-Eq model involves one layer of sediment-water mixture, 
characterised by a variable density, over an erodible bed. This model 
is also based on equilibrium sediment transport, and its constituting 
equations (Eq. 5.40) have therefore a similar structure as the CWL 
model system, with only a few source terms. However, the main 
variables of the ML-Eq model are more complex, and this makes its 
treatment a little more complicated.  
- The ML-NonEq model also involves one layer of sediment-water 
mixture, over an erodible bed, but models the sediment transport in 
non-equilibrium. This modifies significantly the equations structure, 
leading to the appearance of numerous source terms (Eq. 5.31). 
The governing equations of the three models have been developed in the 
present chapter, then the homogenous systems and the source terms have 
been analysed. 
 
  
Chapter 6 1D models: Numerical 
resolution 
 
6.1 Introduction 
The models used to describe morphodynamical flows have been described in 
Chapter 5. As these models are rather complex, they cannot be solved 
analytically. So the present chapter aims to describe the numerical method 
used to solve these equations. The different models are all solved using a 
finite volume approach, with a modified HLL scheme for the flux 
computation, and a special treatment for the source terms. 
The CWL system (Eq. 5.45), the ML-Eq system (Eq. 5.40) and the ML-
NonEq system (Eq. 5.31), can be expressed in the following general form:  
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This general problem is solved in a two-steps procedure. First the 
homogeneous hyperbolic system is solved, and then the second step 
integrates the source terms: 
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where the intermediate state U2 corresponds to the solution obtained from 
the first step, and the final state U3 corresponds to the final time of the step.  
6.1.1 First order finite-volume scheme 
The problem (Eq. 6.2) is solved using a first-order finite-volume scheme. 
The finite volume scheme presents the advantage to be shock-capturing, 
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which is an important feature when dealing with problems presenting shocks 
as dam breaks. In a first order finite-volume scheme, the domain is 
discretised in computational cells i, and the variables Ui are assumed to be 
constant in each cell i at each time step (Fig. 6.1). Higher order finite volume 
schemes imply non-constant states in each cell, and are generally more 
accurate than 1
st
 order schemes. However, they require additional corrections 
such as slope limiters. First order schemes are therefore generally easier to 
use and precise enough to be used for a first study. 
The first-order finite-volume formulation, corresponding to the integral form 
of Eq. (6.1) on each cell i of the domain, is expressed as follows (Fig. 6.1): 
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with Δx being the cell length, Δt the time step, n and n+1 the current and the 
next time step, and F
*
 being the averaged fluxes across the cell interfaces.  
Imposing a time splitting resolution (Eq. 6.2), the finite-volume formulation 
reads: 
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where p indicates the intermediate state.  
 
Figure 6.1. First-order finite volume scheme: computational cells and fluxes at the 
interfaces 
 
So the algorithm used to solve the problem is the following: 
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- The averaged fluxes at each interface are computed. These fluxes are 
calculated using a modified HLL scheme, which is developed for 
each model in section 6.2.  
- The cells states Ui are then updated accounting for the fluxes 
calculated previously.  
- The source terms are computed in each cell. This second step is 
developed for each model in section 6.3. 
- The cells are again updated.  
6.2 Godunov problem and fluxes computation 
The Finite-volume Godunov scheme computes the fluxes at each interface 
by solving a Riemann problem. A Riemann problem is composed by a 
partial differential equation with an initial condition representing a 
discontinuity between two cells: 
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with UL and UR being the two constant states on the left and right sides of the 
interface respectively. This problem is often difficult to solve analytically, so 
approximate Riemann solvers have been developed, such as the solvers 
proposed by Roe (1981), by Braschi and Gallati (1992), or the HLL solver 
developed by Harten et al. (1983). In the present work the fluxes will be 
computed using modified versions of the HLL approximate solver. 
6.2.1 HLL solver 
The HLL (Harten, Lax and van Leer) method solves the Riemann problem 
by providing a direct approximate expression of the flux at the interface F
*
. 
This method assumes two waves issued from the initial discontinuity, and a 
linearization of the problem, leading to three constant states for time n+1:  
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These three constant states are separated by two waves propagating at 
celerities λ+ and λ- (Fig. 6.2). 
  
Figure 6.2. Riemann problem: HLL approximate solver 
 
The HLL expression of the flux is obtained by applying the integral form of 
the conservation laws on control volumes AODE and OBCD (Toro 1997, 
see Fig. 6.2): 
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Eliminating U
*
 from the above system, the flux F
*
 at the interface has the 
following expression: 
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Depending on the signs of the wave speeds, the flux at the interface can then 
be computed as follows: 
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This two-wave method is correct for pure 1D hydrodynamic problem, for 
which the values of λ+ and λ- are taken as the extreme values of the 
eigenvalues (Eq. 5.51) of the left and right cells: 
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To ensure the stability of the numerical solution, the time and space steps Δt 
and Δx have to satisfy the classical CFL (Courant-Friedrichs-Lewy) 
condition (Toro, 2001) 
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For problems involving more than two waves, this HLL method can be used 
by accounting only for the two extreme waves. But the scheme is not always 
appropriate because the intermediate waves are neglected, and that can lead 
to numerical diffusion of the solution. 
6.2.2 Modified HLL solvers 
Toro et al. (1994) suggest modifications of the HLL solver to account for a 
third intermediate wave, allowing to solve a three-equation problem. This 
modified solver assumes 4 constant states separated by the three waves. So 
the intermediate state is split into a left intermediate state UL
*
 and a right 
intermediate state UR
*
 (Fig. 6.3).  
The modified HLL solver is obtained by applying the same integral form of 
the conservation laws on the three-wave problem: 
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Figure 6.3 Three-wave Riemann problem 
 
System (Eq. 6.12) has three equations and four unknowns (UL
*
, UR
*
, FL
*
, 
FR
*
). So an additional equation is necessary for each conservation law, in 
order to close the problem. These additional equations differ from one 
problem to the other, and lead to different modified HLL solvers. The 
modified HLL solver has to satisfy the same CFL condition than the 
classical HLL solver (Eq. 6.11). 
6.2.3 CWL model 
Goutière et al. (2008) proposed a modified HLL solver to account for the 
intermediate wave in the computation of the interface flux F
*
 = (q
*, σ*, ψ*)T 
of the CWL system (Eq. 5.45). As shown previously, the CWL system is 
constituted by 3 waves. For a positive flow (u > 0), the first wave celerity is 
always negative and the two other are positive (Fig. 6.4). So the state at the 
interface is always the left intermediate state UL
*
 for positive flows, and the 
sought flux at the interface is FL
*
. 
 
Figure 6.4 Riemann problem for CWL model: (a) subcritical flow; (b) supercritical 
flow 
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For subcritical flow, the eigenvalues propagating mainly hydrodynamic 
information are the extreme eigenvalues λ(1) and λ(3). So, for the mass and 
momentum conservation laws, it can be assumed that the main 
discontinuities will appear across these two waves, while the intermediate 
states will be equivalent: 
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So for the two first equations, in case of subcritical flow, the problem 
reduces to a simple two-wave Riemann problem with a unique intermediate 
state. So Goutière et al. (2008) suggest to compute the intercell mass and 
momentum fluxes using a classical HLL solver: 
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where q
*
 and σ* are respectively the mass and momentum fluxes at the 
interface, and with  
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To ensure the equilibrium of water at rest, Bermùdez and Vasquez (1994) 
and Nujic (1995) propose to replace the term (hR - hL) in Eq. (6.14) by (zwR -
 zwL), with zw = h + zb, as follows: 
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This modification of the mass flux, initially proposed for pure hydrodynamic 
shallow-water models, ensures to maintain a horizontal water surface at rest 
on an uneven bottom.  
For supercritical flows the wave structure is different (Fig. 6.4). The waves 
propagating mainly hydrodynamic information have celerities λ(2) and λ(3) 
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while the wave propagating sediment information have celerity λ(1) , so we 
can assume: 
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So the intercell fluxes should be equals to the left fluxes F1L and F2L in 
supercritical case for positive flows. Using the classical HLL solver 
(Eq. 6.17 and 6.15), and assuming that the celerity λ(1) is close to zero – 
which is the case for fast supercritical flows – we get 
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So the use of the classical HLL solver for the mass and momentum equations 
is appropriate for both subcritical and supercritical flows. 
Concerning the third component of the flux, related to the bed evolution, it 
has to account for the sediment-related wave. As the wave with celerity λ(3) 
propagates mainly hydrodynamic information, it is assumed that the bed 
level and sediment transport is not influenced by this wave:  
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Using this assumption, system (6.12) can be solved and the following 
expression for the sediment flux is found: 
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where qs
*
 and ψ* are respectively the sediment discharge and the sediment 
flux at the interface, and with  
 
  
  





 0,,minmin
0,,maxmax
)1()1(
)2()2(*
RL
RL
 (6.23) 
 1D models: Numerical resolution 131 
It is worth to mention that Eq. (6.22) induces a “liquid” behaviour of the 
sediment (Goutière et al. 2008). Indeed, the sediment flux will tend to reduce 
the difference between zbR and zbL. In most cases, this diffusion due to the 
last term of Eq. (6.22) has no influence on the results, because the product of 
λ– λ* is small and so the first terms are preponderant. But in some cases, 
especially in case of steady flow on a non-horizontal bed, this term becomes 
important, leading to a horizontal equilibrium bed. So Goutière et al. (2008) 
propose to limit this decrease of bed slope to the equilibrium slope, obtained 
for a uniform flow with the same hydraulic parameters: 
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with 
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This modified formulation of the sediment flux (Eq. 6.24) has the main 
drawback to be difficult to extend for 2D models. So in the following results, 
the classical formulation (Eq. 6.22) is used, except for the bed aggradation 
test-case for which Eq. (6.24) has to be used. 
For all the fluxes, the wave speeds λ(1), λ(2), and λ(3) are estimated in each cell 
by means of the approximate analytical expressions for the eigenvalues 
(Eq. 5.50). 
6.2.4 ML-Eq model 
The wave structure of the ML-Eq model (Eq. 5.40) is very similar to the 
wave structure of the CWL model, so the intercell fluxes F
*
 = (q
*
, μσ*, qs
*
)
T
 
can be computed in a similar way. Indeed, the same assumptions hold 
concerning the intermediate states UL
*
 and UR
*
 of the ML-Eq model, leading 
to an identical modified HLL solver: 
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Note that for the ML-Eq model the eigenvalues in each cell are computed 
numerically. Moreover, for the ML-Eq model, no special treatment is needed 
to ensure the equilibrium of water at rest (Nujic 1995), as the first variable 
U1 is equal to the water level zw.  
Finally, the sediment flux formulation (Eq. 6.28) also generates a liquid 
behaviour of the bed. So an adaptation similar to the modification proposed 
by Goutière et al. (2008) can be used to reduce the diffusion: 
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Again, this modification (Eq. 6.29) is not necessary in most cases, and is 
only used in this work to simulate the bed aggradation test-case. 
6.2.5 ML-NonEq model (HLLC solver) 
The interface fluxes F
*
 = (q
*
, σ*, qs
*
)
T
 of the ML-NonEq model (Eq. 5.31) 
are computed using another modified HLL solver, developed by Toro et al. 
(1994). This solver is called HLLC – C standing for contact – and solves a 
three-wave problem including a contact discontinuity as intermediate wave. 
A contact discontinuity is a wave across which the variable is discontinuous, 
but the celerity λ(p) of the wave is continuous (see section 5.3.3 for complete 
waves description).  
The wave-structure of the ML-NonEq problem is illustrated in fig. 6.5 for a 
positive flow (u > 0). 
 
Figure 6.5 Riemann problem for ML-NonEq model: (a) subcritical flow; (b) 
supercritical flow 
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It has been shown in the mathematical description of the ML-NonEq model 
that the extreme waves have the same celerities as the pure hydrodynamic 
waves. It was also shown that the concentration C is the same on both sides 
of these two extreme waves:  
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The intermediate wave has a celerity λ(2) = u. This wave is a contact 
discontinuity for the concentration C. Indeed, the analysis of the generalized 
invariants shows that the concentration C is modified across the intermediate 
wave, while the flow velocity u is the same on both sides of the wave, 
leading to λL
(2)
 = λR
(2)
. 
Again, for the mass and momentum equation, we can assume a unique 
intermediate state, and therefore use the classical HLL formulation for the 
fluxes: 
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These two first fluxes are identical as the mass and momentum fluxes of the 
CWL model (Eq. 6.14–6.15), and as for the CWL model, the term (hR – hL) 
in Eq. (6.31) has been replaced by (zwR – zwL), to ensure equilibrium of water 
at rest (Nujic 1995). 
For the sediment conservation equation however, we have two intermediate 
concentrations C (Eq. 6.30) for a unique discharge q
*
. So the sediment flux 
qs,LR
*
 = (Chu)LR
*
 can be expressed as follows: 
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For a positive flow (u > 0), the interface flux is F3L
*
, while for negative flux 
we use F3R
*
. So the general expression for the sediment flux reads: 
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6.3 Source terms 
The source terms are treated in a second time, once the hyperbolic part of the 
system is solved, following the time splitting algorithm: 
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Among the source terms of the different systems, some are simply evaluated 
in each cell, such as the friction source terms. Other source terms account for 
the spatial derivatives of the main variables, such as the bed slope source 
term. These particular terms can be treated either in the source term operator, 
for instance using a central difference scheme, either incorporated into the 
fluxes through a special lateralization. The second option, proposed by 
Fraccarollo et al. (2003), ensures a good equilibrium of the forces at rest. But 
it is sometimes not as stable as other computational methods. In what 
follows, the treatment of all the source terms is exposed. 
6.3.1 CWL model 
The source terms of the CWL model (Eq. 5.45) can be split in two parts: 
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with Sb being the source term accounting for the bed slope and Sf accounting 
for the friction. It can be seen that these terms only influence the momentum 
conservation equation. The first term Sb comprises the spatial derivative of 
the bed slope, and can therefore be reformulated in the following non-
conservative product: 
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This non-conservative product can be lateralized and included in the fluxes 
calculation, as suggested by Fraccarollo et al. (2003): 
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Lateralized bed source term (LHLL method) 
The additional non-conservative product is included in the fluxes through an 
additional lateralized part, leading to the Lateralized-HLL (LHLL) solver. 
As the non-conservative product only influences the momentum equation, 
only the second component of the flux will be studied in what follows.  
In a first order finite volume scheme, the bed is constant in each cell, so the 
cell interfaces are characterised by a bed step (Fig. 6.6) 
 
Figure 6.6. Bed discontinuity at the interface and resulting lateralized fluxes 
 
This bed discontinuity, accounted for in the non-conservative product, 
generates an artificial difference between the second components of the flux 
on both sides of the interface: 
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Following the methodology used to determine the classical HLL fluxes, it is 
possible to reformulate the integral form of the momentum conservation law 
on control volumes AODE and OBCD of the figure 6.2, but using different 
left and right fluxes, leading to: 
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Removing the intermediate state U2
*
 from the previous system leads to the 
following relation between the fluxes on both sides of the interface: 
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Combining equations (6.39) and (6.42), we deduce the relations for the left 
and right LHLL fluxes: 
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in which σ* is the classical HLL formulation of the momentum flux 
(Eq. 6.15). Note that for a constant bed level, the non-conservative product 
disappears and the lateralized fluxes (Eq. 6.43) reduce to the classical HLL 
flux. It is also important to mention that the choice of the average evaluation 
of the term (gh)
*
 (Eq. 6.40) leads to a correct balance of the pressure forces 
on the left and right interfaces and on the bottom of the cell for water at rest. 
So the chosen formulation ensures the equilibrium of water at rest on an 
uneven bed (Fraccarollo et al. 2003).  
The different expressions of left and right fluxes are accounted for by 
modifying slightly the finite volume equation: 
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Frictional source term 
After the incorporation of the bed source term Sb into the lateralized fluxes 
F
*R
 and F
*L
, a first update of the cell can be computed, leading to the 
intermediate sate Ui
p
. Then the friction source term Sf has to be accounted 
for in a second variable update to lead to the final state Ui
n+1
. 
The friction source term in each cell i is simply evaluated using the classical 
Manning equation for the intermediate variables Ui
p
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6.3.2 ML-Eq model 
The source terms of the ML-Eq model (Eq. 5.40) can also be split in two 
parts: 
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Except for the presence of the variable μ = 1+C(s–1), the source terms of the 
ML-Eq model are similar to the CWL source terms. They are therefore 
treated in a comparable way:  
- The bed slope source term Sb is reformulated as a non-conservative 
product (Eq. 5.52) and included in the LHLL flux calculation. 
- The friction source term Sf is evaluated separately. 
Lateralized bed source term (LHLL method) 
Following the same reasoning as for the CWL model, the LHLL formulation 
for the lateralized second components of the fluxes reads: 
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where (μσ)* is the classical HLL formulation of the momentum flux 
(Eq. 6.27).  
Frictional source term 
After the incorporation of the bed source term Sb into the lateralized fluxes 
F
*R
 and F
*L
, a first update of the cell can be computed, leading to the 
intermediate state: 
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To compute the friction source term, it is necessary to calculate the primitive 
variables Vi
p
 = (hi
p
, qi
p
, zbi
p
)
T
, using the closure relation Ci
p
 = qs(hi
p
,ui
p
)/qi
p
. 
Unfortunately, these primitive variables cannot be easily computed from the 
vector Ui
p
, and an iterative procedure has to be used. As this iterative 
computing procedure is rather time consuming, it is preferable to calculate 
directly the friction source term with the known primitive variables Vi
n
: 
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So the updating algorithm is a simple explicit scheme, followed by an 
iterative procedure to find the primitive variables Vi
n+1
 once the state 
variables Ui
n+1
 are calculated: 
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The iterative procedure is briefly described in Appendix C. 
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6.3.3 ML-NonEq model 
The source terms of the ML-NonEq model (Eq. 5.31) are more complex than 
the source terms of the previous models. They can be split in four parts: 
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where Sb is the bed-slope source term, Sf accounts for the friction, SC 
accounts for the spatial variation of the concentration, and SE is the 
erosion/deposition source term. The two first source terms are identical to 
the CWL source terms. The third term SC results from the presence of 
sediment in the flow, impacting the momentum equation only. Finally, the 
fourth source term SE, accounting for the erosion/deposition between the 
flow layer and the bed, has an impact on the four equations. This term has an 
important influence on the global system, as all the erosion/deposition 
process arises through SE. Moreover, this term includes the closure equation 
related to the sediment transport capacity.  
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As the source terms have an important impact on the solution of the global 
system (Eq. 5.31), a bad treatment of these terms can lead to important 
instabilities, mainly through the creation of oscillations of the bed surface. 
To avoid these bed oscillations, various treatments of the source terms have 
been tested. These treatments will be rapidly described in the following 
sections, and then the final treatment of the source terms is exposed. 
Possibilities for source terms including spatial derivatives 
The source terms Sb and SC are constituted by the spatial derivatives of the 
variables zb and C respectively. So they and can be reformulated in the 
following non-conservative product: 
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This non-conservative product can be lateralized and included in the 
lateralized fluxes, in a similar way as the bed slope term in the CWL model 
(Eq. 6.43). Including both Sb and SC, the lateralized fluxes for the 
momentum equation read: 
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where X
*
 is the average of the value X between the left and right cell: 
X
*
 = (XL + XR)/2. Including the source term in the lateralized fluxes, they are 
accounted for in the first update of the cells. 
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The other possibility is to treat these source terms in the second time of the 
time-splitting method, with a classical finite difference scheme: 
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Various schemes have been tested, leading to the conclusion that the more 
stable results are obtained using a 2
nd
 order central difference scheme. For 
each cell i, the source terms read: 
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Possibilities for other source terms 
Sf and SE do not comprise any derivatives, and can therefore be treated 
pointwise in each cell. The classical way to treat these source terms is to 
include them in a second step of the time-splitting algorithm: 
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where the source terms are evaluated for every cell i: 
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As the erosion source term SE can generate important oscillations of the bed, 
especially while Sb is computed in a lateralized way, different treatments of 
this term have been analysed.  
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The source terms can be accounted for in one step or in multiple steps, 
following a treatment similar to the source term operator proposed by 
Spinewine (2005) and Savary (2007): 
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But for the ML-NonEq model, the use of multiple steps does not reduce the 
problems of oscillations of the bed. Another possibility is to use an implicit 
method for the calculation of one – or more – source term: 
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Unfortunately the complexity of the erosion/deposition source term, 
depending on the closure sediment transport equations, does not allow to use 
a simple implicit algorithm. The semi-implicit algorithm of Runge-Kutta has 
however been tested, but does not improve the stability of the model. 
Finally, an attempt to ‘smoothen’ the results has been considered, by 
calculating the erosion/deposition in a cell as a linear combination of the 
erosion/deposition in the neighbouring cells: 
 
13
211
)(
)()()(




i
capcap
i
capcap
i
capcap
i
capcap
DEk
DEkDEkDE
 (6.61) 
with given coefficients k1, k2 and k3 with the condition k1+k2+k3 = 1. This 
method allows to stabilize a little the oscillations of the bed when using a 
downstream determination of the erosion deposition, i.e. with k1 = 0, 
k2 = 0.4, and k3 = 0.6, but small oscillations remain when using a 
lateralisation of the bed source term Sb. 
Final source terms operator 
The previous methods were tested, and the method giving the most stable 
results, i.e. avoiding oscillations of the bed in most cases, appears to be the 
use a central difference scheme for the source terms Sb and SC (Eq. 6.56) 
combined with a classical pointwise method for the terms Sf and SE 
(Eq. 6.58). So all the source terms of the ML-NonEq model are treated in a 
combined way: 
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Once the first update of the variables (Ui
p
) is realized (Eq. 6.62a), the 
erosion–deposition term is first evaluated. For each cell, the sediment 
discharge qs
cap
 is calculated using one of the experimental formulations 
exposed in Table 2.2. It has been observed that the explicit account of the 
local slope ensures a better stability of the ML-NonEq model, especially 
when simulating a dike erosion case. So, to include the bed angle in the 
calculation of the erosion-deposition, the ML-NonEq model is always used 
with the slope-corrected shear stress proposed by Wu et al. (2000) (Eq. 2.36) 
or with the modified formulation of Smart and Jäggi (2003) (Eq. 2.39). 
Moreover, to ensure this stability of the bed, the slope angle α0 has to be 
calculated in a downstream way: 
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where i+1 is the cell located immediately downstream of the cell i. 
When the sediment transport capacity qs
cap
 is obtained, (E – D) is calculated 
using Eq. (2.25):  
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Some limitations are included to avoid any spurious creation of mass. When 
there is erosion, the eroded quantity is limited to the amount of sediment 
present in the bed. In opposite, when deposition occurs, the volume of 
deposed material is limited to the quantity of sediment present in the flow 
layer. The condition reads: 
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with zbr being the non-erodible bed level. While the erosion–deposition term 
is calculated, the four components of the source terms are evaluated using 
Eqs. (6.56 and 6.58). Then the final update of the variable U is obtained 
(Eq. 6.62b). 
6.4 Boundary conditions 
The fluxes computation for upstream and downstream interfaces differs from 
the other fluxes computation as they have only one neighbouring cell. For 
the extreme interfaces, the fluxes are calculated using the compatibility 
relations of the characteristics, and additional boundary conditions if 
required. 
The boundaries present in the test-case exposed in Chapter 7 include:  
- Upstream and downstream walls; 
- Downstream free outflow condition, also called transmissive 
condition; 
- Upstream inflow condition, with imposed sediment supply. 
A complete analysis of boundary conditions for coupled CWL and 2-Layer 
models can be found in Savary (2007). The number of required boundary 
conditions depends on the orientation of the characteristic curves (directed 
inside or outside of the domain), and so on the sign of the eigenvalues 
(Fig. 6.7). Table 6.1 summarises the signs of the eigenvalues for each model 
in case of subcritical or supercritical flow (see sections 5.3 and 6.2). 
 
Figure 6.7. Characteristic curves at the extreme interfaces 
 
Table 6.1 shows that the three models have a similar wave structure for 
subcritical flows, while they differ for supercritical flows. ML-NonEq model 
has three positive eigenvalues for supercritical flows, while CWL and ML-
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Eq models always have a negative eigenvalue, but this value is close to zero, 
except near Fr = 1 (section 5.3). 
Table 6.1 Sign of the eigenvalues for each model 
 Subcritical flow Supercritical flow 
CWL model λ(1)<0, λ(2) and λ(3)>0 λ(1)<0, λ(2) and λ(3)>0 
ML-Eq model λ(1)<0, λ(2) and λ(3)>0 λ(1)<0, λ(2) and λ(3)>0 
ML-NonEq model λ(1)<0, λ(2) and λ(3)>0  λ(1), λ(2) and λ(3)>0 
 
The determination of the fluxes at the limits of the domain depends on the 
compatibility equations, and on additional boundary conditions. As the 
celerities for CWL and ML-Eq models do not have an easy analytical 
expression, their compatibility equations are also complicated to evaluate. 
For ML-NonEq model however the compatibility equations are given in 
section 5.3.3 (Eq. 5.76). So in the following section, the complete calculation 
of the boundary equations is developed only for ML-NonEq model, and 
approximate evaluation of the boundary conditions are proposed for the two 
other models. Note that as the last equation of ML-NonEq model – related to 
the temporal evolution of the bed – does not depend on fluxes computation, 
no special boundary treatment is needed for this equation. 
The compatibility relations (Eq. 5.76) can be discretised for a given interface 
between cells L and R, in case of subcritical flow, so with λ(1)<0, λ(2) and 
λ(3)>0: 
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with Ui
*
 being the averaged variable at the interface. The fluxes at the 
interface can be determined using the following linearized relation: 
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The mass and sediment fluxes are easy to obtain using the discretized 
compatibility relations. The momentum flux however is obtained using the 
previous relation (Eq. 6.67), and the appropriate coefficients of the Jacobian 
matrix A (Eq. 5.60): 
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6.4.1 Downstream free outflow condition 
Supercritical flow 
If the flow is supercritical, the three eigenvalues of the ML-NonEq model 
are positive. So all the information is coming from the last cell n, and the 
three compatibility relations (Eq. 6.66) are used to determine the flux 
through interface n+1/2: 
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Leading to the following variables at the downstream boundary: 
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The momentum flux is evaluated using Eq. (6.68), leading to the following 
flux estimation at the downstream boundary: 
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For CWL and ML-Eq models, the situation is a bit different because there is 
always one negative eigenvalue (λ1 < 0). So a proper treatment of the 
boundary should account for the related compatibility relations (Savary 
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2007). However, the amplitude of this eigenvalue is generally close to zero, 
so a simplified formulation is used in what follows, with a flux computation 
similar to the ML-NonEq model:  
      niEqMLiCWLi FFF  **  (6.72) 
Subcritical flow 
If the flow is subcritical, the first eigenvalue is negative, and an additional 
boundary condition is needed to replace the first compatibility relation. An 
imposed water depth is usually chosen as downstream boundary condition, 
and the critical flow depth hcrit is imposed if no other specification is given. 
So the system to be solved reads: 
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Solving this system, and using Eq. (6.68) for the momentum flux, we get: 
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In a similar way, the CWL fluxes are computed using the following 
approximate expressions: 
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and for ML-Eq model: 
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6.4.2 Downstream wall 
Only downstream wall treatment is exposed here, but upstream and 
downstream walls are treated in a similar way. For a downstream wall, 
assuming a positive velocity (un ≥ 0) in the last cell n and a subcritical flow, 
there are two positive eigenvalues (λ(2) and λ(3)), and one additional boundary 
condition is imposed: 
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So the system to be solved reads: 
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Using Eq. (6.68) for the expression of the momentum flux, and assuming 
that the velocity un is small due to the presence of the wall, we neglect it so 
that: 
 
 
     
    0
0
*
2/1
*
3
*
2/1
*
2
*
2/1
*
1






nnNonEqML
nnnnNonEqML
nNonEqML
ChuCF
qghF
qF
 (6.79) 
For the CWL and ML-Eq models, the following expressions are used: 
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If the velocity on the last cell is negative (un < 0), the momentum flux is 
simply calculated by assuming zero discharge in the last cell.  
The mass and momentum fluxes remain identical, while the momentum flux 
becomes: 
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So we have the general form: 
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6.4.3 Upstream inflow condition 
Subcritical flow 
For subcritical flow, λ(1) is negative, so the related compatibility relation is 
linked to the first cell, and two additional boundary conditions have to be 
imposed. Usually, the flow discharge and sediment supply are imposed 
upstream, leading to the following system for the upstream interface 1/2: 
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with qin and qs,in being the imposed inflow and sediment discharges 
respectively, and where the subscript 1 refers to the first cell. The following 
fluxes are deduced: 
 
 
     
    insNonEqML
inNonEqML
inNonEqML
qhuCF
qqghuF
qqF
,
*
2/1
*
3
111
*
2/1
*
2
*
2/1
*
1






 (6.84) 
For the CWL model, the following expressions are used: 
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and for the ML-Eq model: 
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with μimp = 1+Cimp(s-1). 
Supercritical flow 
If the flow is supercritical in the first cell, all the eigenvalues of the ML-
NonEq model are positive. So all the information is coming from outside of 
the domain, and three boundary conditions have to be provided: 
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The momentum flux is calculated using the imposed flow parameters, as all 
the information is coming from outside: 
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leading to the following fluxes: 
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For ML-Eq and CWL models, as the sediment-related eigenvalue λ(1) is 
negative, only two boundary conditions are necessary. But, as the celerities 
for CWL and ML-Eq models do not have an easy analytical expression, their 
compatibility equations are also complicated to evaluate. Moreover, it has 
been shown that λ(1) is close to zero, and for practical purpose, the sediment 
supply has generally to be imposed. Therefore three boundary conditions are 
also provided for CWL and ML-Eq models, leading to the following 
expressions: 
 
 
 
   
0
,
0
*
2/1*
3
*
2/1
*
2
*
2/1
*
1
11 





inss
CWL
inCWL
inCWL
qq
F
F
qqF
 (6.90) 
and for the ML-Eq model: 
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Practically, this “forcing” of three upstream boundary conditions, even if not 
completely physical, does not lead to any numerical problem. 
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6.5 Wetting-drying treatment 
The small water depths present at the wetting-drying front can cause 
unphysical high velocities (u = q/h), which in turn causes unrealistic 
sediment transport. This problem is particularly relevant when modelling 
rapid transient flows on dry beds, such as dam-break problems, and for wave 
modelling and treatment of the shoreline (Hubbard and Dodd, 2002). To 
avoid such problem of unphysically high velocities, it is important to 
implement a strategy to deal with wetting-drying fronts.  
Threshold flow depth 
Most of the strategies present in the literature are numerical tricks, and 
proper solutions do not seem to exist (Soares-Frazão, 2002). In the present 
model, a threshold value for water depth is defined, and the wetting-drying 
front is modelled by imposing a zero-velocity in the cell when the water 
depth is lower than this threshold value (hthres = 10
-5
 m here). When the flow 
is set to zero in a cell, this cell is defined as being dry, and the computed flux 
going out of the cell is also equal to zero. The sediment transport, linked to 
the flow velocity, also vanishes. The water depth is however not set to zero, 
in order to ensure mass conservation in the whole domain. 
More complex models were developed to deal with wetting-drying problems 
(Sleigh et al. 1998, Hubbard and Dodd 2002). These models assume two 
threshold values for the flow depth (hthres,1 < hthres,2), leading to the definition 
of dry cells (if h < hthres,1) and partially dry cells (if hthres,1 < h < hthres,2). For 
partially dry cells, the momentum flux is set to zero but the mass flux is 
considered. These models however show very low improvement in 
comparison with classical methods with only one threshold depth. 
General topography 
A good treatment of wetting-drying fronts on sloping beds is particularly 
relevant when modelling the overtopping of a dike. When modelling a 
general topography with a first order finite volume scheme, the bottom is 
modelled as a succession of cells with constant bed levels, leading to a step-
like modelling of the slopes. The present section studies the various 
situations encountered when dealing with slopes, by extending a reasoning 
initially proposed by Soares-Frazão (2002). 
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In case of sloping beds, different situations can appear (Fig. 6.8). The first 
situation (Fig. 6.8a) corresponds to a classical situation of two neighbouring 
wet cells, for which the fluxes are calculated using the solvers present 
previously. Situations (b) and (c) (Fig. 6.8) correspond to a flow on an 
upward step. In these cases, the mass flux is computed normally for case (b), 
while it is set to zero for case (c), to avoid an unrealistic “jump” of the flow: 
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Figure 6.8. Discretisation of the flow on general bed topography 
 
Situation (d) (Fig. 6.8d) corresponds to a limit situation, where two 
neighbouring cells present low flow depth in comparison with the discretised 
bed steps. The appearance of such situation depends on the water depth in 
the cells, on the bed slopes and on the mesh size. Situation (e) (Fig. 6.8e) is 
an extreme case of situation (d). The calculation of the mass flux in cases (d) 
and (e) depends only on the threshold condition on the flow depth, so if the 
cells are considered as dry cells or not. If one cell is not dry, situations (d) 
and (e) lead to a “jump” of flow from one cell to the other, which is not the 
exact physical process when water is flowing over the slope. However, 
imposing a zero-mass-flux in these cases would lead to delay the wave front 
over steep downsloping beds, especially in case of coarse mesh.  
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When dealing with water on a general topography, it is also important to 
ensure the good behaviour of water at rest. The momentum fluxes on both 
sides of the cell have to be in equilibrium to ensure the water to stay at rest. 
As the momentum flux includes the lateralized pressure source term – or bed 
slope source term – in CWL (Eq. 6.43) and ML-Eq (Eq. 6.47) models, a 
small modification has to be included in situation (c) (Fig. 6.8c). As 
illustrated in Figure 6.9, the term Δzb = (zbR – zbL) in the computation of the 
lateralized fluxes (Eqs. 6.43 and 6.47) is replaced by: 
 





RbbLwRthresL
LbbRwLthresR
hzzzhhif
hzzzhhif
)(&)(
)(&)(
 (6.93) 
 
Figure 6.9. Discretisation of the flow on general bed topography: pressure balance 
on water at rest 
6.6 Summary 
The present chapter analysed the numerical resolution of the three 1D model 
exposed in Chapter 5. The algorithm of resolution for each model is 
summarised hereunder. 
CWL model 
The CWL model is solved in the following way. For every time step: 
- Calculation of the celerities using the approximate analytical 
formulation (Eq. 5.50) 
- Computation of the fluxes using the modified HLL solver 
(Eqs. 6.17, 6.15 and 6.22) and lateralisation of the bed source term 
(Eq. 6.43) 
- First update of the variables U (Eq. 6.44a) 
- Computation of the friction source term in each cell (Eq. 6.45) 
- Second update of the variables U (Eq. 6.44b) 
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ML-Eq Model 
The ML-Eq model is solved in the following way. For every time step: 
- Calculation of the celerities using a numerical approach. 
- Computation of the fluxes using the modified HLL solver (Eqs.6.26, 
6.27, 6.28) and lateralisation of the bed source term (Eq. 6.47) 
- Computation of the friction source term in each cell (Eq. 6.49) 
- Update of the variables U (Eq. 6.50a) 
- Iterative procedure (Eq. 6.50b) to find the primitive variables V 
(Appendix C) 
ML-NonEq model 
The ML-NonEq model is solved in the following way. For every time step: 
- Calculation of the celerities using the exact analytical expression 
(Eq. 5.62) 
- Computation of the fluxes using the HLLC solver (Eqs. 6.31, 6.32, 
6.34) 
- First update of the variables U (Eq. 6.62a) 
- Estimation of the erosion-deposition and computation of all the 
source terms (Eqs. 6.56 and 6.58) 
- Second update of the variables U (Eq. 6.62b) 
 
  
Chapter 7 1D models: Results and 
validation 
7.1 Introduction 
The numerical models developed in Chapter 5 and Chapter 6 are tested 
against three different cases. The first test-case is a dam-break flow over an 
erodible bed. This case implies a fast transient flow inducing important 
sediment transport, and a rapid variation of the bed. The second test-case, 
representing a steady flow on a slowly aggradating bed with an initial steep 
slope, differs largely from the first one. Finally, the last case represents the 
erosion of a sand embankment by overtopping (Chapter 3).  
For each problem, the results obtained with the CWL, ML-Eq and ML-
NonEq models are systematically compared to each other, and the numerical 
results are compared to experimental data or analytical solutions. Moreover, 
the influence of the sediment transport formulation on the bed evolution is 
also studied for each case. 
7.2 Dam-break flow over a mobile horizontal bed 
The first test-case, reported by Fraccarollo and Capart (2002) and 
Fraccarollo et al. (2003), studies the morphological evolution of a mobile 
bed subject to a sudden dam-break flow. For such fast transient flows, 
intense sediment transport is observed (Capart 2000, Spinewine and Capart 
2013). The sediment bed is constituted by PVC particles lighter than natural 
sand, leading to an intense bed-load sediment transport at the wave front. 
7.2.1 Test-case description 
The experimental test was conducted at the Hydraulics Laboratory of the 
Université catholique de Louvain, Belgium, by Van Goethem and Villers 
(2000). The flume was 2.5 m long, 10 cm wide, with sidewalls 35 cm high. 
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The bed is composed of cylindrical PVC pellets with equivalent diameter 
d = 3.5 mm and specific density ratio of s = 1.54. The fully saturated bed is 
initially flat with a level zb = 0 m (Fig. 7.1). 
 
Figure 7.1. Dam-break on a mobile bed: test-case set-up. 
 
A sluice gate is placed at the middle of the flume, representing the dam. The 
origin of the axes is taken at the gate location. The initial water depth 
upstream of the gate is h0 = 0.10 m. At t = 0 s the gate is rapidly lifted, with a 
time removal tr < 50 ms. As this lifting time is below the criterion of Lauber 
and Hager (1998) – tr < (2h0/g)
0.5
 = 140 ms – it represents an idealised 
instantaneous dam break. The bed and water evolutions are recorded through 
the glass wall using fast cameras. Fraccarollo and Capart (2002) showed that 
the sediments were mainly transported by intense bed load, with flow 
conditions remaining under suspension threshold. The effect of the wall 
friction is neglected in the numerical models, and only bed friction is 
considered. Indeed, for the dam break case, the flume width b = 0.2 m –
related to the bred friction – is larger than the dam break flow depth 
h ≈ 0.03 m – related to the wall friction. So the neglecting of wall friction is 
not a problem in the present case. 
7.2.2 Results with CWL and ML models 
The Manning coefficient related to the bed is estimated to n = 0.025 s m
-1/3
 
and the bed porosity is set to ε0 = 0.3, as suggested by Wu and Wang (2007). 
Meyer-Peter and Müller (1948) formulation is used to compute the sediment 
transport capacity. For all numerical results, a mesh size of Δx = 0.005 m is 
used, with a CFL coefficient of 0.9 to calculate the time step. The boundary 
conditions include a wall upstream and a free outflow downstream of the 
flume. As the main purpose of the present test-case is to compare the results 
obtained with the different numerical models, the numerical results will first 
be compared to each other. A comparison with experimental data will 
follow. 
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Results with CWL model 
Figure 7.2 shows the water and bed profiles obtained with the CWL model 
after 0.1 and 0.3 s. The first observation is the absence of transport layer in 
the CWL results. Indeed, this simplified model does not consider any 
mobilisation of sediment in the flow, so the transported sediments stay in the 
bed. Therefore, the CWL bed layer includes both static and moving 
sediments. 
 
Figure 7.2. Dam-break flow over a mobile bed with ML-NonEq model: Bed and 
water profiles at t = (a) 0.1 s and (b) 0.3 s. Simulated flow with Nujic modification 
(dark dotted line) and without Nujic modification (blue line). 
 
The results of Figure 7.2 are calculated with the modification of the mass 
flux proposed by Nujic (1995) (Eq. 6.17): 
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or without Nujic modification (Eq. 6.14): 
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Nujic modified formulation of the mass flux is originally aimed at ensuring a 
good behaviour of water at rest on an uneven fixed bed. It can be seen that 
Nujic modification leads to the appearance of oscillations in the water and 
bed profiles (black lines in Fig. 7.2). Indeed, regarding the intense sediment 
transport occurring during this dam-break case, the temporal variation of the 
bed dzb/dt is not negligible in comparison with the variation of the flow 
depth dh/dt. So the assumption of slow variation of zb used to obtain the 
simplified mass conservation equation of the CWL model (Eq. 5.42) is rather 
questionable. When using the Nujic modification, the mass flux q
*
 (Eq. 7.1), 
used to evaluate the temporal evolution of the flow depth h (Eq. 5.42), 
depends on the spatial variation of the water surface zw = zb + h. As this 
water surface evolves largely faster than the water depth, there is 
incoherence in using the water level zw in Eq. (7.1) for the calculation of the 
temporal evolution of the flow depth h. This incoherence does not appear for 
pure hydrodynamic problems, as the temporal evolution of zw equals the 
evolution of the flow depth h.  
In contrast, the use of the classical HLL solver for the mass flux (Eq. 7.2), 
without Nujic modification, avoids such incoherence, and so prevents the 
appearance of oscillations. Anyway, these results show the limitation of the 
simplified CWL model when intense sediment transport occurs, resulting in 
a rapid variation of the bed. 
Comparison with ML models 
Figures 7.3 and 7.4 present a comparison between the results obtained with 
CWL, ML-Eq and M-NonEq models after 0.1 and 0.5 s, still using MPM 
formulation for sediment transport. Figure 7.3 shows the water and bed 
profiles, and the concentration profiles for the ML models, while a zoom on 
the bed is shown in Figure 7.4. The dotted lines for ML models in 
Figures 7.3 and 7.4 represent the upper boundary zs of the fictitious sediment 
transport layer if the sediments distributed in the whole flow layer were 
transported near the bed with a concentration Cb = (1-ε0): 
 
b
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C
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This artificial sediment transport layer is equivalent to the transport layer 
obtained by Fraccarollo and Capart (2002) when using a 2-layer model. 
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For the ML-NonEq model, the adaptation length is set equal to the mesh size 
Lb = Δx = 0.005 m, corresponding to a nearly-equilibrium sediment transport 
mode. The influence of this parameter is analysed in the next section. 
Moreover, the sediment transport in the ML-NonEq model is calculated with 
MPM formulation, and including the impact of the bed slope through the use 
of Wu’s slope correction factor (Eq. 2.36). Even if no important slope is 
observed in this case, the use of this correction factors avoids any 
appearance of bed oscillation (see section 6.3.3). 
 
 
 
Figure 7.3. Dam-break flow over a mobile bed: Bed, water and concentration 
profiles at t = (a) 0.1 s and (b) 0.5 s. Simulated flow with CWL model (blue line), 
ML-Eq model (green line) and ML-NonEq model (red line). For ML models, the 
dotted line (--) represents the profile zs = zb+hC/Cb. 
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Figure 7.4. Dam-break flow over a mobile bed: Zoom on the bed profile and 
sediment transport layer at t = (a) 0.1 s and (b) 0.5 s. Simulated flow with CWL 
model (blue line), ML-Eq model (green line) and ML-NonEq model (red line). For 
ML models, the dotted line (--) represents the profile zs = zb+hC/Cb. 
 
It can be seen in Figures 7.3 and 7.4 that the results obtained with the 
simplified CWL model differ from the ML models. Indeed, discrepancies are 
observed in the water profiles, and the wave front calculated with the CWL 
model is faster, especially during the first seconds after the dam break 
(Fig. 7.3a). Discrepancies are also observed between the bed level of the 
CWL model and the boundary of the fictitious sediment transport layer, 
representing the amount of sediments mobilized in the flow with the ML 
models (Fig. 7.4). The sediment transport is indeed really high with a depth-
averaged concentration C up to 60% (Fig. 7.3), while Garegnani et al. (2013) 
suggest limiting the use of simplified CWL models to concentrations lower 
than 1%.  
In contrast, both ML models give similar results, even if the numerical 
solvers are rather different. This similarity between ML-Eq and ML-NonEq 
models indicates that the choice of Lb = Δx leads to quasi-equilibrium 
sediment transport modelling with the ML-NonEq model. This similarity 
between both results also allows the validation of both models and their 
numerical solvers. 
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Comparison with experimental data 
Figure 7.5 compares the numerical results with experimental data for 
t = 0.5 s. It can be seen that all the models underestimate the sediment 
transport in this case with MPM formulation. This can be due to the 
important 3D effect near the gate during the first seconds of overtopping, 
and suggests that more complex models and/or more appropriate sediment 
transport formulations should be used for the present test-case. 
 
Figure 7.5. Dam-break flow over a mobile bed: Bed, water and concentration 
profiles at t = 0.5 s. Comparison between numerical results (colour lines) and 
experimental data (black plots). 
Influence of the adaptation length Lb in the ML-NonEq model 
As described in section 2.2.4, the non-equilibrium adaptation length for bed 
load transport Lb is linked to bed forms and sediment motion, but is usually 
taken as a calibrated coefficient, and the evaluation of this parameter is still 
subject to various uncertainties (Cao and carling 2002, Wu 2004, Wu and 
Wang 2007, Wu et al. 2012). In the previous results, the adaptation length in 
the ML-NonEq model was set to Lb = Δx = 0.005 m. Taking an adaptation 
length equal to the mesh size is a way to model sediment transport close to 
the equilibrium. Contrarily, taking longer adaptation lengths increases the 
non-equilibrium effect of sediment transport.  
Figures 7.6 shows the results of the ML-NonEq model after 0.1 and 0.3 s, for 
an adaptation length Lb = Δx = 0.005 m (continuous lines), corresponding to 
a quasi-equilibrium sediment transport as shown previously, and Lb = 0.25 m 
(dotted lines), expressing a non-equilibrium sediment transport.  
It can be seen that the use of a large adaptation length reduces considerably 
the sediment transport, and so the bed erosion. The peak of sediment 
concentration in the flow is reduced by 50% after 0.1 s and by 37% after 
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0.3 s when using Lb = 0.25 m. This reduced sediment transport generates 
results even farther away from experimental data (see Fig. 7.5), showing that 
an equilibrium sediment transport can be used for bed-load in the present 
case of intense bed erosion. This confirms the conclusions of Cao et al. 
(2012) concerning the fast adaptation of bed-load transport to equilibrium 
conditions. 
 
  
 
 
Figure 7.6. Dam-break flow over a mobile bed with ML-NonEq model: Bed, water 
and concentration profiles at t = (a) 0.1 s and (b) 0.3 s. Simulated flow with 
Lb = 0.005 m (-) and Lb = 0.25 m (--).  
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7.2.3 Influence of sediment transport formulations 
All the previous results were simulated using MPM formulation, which is 
initially not calibrated for intense sediment transport as encountered in this 
test case. So Figure 7.7 compares the results obtained for all the selected 
sediment transport present in Table 2.2. The results, simulated with the 
simple CWL model, are aimed at showing the variability of the results 
depending on the chosen sediment transport formulation. 
 
Figure 7.7. Dam-break flow over a mobile bed with CWL model and various 
sediment transport formulations: (a) Bed and water profiles at t = 0.5 s and (b) zoom 
on the bed (zw is missing) – comparison with experimental data (black dots). 
 
It can be seen in Figure 7.7 that the erosion is influenced by the choice of the 
sediment transport, but none of the selected sediment transport formulations 
is able to reproduce the experimental observations. Indeed, a 2D vertical 
model including vertical flow pattern should be more appropriate for such a 
case. Nevertheless, it can be observed that the classical MPM formulation 
gives an intermediate erosion rate, such as SJ and the sheet flow formulation 
of Abrahams. The formulation of Wong and Parker however underestimates 
largely the erosion, with a bed variation of Δzb = –4.6 mm in x = 0. 
Formulations of Camenen and Larson, Wu and Wilson lead to the deepest 
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erosion hole, with Δzb = –7.8 mm in x = 0 for the sheet flow formulation of 
Wilson. Finally, the jump observed in the bed profile obtained with Wilson 
formulation is due to the linear transition between Wilson and MPM 
formulations (algorithm described in Eq. 2.20). A better transition between 
both equations could reduce this jump. 
7.3 Bed aggradation 
The second test represents the progressive aggradation of an inclined plane 
sediment bed subject to an excess of sediment supply. The studied bed 
slopes are smaller than the typical dike slopes, but they are steep enough to 
lead to supercritical flows. This test was experimentally and analytically 
studied by Bellal (2013) and is also reported in (Capart et al. 1998). 
7.3.1 Experimental test-case and analytical solution 
Figure 7.8 schematizes the bed aggradation test-case. The initial condition 
consists in a supercritical flow with a steady discharge over a constant steep-
sloped sand bed. At t = 0 s the sediment supply is suddenly increased to a 
constant given value, without changing the water discharge. This leads to a 
progressive aggradation of the bed, until reaching the final equilibrium 
slope. Indeed, the bed evolves in order to equalize sediment supply and 
sediment transport capacity, corresponding to the final equilibrium situation.  
 
Figure 7.8. Schematic description of bed aggradation test-case (Capart et al. 1998) 
 
Capart et al. (1998) proposed an analytical model to simulate the temporal 
evolution of the slope. This model solves analytically the ML-Eq equations, 
with the Meyer-Peter and Müller (1948) formulation for sediment transport 
and Manning’s formulation for friction computation. The analytical solution 
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accounts for the friction on the bed and on the walls according to Einstein’s 
assumption. They validate this model by comparing the analytical solution 
with the experimental measures (Fig. 7.9), using the following parameters: 
the flume is 0.5 m wide and 6.9 m long, the initial slope is S0
i
 = 2.14%, the 
water and sediment supplies are respectively qin = 15.96 l/s/m and 
qs,in = 0.147 l/s/m, the sand has a median diameter d = 1.65 mm with bed 
porosity ε0 = 0.42, the bed and wall roughness’s are respectively 0.0165 and 
0.0195 s m
-1/3
. These test-case conditions lead to a final equilibrium bed 
slope of S0
∞
 = 3.03%.  
 
Figure 7.9. Bed aggradation: comparison between analytical results and 
experimental data for a 0.5 m wide flume (Capart et al. 1998). 
 
Figure 7.9 shows a good agreement between analytical solution and 
experimental data, allowing the use of the analytical solution for further 
comparisons with the CWL and ML numerical models. In what follows, the 
same parameters for the bed aggradation test-case are used, but with the 
assumption of an infinitely large flume. So the roughness of the wall is 
neglected, leading to a lower final equilibrium bed slope of S0
∞
 = 2.77% 
(Fig. 7.10). 
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Figure 7.10. Bed aggradation: analytical solution for an infinitely wide flume. 
7.3.2 Results with CWL and ML models 
For all numerical results, a mesh size of Δx = 0.1 m is used, with a CFL 
coefficient of 0.9. As the flow is supercritical, the upstream boundary 
conditions consist in imposing the water discharge qin and sediment transport 
qs,in, with a critical depth hcrit = qin
2/3
/(g
1/3
) (Eq. 6.87). Downstream, the water 
flows freely (Eq. 6.72), but the sediment transport is evaluated in order to 
force a constant bed in the last cell n: 
    2/12/1 *3
*
3  nFnF . (7.4) 
Results with CWL and ML-Eq models 
As no transient flow is encountered in the bed aggradation case, and given 
the slow variation of the bed, the assumption of local equilibrium sediment 
transport is first accounted for. So we will first compare only CWL and ML-
Eq models. To ensure the good modelling of the bed aggradation test-case, 
and especially the modelling of the appropriate equilibrium final state, two 
modifications have to be introduced in the models. 
First, the modification proposed by Goutière et al. (2008) to limit the “liquid 
behaviour” of the bed has to be used (Eq. 6.24). This “liquid behaviour” is 
induced by the HLL sediment flux formulation. Without Goutière 
modification, the bed would tend to a horizontal final equilibrium, which is 
not physical and does not allow a proper simulation of the aggradation 
process. This modification has to be included in both CWL model (Eq. 6.24) 
and ML-Eq model (Eq. 6.29).  
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Secondly, the time-splitting algorithm (Eq. 6.44): 
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cannot be used. Indeed, the final equilibrium state corresponds to the 
equilibrium between the bed slope S0 = -∂zb/∂t, accounted for in the 
lateralized flux computation, and the friction slope Sf, included in the source 
terms of the momentum equation (Eq. 5.43). Applying the time-splitting 
algorithm, the fluxes – and so the bed slope S0 – are calculated using the 
variables Ui
n
, while the friction slope is calculated with the intermediate state 
Ui
p
. This algorithm leads to a wrong equilibrium S0(Ui
n
) = Sf(Ui
p
) for flow in 
equilibrium. So, to calculate the good equilibrium, it is important to suppress 
the intermediate update of the cell in CWL model, in order to calculate both 
slopes for the same variables Ui
n
: 
       nifniLiniRinini t
x
t
USUFUFUU 
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1  (7.6)  
No modification has to be introduced in the ML-Eq model, as no time-
splitting algorithm is used. 
Figure 7.11 shows the comparison between the numerical results – with 
CWL model in blue and ML model in green – and the analytical solution.  
  
Figure 7.11. Bed profile aggradation: comparison between analytical solution and 
numerical results with CWL and ML-Eq model. 
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It can be seen in Figure 7.11 that both numerical models succeed in 
modelling the bed aggradation case, leading to results close to the analytical 
solution, with a small underestimation of the slope upstream of the flume. 
Both numerical models also give very similar solutions. Even if the sediment 
supply is important, the sediment concentration in the flow is rather small, 
with Cin = qs,in/qin = 0.0092. Following the conclusions of Garegnani et al. 
(2013), a simple CWL can indeed be used when the sediment concentration 
is lower than 1%, which is the case here.  
Results with the ML-NonEq model 
In the ML-NonEq model, the evolution of the bed is linked to both fluxes 
and source terms. So, in order to ensure a constant bed level downstream, the 
erosion-deposition source term is set to zero in the last cell. Figure 7.12 
compares the water and bed profiles obtained with CWL and ML-NonEq 
models after 900 and 7000 s. Both profiles are calculated with MPM 
formulation for bed-load transport and with Lb= Δx =0.1 m for ML-NonEq 
model. Moreover, Wu’s correction for the slope (Eq. 2.36) is used to 
improve the stability of the ML-NonEq model. The actual 
erosion / deposition profile (E
cap–Dcap) is also presented (Fig. 7.12b-d). 
It can be seen in Figure 7.12 that the global phenomenon of aggradation is 
reproduced by the ML-NonEq model, but important bed oscillations appear, 
and lead to an overestimated mean slope of the bed profile after 7000 s 
(Fig. 7.12c). These oscillations keep the same wavelengths and amplitudes 
during the aggradation process. They are linked to a spatial alternation of 
erosion and deposition (Fig. 7.12b, d).  
Water and bed surfaces are in phase, and the oscillations are progressively 
moving upstream. So these bed oscillations have the same behaviour as 
antidunes. Appearance of antidunes has been reported previously by Wu and 
Wang (2008) when using ML-NonEq model, but the bed oscillations in the 
present case cannot be regarded as a physical process if we compare it to the 
experimental profile (Fig. 7.9). Moreover, the appearance of antidunes 
observed by Wu and Wang (2008) is dependent to the adaptation length and 
mesh size, so an analysis of the influence of these numerical parameters in 
the present case is proposed. 
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Figure 7.12. Bed profile aggradation: comparison between CWL and ML-NonEq 
models with Lb= Δx =0.1 m at t = 900 s and t = 7000 s: (a-c) water profile (dotted 
lines) and bed profile (full lines) and (b-d) erosion-deposition profiles. 
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Influence of the adaptation length 
As the bed oscillations observed in Figure 7.12 are a numerical phenomenon, 
it is important to relate them to the parameters of the numerical model. 
Therefore, Figure 7.13 compares the bed profile obtained with different 
adaptation lengths for bed-load transport: Lb = 0.02, 0.05 and 0.10 m. As 
there is no physical meaning in imposing an adaptation length smaller than 
the mesh size, the mesh size is adapted in order to coincide with each 
adaptation length (Lb = Δx).  
 
 
Figure 7.13. Bed profile at t = 900 s with ML-NonEq model: bed profiles (a) and 
erosion-deposition profiles (b) with Lb = Δx = 0.02, 0.05 and 0.10 m. 
 
Figure 7.13 shows that the amplitude and wavelength of the oscillations is 
highly dependent on the adaptation length and mesh size. Higher adaptation 
length and mesh size lead to large oscillations, while a small adaptation 
length reduces the oscillation wavelength and increase the amplitudes of the 
erosion-deposition oscillations (Fig. 7.13b). This confirms the difficulty to 
choose an adequate adaptation length parameter (Wu et al. 2004). 
 1D models: Results and validation 173 
In order to distinguish the influence of the mesh and of the adaptation length, 
Figure 7.14 compares the results for a given adaptation length Lb = 0.10 m 
with three different mesh sizes Δx = 0.02, 0.05 and 0.10 m. It can be seen 
that the mesh size alone influences also the wavelength of the bed 
oscillations. Finally, Figure 7.15 analyses the influence of the CFL condition 
on the bed oscillations, for Δx = Lb = 0.01 m. Indeed, the use of a smaller 
CFL coefficient (CFL = 0.1) reduces considerably the time step, which 
should improve the results. However, this reduction does not modify the 
shape and amplitude of the bed oscillations for the bed aggradation test-case 
(Fig. 7.15).  
In summary, the dependence of the bed oscillations on the mesh size 
confirms that they are numerical spurious phenomena, not related to any 
physical process. And these numerical phenomena are inherent to the model, 
and cannot be smoothen by using a smaller time step. 
 
 
Figure 7.14. Bed profile at t = 900 s with ML-NonEq model and Lb = 0.1 m: bed 
profiles (a) and erosion-deposition profiles (b) with Δx = 0.02, 0.05 and 0.10 m. 
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Figure 7.15. Bed profile at t = 900 s with ML-NonEq model and Δx = Lb = 0.1 m: 
comparison with CFL = 0.9 and CFL = 0.1. 
7.3.3 Influence of sediment transport formulations 
Let us now analyse the impact of the sediment transport on the evolution of 
the aggradating bed. As the final state consists in the equilibrium between 
the transport capacity and the sediment supply, it is clear that the choice of 
the sediment transport formulation influences the final bed slope. In case of 
equilibrium uniform flow, the sediment transport capacity can be expressed 
as a function of the bed slope S0. Figure 7.16 presents the relation between 
sediment transport capacity and bed slope for each empirical formulation of 
Table 2.2 in case of a uniform flow, with the same discharge and the same 
sediment parameters as the bed aggradation case. The comparison is done 
for slopes up to 5% (Fig. 7.16a), the range encountered in the aggradation 
case, and for larger slopes (Fig. 7.16b), potentially met in dike cases.  
Figure 7.16 shows large differences between the sediment transport 
formulations, for large slopes as well as for lower slopes. For slopes up to 
5%, MPM formulation gives the larger sediment transport, while WP and 
Wu predict the lower sediment transport (Fig. 7.16a). Sheet flow is not 
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encountered for these low slopes, as the Shields parameter equals 0.32 for 
S0 = 5%, so lower than the sheet flow boundary τ* > 0.5. For larger slopes, 
WP still predicts the lowest sediment transport, followed by MPM, while SJ 
and both sheet flow formulations (A and Wi) give the higher transport 
capacity (Fig. 7.16b). So the differences between the sediment transport 
formulations depend on the flow, and especially on the related shear stress. 
 
 
Figure 7.16. Relation between sediment transport capacity and bed slope for a 
uniform flow with unit discharge q = 15.96 l/s/m, and d = 1.65 mm, for slopes (a) up 
to 5% and (b) up to 35%. The grey line in (a) represents the sediment supply in 
aggradation test. 
 
Figure 7.17 presents the resulting equilibrium bed profiles for the bed 
aggradation case, obtained with the different sediment transport formulations 
for qs = qs0 = 0.147 l/s/m. The sheet flow formulations are not reported in 
this comparison as τ* < 0.5 (Fig. 7.16a). 
Figure 7.17 shows large differences between the final bed slopes calculated 
with each sediment transport formulation. As WP calculates less sediment 
transport, the resulting equilibrium slope is larger (S0
∞
 = 4.83%), nearly 2 
times higher than the final slope with MPM formulation (S0
∞
 = 2.77%).  
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Figure 7.17. Bed aggradation case: final equilibrium bed profile for different 
sediment transport formulations with identical sediment parameters (MPM being the 
reference formulation). 
 
So the choice of the sediment transport is very important when simulating 
equilibrium flows, while the use of CWL or ML-Eq numerical model only 
leads to small discrepancies. 
7.4 Dike erosion by overtopping 
The present section aims to validate the numerical models and the various 
sediment transport formulations on a dike overtopping test case. The 
numerical results are first compared to the dike overtopping experimental 
data described in Chapter 3 (hereunder refered as the UCL test-case). This 
comparison was previously reported by Van Emelen (2013) and Van Emelen 
et al. (submitted 1).  
The numerical models are then applied on a second experimental test-case 
conducted at the Laboratory of Hydraulics, Hydrology and Glaciology 
VAW, of the Swiss Federal Institute of Technology, ETH Zurich by 
Schmocker and Hager (2009) (hereunder referred as the ETH test-case). The 
ETH test-case has the same geometry as the UCL test-case but with different 
sand characteristics and overflow conditions. This second comparison was 
previously reported by Van Emelen et al. (2012b).  
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After a short description of both test-cases, the results are first shown for the 
UCL test-case (sections 7.4.2 and 7.4.3) and then for the ETH test-case 
(section 7.4.4). 
7.4.1 Test-cases description 
As described in Chapter 3, the UCL test-case consists in a 0.20 m high sand 
dike placed in a 10 m long and 0.20 m wide horizontal flume. The dike crest 
length is 0.10 m, and the upstream and downstream slopes are 1V:2H, with a 
5 cm thick sand layer downstream of the dike. The sediment characteristics 
used for the numerical modelling are s = 2.65, 0 = 0.43, d50 = 0.61 mm, 
resulting in n = d50
1/6
/21.1 = 0.0138 s m
-1/3
 following Strickler’s (1923) 
formula. The range of best efficiency of Manning-Strickler formulation has 
been defined as h/d50 < 100 (Huybrechts et al. 2011), corresponding to 
h < 6.1 cm for the studied dike material. It has been verified that the water 
depth never exceeds this value on the downstream dike slope and 
downstream of the dike. The initial water level is 0.17 m upstream of the 
dike, and upstream boundary condition consists in an inflow of 2.5 l/s 
upstream of the reservoir. As the upstream reservoir is larger than the flume, 
its geometry cannot be reproduced exactly into a 1D model. So the upstream 
reservoir is modelled with a length of 12 m and a width of 0.2 m to ensure 
the same storage capacity as the actual reservoir (2 m  1.2 m) of the 
experimental set-up. 
In the ETH test-case, the dike has the same geometry as the UCL test-case 
(dike height = 0.20 m, crest length = 0.10 m, slopes = 1V:2H). The dike is 
placed in a 8 m-long and 0.20 m-wide horizontal flume, at 1 m from the 
flume intake. The dike is made of a coarse sand (d = 2 mm, s = 2.65, 
0 = 0.43, n = d50
1/6
/21.1 = 0.0168 s m
-1/3
). No additional sand-layer is placed 
downstream of the dike, but the seepage is controlled using bottom drainage 
under the dike. A constant inflow of Q0 = 16 l/s is imposed just upstream of 
the flume (there is no upstream storage reservoir). 
For both cases, the mesh size is Δx = 0.01 m and the CFL number is 0.9. The 
origin of the coordinate system (x, z) is taken at the upstream embankment 
toe. The downstream boundary condition is a free outflow downstream of 
the flume. As for the dam-break case, the wall friction is neglected for both 
cases, which is not a problem in the present case as the flume width 
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b = 0.2 m is larger than the overtopping flow depth h ≈ 0.03 m. Moreover, 
Schmocker and Hager (2009) showed that the side wall effects were 
negligible for the dike overtopping experiment as long as b ≥ 0.20 m for the 
studied dike dimensions. 
7.4.2 UCL test-case : Results with CWL and ML models 
As in the previous sections, the first results are simulated using the MPM 
formulation for sediment transport capacity, while a comparison between the 
different sediment transport formulas is proposed in section 7.4.3. 
Dike evolution with the CWL model 
Figure 7.18 shows a comparison between the water and dike profiles 
obtained using the CWL model and the experimental data, for different times 
of the experiment. It can be seen that the CWL model is able to reproduce 
every step of the erosion process, from the first seconds of overtopping to 
the equilibrium final state.  
Figure 7.18 shows very shallow numerical water depths (h ≈ 1 mm) on the 
downstream embankment face during the first seconds of overtopping 
(Fig. 7.18, t = 8 s). This small water depth corresponds to the uniform depth 
for the simulated overflow (q ≈ 0.5 l/s/m) on the steep downstream slope. A 
rounding of the crest is directly observed in both the numerical results and 
experimental data, and after 8 s the erosion reaches the upstream point of the 
crest, which coincides with the experimental observations.  
At t = 14 s the numerical model still predicts very shallow water depths on 
the downstream face (h ≈ 4 mm), while higher depths are measured 
experimentally. The simulated overflow is still low (q ≈ 3.2 l/s/m), and the 
uniform depth corresponding to this flow is around hu ≈ 3 mm, a little lower 
than the simulated depth. The numerical simulation of very small 
downstream flow depths lead to an underestimation of the dike erosion. So 
the numerical dike crest is slightly too high at t = 14 s. 
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Figure 7.18. UCL dike overtopping test-case: comparison between experimental 
data (dots) and numerical results (lines) with CWL model and MPM formulation – 
Water (blue) and bed (black) profiles at t = (a) 8 s, (b) 14 s, (c) 24 s, (d) 64 s and 
(e) 200 s.  
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The discrepancies between experimental data and numerical results during 
these first moments of overtopping can be due to a poor estimation of the 
roughness. Indeed, the use of Strickler formulation (Eq. 2.4) to estimate the 
roughness of the dike is questionable for very low water depths. For water 
depths of the same order of magnitude as the grain diameter, the grain shape 
may play a role in the roughness estimation. Moreover, the discrepancies 
between numerical and experimental results can also be explained by some 
restrictive assumptions of the numerical model: (1) neglecting the infiltration 
into the embankment, (2) numerical modelling of the slope through artificial 
cell steps, and (3) the wetting-drying treatment (see section 6.5). Finally, the 
numerical model does not account for the energy needed to mobilise the 
sediment. 
After 24 s however the numerical water depths downstream of the dike have 
increased. The simulated profiles are converging to the experimental data, 
but the dike crest elevation is still slightly overestimated. For later times, the 
numerical water and dike profiles coincide with the experimental data, 
illustrating the capacity of the numerical model to simulate the rapid crest 
erosion, the related flow increase, and the drop of the upstream water level. 
Comparison with ML models 
Figure 7.19 compares dike profiles for CWL, ML-Eq and ML-NonEq 
models, still with MPM formulation. The adaptation length is set to 
Lb = Δx = 0.01 m for ML-NonEq model, and Wu’s correction for the slope 
(Eq. 2.36) is also used to stabilise the ML-NonEq model.  
Although the three models are based on distinct hypothesis, they lead to very 
similar results. During the dike overtopping, the concentration reaches a 
maximum of C = 0.3 after 2 s, when the flow is very shallow on the 
downstream slope of the dike (h = 1.5 mm). Then the concentration falls to 
C = 0.13 at 14 s (h = 2.2 mm) and C = 0.01 after 32 s (h = 28 mm). The main 
differences between the three models are observed at the places and times 
where the concentration is maximum, namely during the first seconds of 
overtopping and at the downstream dike toe (Fig. 7.19a). When the 
concentration reduces, the three models tend to simulate the same dike and 
water profiles (Fig. 7.19b). So the presence of sediment in the flow only 
plays a role during the first seconds of overtopping, while the model predicts 
an excessively small water depth on the downstream embankment face.  
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Figure 7.19. UCL dike overtopping: Comparison between CWL (blue), ML-Eq 
(green) and ML-NonEq (red) models – embankment profiles and water levels 
(above) and concentration profile for ML models (below) at t = 14 s (a) and t = 32 s 
(b) – comparison with experimental data (points). 
Influence of the adaptation length in ML-NonEq 
Previous results have been simulated with an adaptation length 
Lb = Δx = 0.01 m for ML-NonEq model. This small adaptation length 
corresponds to a nearly-equilibrium sediment transport, and the ML-NonEq 
model gives results very close to the ML-Eq model. In Figure 7.20, various 
values of adaptation lengths are tested and resulting embankment profiles are 
compared after 10 and 24 s. It can be seen that the smallest adaptation 
length, i.e. Lb = 0.01 m, gives the most accurate bed profile in comparison 
with the experimental profile. On the contrary, the use of a longer adaptation 
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length delays the erosion of the crest during the first seconds, and generates 
a deposition hump just downstream of the dike (Fig. 7.20a). After some 
more seconds (Fig. 7.20b), the erosion of the crest is more and more delayed, 
which is far from the experimental observations. Moreover, the downstream 
deposition hump transforms progressively in non-physical bed oscillations. 
This shows that the use of a longer adaptation length is not appropriate for 
the present test-case. 
 
Figure 7.20. UCL dike overtopping: embankment profiles of ML-NonEq model with 
MPM formulation at (a) t = 10 s and (b) t = 24 s with Δx = 0.01 m and with different 
adaptation lengths – comparison with experimental dike profile (points). 
 
The choice of an adaptation length Lb = Δx is a way to reduce as much as 
possible the non-equilibrium sediment transport phenomenon. Indeed, taking 
an adaptation length smaller than the mesh size would lead to non-physical 
results. The choice of the adaptation length seems therefore depended on the 
mesh size, but it is not directly the case. The non-equilibrium phenomenon is 
avoided as long as the adaptation length is “small enough”. This limit value 
has to be empirically determined, and depends on the problem geometry and 
on the flow conditions. 
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To illustrate this, Figure 7.21 compares the bed profiles for two given 
adaptation lengths Lb and various mesh sizes Δx. For Lb = 0.01 m 
(Fig. 7.21a), it can be seen that the results are identical for Δx = 0.01 m and 
Δx = 0.005 m. So the reduction of the mesh size does not generate non-
equilibrium phenomena. For the larger adaptation length Lb = 0.2 m, the 
results are also comparable for all tested meshes, except for Δx = 0.05 m. 
This latter mesh is indeed too coarse to simulate properly the embankment 
geometry. So the non-equilibrium phenomenon depends on the adaptation 
length only, and not on the mesh size. 
 
 
Figure 7.21. UCL dike overtopping: embankment profiles of ML-NonEq model and 
MPM formulation at t = 10 s with Lb = (a) 0.01 m and (b) 0.2 m with different mesh 
sizes Δx – comparison with experimental dike profile (points). 
7.4.3 UCL test-case: Influence of sediment transport 
formulations 
It was observed during the experiments that sediments were mainly 
transported by intense bed load, with only a small part of the sediments 
transported in suspension. This observation is first confirmed by the analysis 
of the simulated sediment transport parameters. Then various empirical 
formulations are tested on the dike overtopping case, and numerical results 
are compared in order to highlight the most appropriate formulations. 
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Analysis of sediment transport 
As shown previously, the CWL model gives accurate results for the dike 
overtopping test-case, so the more complex ML models are not used to 
compare the sediment transport formulations. 
The choice of the sediment transport formulation depends on the flow 
conditions encountered and especially on the bed shear stress. Unfortunately, 
the bed shear stress was not experimentally measured, but an estimation of 
the experimental sediment transport is given in section 0. To give an idea of 
the sediment transport conditions encountered in the dike overtopping case, 
Figure 7.22 shows the simulated temporal evolution of the Shields number 
(Fig. 7.22a) and sediment transport (Fig. 7.22b) with the CWL model and 
MPM formulation at dike crest (x = 0.4 and 0.5 m), downstream dike toe 
(x = 0.8 m) and on the downstream sand layer (x = 1.2 m). Figure 7.22b also 
shows the experimental estimation of sediment transport. 
 
   
Figure 7.22. UCL dike overtopping: temporal evolution of the Shields parameter (a) 
and sediment transport (b) with the CWL model and MPM formulation, at different 
positions – (b) comparison with experimental data (dots). 
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The experimental and simulated sediment transport compared in 
Figure 7.22b is rather similar, except during the first seconds of overtopping, 
when the simulated water depth is unphysically low (Fig. 7.18). The 
maximum sediment transport in x = 0.8 m is especially well simulated. It can 
be seen in Figure 7.22a that the maximum Shields parameter is around 1.25 
at the downstream dike toe. This corresponds to a fall-velocity – to – friction 
velocity ratio ws/u* of 0.77. As the no-suspension mode transport covers the 
range ws/u*>0.8-1 (see section 2.2.2), this confirms our observation of small 
suspension load at higher shear stresses. 
Moreover, during the intense sediment transport phase, the Shields 
parameter is larger than 0.5, indicating that sediments are transported by 
sheet flow (Gao 2006). This agrees with the experimental observations. The 
numerical results (Fig. 7.22) show that sediments are transported by sheet 
flow between t ≈ 12 and 100 s, when τ* is larger than 0.5. 
Comparison of sediment transport formulations 
Figure 7.23 shows the embankment profiles after 24 s and 64 s, respectively, 
using various sediment transport equations with the CWL model.  
It can be seen that the formulation of Wong and Parker (2006) erodes clearly 
less than the other formulations. On the contrary, the sheet flow formulations 
of Abrahams (2003) and Wilson (1987) lead to excessive erosion after 64 s.  
Given the particular algorithm used for the sheet flow formulations 
(Eq. 2.20), they are used only when τ* is larger than 0.5, so between t = 12 s 
and 100 s (Fig. 7.22). The other formulations give comparable results, except 
Wu for which the erosion is also overestimated. 
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Figure 7.23 UCL dike overtopping: comparison of embankment profiles and water 
levels at t = 24 s and t = 64 s with CWL model and various sediment transport 
equations. 
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Influence of the steep slope correction 
As stated in section 6.3.3, the ML-NonEq model is always used with the 
slope-corrected shear stress proposed by Wu et al. (2000) (Eq. 2.36). Indeed, 
this model generates oscillations of the bed when using classical bed-load 
sediment transport formulations of Table 2.2. In contrast, a direct account of 
the local slope when evaluating the sediment transport allows to prevent the 
appearance of these oscillations. So the steep slope correction has a 
stabilisation purpose when used in the ML-NonEq model. This problem of 
oscillations is avoided with the CWL model because this model treats the 
sediment transport through the fluxes, and because the sediment fluxes 
already accounts for the local slope in the numerical solver (Eq. 6.22). So the 
influence of the steep slope correction can be analysed in the CWL model.  
Figure 7.24 first analyses the influence of the steep slope correction for 
MPM equation in the CWL model, comparing embankment profiles 
calculated with MPM equation without slope correction, and with FLvB 
(Eq. 2.35) and Wu (Eq. 2.36) corrections.  
 
Figure 7.24. UCL dike overtopping: influence of steep slope correction in sediment 
transport with MPM formulation for embankment profile and water level at 
t = 24 s:(a) comparison between numerical results (lines) and experimental data 
(dots) – (b) difference between embankment profiles Δzb with original MPM and 
slope corrected formulations. 
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As expected, it can be seen that the influence of the steep slope correction is 
almost negligible on the profiles. Indeed, the actual shear stress is already far 
higher than the critical shear stress, with 0.6 < τ* < 1.2 downstream of the 
crest for t = 24 s. The small impact of the slope correction factor can also be 
due to the Exner equation, and the use of a HLL solver which is rather 
diffusive (Goutière et al. 2008).  
Figure 7.25 then analyses the difference between the classical Smart and 
Jäggi (1983) formulation (Table 2.2) and the proposed modified formulation 
accounting directly for the bed slope (Eq. 2.39). It can be observed that the 
modified formulation tends to flatten the bed, leading to a faster erosion of 
the dike crest, while the rest of the dike profile is comparable with both SJ 
formulations. Again, the direct account of the bed only plays a minor role on 
the dike profile. 
 
Figure 7.25. UCL dike overtopping: comparison between classical Smart and Jäggi 
formulation (green) and modified formulation accounting for the bed slope (red), 
MPM formulation given as reference (blue). Embankment profile and water level at 
t = 24 s. 
Influence on the outflow hydrograph 
The crest elevation has also a big impact on the overflow discharge, which is 
the most important parameter in real situations to evaluate the flood 
downstream of the dike. Figure 7.26a presents the outflow hydrograph, while 
Fig. 7.26b compares the non-dimensional absolute error on the peak outflow: 
E(Qp) = |Qp,NUM – Qp,EXPE|/Qp,EXPE and the root mean square errors on the 
hydrograph RMSD(Q). 
A global delay of the outflow hydrograph is observed with all the sediment 
transport formulations. This delay is linked to the underestimation of 
sediment transport during the first seconds of overtopping. Comparing the 
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different sediment transport formulations, it can be observed that WP 
equation leads to the most delayed hydrograph. Indeed, as WP formulation 
erodes too slowly, the consecutive overflow hydrograph is temporally 
delayed and, as a consequence, the peak outflow is underestimated 
(Fig. 7.26b). On the contrary, sheet-flow formulations of Abrahams and 
Wilson give the highest peak outflow, with an outflow hydrograph 
comparable to Wu, and CL. SJ and MPM formulations give the most 
accurate peak outflow, with deviation lower than 10%. 
  
 
 
Figure 7.26. UCL dike overtopping: outflow hydrographs with various sediment 
transport formulations: (a) Outflow hydrographs, (b) RMSD of hydrograph in 
comparison with experimental peak outflow (RMSD(Q) / Qp,EXPE), and error on 
simulated peak outflow E(Qp) = |Qp,NUM – Qp,EXPE|/Qp,EXPE 
 
7.4.4 ETH test-case 
The same models have been applied to the ETH test-case. This second test-
case present two main differences in comparison with the UCL test: 
190 Chapter 7  
- The dike is made of a coarser sand (d = 2 mm); 
- The inflow is much larger (Q0 = 16 l/s). 
As for the UCL test case, the ETH dike erosion case is mainly driven by 
bed-load transport. The bed shear stress was not experimentally measured, 
but the numerical simulation give a maximum Shields number of τ* = 1.2. 
Given the large sediment diameter d = 2 mm, this corresponds to a ratio fall-
velocity / friction velocity ws/u* of 1.02, confirming the no-suspension 
transport mode (see section 2.2.2).  
The maximum Shields parameter has the same order of magnitude as in the 
UCL test-case (Fig. 7.22a), but the simulated sediment transport is more 
important, with a maximum of qs ≈ 3 l/s/m, four times higher than in the 
UCL test-case (Fig. 7.22b). This is due to the higher flow encountered in the 
ETH dike overtopping case. The erosion phenomenon is therefore more 
rapid. 
Dike evolution with the CWL model 
Figure 7.27 shows a comparison between the numerical dike and water 
profiles and experimental data, for different times of the experiment. 
Numerical results are here computed using the CWL model with MPM 
formulation for sediment transport. 
The evolution of the dike is globally well simulated. Contrarily to the UCL 
test-case, there is no problem of low water depth during the first seconds of 
overtopping (Fig. 7.27a), thanks to the important inflow Q0 = 16 l/s 
generating a larger overtopping wave. However, there are important 
discrepancies between experimental and simulated dike profiles after 10 s 
and 20 s. Indeed, the numerical model overestimates the erosion on the 
downstream slope. This can be due to a wrong estimation of the erosion 
using MPM formulation, which, in turn, leads to a bad estimation of the 
water level upstream of the dike at t = 20 s. Moreover, the seepage flow 
through the dike is neglected in the numerical model.  
After 100 s however the experimental and numerical profiles become 
equivalent. 
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Figure 7.27. ETH dike overtopping test-case: comparison between experimental data 
(dots) and numerical results (lines) with CWL model and MPM formulation – Water 
(blue) and bed (black) profiles at t = (a) 4 s, (b) 10 s, (c) 20 s, and (d) 100 s. 
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Comparison with ML models 
Figure 7.28 compares dike profiles for CWL, ML-Eq and ML-NonEq 
models, still with MPM formulation. The adaptation length is set to 
Lb = Δx = 0.01 m for ML-NonEq model, and Wu’s correction for the slope 
(Eq. 2.36) is also used to stabilise the ML-NonEq model. As for the UCL 
test-case, the use of a larger adaptation length leads to the apparition of 
unphysical bed oscillations (see section 7.4.2). 
 
  
Figure 7.28. ETH Dike overtopping: comparison between CWL (blue), ML-Eq 
(green) and ML-NonEq (red) models – embankment profiles and water levels at 
t = 4 s (a) and t = 20 s (b) – comparison with experimental data (dots). 
 
Larger differences are observed between CWL and ML models profiles. This 
is explained by the larger flow, generating a larger sediment transport. ML-
Eq and ML-NonEq however lead to similar dike profiles, even if not 
completely identical. The small difference between both can be due to the 
different numerical solvers. But globally the ML-Eq model and ML-NonEq 
model with a small adaptation length give similar results. Comparing the 
three numerical profiles with experimental data, it can be observed that all 
the models fail in simulating properly the erosion on the downstream dike 
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slope, but the crest level is closer to experimental data with ML models. 
Finally, the three models tend to the same final dike profile.  
Comparison of sediment transport formulations 
Figure 7.29 compares the dike and water profiles obtained using the different 
sediment transport formulations of Table 2.2, with the CWL model. 
Observations are mostly similar as for the UCL test-case. WP formulation 
underestimates the erosion, while the sheet flow formulations (A and Wi) 
overestimate the erosion. Wu, SJ, CL and MPM give in-middle dike profiles, 
with MPM simulating in this case a profile a little higher than the three other 
formulations. 
 
 
  
Figure 7.29 ETH Dike overtopping: comparison of embankment profiles and water 
levels at t = 10 s with CWL model and various sediment transport equations. 
 
As for UCL test-case (Fig. 7.24 and 7.25), the influence of the steep slope 
correction is almost negligible on the profiles for the ETH dike overtopping 
case, and the modified SJ formulation leads to flatten the dike. These 
comparisons are therefore not explicitly shown here. 
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Influence on the outflow hydrograph 
The differences observed in the dike profiles of Fig. 7.29 will lead to 
different overflow hydrographs. So Figure 7.30 compares the outflow 
hydrographs simulated with the CWL model (Fig. 7.30a) and the errors on 
the peak outflow E(Qp) and the root mean square errors on the hydrograph 
RMSD(Q) (Fig. 7.30b) for the different sediment transport formulations. 
 
Figure 7.30. ETH dike overtopping: outflow hydrographs with various sediment 
transport formulations: (a) Outflow hydrographs, (b) RMSD of hydrograph in 
comparison with experimental peak outflow, and error on simulated peak outflow 
E(Qp) = |Qp,NUM – Qp,EXPE|/Qp,EXPE 
 
Contrarily to the UCL dike erosion test (Fig. 7.26), the simulated 
hydrographs do not present any delay during the first seconds (Fig. 7.30a). 
This is explained by the good simulation of the dike profiles at the beginning 
of overtopping. However, a delay is observed after the peak outflow 
(between t ≈ 7 s and 20 s), corresponding to the bad modelling of the 
downstream dike face profile. This delay is even longer with MPM 
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formulation, leading to a globally large RMSD on the whole hydrograph 
(Fig. 7.30b), although MPM formulation simulates the best outflow peak. 
Comparing the sediment transport formulations, WP results present the 
larger deviations in comparison with the experimental hydrograph, as 
previously. On the other hand, the peak outflow is largely overestimated 
with the sheet flow formulations (Wi and A) and with Wu formulation. 
Finally, the best hydrograph is obtained with SJ formulation. 
7.5 Conclusions 
The present chapter compared the three shallow-water numerical models – 
CWL model, ML-Eq model and ML-NonEq model – on different simplified 
problems implying bed-load sediment transport. These test cases differ 
largely: 
- The dam break problem reproduces a fast transient flow on an 
initially horizontal erodible bed; 
- The aggradation test-case studies the slow increase of the slope of a 
sand-bed under steady flow conditions; 
- The dike erosion cases concern the progressive erosion of a sand 
embankment subject to a flow overtopping 
For each test-case, the three models have been systematically compared, and 
the influence of sediment transport on the numerical results was evaluated.  
Comparison of the three models 
Contrarily to the simplified CWL model, both ML models account for the 
variable concentration of sediments in the flow. Indeed, the dam-break case 
shows that important sediment concentrations may appear in the case of a 
fast transient flow, with a related rapid evolution of the bed at the wave 
front. As these two points invalidate the assumptions of the CWL model, this 
simplified model leads to water and bed profiles different from the ML 
models results. Moreover, instabilities appear at the wave front when using 
the CWL model with Nujic correction for equilibrium water at rest, 
illustrating the limitation of such modelling in case of rapid bed evolution. 
Nevertheless, the two ML models also fail in representing the bed evolution 
induced by the dam-break flow. This suggests that more complex models 
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and/or more appropriate sediment transport formulations should be used for 
such intense sediment transport, e.g. following the recent work of Spinewine 
and Capart (2013). 
For the aggradation problem the sediment transport is less intense, the bed 
evolution is progressive, and the resulting sediment concentration in the flow 
is lower than 1%. Therefore, following the analysis of Garegnani et al. 
(2013), the CWL model is suitable for this problem. It has indeed been 
shown that both CWL and ML-Eq models give identical results in this case 
of slow bed aggradation. Finally, for the dike erosion case, the three 
numerical models also give comparable results and these results are 
consistent with experimental data. Actually, the embankment erosion 
problem is also characterised by a progressive bed evolution, but the 
sediment transport can be locally more important, with sediment 
concentrations up to 20%. In such cases, the numerical results differ locally, 
but these discrepancies are limited in space and time, and rapidly disappear. 
So the CWL model seems appropriate for progressive bed evolution, 
including embankment erosion problems. 
By accounting for the presence of sediment in the flow layer, ML models are 
globally more complex than the CWL model. ML-Eq and ML-NonEq 
models differ in their way to account for sediment transport, and each model 
has its own drawbacks. On one hand, the ML-Eq model suffers from an 
important computational cost due to the iterative procedure needed for its 
resolution, as illustrated in Table 7.1. The computational time of the ML-Eq 
model is 2 to 10 times larger than the CWL model, while CWL and ML-
NonEq models present similar computational times. However, the 
computational efficiency of the ML-Eq model could be improved by 
optimising the iterative procedure used to close the system (Appendix C). 
Table 7.1 Computational time for each model  
 # 
cells 
Simulated 
time 
Computational time 
 CWL  ML-Eq ML-NonEq 
Dam break 600 1 s < 1 min < 1 min < 1 min 
Bed aggradation  70 7000 s 6 min 13 min – 
UCL Dike erosion 2200 200 s 45 min 550 min  35 min 
Dike erosion ETH 800 100 s 15 min 40 min 12 min 
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On the other hand, the non-equilibrium sediment transport strategy adopted 
in the ML-NonEq model has an important impact on the system structure, by 
adding numerous source terms to the equations. A stable numerical treatment 
of these source terms is not easy to obtained, and bed oscillations appear in 
the steady aggradation case. It has been shown that these numerical 
oscillations are related to the adaptation length and mesh size. These 
oscillations are nevertheless avoided for the two other transient cases, but 
improvements in the source terms solver are still required. Further 
improvements in the numerical treatment of these oscillations could include 
the use of a second-order numerical scheme in space, as developed by Cao et 
al. (2012). 
The pertinence of a non-equilibrium sediment transport strategy has been 
studied for the dam-break problem and the dike erosion test-case, by 
comparing the results obtained with different adaptation lengths for bed-load 
transport in the ML-NonEq model. It has been showed that the use of a 
longer adaptation length delays and reduces the erosion, leading to important 
discrepancies with experimental data. In opposition, the use of a small 
adaptation length reduces these discrepancies, converging to the results 
obtained using the ML-Eq model. It can therefore be concluded that they 
lead to nearly-equilibrium sediment transport. As these test-cases imply only 
bed-load transport, this confirms the conclusions of Cao et al. (2012) about 
the fast adaptation of bed load to transport capacity.  
Comparison of sediment transport formulations 
The comparisons between various empirical sediment transport formulations 
showed large variations in the results obtained for the three test-cases. The 
correction of the critical shear stress to account for the steep slope has 
however shown no impact on the CWL results.  
It has been shown that, for the three studied cases, Wong and Parker (2006) 
formulation underestimates the erosion, leading to important errors on the 
simulated results. Smart and Jäggi (1983) and Meyer-Peter and Müller 
(1948) formulas give the most accurate results, while the sheet flow 
formulas overestimate the erosion for the dike overtopping case. Globally, 
the variations observed when changing the sediment transport formulation 
are always larger than the variations between CWL and ML results for the 
same closure equation.  
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Looking back at the equations for all these sediment transport formulations 
(Table 2.2), we can reformulate them into a unique expression. Assuming 
intense sediment transport, which is the case for the dam-break and dike 
erosion cases, τ*c can be neglected, leading to the unified formulation: 
 
5.1
**  ss Kq  (7.7) 
where the sediment transport coefficient Ks depends on the empirical 
formulations. These coefficients are developed using Eqs. (2.2, 2.3, 2.5and 
2.12), and are summarized in Table 7.2. 
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It can be seen in table 7.2 that the formulations of MPM, WP and Wi, 
calibrated for different flow situations, present the same structure with 
constant sediment transport coefficients. The magnitude of these coefficients 
explains why WP (Ks = 3.97) always gives lower erosion and Wi (Ks = 11.8) 
always gives higher sediment transport, with MPM (Ks = 8) leading to 
intermediate values. In contrast, Abrahams coefficient depends on the water 
depth, leading to values of Ks between 0 and 15 for 0 < h < 0.1 and 
n = 0.014. Nevertheless, this formulation always gives results comparable to 
Wi. The three other formulations present more complex sediment transport 
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coefficients, depending on both the flow depth and velocity. Especially, SJ 
formulation is more dependent on the flow velocity. 
Given this theoretical comparison and the results of the three numerical 
simulations, it is possible to conclude that the optimisation of the results for 
a given test-case can be obtained by an accurate calibration of the parameter 
Ks. The simplest solution consist in calibrating a constant coefficient, which 
would be close to MPM coefficient Ks ≈ 8 for dike-overtopping and bed-
aggradation test cases, and higher values of Ks for the dam-break case. An 
optimisation of the SJ formulation could also yield improved results. 
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Chapter 8 Steep slope effect in 
shallow-water equations 
 
8.1 Introduction 
Numerical models based on classical Saint-Venant equations are generally 
used to simulate breaching processes because of their ease of use, and their 
ability to deal with complex topographies. They also allow for an easy 
insertion of sediment transport processes. The classical Saint-Venant 
equations describe the temporal and spatial evolution of the flow depth and 
the depth-averaged flow velocity. These equations are based on quite 
restrictive assumptions: 
- The fluid is incompressible (ρw = Cst) 
- The streamlines are parallel to the bottom. So the component of the 
velocity normal to the bed is negligible. This assumption leads to a 
hydrostatic distribution of the pressure. 
- The bottom slope α0 is small (cos α0 ≈ 1). 
These assumptions are not always fulfilled in real cases. It is especially the 
case for a flow overtopping a dike, for which the small bottom slope 
assumption seems to be non-coherent in regard to the rather high slopes of 
the dike (Fig. 8.1).  
  
Figure 8.1. Sketch of dike overtopping flow 
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Moreover, upstream of the dike, the flow velocity is quite low, and the water 
surface is almost horizontal (Fig. 8.1). Therefore the velocity profile is not 
parallel to the bottom over the upstream slope, and the second hypothesis of 
hydrostatic pressure does not hold anymore.  
Some authors proposed more complete formulations of the shallow-water 
equations, generally in the frame of granular flows (e.g. debris avalanches), 
including the presence of a steep slope in the flow description. Among them, 
Savage and Hutter (1989) developed a shallow-water model for granular 
flows on inclined plane bed. In this approach, the granular flow has a fluid-
like behaviour, including a Mohr-Coulomb law to describe the internal 
friction in the fluid. This model is similar to the Saint-Venant equations, 
expressed in a coordinate system linked to the bottom. Savage and Hutter 
(1989) model was further extended to problems presenting a limited 
curvature of the bed (Savage and Hutter 1991). Bouchut et al. (2003) and 
Bouchut and Westdickenberg (2004) developed a model appropriate for any 
curvature of the bottom. These two last models are useful when the bed 
curvature plays a significant role in the problem.  
These formulations are generally expressed in a local coordinate system 
linked to the slope and are therefore more difficult to solve in presence of 
complex and discontinuous topographies where the slopes themselves are 
difficult to define. Recently, Juez et al. (2013) proposed two 2D numerical 
models to solve Savage and Hutter (1989) equations: one expressed in a 
local coordinate system linked to the bed, and the other in a global 
coordinate system, to deal with complex topographies.  
This Chapter proposes an analysis of the limitations of the small-slope 
assumption in the shallow water models for problems involving water flows 
over rather steep slopes. First, the equations including the steep slope effect 
are presented in one-dimensional approach and compared to the classical 
shallow-water equations. Models are expressed both in local and global 
coordinate systems. They are solved with a first-order classical finite-volume 
scheme, using a HLL solver for the fluxes computation. The models are 
compared to each other for steady uniform flows and for fast transient flows 
on a fixed steep-sloped bottom. Then, a combined model able to deal with 
complex topographies is proposed and applied on a dike overtopping case. 
Finally, the impact of the models on the evaluation of bed-load sediment 
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transport is analysed, with an application to dike erosion by overtopping. 
This study is also in part published in (Van Emelen et al., submitted 2). 
8.2 Shallow water equations on steep slopes 
Local and global coordinate systems 
When modelling one-dimensional (1D) depth-averaged flow on steep slopes, 
two different coordinate systems (Fig. 8.2) can be used (Juez et al. 2013): 
- A local coordinate system (LC), linked to the sloping bottom, with x 
and z the directions tangent and normal to the bed, respectively. 
- A global coordinate system (GC), independent to the bed 
topography, with X and Z the horizontal and vertical directions, 
respectively.  
  
Figure 8.2. Definition of local and global coordinate systems for flows over a plane 
sloping bed. 
 
The bed forms an angle α0 with the horizontal. The shallow-water equations 
assume that the flow is parallel to the bed, with a local flow velocity 
u (t, x, z) = (u, w) = (u, 0), with u and w = 0 the components of the velocity 
in the local directions x and z respectively. The water depth h is defined 
perpendicular to the bed while dZ indicates the vertical projection of h. The 
vertical bed elevation is designated by Zb and the vertical water depth is H 
(Fig. 8.2).  
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This section presents the classical shallow-water model and a modified 
shallow-water model, and both models are expressed in each coordinate 
system. 
8.2.1 Modified shallow-water model (MSW) 
When the water is flowing over a steep slope, the velocity is far from being 
horizontal, and the small bottom slope assumption does not hold any more. 
Savage and Hutter (1989) developed a shallow water model for granular 
flows over a plane bed, expressed in a local coordinate system, by 
integrating the Navier-Stokes equations over the depth. A similar 
development is exposed in Appendix D, leading to shallow water equations 
on a steep slope.  
Another method is exposed in the present section to obtain the same 
equations using a simple control volume balance. The control volume 
balance method allows a directly expression of the equations either in local 
or in global coordinates, and both formulations are presented. 
Local coordinate system 
Let us consider a control volume ABDC linked to a local coordinate system, 
as defined in Figure 8.3. 
 
Figure 8.3. Mass balance on a control volume: local coordinate system. 
 
The total mass conservation equation (Eq. 5.4) can be applied on the control 
volume ABDC: 
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where u  is defined as the depth-averaged velocity: 
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Simplifying previous equation, we obtain the Saint-Venant mass 
conservation equation: 
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We can now consider the Lagrangian – Eulerian momentum conservation 
equation in the local x-direction (Eq. 5.8), and apply this equation on the 
same ABDC control volume. The right hand part of Eq (5.8) can be 
developed as follows: 
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Let us now focus on the forces in the x-direction. The total volume and 
surface forces applied on the volume control ABDC are schematised in 
Figure 8.4. These forces include the volume gravity force Fg, the friction 
force Ff applied on the bottom boundary CD and the pressure forces Fp on 
lateral boundaries AC and BD, and on bottom boundary CD. The pressure on 
the water surface boundary AB is the atmospheric pressure, which is 
neglected here to work in relative pressure.  
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Figure 8.4. Forces applied on a control volume: local coordinate system. 
 
The gravity force Fg is oriented vertically, and its component on the local x-
direction has the following expression: 
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x
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where S0 = sinα0 = – ∂Zb/∂x is the bed slope (Fig. 8.2). 
The friction force Ff is parallel to the flow, and is expressed as follows: 
 dxghSdxF fbxf ,  (8.7) 
with Sf being the friction slope calculated using Manning’s relation (Eq. 2.3): 
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Finally, following the hypothesis of hydrostatic pressure, the local pressure 
in any point of the flow can be expressed (see Fig. 8.5): 
  zhgzxtp  0cos),,(  (8.9) 
  
Figure 8.5. Hydrostatic pressure assumption in local coordinates 
 Steep slope effect in shallow-water equations 209 
The pressure force on any boundary of the control volume is oriented 
perpendicular to the considered boundary (Fig. 8.4), leading to the following 
components of the resultant pressure forces in x-direction: 
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 0,, xbedpF  (8.10c) 
The sum of the x-components of the forces results in: 
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Accounting for Eqs. (8.4) and (8.11), the momentum balance on the control 
volume (Eq. 5.8) can be simplified as follows: 
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Equations (8.3) and (8.12) form the modified shallow-water model in local 
coordinates (MSW – LC): 
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 (8.13) 
This model is identical to Savage and Hutter (1989) model, with a different 
expression for the friction term. The same model is also obtained from 
Navier-Stokes equations in Appendix D.  
Global coordinate system 
The formulation in a local coordinate system is easy to use when the bottom 
slope is constant. If the slope varies smoothly, or at least continuously, a 
curvilinear coordinate system can be used (Bouchut et al. 2003). But for 
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general problems on irregular topographies, it is easier to develop the 
equations in a global coordinate system.  
Using the global coordinate system, we can define a new control volume 
A’B’D’C’ with vertical boundaries (Fig. 8.6), and apply the mass and 
momentum conservation equations on this new control volume, following 
the same procedure as exposed previously. It is important to state that the 
assumptions on the flow remain the same, i.e. the flow velocity u is assumed 
to be parallel to the bed. Moreover, we assume that the water surface is 
parallel to the bottom. Doing so, we have the following change of variables 
between local and global coordinate systems (see Fig. 8.2): 
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 (8.14) 
with H being the vertical flow depth and U and W the components of the 
velocity u in X- and Z- directions. 
 
Figure 8.6. Mass balance on a control volume: global coordinate system. 
 
Applying the mass balance equation (Eq. 5.4) on the new control volume 
A’B’D’C’, one obtains: 
 0
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t
 (8.15) 
Developing the previous equation, we obtain the mass conservation equation 
in a global coordinate system: 
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where U  is defined as: 
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This equation is comparable to the mass conservation in local coordinate 
system (Eq. 8.3). 
If we now consider the Lagrangian – Eulerian momentum conservation 
equation in the global X-direction: 
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where FX are the X-components of the forces applied to the control volume 
A’B’D’C’. The right hand part of Eq (8.18) can be developed as follows: 
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with 
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We can now develop the forces in X-direction. The forces applied on the 
volume control A’B’C’D’C’ are schematised in Fig. 8.7.  
 
Figure 8.7. Forces applied on a control volume: global coordinate system. 
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As previously, these forces include the volume gravity force Fg, the friction 
force Ff on the bottom and the pressure forces Fp on lateral and bottom 
boundaries.  
As the gravity force Fg is oriented vertically, its component on the horizontal 
X-direction equals zero. The friction force Ff parallel to the bottom can be 
expressed using Manning’s relation (Eq. 8.8) as previously. The friction 
magnitude (Eq. 8.7) can be expressed using global variables defined by 
Eq. (8.14): 
     dXgHSdXSHgF ffxff  00, cos/cosF  (8.21) 
with  
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So the X-component of the friction force reads: 
 0, cos dXgHSF fXf  (8.23) 
The hydrostatic pressure (Eq. 8.9) can also be expressed in the new global 
variables (Fig. 8.8). If the water surface is parallel to the bottom, the pressure 
at any point of the fluid reads: 
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Figure 8.8. Hydrostatic pressure assumption 
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Finally, the components of the resultant pressure forces in X-direction read: 
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The sum of the horizontal components of the forces results in: 
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Accounting for Eqs. (8.19 and 8.26), the momentum balance on the control 
volume (Eq. 8.18) can be simplified as follows: 
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with tanα0 = – ∂Zb/∂X. Equations (8.16) and (8.27) form the modified 
shallow-water model in global coordinates (MSW – GC): 
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It is worth to mention that these modified shallow water models, both in LC 
and in GC, are appropriate only when the flow is mainly parallel to the bed. 
When the flow has a complex behaviour on a complex topography, the 
assumption on the velocity orientation is no more valid.  
8.2.2 Classical shallow-water model (CSW) 
These two models can be compared to the classical shallow water model. For 
rather mild slopes, the account for the slope in the pressure term is negligible 
(cosα0 ≈ 1). So the hydrostatic pressure (Eq. 8.9) can be simplified as 
follows: 
  zhgtzxp  ),,( . (8.29) 
Local coordinate system 
Using the previous simplification on the hydraulic pressure (Eq. 8.29) the 
MSW-LC model (Eq. 8.13) reduces to the classical shallow water model in 
local coordinates (CSW – LC): 
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with Sf being the friction term, evaluated using the classical Manning 
formulation (Eq. 8.8). 
Global coordinate system 
For problems including complex topographies, the use of a local coordinate 
system linked to the bottom is often complicated, so, the equations are 
reformulated in a global coordinate system. Still assuming a rather small 
slope (α0 ≈ 0), the following assumptions hold: 
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where H is the vertical flow depth, and u the flow velocity, with components 
U and W in horizontal and vertical directions X and Z. This assumption 
allows the use of the global coordinate system without changing the classical 
Saint-Venant equations, leading to the following formulation in a global 
coordinate system (CSW – GC): 
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 (8.32) 
with the following approximate Manning’s formulation: 
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This shallow-water model expressed in a global coordinate system is the 
most classical depth-averaged model, and is commonly used in case of 
complex topography.  
The morphodynamic models exposed in Chapter 5 (CWL, ML-Eq and ML-
NonEq models) are based on the classical shallow water equations in a 
global coordinate system. The CSW – GC model is adequate for parallel 
flows over low sloping beds. It is however also generally used in case of 
complex topographies when the flow velocity is mostly horizontal. 
 
8.2.3 Summary 
The four models (Eqs. 8.13, 8.28, 8.30, 8.32) are summarized in Table 8.1. 
For clarity, the depth averaged symbol is omitted in what follows.  
It is easily observed that all models are equivalent if the slope equals zero. 
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Table 8.1 – Classical and modified shallow water models in local and global 
coordinates 
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in LC (MSW – LC) 
 
 
























 












f
b S
x
Z
gh
hg
hu
xt
hu
x
hu
t
h
2
cos
0
2
02
 
Modified SW model, 
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Classical SW model, 
in LC (CSW – LC) 
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Classical SW model, 
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8.3 Numerical resolution 
The four shallow-water models exposed previously (Table 8.1) can be 
expressed in the following general vector form: 
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where U = (η, q)T is the conserved variable vector, with η = h and q = hu for 
models in LC (ξ = x) and with η = H and q = HU for models in GC (ξ = X). 
The flux vector F = (q, σ)T and the source vector S also vary between all 
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models. The source vector S is split into a bed-slope part Sb and a friction 
part Sf. 
These four models are solved using a first-order finite-volume scheme, with 
a time splitting algorithm for the friction source term: 
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where Δξ is the space step. The numerical fluxes F* are computed using a 
first-order Harten-Lax-Van Leer (HLL) scheme (see section 6.2.1): 
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The eigenvalues λ are given by: 
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For real applications, it is important to ensure the equilibrium of water at rest 
on a non-horizontal bed, especially for models in global coordinates. So, 
(ηR – ηL) is replaced by (ZwR – ZwL) in Eq. (8.36) to ensure the horizontal 
equilibrium of water at rest (Bermùdez and Vasquez 1994, Nujic 1995): 
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where Zw = Zb + H is the elevation of the water surface in global coordinates. 
A lateralized discretisation is applied for the bed slope source term Sb in the 
momentum equations (see section 6.3): 
218 Steep slope effect in shallow-water equations  
 
   
)(
*
***
2 



 bLbRL
L ZZgK
F  (8.40a) 
 
   
)(
*
***
2 



 bLbRR
R ZZgK
F  (8.40b) 
with K = cos²α0 for the MSW-GC model and 1 for other models.  
Due to the explicit nature of the scheme, stability is dictated by the Courant 
condition on the time step Δt, with a coefficient CFL = 0.9 for all test cases. 
The wetting-drying is treated as exposed in section 0.  
8.4 Validation of the models 
Various problems include the presence of a steep slope. In this section, 
specific analytical test cases implying steep slopes have been selected to 
assess the good numerical resolution of each model. These test cases include 
formulations in local and global coordinate systems. The models are 
compared for steady uniform flows and for fast transient flows on a fixed 
steep-sloped bottom. 
8.4.1 Wave on a sloping beach 
Carrier and Greenspan (1957) developed an analytical solution for wave 
propagation on a frictionless sloping bed. They solved analytically the 
classical shallow water model in global coordinate system (Eq. 8.32). An 
initial wave shape is given, with an initial zero velocity. The wave is then 
evolving, going up the beach and then slowly receding. As the flow does not 
feature velocity parallel to the bottom, the modified shallow water model is 
not applicable, nor the local formulations implying a water depth 
perpendicular to the bed. So only the CSW – GC model is used. 
Figure 8.9 shows a comparison between the analytical and numerical profiles 
of the wave on a steep slope (tanα0 = 0.5), for t = 0 - 0.18 – 0.36 s. It can be 
seen that the numerical and analytical profiles are really close to each other, 
assessing the good quality of the numerical solver. Especially, the numerical 
model allows reproducing precisely the wetting-drying phenomenon. 
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Figure 8.9. Wave on a sloping beach (tanα0 = 0.5): Comparison between analytical 
and numerical water profiles at t = 0 s (blue) – 0.18 s (red) – 0.36 s (green). 
8.4.2 Dam break on a sloping bed 
An analytical solution of the classical 1D dam-break problem on a 
frictionless horizontal bed has been proposed by Stoker (1957). This solution 
assumes an infinite mass of fluid released at t = 0. For frictionless sloping 
beds, different analytical - or partially analytical - solutions have been 
proposed. Mangeney et al. (2000) developed an analytical solution for an 
infinite-volume of fluid released on a steep slope. This solution accounts for 
the effect of the slope on the hydrostatic pressure (Fig. 8.5), in a local 
coordinate system. This dam-break problem assumes an initial dam 
perpendicular to the bottom (Fig. 8.10), and can therefore only be used to 
test the numerical models in LC.  
 
Figure 8.10. Initial conditions of dam-break test cases: Mangeney et al. (2000) with 
h0 = 10 m, and Dressler (1958) with H0 = 10 m. 
 
In contrast, Dressler (1958) investigated the case of a finite-volume dam-
break flow in a global coordinate system, assuming an initial vertical dam, 
but neglecting the effect of the slope in the hydrostatic pressure (Fig. 8.5). 
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This test-case can be used to compare the numerical models in GC. The two 
initial situations are represented in Figure 8.10.  
Mangeney et al. (2000) 
Mangeney et al. (2000) presented the analytical solution for a dam-break 
granular flow on a steep sloping bed. They consider an initial infinite volume 
of Coulomb-frictional material, characterised by an internal friction angle δ. 
Here this angle is assumed to be zero, and the friction on the bottom is 
neglected. The initial volume has a constant water depth h0 and zero 
velocity, which is obviously not a stable initial condition in case of water. In 
contrast, Ancey et al. (2008) studied an equivalent dam-break case with an 
initial perpendicular dam but with an initially horizontal water level. 
However, the presence of a finite volume of water increases the problem 
complexity and no analytical solution for the water profile is available. So 
the simpler Mangeney’s test case is used here. 
Mangeney et al. (2000) solve analytically the MSW model in local 
coordinates, and deduce the position of the front and back waves: 
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with the initial celerity c0 = (gh0cosα0)
0.5
. They find the following profile 
between these two points: 
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Imposing c0 = (gh0)
0.5
 and neglecting the factor cosα0 in Eq. (8.42), we have 
the equivalent analytical solution for the CSW – LC model. And assuming a 
horizontal bed slope (sinα0 = 0), Eq. (8.42) reduces to Stocker profile. 
Figure 8.11 compares the analytical and numerical results for the CSW – LC 
and MSW – LC models, for h0 = 10 m and α0 = 30°.  
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Figure 8.11. Mangeney et al. (2000) dam-break: comparison between analytical (--) 
and numerical (-) solutions (h0 = 10 m, α0 = 30°) for CSW – LC and MSW – LC 
models: (a) front wave and back wave in x-t plane – (b) profile of the water depth h 
for t = 1 and 5 s. 
 
It can be observed that the front and the back waves propagate faster with 
the classical shallow water model, both analytically and numerically. The 
front wave position is globally well estimated by the numerical models, 
while the errors are more important for the back wave. The numerical 
models seem to overestimate the propagation of the back wave. However, 
looking at the depth profile (Fig. 8.11b), the numerical solution is really 
close to the analytical results, except near xfront and xback. It can also be 
observed that the difference between CSW and MSW model is not really 
important. 
Dressler (1958) 
In contrast with the previous dam-break solution, Dressler (1958) focused on 
the CSW – GC model for an initial finite volume of water at rest (u0 = 0, 
Zw0 = Cst) behind a vertical dam (Fig. 8.10), on a gentle-sloping bed. He 
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developed an analytical formulation for the front and back wave positions. 
As the reservoir volume is finite, the back wave travels upward until 
reaching the upstream point of the reservoir at t = tB. Then a moving 
downstream boundary travels downward, corresponding to the emptying of 
the reservoir (H = 0): 
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 (8.43) 
with c0 = (gH0)
0.5
. The water profile is however difficult to obtain 
analytically. 
The same development has been applied to find the back- and front-waves 
positions for the MSW – GC model, so including the slope effect on the 
pressure term. An equivalent formulation is obtained for the same initial 
conditions, by replacing the gravity g in Equation 20 by (gcos²α0): 
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with c0 = (gcos²α0H0)
0.5
. 
Figure 8.12a shows the comparison between analytical and numerical 
propagation of the front and back waves for H0 = 10 m and α0 = 30°, while 
Figure 8.12b compares the numerical water profiles after 1 and 2 s.  
 Steep slope effect in shallow-water equations 223 
 
 
Figure 8.12 Dressler. (1958) dam-break: comparison between analytical (--) and 
numerical (-) solutions (H0 = 10 m, α0 = 30°) for CSW – GC and MSW – GC 
models: (a) front wave and back wave in x-t plane – (b) profile of the water for t = 1 
and 2 s. 
 
As for Mangeney dam-break, the propagation of the front wave is correctly 
modelled numerically, while the back wave propagation is less precise 
before the reservoir emptying (Fig. 8.12a). But globally numerical results are 
really close to analytical solutions. As for dam-break in LC, the numerical 
water profiles with CSW and MSW models give comparable results, except 
at the wave head and toe (Fig. 8.12b).  
It can be globally concluded from the dam-break test cases that the 
numerical resolution of the four models give accurate results, and that the 
MSW and CSW models give comparable results for fast transient flows. 
8.4.3 Steady uniform flow on a sloping bed 
The previous test cases analysed the ability of the four numerical models to 
simulate fast transient flows. We showed that, for such transient cases, the 
more precise MSW model does not improve significantly the results. So, this 
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section aims to show the impact of the MSW model on a steady uniform 
flow, still on a steep slope.  
For steep slope problems, the uniform flow is supercritical, so we impose a 
given inflow q0 and uniform water depth hu as upstream boundary condition, 
while the downstream boundary is a free outflow. To simulate a steady 
uniform flow, Nujic modification (Eq. 8.39) is suppressed and replaced by 
Eq. (8.36), as the aim is not to model the equilibrium of the water at rest. 
Figure 8.13 compares water profiles in steady uniform flows for the four 
models, with q0 = 0.05 m³/s/m, and hu given by: 
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with n = 0.017 s m
-1/3
. For models in GC, the upstream depth condition is 
Hu = hu/cosα0.  
 
Figure 8.13. Steady uniform flow – α0 = 30°, n = 0.017 s m
-1/3
, q0 = 0.05 m³/s/m, 
with hu given in Equation 21. 
 
It can be observed in Figure 8.13 that the steady uniform flow is obtained for 
the given upstream condition, except with CSW – GC model. Indeed, for this 
model, the uniform water depth given in Eq. (8.45) is not valid. The 
equilibrium uniform water depth for Eq. (8.32) is: 
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This difference in the uniform water depth for the classical SW model in GC 
is mainly due to the assumption of a horizontal velocity, and to the 
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consecutive change of variables (Eq. 8.31) from LC to GC. The comparison 
between the classical uniform depth hu (Eq. 8.45), its vertical projection 
hu/cosα0, and the uniform depth Hu of the CSW – GC model (Eq. 8.46) is 
exposed in Figure 8.14.  
 
Figure 8.14. Uniform water depth (Eq. 21, blue), its vertical projection (green) and 
approximate uniform depth of the CSW – GC model (Eq. 22, red) as a function of 
the bed slope angle. 
 
It can be seen that the difference between the real uniform depth and the 
approximation of the CSW – GC model starts to be important for slope 
angles higher than 15°, while the vertical projection of hu is already higher 
for slope angles of 10°. 
So it can be concluded that the commonly used CSW – GC model gives an 
acceptable description of the flow in fast transient conditions, but this model 
can generate important errors when used for uniform flows. 
8.5 Application to a dike overtopping case 
Let us now analyse the particular case of an idealised flow overtopping a 
dike, as sketched in Figure 8.1. In this particular case, we have a rather quiet 
flow upstream of the dike, where we can assume a horizontal velocity. On 
the downstream slope however, water is gravitationally flowing downslope, 
with a velocity mainly oriented parallel to the downstream dike slope 
(Fig. 8.1).  
As the topography is rather complex, with a non-constant slope angle, it is 
preferable to use a model in a global coordinate system to represent the flow 
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over the dike. This kind of problems, especially when modelling the erosion 
of the dike, is generally solved using the CSW – GC model. We propose 
here to compare these results with a new combined model, using the MSW – 
GC model to represent the flow over the downstream dike slope.  
Definition of a new mixed model 
The new combined shallow water model (NewSW – GC) is a simple 
combination of the MSW – GC model for gravitational parallel flows over 
rather steep slopes, and the CSW – GC model for other flows, which are 
assumed to be mostly horizontal. The first condition required to use the 
MSW – GC model is to have a flow globally parallel to the bed. In other 
words, this means that the flow depth variation with X has to be limited. The 
second condition is to have a downsloping bed, i.e. α0 > 0. These two 
conditions are encountered on the downstream dike face. At any other 
locations where these conditions are not met, the CSW – GC model has to be 
used. The transition between both models is given by: 
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Results 
Figure 8.15 compares the results obtained with the CSW – GC model and 
with the NewSW – GC model for a steady flow over a 0.2 m high dike, with 
upstream and downstream slopes of tan α0 = 0.5, and a 10 cm long crest, 
with a constant discharge of 0.025 m³/s/m. The new combined model gives 
results really close to the classical model for the dike overtopping test case 
(Fig. 8.15). These flow conditions are indeed far from uniform flow 
conditions, and so the differences between the MSW – GC model and the 
CSW – GC model on the downstream dike slope are quite low. So for pure 
hydrodynamic flow over a dike, the CSW – GC model can be used without 
doing important errors. 
 Steep slope effect in shallow-water equations 227 
  
Figure 8.15. Steady flow over a fixed dike: Hd = 0.2 m, S0u = S0d = 0.5, q0 = 25 l/s/m 
8.6 Influence on sediment transport 
To fully model an earthen dike overtopping problem, it is also important to 
analyse the impact of the use of a simplified model as the CSW – GC model 
on the sediment transport evaluation. 
8.6.1 Sediment transport formulation 
As for the rest of this thesis, this analysis focuses on bed-load sediment 
transport. Suspended sediments are indeed transported by the flow velocity, 
and behave therefore as hydrodynamic flows. Among the various empirical 
for bed-load transport, this study uses the common equation of Meyer-Peter 
and Müller (1948): 
   5.1**
3)1(8 crs dsgq   (8.48) 
Similar conclusions can be drawn using other bed-load relations. Equation 
(8.48) shows that bed-load transport is linked to the flow conditions only 
through the shear stress (Eq. 2.2 and 2.12), using Manning formulation 
(Eq. 2.3): 
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This shear stress, depending on the water depth h and on the flow q, is 
assumed to be tangent to the bed. But when using the CSW – GC model, as 
is the sediment-transport models exposed in Chapter 5, the shear stress is 
evaluated using the vertical water depth H, and the bed shear stress is 
assumed to be mostly horizontal, which is questionable on steep slopes.  
Figure 8.16 compares the evaluated bed-load transport for uniform flows as 
a function of the bed slope angle, in which the Shields parameter is 
evaluated in three different ways:  
- The classical Shields parameter τ*(hu) (Eq. 8.49), with hu given by 
Eq. (8.45) (blue curve).  
- The Shields parameter evaluated with the vertical projection of hu 
(green curve): τ*(hu/cosα0) 
- The Shields parameter evaluated using the uniform water depth of 
the CSW – GC model (red curve): τ*(Hu), with Hu given by 
Eq. (8.46). 
Among these formulations, the classical Shields parameter is theoretically 
the one to be used to evaluate the sediment transport (blue curve in 
Fig. 8.16). However, as these sediment transport formulations are generally 
empirically calibrated for low bed slopes (Table 2.2), the use of any of the 
other formulations is acceptable. 
 
Figure 8.16. Sediment transport evaluation in comparison with the slope angle using 
the different uniform depths presented in Fig. 8.14 (q = 0.05 m³/s/m, d = 6.1 mm, 
n = 0.0138) 
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It can be seen in Figure 8.16 that the assumption of hu ~= Hu can be used to 
evaluate the bed-load sediment transport for slope angles lower than 10°. For 
slopes higher than 10°, it is important to evaluate the Shields parameter with 
the appropriate perpendicular water depth h for uniform flows. The 
approximate uniform depth of the CSW – GC model leads to an 
overestimation of the sediment transport for slope angles higher than 15°. 
8.6.2 Shallow-water – Exner model 
To model a flow-erosion process, a CWL model is used (see Chapter 5). The 
shallow water equations for mass and momentum conservation can be 
coupled with the Exner equation for sediment conservation in global 
coordinates: 
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with the sediment transport qs evaluated using Eq. (8.48). When this Exner 
equation is coupled to the CSW - GC model (Eq. 8.32), with τ*(H), it forms 
the classical shallow-water – Exner model in GC (CSWE – GC), equivalent 
to the CWL model developed in section 5.2.4 . This model (Eqs. 8.32 and 
8.50) is solved in a coupled way using the same first order finite volume 
scheme, with a modified lateralized HLL solver for the fluxes (see sections 
6.2.3 and 6.3.1). 
The Exner equation can also be coupled with the MSW – GC model, with 
τ*(h = Hcosα0), forming the MSWE – GC model. This model is numerically 
solved in the same way as the CSWE – GC model. Finally, both models can 
be combined to form the NewSWE – GC model, using the criterion given in 
Eq. (8.47). 
8.6.3 Application on dike overtopping test case 
The CSWE – GC and the NewSWE – GC models are applied to the 
experimental dike overtopping test case (see Chapter 3). A 0.20 m high sand 
dike is placed in a 10 m long and 0.2 m wide horizontal flume. The dike 
crest length is 0.10 m, and the upstream and downstream slopes are 1V:2H, 
with a 5 cm thick sand layer downstream of the dike. The sand 
characteristics are: s = 2.65, d50 = 0.61 mm, ε0 = 0.43, n = 0.0138 s m
-1/3
. The 
initial water level is 0.17 m upstream of the dike, and the inflow is 5 l/s. The 
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initial time (t = 0 s) corresponds to the beginning of overtopping, and the 
mesh size is Δx = 0.02 m. 
Figure 8.17 compares the experimental water and dike profiles after 24 s of 
overtopping with the numerical profiles obtained with the CSWE – GC and 
NewSWE – GC models. The difference between the two numerical dike 
profiles is rather small, and they globally simulate well the dike profile 
(Fig. 8.17). The NewSWE – GC model is eroding a little less on the 
downstream dike slope, but this small difference has no impact on the crest 
elevation, and therefore both models generate a comparable overflow 
hydrograph. 
 
Figure 8.17. Dike overtopping: dike and water profiles at t = 24 s with the classical 
SWE model and the new combined model. 
8.7 Conclusions 
The present Chapter analyses the limitations of the shallow water 
assumptions to simulate flows over steep slopes. The classical shallow water 
model is compared to a modified shallow water model accounting for the 
impact of the steep slope on the flow.  
For rapid transient flows, such as dam-break flows or dike overtopping, it is 
shown that nearly no difference appear between classical and modified 
models. So the commonly used classical shallow water model gives an 
acceptable description of the flow in fast transient conditions. For steady 
uniform flows however, differences are visible for bed angles higher than 
10°, indicating that classical shallow flow equations are not suitable for 
uniform flows on steep slopes.  
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The impact of the classical shallow water assumptions on the sediment 
transport evaluation has also been evaluated, and the same conclusions hold 
true for sediment transport: the classical shallow water model is suitable for 
fast transient flows, but more accurate models should be used when 
modelling erosion for steady uniform flows. Anyway, the use of a shallow 
water model is suitable for dike overtopping test cases. This validates the 
methodology used in Chapter 5 to Chapter 7. 
8.8 Notation 
Table 8.2 includes the notations particular to the present chapter. This list 
includes the particularities linked to the local and global coordinate systems. 
Other general notations are present in the final notation section. 
 
Table 8.2 Notations in local and global coordinates 
Local coordinates (LC) Global coordinates (GC) 
Roman 
h = water depth perpendicular to the bed  
u = velocity component parallel to the 
bed 
w = velocity component perpendicular to 
the bed 
x =  coordinate parallel to the bed 
z =  coordinate perpendicular to the bed 
Roman 
H = vertical water depth 
U = horizontal velocity component 
W = vertical velocity component 
X = horizontal coordinate 
Z = vertical coordinate  
Zb = bed elevation 
 
 
Subscript 
x = component in x-direction 
Subscript 
X = component in X-direction 
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Chapter 9 2D model extension and 
full breaching modelling 
9.1 Introduction 
The models developed in Chapter 5 have been extended in 2D by several 
authors. For instance, two-dimensional CWL (2D-CWL) models were 
developed by Soulis (2002), Hudson and Sweby (2005), Murillo and García-
Navarro (2010), Soares-Frazão and Zech (2010) or Liang (2011). On the 
other hand, ML-NonEq models have been extended in 2D by Cao et al. 
(2011b), Wu et al. (2012), or Kim and Lee (2012). It was shown in Chapter 7 
that the CWL model was efficient to simulate the erosion of an embankment 
by overtopping. This model is indeed appropriate in most cases, except for 
fast transient flows with intense sediment transport, such as the dam-break of 
Fraccarollo and Capart (2002). Regarding the good results of the CWL 
model for the dike erosion case, the modelling of the full breaching process 
will be only realised using a 2D extension of this CWL model. 
The present chapter aims to develop the 2D extension of the CWL model, in 
order to model the full breaching process. This extension is based on the 2D 
model proposed by Soares-Frazão and Zech (2010), so the mathematical 
model and numerical solver are only briefly described. A geomorphic 
operator is also coupled to the model to simulate the bank instabilities 
observed during the breach formation. This bank failure operator was 
developed by Swartenbroekx et al. (2010) (see also Swartenbroekx 2012) 
and is also briefly described in the last section of this chapter. 
The 2D-CWL model is then applied on two test-cases. The first test-case is 
an expanding dam-break flow over an erodible bed. As the bed is initially 
horizontal, the bank failure operator is not included. This first case aims to 
validate the 2D-CWL model in a case of fast transient flow with intense 
sediment transport, and potentially evaluate the limitations of the model. 
Then the model is tested on the experimental test case exposed in Chapter 4. 
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This test-case, studying the full formation of a breach in a sand embankment, 
requires the use of the bank failure operator. 
For each problem, the numerical results are compared to experimental data, 
and the influence of the sediment transport formulation is studied. 
9.2 2D-CWL – Model description 
The 1D-CWL model (Eq. 5.45) was extended in 2D by Soares- Frazão and 
Zech (2010). In 2D, the CWL model is also based on the classical shallow-
water equations for mass and momentum conservations, coupled to an Exner 
equation for sediment transport.  
9.2.1 Governing equations 
Defining x and y as the coordinates in a Cartesian system – for instance the 
streamwise and transverse coordinates – the flow discharge can be 
decomposed in two components: qx = hu the discharge in x-direction and 
qy = hv the discharge in y-direction, with u and v the depth-averaged velocity 
components in x- and y-directions respectively. If the temporal bed variation 
is slower than the water depth variation, the 2D continuity equation for the 
clear water layer reads: 
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The momentum conservation in the flow layer can be expressed in each 
direction: 
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with Sf,x and Sf,y being the friction slope components, calculated with the 
Manning formula. Finally, the sediment conservation equation (Eq. 5.44) can 
be extended in 2D: 
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with qs,x and qs,y being the components of the sediment transport rate qs in x- 
and y-directions respectively. As the sediment transport is assumed in 
equilibrium (qs = qs
cap
), qs is directly calculated using the bed-load 
formulations exposed previously (Table 2.2). The direction of sediment 
transport is adjusted by accounting for the effect of gravity on the transversal 
bed slope (see section 2.3.2). 
This system (Eqs. 9.1-9.4) can be expressed in the following conservative 
vector form: 
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9.2.2 2D-CWL – Numerical resolution 
As proposed by Soares-Frazão and Zech (2010), the 2D-CWL model 
(Eq. 9.5) is solved numerically using a finite volume scheme on an 
unstructured triangular mesh. The domain is discretized in a series of 
triangular cells, and the fluxes are computed across each cell interface 
(Fig. 9.1), using a local coordinate system (xn, yt) linked to these interfaces, 
using the rotational invariance property (Toro, 1997).  
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Figure 9.1. Unstructured mesh finite-volume discretization (Soares-Frazão and Zech 
2010) 
 
The finite-volume scheme is built upon an integral form of Eq. (9.5), using 
the local expression of the flux across the cell interfaces, yielding to the 
following discrete expression: 
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where T is the appropriate transformation matrix with nx and ny the normal 
and tangential components of the vector normal to the considered interface, 
qn and qt are the normal and tangential flow components, i is the cell-base 
area, Lj the j-interface length (Fig. 9.1) and nb the number of cell interfaces 
(3 for triangular cells). 
Eq. (9.6) is solved in two steps using the time-splitting algorithm: 
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First the fluxes across each interface are evaluated, leading to an 
intermediate update of the cell variables. Then the source terms are 
calculated in each cell and the final state Ui
n+1
 is computed. 
Modified HLLC flux solver 
As shown previously, the classical HLL method solves the Riemann problem 
by providing a direct approximate expression of the flux at the interface. For 
the 2D-CWL model, 4 waves are present, separating five constant states 
(UL, U1,2
*
, U2,3
*
, U3,4
*
, UR) for time n+1 (Fig. 9.2) with the following 
approximate expressions for the celerities (Soares-Frazão and Zech, 2010): 
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. (9.9) 
For a positive flow (un > 0), the first wave celerity is always negative and the 
three other are positive. So the state at the interface is always the left 
intermediate state U1,2
*
 for positive flows, and the sought flux at the interface 
is F1,2
*
. 
 
Figure 9.2. Riemann problem for the two-dimensional CWL model: (a) subcritical 
flow, (b) supercritical flow 
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These 4 waves include the same three waves as the 1D-CWL model, and an 
additional intermediate wave with celerity λ(3) = un. This additional wave is a 
contact discontinuity for the transverse velocity vt (Toro et al. 1994), 
similarly to the contact discontinuity for the concentration C of the 1D ML-
NonEq model. So the solver used to compute the fluxes of the 2D-CWL 
model (Soares-Frazão and Zech 2010) is a combination between the 
modified HLL solver of the 1D-CWL model (Goutière et al. 2008) and the 
HLLC solver (Toro et al. 1994) for the additional contact discontinuity.  
The modified HLL solver used for the 1D-CWL model and the HLLC solver 
assume a unique intermediate state for the mass and momentum equations. 
Similarly, a unique state (U
*
 = U1,2
*
 = U2,3
*
 = U3,4
*
) can be assumed here for 
the mass and normal momentum equations. So the classical HLL solver, 
based only on the extreme waves, is used: 
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with  
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As for the 1D-CWL model, the term (hR - hL) in Eq. (9.10) has been replaced 
by (zwR - zwL), to ensure equilibrium of water at rest (Nujic 1995). 
The momentum flux in the transverse direction πnt
*
 is associated to the 
contact discontinuity with celerity λ(3) = un. , and can be treated in a similar 
way as the sediment flux formulation of the 1D ML-NonEq model 
(Eq. 6.34): 
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Finally, the sediment mass flux is computed in a way similar to the sediment 
flux of the 1D-CWL model: 
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with  
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For all the fluxes, the wave speeds λ(1), λ(2), λ(3), and λ(4) are estimated in each 
cell by means of the approximate analytical expressions for the eigenvalues 
(Eq. 9.9). 
Source terms treatment 
As for the 1D-CWL model, the source terms of the 2D-CWL model 
(Eq. 9.5) can be split in two parts: 
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with Sb being the source term accounting for the bed slope and Sf accounting 
for the friction.  
The first term Sb includes the spatial derivatives of the bed level in x- and y-
direction. This term can be reformulated in local coordinates linked to the 
cell interface, and included into the flux calculation as suggested by 
Fraccarollo et al. (2003). In the local coordinate system, the bed source term 
can be reformulated in the following non-conservative product: 
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As the non-conservative product only influences the normal momentum 
equation, only the second component of the flux will be studied in what 
follows. Following the same procedure as exposed for the 1D-CWL model, 
in the direction normal to the interface, we deduce the relations for the 
lateralized HLL (LHLL) fluxes for the normal momentum. For a given 
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interface j, the lateralized fluxes influencing the left- and right-hand cells are 
respectively: 
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in which σn
*
 is the HLL formulation of the momentum flux (Eq. 9.11) and 
(gh)* = g(hL + hR)/2. The different expressions of left and right fluxes are 
accounted for by modifying slightly the finite volume equation: 
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After the incorporation of the bed source term Sb into the lateralized fluxes, a 
first update of the cell can be computed, leading to the intermediate state Ui
p
. 
Then the friction source term Sf has to be accounted for in a second variable 
update to lead to the final state Ui
n+1
. The friction source term in each cell i is 
simply evaluated using the classical Manning equation for the intermediate 
variables Ui
p
: 
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with u = (u, v) being the velocity vector. 
9.2.3 Bank failure operator 
A bank-failure operator is included in the model, in order to simulate the 
breach side erosion. The two-dimensional bank failure operator was 
developed and inserted into the classical 2D shallow model by 
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Swartenbroekx et al. (2010). The operator is based on a local bank-failure 
criterion: the slope of each cell is calculated in order to analyse its stability. 
When the slope of a cell exceeds a critical angle αc, the bank failure is 
activated and cells are tilted until reaching a residual angle αr. Critical and 
residual angles differ in submerged and emerged areas (Fig. 9.3).  
 
Figure 9.3. Definition of stability angles (Swartenbroekx et al. 2010). 
 
As the shallow-water equations are solved using a first-order finite-volume 
scheme, each cell has a constant sediment level. So it is necessary to define 
the sediment level in each node in order to determine the cell slope, by 
preserving at the same time the sediment mass balance. This is achieved by 
dividing the triangular cell in three sub-cells through the definition of an 
additional centroid point (Fig. 9.4). The sediment level at this point ensures 
the conservation of the sediment mass in the cell. The complete process is 
detailed in (Swartenbroekx et al. 2010). 
 
Figure 9.4. Additional centroid point (Swartenbroekx et al. 2010). 
 
The most difficult parameter to assess in the bank failure operator is the 
interval time between two slope rearrangements. In the following results, the 
cell stability is checked every 50 time steps of the CWL model in order to 
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save computational time. However, it has been verified that results do not 
vary much if the cell stability is checked at every time step. 
9.3 First test-case: Expanding dam-break flow over 
a mobile bed 
The dam-break flow problem over an erodible horizontal bed was reported 
by Soares-Frazão et al. (2012) and Swartenbroekx (2013). This test-case, 
carried out as a benchmark experiment in NSF-PIRE project (Soares-Frazão 
et al. 2012), studies the idealised sudden break of a dam, and the consequent 
fast transient flow and important morphological changes downstream of the 
dam. As for the 1D test-case, this problem implies a strong interaction 
between sediment transport and hydrodynamics. 
9.3.1 Test-case description 
The experimental test was conducted at the Hydraulics Laboratory of the 
Université catholique de Louvain, Belgium. The flume was about 36 m long 
and 3.6 m wide, with a useful length of about 27 m (Fig. 9.5). The gate, 
representing an idealised dam, was placed in a reduced section of the flume, 
so that the flow is expanding in two dimensions 0.5 m downstream of the 
gate location. The gate is 1 m wide and is located 12 m from the upstream 
end of the flume. The origin of the axes is taken at the gate centre.  
A sand layer with thickness hs = 0.085 m is placed in the flume, over a 
length of 1.5 m upstream and 9.5 m downstream of the gate. This layer is 
made of uniform sand with the following characteristics: d50 = 1.61 mm, 
s = 2.63 and ε0 = 0.42. The Manning coefficient of the sand was measured 
under uniform flow conditions as n = 0.0165 s m
-1/3
, while the roughness of 
the fixed bed is set to n = 0.01 s m
-1/3
.  
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Figure 9.5. Experimental set-up (dimensions in m): (a) Plane view, (b) Elevation and 
(c) cross sections (Swartenbroekx 2013).  
 
The initial water level is zw = 0.51 m in the upstream reservoir, while there is 
no water downstream of the gate. So the bed downstream is initially dry. The 
boundary conditions consist in a closed wall upstream and a free outflow 
downstream of the flume. At t = 0 s the gate is rapidly lifted, with a time 
removal tr < 230 ms). As this lifting time is below the criterion of Lauber 
and Hager (1998) – tr < (2h0/g)
0.5
 = 320 ms – it represents an idealised 
instantaneous dam break. The passage of the dam-break flow generates 
important morphological changes. After 20 s of flow, the gate is closed in 
order to stop the experiment. 
The temporal water level evolution was measured using 8 ultrasonic probes 
(see Fig. 9.6 for gauges locations). Complementary, the final bed topography 
was measured using a bed profiler every Δy = 0.05 m. 
 
Gauge n° x (m) y (m) 
G1 0.64 -0.5 
G2 0.64 -0.165 
G3 0.64 0.165 
G4 0.64 0.5 
G5 1.94 -0.99 
G6 1.94 -0.33 
G7 1.94 0.33 
G8 1.94 0.99 
 
Figure 9.6. Experimental dam-break: gauges locations 
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9.3.2 Numerical results and comparison with experiments 
Soares-Frazão et al. (2012) compared the ability of various shallow-water 
models to simulate the two-dimensional dam-break flow over a mobile bed. 
These models include two-dimensional classical CWL models and more 
complex ML models, but also 2-layer and 2-phase models. The numerical 
simulations were run in a blind way, i.e. without prior knowledge of the 
experimental results. Only the test-case description was provided, with an 
estimation of the Manning parameter. Several conclusions were drawn: 
- The water free-surface was reasonably well reproduced by all the 
tested models. 
- The global erosion process was reproduced by all models, but 
discrepancies were observed in the prediction of the bed evolution. 
- Mesh refinement was shown to allow for a significant improvement 
of the results, a medium-sized mesh being of about 5 cm.  
- No clear differences were observed between the shallow water 
models. Even if intense sediment transport was observed, this 
transport only includes bed load, and the resulting sediment 
concentration in the flow remains rather low, allowing for the use of 
a simple CWL model. 
However, nothing is concluded concerning the sediment transport closure 
equations, even if the choice of the closure formula seems to be a key issue. 
Some expressions for the critical shear stress were compared, showing 
important differences, and the need for further research concerning the 
influence of sediment transport formulations was expressed.  
In the present study, the 2D-CWL model is applied on the expanding dam-
break problem. The results with a classical MPM formulation are first 
compared to the experimental date. Then various sediment transport 
formulations are used and compared in order to highlight there influence on 
simulated bed and water evolution. 
Results with the 2D-CWL model 
The first results are simulated using the classical formulation of Meyer-Peter 
and Müller (1948) for sediment transport. The sand layer is discretized in 
triangular cells with a characteristic length l = 5 cm, while a coarser mesh 
with l = 50 cm is used in the upstream and downstream areas. Figure 9.7 
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shows the temporal evolution of the water surface during the first seconds of 
dam-break flow. 
  
  
 
Figure 9.7 Simulated water surface (in m) downstream of the gate with MPM 
formulation for t = 1, 3, and 5 s. 
 
It can be seen the dam-break wave directly expands downstream of the gate 
(Fig. 9.7a), then reaches the lateral walls (Fig. 9.7b) and is reflected 
(Fig. 9.7c). Figure 9.7 also highlights the good symmetry of the numerical 
results. 
As the total experimental water surface is not available, the temporal 
evolution of the water level is compared to the experimental data at the 
gauges location (see Fig. 9.6) in Figure 9.8. The numerical results are 
globally close to the experimental measures, except for gauges 1 and 4. 
These gauges are located near the corner of the expansion downstream of the 
gate. The flow at these points is highly influenced by the abrupt change of 
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geometry, and is therefore more difficult to simulate. Moreover, some 
asymmetry appears in the numerical results at these locations, due to the use 
of an unstructured mesh combined with the local change of geometry. 
 
 
Figure 9.8 Water level evolution at the gauges locations: (a) G1 and G4, (b) G2 and 
G3, (c), G5 and G8 and (d) G6 and G7. 
 
The ability of the numerical model to simulate the sediment transport can be 
evaluated through the comparison of the experimental and numerical final 
bed topographies.  
Figure 9.9 presents these final bed geometries. It can be seen that the 
numerical model succeeds in modelling the formation of a scour just 
downstream of the gate, and deposition around it. But the amount of 
deposited sediments around the scour hole is underestimated by the 
numerical model. The same observations were reported by Soares-Frazão et 
al. (2012). 
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Figure 9.9. Final bed topography: (a) experimental date and (b) simulated results 
with MPM formulation 
Mesh influence 
Four different mesh sizes for the sand layer area have been tested: l = 10, 5, 
3 and 2 cm, maintaining a coarse mesh of 0.5 m for the upstream and 
downstream areas. Figure 9.10 compares experimental and numerical final 
streamwise bed profiles for these different meshes.  
  
   
   
Figure 9.10. Final streamwise bed profiles with different meshes compared to 
experimental data (dots) – (a) y = 0.2 m, (b) y = 0.6 m, (c) y = 1.45 m 
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It can be observed in Figure 9.10 that erosion and deposition are clearly 
underestimated when using the coarse mesh of 10 cm. Contrarily, with the 
finer meshes of 2 and 3 cm the erosion is better evaluated (Fig. 9.10b), while 
the deposition area is still underestimated (Fig. 9.10c).  
As observed by Soares-Frazão et al. (2012) the mesh refinement improves 
the results of the numerical model, but an intermediate mesh of 5 cm is a 
good compromise between results accuracy and computational cost. 
9.3.3 Influence of sediment transport formulations 
After analysing the ability of the 2D-CWL model to simulate the expanding 
dam-break flow and resulting bed changes, various sediment transports are 
tested. All the parameters are kept the same between the different 
simulations, with a mesh size of 0.05 m, in order to analyse the influence of 
the sediment transport formulation only. 
Figure 9.11 shows the numerical final bed topographies obtained with the 
various sediment transport formulations of Table 2.2. The experimental bed 
topography is also presented as a comparison (Fig. 9.11a).  
Globally, all the sediment formulations simulate the erosion and deposition 
processes. But among the tested bed-load formulas, Wong and Parker 
equation clearly underestimates both erosion and deposition. This 
underestimation of sediment transport with WP formulation was already 
observed for the 1D dam-break case.  
Contrarily, the sheet-flow formulations of Wilson and Abrahams lead to the 
deepest scour holes downstream of the gate, and they also simulate the most 
important deposition around. These sheet-flow formulations appear therefore 
as the most appropriate formulas for the present dam-break case, but the 
amount of deposited sediment remains underestimated. 
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Figure 9.11. Final bed topography with the 2D-CWL model experimental data (a) 
and comparison with various sediment transport formulations: (b) Meyer-Peter and 
Müller, (c) Wong and Parker, (d) Wu, (e) Smart and Jäggi, (f) Camenen and Larson, 
(g) Wilson and (h) Abrahams. 
 
The influence of the erosion-deposition modelling on the water level 
evolution is analysed in Figure 9.12. The temporal evolution of the water 
level is shown and compared to the experimental data at the different gauges 
locations (see Fig. 9.6).  
Quite logically, the sediment transport formulations influence mainly the 
water level evolution at the locations where important bed changes are 
observed, i.e. for gauges 1 and 2 (Fig 9.6a-b). At the corners of the flume 
expansion (G1), important differences are observed in the simulated results, 
but no sediment transport formulation gives an accurate modelling of the 
water level evolution. This indicates that the water level errors at these 
locations are due to the limitations of the two-dimensional CWL numerical 
model, and not to the choice of the sediment transport closure equation.  
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Figure 9.12. Water level evolution at the gauges locations – Influence of the 
sediment transport formula: gauges (a) G1, (b) G2, (c), G5 and (d) G6. 
9.4 Second test-case: Full breaching in a sand dike 
The present section aims to compare numerical results with experimental 
data in the case of a breach formation. The full-breaching test-case is 
described in Chapter 4. The present study has been previously reported in 
Van Emelen et al. (2011 and submitted 1).  
For the numerical simulation, a triangular mesh is built considering distinct 
areas: a typical cell length of l = 2 cm was used in the embankment area, 
while the cells are 10 cm large for the downstream sand layer area, and 1 m 
large in the upstream and downstream reservoirs. The initial condition is a 
constant water level of 45 cm upstream of the embankment.  
The Manning coefficient for the sand roughness n = 0.0167 s m
-1/3
 is 
determined using Strickler’s formulation. The stability angles used in the 
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bank failure operator have the following values (Spinewine et al. 2002): 
αc,e = 87° and αr,e = 85° for the emerged domain, and αc,s = 35° and αr,s = 30° 
for the submerged domain. All boundary conditions are simplified by 
vertical walls all around the domain. 
9.4.1 Global breach evolution 
Figure 9.13 shows a qualitative comparison between experimental DTMs 
and numerical breach topography with MPM formulation at different times. 
The distinct breaching phases are illustrated.  
In the first phase, vertical erosion is observed on the downstream 
embankment slope (Fig. 9.13a), and deposition is observed at the 
downstream toe. Then the breaching process combines both vertical erosion 
and lateral erosion due to bank instabilities (Fig. 9.13b-c). During this 
second phase, the flow accelerates in the breach, leading to a scour hole 
downstream of the embankment. Both phases are reproduced by the 
numerical model.  
The main divergence between experimental topography and numerical 
results appears at the end of the experiment (Fig. 9.13c), when the erosion 
scour progressively disappears in the numerical results. This difference 
between numerical results and experimental observation is explained by an 
overestimation of the backwater effects in the numerical model: in the 
experimental flume, a rather complex system pumps out the downstream 
water with possible backwater effects that have been simplified in the 
downstream boundary condition of the numerical model. 
As the DTMs do not allow for an accurate quantitative comparison, this is 
done by comparing the temporal evolution of the bed level at different points 
along the breach (Fig. 9.14). It can be seen that the numerical results are 
quite good, even if the model with MPM formulation leads to slightly higher 
bed levels.  
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Figure 9.13: Topography of the breach from experimental measurements (left) and 
from numerical results (right): (a) t = 45 s – (b) – t=175 s, (c) t = 370 s. Black 
contours are plotted at levels ranging from 0.1 m to 0.45 m with intervals of 0.05 m. 
 
Figure 9.14: Bed evolution along the thalweg downstream of the crest: experimental 
measures (points) and numerical results with MPM equation (lines) 
 2D model extension and full breaching modelling 255 
Role of the bank failure operator 
As exposed in Figure 9.13, the second phase of the breaching process 
includes both vertical and lateral erosion. So it is essential to use the bank 
failure operator to properly simulate the 3D breaching process (Van Emelen 
et al. 2011).  
To illustrate the importance of this operator, Figure 9.15 shows the 
numerical breach topography after 45 s and 175 s, simulated without the use 
of the operator. It can be seen that the model offers no mechanism to enlarge 
the breach: the emerged cells, even with a very steep slope, are never eroded, 
leading to non-physical breach topography. 
 
 
Figure 9.15: Topography of the breach from numerical model without bank failure 
operator (right) and comparison with the experiments (left): (a) t = 45 s – (b) 
t=175 s. Black contours are plotted at levels ranging from 0.1 m to 0.45 m with 
intervals of 0.05 m. 
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Mesh influence 
Figure 9.16 compares the breach topography at t = 70 s for different meshing 
of the embankment, in order to study the mesh influence on the simulated 
results. The typical cell lengths for the embankment area vary between l = 2 
and 10 cm, while the mesh size is kept constant upstream and downstream of 
the dike. All the results are simulated using MPM formulation for sediment 
transport. 
Figure 9.16 shows an acceleration of the breach widening for the coarsest 
meshes. Indeed, large cell sizes increase the magnitude of local changes 
when a cell is tilted by the bank failure operator. Moreover, for the two 
largest meshes, local phenomena appear and cause an asymmetry of the 
breach (Van Emelen et al. 2011). Indeed, if more cells are tilted at one side 
of the breach, the fast transient flow will be attracted towards this side and 
increase the erosion at the same side, which in turn will increase the 
instability of the cells and the bank erosion. This numerical asymmetry 
increases with the size of the mesh, while it remains negligible for small 
cells. It could be noted that such a developing asymmetry also occurs in the 
reality but it is not expected to appear in symmetrical numerical model.  
 
 
Figure 9.16: Plane view of the breach topography (in m) using MPM formulation at 
t = 70 s, for various mesh sizes for the embankment area: (a) l = 10 cm – 
(b) l = 5 cm – (c) l = 3 cm – (d) l = 2 cm.  
 
 2D model extension and full breaching modelling 257 
9.4.2 Influence of sediment transport formulation 
Selected sediment transport formulations listed in Table 2.2 have also been 
tested on the full 3D breaching case. As the use of a steep slope correction 
factor has brought no modification for the 2D embankment overtopping test 
case with CWL model (section 7.4.3), these coefficients were not used for 
the 3D breaching problem. Figure 9.17 compares the breach topography 
obtained using the sediment transport formulations of Table 2.2 at t = 175 s. 
These results are calculated using the finest mesh for the embankment, and 
are compared to the experimental data. A quantitative comparison of the 
evolution of the crest level and crest width is also presented in Fig. 9.18.  
It can be seen in Figure 9.17 that Wong and Parker formulation erodes too 
slowly (Fig. 9.17), leading to a high crest level and a small breach width 
(Fig. 9.18). A similar conclusion was already formulated for the dike 
overtopping test-case (Section 7.4.3). For the full breaching problem, the use 
of the bank failure operator increases the deviations observed on a simple 
vertical erosion test case. Indeed, when the erosion is slower, the breach 
banks are less rapidly unstable, slowing down the combined widening and 
deepening of the breach. So a good precision on the sediment transport 
estimation is important to model accurately the breaching process.  
By contrast with WP formulation, the sheet-flow formulations of Abrahams 
and Wilson lead to an excess of crest erosion, while Smart and Jäggi and 
Wilson formulations overestimate the breach widening (Fig. 9.17 and 9.18). 
The three other formulations give comparable breach evolutions, and are 
closer to the experimental data, with Smart and Jäggi formulation simulating 
very precise crest level evolution. 
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Figure 9.17: Dike overtopping: Plane view of the breach topography (in m) with 
various sediment transport formulations at t = 175 s and comparison with the 
experimental breach topography. 
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Figure 9.18: Comparison of various sediment transport formulations: (a) crest level 
evolution (in x = 0.94 m) – (b) breach width evolution in the middle of the crest (in 
x = 1.115 m). 
 
The breach flow depends on the breach shape and on the upstream level, so 
the choice of the sediment transport formulation also influences the breach 
hydrographs. Figure 9.19 compares the simulated breach hydrographs with 
the different sediment transport formulations. The hydrograph deduced from 
the experimental data, and its standard deviation, are shown as a comparison. 
The error on the peak outflow and the root mean square error of the 
hydrograph are also presented.  
It can be seen that the bad estimation of the sediment transport with WP 
formulation generates an important deviation on the simulated hydrograph 
(Fig. 9.19a), and underestimates the peak outflow of around 50% of the 
experimental peak outflow (Fig. 9.19b). On the contrary, both sheet-flow 
formulations lead to an overestimation of the peak outflow (~30%). Finally, 
the rapid widening of the breach with SJ formulation leads to a fast 
augmentation of the breach discharge during the first 100 seconds. So the 
peak outflow is reached earlier, and the resulting hydrograph is closer to the 
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experimental observations, with a RMSE lower than 10% of the 
experimental peak outflow. 
Globally MPM and SJ formulations give good results, with a very low error 
on the peak outflow (< 2%). Wu and CL formulations also leads to 
acceptable results, with an error on the peak outflow lower than 20%. 
 
Figure 9.19: Comparison of various sediment transport formulations: (a) breach 
hydrograph – (b) RMSD of hydrograph in comparison with experimental peak 
outflow for Δt = 20 s (RMSD(Q)/ Qp,EXPE), and error on simulated peak outflow 
E(Qp) = |Qp,NUM – Qp,EXPE|/Qp,EXPE 
9.5 Conclusions 
In order to simulate a full breaching process, including both the deepening 
and widening of the breach, Chapter 9 describes the 2D extension of the 
CWL model. Indeed, it was shown in Chapter 7 that the CWL model was 
appropriate to model erosion of a sand embankment. This 2D-CWL model is 
based on the same assumptions as the 1D-CWL model. The mathematical 
model and its numerical solver are briefly described in the present chapter. 
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Moreover, the sediment transport orientation is corrected to account for the 
impact of the bed slopes (see section 2.3.2). Finally, a bank failure operator 
is coupled to the model in order to simulate the progressive widening of the 
breach due to bank failures. 
Then the 2D-CWL model is applied on two different test cases: 
- An expanding dam-break flow over a mobile horizontal bed 
- A full breaching process in a sand-embankment 
For each test-case, the numerical results have been systematically compared 
to experimental data, and the differences between the sediment transport 
formulations have been highlighted. 
Both test cases imply important modifications of the initial topography, but 
the time scales for these changes are different: while the erosion/deposition 
is really fast for the dam-break case, the evolution is more progressive for 
the breaching problem. Moreover, the evolution of the topography depends 
only on the flow erosion for the dam break problem, while bank instabilities 
appear for the breaching problems. So it has been showed that the bank 
failure operator is necessary when modelling the breaching process, while it 
is useless for the expanding dam break flow. 
The 2D-CWL results are in overall good agreement with the experimental 
data for both cases. However, a rather fine mesh is required to simulate 
accurate results in both cases, especially for the breaching problem. Indeed, 
as the bank-failure operator is based on a local criterion for cell stability, it 
has been shown that the use of a coarse mesh accelerates the breach 
enlargement and can create asymmetrical phenomena. 
Concerning the influence of the sediment transport formulations, as for 1D 
case, large differences are observed between sediment transport 
formulations. Sheet flow formulations are the most appropriate for the dam-
break problem, characterised by intense sediment transport and rapid erosion 
of the bed. For this test case, important discrepancies remain between 
experimental and final bed profiles. The 2D-CWL model is indeed certainly 
not fully appropriate for such test-case featuring a rapid variation of the bed 
and intense sediment transport, but a previous research study (Soares-Frazão 
et al. 2012) showed no improvement of the results when using more complex 
models. 
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For the full breaching problem, the most accurate results are given by Smart 
and Jäggi formulation, accounting for a variable coefficient Ks (see 
Table 7.2), followed by Meyer-Peter and Müller formulation, based on a 
constant coefficient Ks = 8. Both formulas lead to rather small errors of the 
peak outflow. In contrast, Wong and Parker formulation, assuming a small 
coefficient Ks = 3.97, underestimates the erosion, and the sheet flow 
sediment transport formulas, with a constant coefficient Ks = 11.8 for Wilson 
formulation, overestimate it. Equivalent conclusions had been drawn for the 
simple dike erosion test case in Chapter 7. However, for the full breaching 
problem, the use of the bank failure operator tend to increase the deviations 
observed on a simple vertical erosion test case, leading to larger errors on the 
breach flow.  
 
  
 
 
 
 
 
 
 
Conclusions 
 
 
 
  
As explained in the introduction, the objective of the present thesis consists 
in analysing the ability of depth-averaged numerical models to simulate the 
process of breaching of a non-cohesive earthen embankment. The complex 
breaching process has been simplified, in order to focus on particular 
physical phenomena. The present study has been limited to non-cohesive 
materials, mainly transported by bed load. Three key problems related to 
breaching modelling have been studied: the interaction between flow and 
sediment transport in shallow-water modelling, the limitation of the small-
slope assumption, and the modelling of sediment transport. These analyses 
have of course brought new challenging questions, which are briefly 
addressed hereunder.  
Interaction between flow and sediment transport 
Three different numerical models have been developed, deriving from 
different levels of assumptions: A classical Clear-Water Layer (CWL) 
model, based on Saint-Venant – Exner equations, and two Mixture layer 
(ML) models, assuming a variable flow density. The first ML model, called 
equilibrium model (ML-Eq), assumes that the actual sediment transport 
equals the sediment transport capacity estimated empirically, while the 
second ML model, called non-equilibrium model (ML-NonEq), includes a 
lag-law formulation for sediment transport. 
The CWL model has shown its limitations for the case of a sudden dam-
break flow over a mobile bed. Indeed, this problem features intense sediment 
transport, and a related fast evolution of the bed. However, in case of more 
progressive evolution of the bed, such as the sand embankment erosion 
problem, the CWL model gives results comparable to more complex ML 
models. The CWL model has therefore been shown to be suitable to simulate 
the progressive erosion of a dike. 
Moreover, additional drawbacks are linked to the more complex ML models. 
The main disadvantage of the ML-Eq model is its important computational 
cost, related to the use of an iterative procedure to include the closure 
sediment transport in the model resolution. Further improvements of this 
model could include the optimisation of this iterative calculation. 
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The main drawback of the ML-NonEq model, based on a non-equilibrium 
sediment transport assumption, is the treatment of its numerous source 
terms, and the difficulty to avoid the appearance of bed oscillations. 
Moreover, the non-equilibrium strategy is based on empirical coefficients, 
and the determination of such coefficients is still subject to various 
uncertainties as stated by Cao and Carling (2002) and Wu and Wang (2007). 
In the present thesis, featuring only bed-load transport, it has been shown 
that the appropriate adaptation length is always the smallest one, converging 
to an equilibrium sediment transport. This confirms the conclusions of Cao 
et al. (2012) about the fast adaptation of bed load to transport capacity. So, 
for bed-load transport, even in case of intense transport as for the dam-break 
case, the non-equilibrium strategy seems to be useless.  
Limitations of the small-slope assumption in shallow water equations 
Chapter 8 analysed the limitations of the shallow water small-slope 
assumption to simulate flows over steep slopes. The classical shallow water 
model has been compared to a more physical model accounting for the 
impact of the steep slope on the flow. For steady uniform flows, differences 
are observed for bed angles higher than 10°, indicating that classical shallow 
flow equations do not tend to the good equilibrium uniform flow depth over 
steep bed slopes. For rapid transient flows however, such as dam-break 
flows or dike overtopping, it has been shown that both models gave similar 
results. The impact of the classical shallow water assumptions on the 
sediment transport evaluation has also been evaluated, and the same 
conclusions hold true for sediment transport: the classical shallow water 
model is suitable for fast transient flows, but more accurate models should 
be used when modelling erosion for steady uniform flows. 
Comparison of sediment transport formulations 
Concerning the performance of the sediment transport formulations, the 
comparison between the formulations for 1D and 2D cases showed large 
variations in the results. Globally, the variations observed when changing the 
sediment transport formulation are always larger than the variations between 
CWL and ML results for the same closure equation. This confirms the 
necessity to optimise the sediment transport modelling. 
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For both the 1D dike erosion case and the full breaching problem, similar 
conclusions can be drawn. Wong and Parker (2006) formulation, based on a 
rather small constant sediment transport coefficient, underestimates 
significantly the vertical erosion, leading to a delay and a reduction of the 
peak outflow. This phenomenon is amplified for the 3D problem, due to the 
use of the bank failure operator. Even if they are theoretically appropriate for 
the high shear stresses observed in the test-cases, the sheet-flow formulations 
of Abrahams (2003) and Wilson (1987) lead to excessive erosion in both 
cases. Indeed, Wilson equation is based on a rather high constant coefficient. 
This excessive erosion generates an overestimated peak outflow. Finally, 
Meyer-Peter and Müller (1948) formulation, calibrated for low shear stresses 
and low slopes, but based on an intermediate constant coefficient, lead to 
more precise peak outflows. And Smart and Jäggi (1983) formulation, 
calibrated for high shear stresses and bed slopes, and accounting for a 
variable coefficient, lead to the most precise peak outflows. As all these 
formulations depend on the sediment transport coefficient, the optimising of 
this parameter can already improve significantly the results for a given 
problem. However, further work is still required to develop suitable 
sediment transport formulations valid for different range of problems. 
Global simulation of the full breaching problem 
Globally, on the 2D-V dike erosion test-case, the three models performed 
similarly and gave promising results. So, regarding the drawbacks of the 
more complex ML models, the CWL model has been used to simulate the 
full breaching process in two dimensions. The use of a bank-failure operator 
has been shown to be crucial to simulate the enlargement of the breach, and 
the results obtained with the 2D-CWL model were in overall good 
agreement with the experimental data of the full breaching test-case. 
However, the bank failure operator requires the use of a rather fine mesh, so 
further research may focus on improving the bank failure criterion in order 
to avoid the appearance of local phenomena with coarse meshes. A way of 
improving the model could include the use of geotechnical slope stability 
models, accounting for the rupture surface of the bank. 
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Main perspectives 
As mentioned previously, simplifications have been adopted in the present 
work, allowing to focus on the particular problems mentioned above. 
However, other challenging questions related to breaching modelling have 
still to be treated. 
The erosion of a sand dike subject to overtopping has been experimentally 
and numerically studied in the present work. It has been shown that an 
important problem arising during experimental studies concerns the 
important seepage through the dike. This is especially the case when using 
coarse sediments. An infiltration module could therefore be integrated in the 
numerical model, in addition to the bank-failure module, in order to simulate 
more accurately the global breaching process. This could be achieved by 
following a method similar to the one proposed by Volz and Boes (2012). 
Moreover, the present thesis has widely studied test cases implying bed-load 
transport. But real breaching cases are often driven by both suspension and 
bed-load transport. Therefore, further developments could include suspended 
sediment in the numerical model. Moreover, in problems involving intense 
sediment transport by suspension, a mixture layer model could be required, 
with a non-equilibrium sediment transport formulation (Cao et al. 2012). The 
coupling of such model for suspension and a classical modelling for bed-
load could be developed. 
Finally, the present 2D-CWL model should be tested with real-cases data, 
such as the upcoming breaching real-scale tests on the Scheldt River (Peeters 
et al. 2012). Indeed, such real-scale test case could allow the validation of 
the model without any interference with scale effects. However, these large-
scale problems often include cohesive soils, so their simulation requires the 
development of the model in order to account for such cohesive 
mechanisms. The 2D-CWL model could then be used to model both the 
breach evolution and the flood propagation, using a refined mesh for the 
breach area and a coarser mesh in the downstream area. 
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Appendix A Sediment transport 
formulations and derivatives 
 
The approximate analytical expression of the eigenvalues for the CWL 
model has been developed in 1D by Goutière et al. (2008) and extended in 
2D by Soares-Frazão and Zech (2010). This approximate expression is based 
on the derivatives of the sediment transport formulation. These derivatives 
are also used for the numerical computation of the eigenvalues of the ML-Eq 
model. Goutière et al. (2008) Soares-Frazão and Zech (2010) used Meyer-
Peter and Müller formulation for bed-load sediment transport. This appendix 
develops the formulation for other sediment transport formulations.  
For each bed-load formulation, the equation is first expressed in terms of 
primitive variables qs(h,q) by developing the Shields parameter (Eqs. 2.2, 
2.12 and 2.3):  
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Then the expression for the derivatives ∂qs/∂h and ∂qs/∂q is deduced by 
expressing every formulation as a function of the Shields parameter.  
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Wu et al. (2000) 
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Smart and Jäggi (1983) 
 
 



















3
5/115/6
*3/16
5/215/16
**
6.0
0**
5.0
*
6.0
*
3
,
)1(
2.4
2.4
)()1(2.4
h
qnd
hs
qn
S
h
q
d
S
u
u
dsgq
c
cf
cf
cap
SJs
 (A.13) 













4
5/115/6
*3/19
5/215/16
,
3
)1(3
16
2.4
h
qnd
hs
qn
h
q
c
cap
SJs
 (A.14) 
 Appendix A 273 













3
5/65/6
*3/16
5/165/16
,
5
11
)1(5
21
2.4
h
qnd
hs
qn
q
q
c
cap
SJs
 (A.15) 
Camenen and Larson (2005) 
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Wilson (1987) 
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Abrahams (2003) 
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Appendix B ML-NonEq model: 
complete eigenstructure analysis 
 
The Pseudo-Jacobian matrix A’ (Eq. 5.91) has been developed in 
section 5.3.4 for the full ML-Non Eq model, including the spatial derivatives 
present in the source terms. Then the eigenvalues of the matrix A’ have been 
calculated, and these eigenvalues appear to be identical to the celerities 
obtained with the simplified analysis, with an additional celerity λ = 0 for the 
bed evolution equation. However, the eigenstructure is not completely 
equivalent, so the compatibility relations and Riemann invariants are 
developed here for the complete Pseudo-Jacobian matrix A’. 
Compatibility relations and Riemann invariants 
The Pseudo-Jacobian matrix A’ (Eq. 5.91) can be diagonalised as follows: 
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The matrix of the right eigenvectors R (Eq. 5.69) can then be deduced: 
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with ρ = (ρs – ρw)/2ρ. It can be observed that the first and third eigenvectors 
(R
(1)
 and R
(3)
) do not vary in comparison with the simplified analysis 
(Eq. 5.70). Their three first components are the same and the additional 
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fourth component is equal to zero. The second eigenvector R
(2)
 varies 
however much, as for the simplified model we have R
(2)
 = (0 0 1)
T
.  
The matrix of left eigenvectors L (Eq. 5.68) is developed as follows: 
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As for the simplified ML model, the Riemann invariants Wp (Eq. 5.78) 
cannot be easily integrated. Again, only the Riemann invariant related to the 
second eigenvalue can be easily deduced, and is the same as for the 
simplified model (Eq. 5.77): 
 u
dt
dx
C
dt
dC
dW  )2(2 alongCst0  (B.4) 
The invariant related to the fourth eigenvalue (λ(4) = 0) reduces to: 
0alongCst0 )4(
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zdz
ghu
gh
dW bb  (B.5) 
This relation confirms that the bed elevation zb is constant during the 
resolution of the homogenous part of ML model, and is only modified 
through the source term evaluation. 
Generalised Riemann invariants 
For the complete ML-NonEq problem, we find the following generalised 
Riemann relations: 
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These equations are meaningful only if dzb = 0 across the three first waves, 
so if zb is constant across these waves. This makes sense if we compare to 
the original formulation of the system (Eq. 5.26), in which zb only depends 
on the source terms.  
Except for the additional constraint of dzb = 0, the generalised Riemann 
invariants for the first and third waves are the same as for the simplified 
analysis (Eqs. 5.82 and 5.83). This confirms that these waves are comparable 
to pure hydrodynamic waves.  
Across the second wave, we find a modified relation: 
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The first equation of this system implies that the velocity u is constant across 
the second wave. Note that the simplified analysis concluded that both the 
water depth h and the flow velocity u had to be constant across the second 
wave, while in the complete analysis only the velocity is constant. 
Across the last wave, d(hu) has also to be zero, meaning that the unit flow 
discharge is the same on both sides of the fourth wave. Finally, across the 
fourth wave, we find 
   0across
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Following the first equation, the concentration C is also constant across the 
fourth wave. So only the water depth and the bed level vary across λ(4) = 0. 
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In summary, the inclusion of the non-conservative products – and of the 
corresponding fourth variable zb and its equation – allows to analyse the 
complete eigenstructure of the ML-NonEq system. This complete analysis 
resulted in eigenvalues identical to the simplified analysis (section 5.3.4), but 
slightly modified eigenvectors. However, these differences in eigenvectors 
only modify slightly the compatibility relations and Riemann invariants. 
Especially, the first and third waves are not affected by the non-conservative 
products, and only the water depth and bed levels are affected by the fourth 
wave. A traditional numerical solver based on the simplified Riemann 
invariants is therefore suitable. 
 
  
Appendix C Iterative procedure to 
close the ML-Eq model 
 
This section describes the iterative procedure used to close the numerical 
resolution of the ML-Eq model (see Chapter 6). After the fluxes and source 
terms computation, the variables U are updated: 
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But it is necessary to deduce the primitive variables V = (h,q,zb,C) from the 
variables U. To do so, the definitions of U1, U2, U3 are used (Eq. C.1) and 
the concentration definition (Eq. 5.37) is used to close the system: 
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with qs
cap
 being evaluated using one of the bed-load formulations of 
Table 2.2. Moreover, to deal with problems involving a non-erodible bed, 
the definition of U3 is slightly modified as follows: 
 bbhCChU 3  (C.3) 
where hb = zb – zbr is the sediment depth, and zbr is the level of the non-
erodible bed. This modification can be used without any problem if the non-
erodible bed is horizontal. 
So we have a system with four equations and four unknowns (h,q,zb,C): 
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If there is no sediment transport (i.e. C = 0), the system is easily solved. So 
the first assumption when solving the system is to assume no sediment 
transport, resulting in the following solution: 
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Once this first estimation of the variables is obtained, it must be verified that 
there is effectively no sediment transport. This situation happens in two 
distinct cases: 
- If there is no sediment in the cell, i.e. if U3 = Ch+Cbhb= 0 
- If the flow conditions do not allow any sediment transport, i.e. if 
τ* < τ*c, with the shear stress evaluated using Manning formulation 
(Eqs. 2.2, 2.12 and 2.3):  
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If one of the two conditions above is valid, the solution given in Eq. (C.5) is 
correct. Otherwise, a new concentration is estimated, and the following 
iterative procedure is applied. The iterative procedure depends on the 
sediment transport formulation. It is here illustrated using Meyer-Peter and 
Müller (1948) formulation: 
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For a given estimation of the concentration Cest, the discharge is estimated 
using U2: 
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Then the sediment transport formulation is used to estimate the Shields 
parameter, and the corresponding flow depth: 
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Finally, the bed elevation is deduced using U1, and a new estimation of the 
concentration is obtained using the definition of U3: 
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If the new concentration is different to Cest, a new concentration is estimated, 
and the procedure (Eqs.  C.8, C.9, C.10) is repeated until convergence. 
Equation (C.9) has to be adapted when using a different sediment transport 
formulation. 
 
  
Appendix D Shallow water equations 
on steep slopes 
 
This is the development of the shallow water equations on a plane sloping 
bed, by integrating the Navier-Stokes equations over the depth. 
Simplified Navier-Stokes equations 
We consider a shallow layer of water flowing over a plane bed inclined with 
an angle α0 with the horizontal. The coordinate system is linked to the 
bottom slope, with x the direction parallel to the bottom, and z the direction 
normal to the bed (Fig. D.1).  
 
Figure D.1. Schematic description of the flow 
 
The local mass and momentum balance for incompressible flows (ρ = Cst) is 
described by the Navier-Stokes equations: 
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where u = (u, v, w) is the local velocity, g the gravity, p the fluid pressure, 
and σ is the stress due to the viscosity of the fluid. Neglecting the viscosity 
effects and any friction strength at the bottom, the system (Eq. D.1) can be 
reduced to the Euler equations: 
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If we consider a 2D problem, so assuming that the transverse component of 
the velocity v is negligible, we can develop the Euler system in the local 
coordinate system: 
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Hydrostatic pressure 
If we consider parallel streamlines (the flow is mainly parallel to the 
bottom), we can neglect the perpendicular component of the velocity 
(w = 0). Doing this assumption, the third equation of the system (D.3c) 
becomes: 
 
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cosg
z
p
 (D.4) 
If we integrate the equation between z = 0 and z = h, with h the water depth 
perpendicular to bottom (Fig. B.1), we find 
 0cos),,( pzgtzxp   (D.5) 
where p0 is a constant to be determined using the boundary conditions. To do 
so, we assume that the pressure at the free surface equals the atmospheric 
pressure: 
   atmphxtp ,,  (D.6) 
If we work in relative pressure, this condition becomes: 
   0,, hxtp  (D.7) 
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Accounting for this boundary condition at the free surface (Eq. D.7), the 
expression of the pressure in any point of the fluid (Eq. D.5) becomes: 
  zhgtzxp   cos),,(  (D.8) 
So the pressure has a hydrostatic distribution when the flow is parallel to the 
bottom, confirming the third assumption of the shallow water equations.  
Mass balance integration 
We can now integrate the mass balance equation (Eq. D.3a) using the 
Leibniz theorem: 
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This equation can be simplified by accounting for the boundary conditions. 
At the free surface, we state that the normal velocity equals the variation of 
the water depth h (kinematic condition): 
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At the bed, we assume that the flow is tangent to the bottom: 
   00,, xtw  (D.11) 
So Eq. (D.9) can be easily reduced to: 
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where u  is the depth-averaged velocity (Eq. 8.2). 
Momentum balance integration 
We can now integrate the momentum equation in x-direction. To do so, it is 
easier to multiply Eq. (D.3a) by u, and addition it to Eq. (D.3b): 
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Then we can integrate the resulting equation: 
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Developing and simplifying Eq. (D.15), we get: 
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Summary 
Equations D.12 and D.16 form the complete Saint-Venant system on a steep 
slope: 
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This model is identical to Savage and Hutter (1989) model and to the MSW-
LC model (Eq. 8.30) developed in section 8.2.1, but neglecting the friction 
on the bed. 
 
 
  
Notation 
 
Roman 
A  = Jacobian matrix 
b  = embankment width (m) 
C  = depth-averaged sediment concentration in the bed (-) 
Cb  = 1- = sediment concentration in the bed  (-) 
Cd  = weir discharge coefficient  (-) 
CD  = drag force coefficient  (-) 
Cf  = friction coefficient  (-) 
CL  = lift force coefficient  (-) 
d  = sediment diameter  (m) 
d50  = median sand diameter  (m) 
D
cap
  = deposition capacity  (m/s) 
E
cap
  = erosion capacity  (m/s) 
Ek  = kinetic energy per unit surface in horizontal plane  (kg m
2
/s
2
/m
2
) 
Ep  = potential energy per unit surface in horizontal plane  (kg m
2
/s
2
/m
2
) 
f  = Darcy-Weisbach coefficient  (-) 
F  = vector of fluxes in x-direction 
FD  = drag force on a sediment particle (N/m) 
FL  = lift force on a sediment particle (N/m) 
FW  = submerged weight of a sediment particle (N/m) 
Fg  = gravity force (N/m) 
Ff  = friction force (N/m) 
Fp  = pressure force (N/m) 
Fr  = Froude number (-) 
G  = vector of fluxes in y-direction 
g  = gravity acceleration  (m/s²) 
h  = flow depth  (m) 
hcrit  = critical flow depth  (m) 
hs  = depth of the sediment transport layer in two-layer models  (m) 
hthres  = threshold depth defining a dry cell (m) 
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hu  = uniform flow depth  (m) 
H  = head above the crest upstream of the embankment  (m) 
L  = adaptation length for sediment transport  (m) 
Lb  = adaptation length for bed load  (m) 
Ls  = adaptation length for suspension  (m) 
Lj  = interface length in 2D models (m) 
k  = soil permeability  (m/s) 
ks  = bed roughness  (m) 
Ks   = sediment transport coefficient (-) 
n  = Manning coefficient  (s m
-1/3
) 
n0  = void ratio  (-) 
nb  = number of cell interfaces in 2D models 
p  = pressure  (N/m²) 
q  = discharge per unit width  (m³/s/m) 
Qb  = breach outflow  (m³/s) 
Qin  = upstream inflow  (m³/s) 
Qp  = peak outflow  (m³/s) 
qs  = sediment transport per unit width  (m³/s/m) 
q*s  = non-dimensional sediment transport per unit width  (-) 
qsb  = bed-load sediment transport per unit width  (m³/s/m) 
qss  = suspension sediment transport per unit width  (m³/s/m) 
R  = dike crest radius  (m) 
s  = ratio of sediment and water densities  (-) 
S  = vector of source terms 
Sf  = vector of friction source terms 
Sb  = vector of bed slope source terms 
SC  = vector of concentration source terms 
SE  = vector of erosion source terms 
S0  = bed slope  (-) 
Sf  = friction slope  (-) 
t  = time  (s) 
T  = non-dimensional time  (-) 
U  = vector of conserved variables 
u  = velocity vector 
V  = vector of main variables for ML-Eq model 
u  = depth-averaged velocity in x-direction  (m/s) 
u*  = shear velocity  (m/s) 
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v  = depth-averaged velocity in y-direction  (m/s) 
ws  = sediment fall velocity  (m/s) 
x  = longitudinal coordinate  (m) 
xn  = local longitudinal coordinate  (m) 
y  = lateral coordinate  (m) 
yt  = local transverse coordinate  (m) 
z  = elevation  (m) 
zb  = bed elevation  (m) 
zbr  = non-erodible bed elevation  (m) 
zs  = zb + hs = sediment transport layer elevation  (m) 
zw  = water level  (m) 
 
Greek 
α0  = streamwise bed slope angle  (°) 
αce  = critical bed angle for emerged bed  (°) 
αcs  = critical bed angle for submerged bed  (°) 
αG  = empirical coefficient in Grass sediment transport formulation  (-) 
αre  = residual bed angle for emerged bed  (°) 
αrs  = residual bed angle for submerged bed  (°) 
αs  = non-equilibrium adaptation coefficient of suspended load  (-) 
t  = time step  (s) 
x  = spatial step in x-direction  (m) 
ρ  = (ρs – ρw)/2ρ  (-) 
Δzb  = bed elevation variation between two adjacent cells (m) 
  = bed porosity  (-) 
θ0  = bed slope angle in transverse direction (°) 
φ   = internal angle of friction of the bed material (°) 
κ  = Karman coefficient  (-) 
λ0  = empirical coefficient  (-) 
λ(i)  = eigenvalues and wave speeds  (m/s) 
λ+  = maximum wave speed  (m/s) 
λ-  = minimum wave speed  (m/s) 
μ  = 1+C(s-1) = ratio of mixture flow and pure water densities  (-) 
ν  = kinematic water viscosity  (m²/s) 
πxy  = transverse momentum flux 
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ρ  = flow mixture density  (kg/m3) 
ρs  = sediment density  (kg/m
3
) 
ρw  = water density  (kg/m
3
) 
ρk  = H/R = relative crest curvature  (-) 
σ  = momentum flux 
τb  = bed shear stress  (N/m²) 
τ*  = non-dimensional shear stress  (-) 
τ*c  = non-dimensional critical shear stress  (-) 
φ  = internal angle of friction  (°) 
ψ  = sediment flux in CWL model 
i  = cell-base area in 2D models  (m²) 
Subscripts 
i  = relative to cell i 
L  = relative to left cell 
n  = relative to local normal coordinate 
R  = relative to right cell 
s  = relative to sediment 
n  = relative to local transverse coordinate 
w  = relative to water 
x  = relative to x-direction 
y  = relative to y-direction 
 
Superscripts 
     = depth-averaged 
cap  = capacity or equilibrium sediment transport 
n  = time index 
n+1  = next time index 
p  = intermediate update 
*  = average at the interface 
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