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SMOOTHNESS OF DENSITY FOR STOCHASTIC
DIFFERENTIAL EQUATIONS WITH MARKOVIAN SWITCHING
YAOZHONG HU, DAVID NUALART, XIAOBIN SUN, AND YINGCHAO XIE
Abstract. This paper is concerned with a class of stochastic differential equa-
tions with Markovian switching. The Malliavin calculus is used to study the
smoothness of the density of the solution under a Ho¨rmander type condition.
Furthermore, we obtain a Bismut type formula which is used to establish the
strong Feller property.
1. Introduction
This paper considers the following stochastic differential equation with Markov-
ian switching on Rn:
dXt = b(Xt, αt)dt+ σ(Xt, αt)dWt, (X0 , α0) = (x, α) ∈ R
n × S , (1.1)
where S = {1, 2, . . . ,m0} and {αt , t ≥ 0} is a right-continuous S-valued Markov
chain described by
P{αt+∆ = j|αt = i} =
{
qij∆+ o(∆), i 6= j
1 + qii∆+ o(∆), i = j,
(1.2)
and Q = (qij)1≤i,j≤m0 is a Q-matrix.
Stochastic differential equations (SDEs) of this type have been extensively stud-
ied (see, for instance [1, 4, 6, 7]). Existence and uniqueness of a solution, existence
of an invariant measure, stability and other important properties have been ana-
lyzed. In this paper we first study the smoothness of the density of the solution,
then establish a Bismut type formula. Finally, as an application, we prove the
strong Feller property.
Our first purpose is to show the differentiability in the sense of Malliavin calculus
of the solution Xt to equation (1.1). The difficulty here is the appearance of the
Markovian switching term αt, which is a jump process. We will perform perturba-
tions of the underlying Brownian motion, keeping the Markovian switching process
αt unperturbed. The technique for this analysis is inspired in the partial Malliavin
calculus, which can be regarded as a stochastic calculus of variation for random
variables with values in a Hilbert space.
Key words and phrases. Malliavin calculus, Markovian switching, smoothness of density, Bis-
mut formula, strong Feller property.
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After developing the Malliavin calculus for the solution Xt, we investigate the
smoothness of the density of the law of the random vectorXt, for a fixed t > 0, with
respect to the Lebesgue measure. For this we need to show that the determinant
of the Malliavin matrix of Xt has negative moments of all orders. In the classical
diffusion case, this is guaranteed by a Ho¨rmander type nondegeneracy condition.
To follow this classical approach we immediately encounter a difficulty: the process
Xt depends on the discrete process αt, and the application of Itoˆ’s formula yields
some jump terms. To overcome this difficulty we shall use the following strategy
inspired by [2]. First we notice that the jump times form a subset of the jump
times of some Poisson process Nt, independent of the driving Brownian motion
Wt. Then conditioning on Nt = k, there exists a random interval [T1, T2] such that
T2 − T1 ≥
t
k+1 . On this random time interval, the Itoˆ’s formula for (Xt, αt) will
not produce a jump term, and we can apply the classical procedure. This requires
a version of the classical Norris lemma on time intervals.
We also use Malliavin calculus to establish a Bismut type formula for the tran-
sition semigroup of the Markov process (Xt, αt). As an application of Bismut type
formula, we derive the strong Feller property of the process (Xt, αt).
The paper is organized as follows. In the next section, we introduce some nota-
tion and assumptions that we use throughout the paper. We develop the Malliavin
calculus for SDEs with Markovian switching in Section 3. In Section 4, we show
that the determinant of the Malliavin covariance matrix has all negative finite mo-
ments under a suitable uniform Ho¨rmander’s condition. Finally, we establish the
Bismut type formula and use it to prove the strong Feller property in Section 5.
2. Preliminaries
Let (Ω1,F1,P1) be the d-dimensional canonical Wiener space with the natural
filtration F1 = {F1(t), t ≥ 0}. That is, Ω1 is the set of all continuous maps ω1 :
R+ → Rd such that ω1(0) = 0 and F1 is the completion of the Borel σ field of
Ω1 with respect to P1, where P1 is the canonical Wiener measure. Then, W =
{Wt(ω1) := ω1(t), t ≥ 0} is a d-dimensional Brownian motion.
Let S = {1, 2, . . . ,m0}, where m0 is a given positive integer which will be fixed
throughout the paper. Let Q = (qij)1≤i,j≤m0 be a Q-matrix satisfying the following
assumption:
(i) qij ≥ 0 for i 6= j,
(ii) qii = −
∑
j 6=i qij for i ∈ S,
(iii) supi,j∈S |qij | := K <∞.
Let (Ω2,F2,P2) be another complete probability space with a filtration F2 =
{F2(t), t ≥ 0} satisfying the usual conditions, on which there exists a right-continuous
S-valued Markov chain α = {αt, t ≥ 0} satisfying (1.2).
Denote the product probability space by (Ω,F ,P) := (Ω1×Ω2,F1×F2,P1×P2)
with the product filtration F = {Ft, t ≥ 0}, where Ft = F1(t) × F2(t). We
extend Wt and αt to random variables defined on Ω by letting Wt(ω) = ω1(t) and
αt(ω) = αt(ω2), respectively, if ω = (ω1, ω2). Notice that on the probability space
(Ω,F ,P), the processes W and α are independent.
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It is well known (see [1]) that the process α can be described in the following
manner. Introduce the function g : S× [0,m0(m0 − 1)K]→ R defined by
g(i, z) =
∑
j∈S\i
(j − i)1z∈△ij , i ∈ S ,
where △ij are the consecutive (with respect to the lexicographic ordering on S× S)
left-closed, right-open intervals of R+, each having length qij , with ∆12 = [0, q12).
Then, equation (1.2) can also be written as
dα(t) =
∫
[0,m0(m0−1)K]
g(αt−, z)N(dt, dz), (2.1)
where N(dt, dz) is a Poisson random measure defined on Ω×B(R+)×B(R+), whose
intensity measure is Lebesgue measure, and N(dt, dz) is independent of W .
For k ∈ N we denote by Ck(Rn × S;Rn) the family of all Rn-valued functions
f(x, α) on Rn × S which are k-times continuously differentiable in x for any α ∈ S.
The k-th derivative tensor of f with respect to x is denoted by ∇kf(x, α).
We denote by | · | the Euclidean norm and consider the metric Λ on Rn×S given
by Λ((x, i), (y, j)) = |x − y| + d(i, j), for x, y ∈ Rn, i, j ∈ S, where d(i, j) = 0 if
i = j and d(i, j) = 1 if i 6= j. Let Bb(Rn × S) be the family of all bounded Borel
measurable functions on Rn × S.
Suppose that b : Rn×S→ Rn and σ : Rn×S→ Rnd are functions satisfying the
following assumptions:
(A1) There is a positive constant C1 such that
|b(x, i)− b(y, i)| ∨ |σ(x, i)− σ(y, i)| ≤ C1|x− y| for any x, y ∈ Rn, i ∈ S .
(Hk) Fix an integer k ≥ 1. For each i = 1, . . . , d, the functions b and σi belong to
Ck(Rn × S;Rn), and have bounded partial derivatives up to the order k.
(H∞) For each i = 1, . . . , d and for any k ≥ 1, the functions b and σi belong to
Ck(Rn × S;Rn), and have bounded partial derivatives of all orders.
It is clear that (Hk) implies (A1) for any k ≥ 1.
Under condition (A1), equation (1.1) possesses a unique strong solution X =
{Xt, t ≥ 0}. Moreover, for any p ≥ 2 and T > 0, E(sup0≤t≤T |Xt|
p) ≤ C2, where C2
is a positive constant depending only on p, T and x. On the other hand, (X,α) =
{(Xt, αt), t ≥ 0} is an homogeneous Markov process and the associated Markov
semigroup Pt satisfies
Ptf(x, α) = Ef(Xt(x, α), αt(x, α)), t ≥ 0, f ∈ Bb(R
n × S).
We refer, for instance, to [4] and [7] for a detailed presentation and proofs of the
above results.
Along the paper C will denote a generic constant which may vary from line to
line and it might depend on T , the exponent p ≥ 2, the initial condition x and a
fixed element h ∈ H (the precise definition of H is in the next section).
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3. The Malliavin calculus
In this section we analyze the regularity, in the sense of Malliavin calculus, of
the solution Xt to equation (1.1). The procedure is to perform perturbations of the
underlying Brownian motion, keeping the Markovian switching process αt invariant.
The technique for this analysis is inspired in the partial Malliavin calculus which
can be regarded as a stochastic calculus of variation for random variables with
values on the Hilbert space L2(Ω2).
We follow the notation introduced in the Preliminaries. Denote by H the
Hilbert space H = L2(R+;R
d), equipped with the inner product 〈h1, h2〉H =∫∞
0
〈h1(s), h2(s)〉Rdds.
For a Hilbert space U and a real number p ≥ 1, we denote by Lp(Ω1;U)
the space of U -valued random variables ξ such that E1‖ξ‖
p
U < ∞, where E1 is
the mathematical expectation on the probability space (Ω1,F1,P1). We also set
L∞−(Ω1;U) := ∩p<∞Lp(Ω1;U).
We introduce the derivative operator for a random variable F in the space
L∞−(Ω1;U) following the approach of Malliavin in [3]. We say that F belongs
to D1,∞(U) if there exists DF ∈ L∞−(Ω1;H ⊗ U) such that for any h ∈ H ,
lim
ε→0
E1
∥∥∥∥∥F (ω1 + ε
∫ ·
0 hsds)− F (ω1)
ε
− 〈DF, h〉H
∥∥∥∥∥
p
U
= 0
holds for every p ≥ 1. In this case, we define the Malliavin derivative of F in the
direction h by DhF := 〈DF, h〉H . Then, for any p ≥ 1 we define the Sobolev space
D1,p(U) as the completion of D1,∞(U) under the following norm
‖F‖1,p,U = [E1‖F‖
p
U ]
1/p
+
[
E1‖DF‖
p
H⊗U
]1/p
.
By induction we define the k-th derivative byDkF = D(Dk−1F ), which is a random
element with values in H⊗k ⊗U . For any integer k ≥ 1, the Sobolev space Dk,p(U)
is the completion of Dk,∞(U) under the norm
‖F‖k,p,U = ‖F‖k−1,p,U + ‖D
kF‖1,p,H⊗k⊗U .
It turns out that D is a closed operator from Lp(Ω1;U) to L
p(Ω1;H ⊗ U). Its
adjoint δ is called the divergence operator, and is continuous form D1,p(H ⊗ U) to
Lp(Ω1;U) for any p > 1. The duality relationship reads
E1(〈DF, u〉H⊗U ) = E1(〈F, δ(u)〉U ),
for any F ∈ D1,p(U) and u ∈ D1,q(H ⊗ U), with 1p +
1
q = 1.
A square integrable random variable F ∈ L2(Ω) can be identified with an element
of L2(Ω1;V ), where V = L
2(Ω2).
The following is the main result of this section.
Theorem 3.1. Suppose that Hypothesis (H2) holds. Then for any t ≥ 0 and any
h ∈ H, Xt ∈ D1,∞(Rn ⊗ V ) and DhXt satisfies

dDhXt = ∇b(Xt, αt)D
hXtdt+
d∑
i=1
∇σi(Xt, αt)D
hXtdW
i
t + σ(Xt, αt)htdt,
DhX0 = 0.
(3.1)
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To prove the theorem, let Xεht be the solution of equation (1.1) withWt replaced
by Wt + ε
∫ t
0
hsds, where ε ∈ (0, 1), that is,{
dXεht = b(X
εh
t , αt)dt+ σ(X
εh
t , αt)dWt + εσ(X
εh
t , αt)htdt,
(Xεh0 , α0) = (x, α) ∈ R
n × S,
(3.2)
where αt is defined in (1.2). Then, we can write
Xεht −Xt
ε
=
1
ε
∫ t
0
[b(Xεhs , αs)− b(Xs, αs)]ds+
1
ε
∫ t
0
[σ(Xεhs , αs)− σ(Xs, αs)]dWs
+
∫ t
0
σ(Xεhs , αs)hsds.
In order to prove Theorem 3.1, we first give some preliminary lemmas.
Lemma 3.2. Suppose that Hypothesis (A1) holds. Then for any h ∈ H, T > 0
and p ≥ 2, we have
E
[
sup
0≤t≤T
|Xεht |
p
]
≤ C.
Proof From equation (3.2) it is easy to see that
|Xεht |
p ≤ C
[
|x|p +
∣∣∣∣
∫ t
0
b(Xεhs , αs)ds
∣∣∣∣
p
+
∣∣∣∣
∫ t
0
σ(Xεhs , αs)dWs
∣∣∣∣
p
+εp
∣∣∣∣
∫ t
0
σ(Xεhs , αs)hsds
∣∣∣∣
p
]
:= C
[
|x|p + I1(t) + I2(t) + I3(t)
]
.
By Ho¨lder’s and Burkholder-Davis-Gundy’s inequalities, we obtain
E
[
sup
0≤t≤T
(I1(t) + I2(t) + I3(t))
]
≤ C
∫ T
0
(E|Xεhs |
p + 1)ds .
Then the desired estimate follows from Gronwall’s lemma.
Lemma 3.3. Suppose that Hypothesis (A1) holds. Then for any h ∈ H, T > 0
and p ≥ 2, we have
E
[
sup
0≤t≤T
|Xεht −Xt|
p
]
≤ Cεp.
Proof We write
Xεht −Xt =
∫ t
0
[b(Xεhs , αs)− b(Xs, αs)]ds+ ε
∫ t
0
σ(Xεhs , αs)hsds
+
∫ t
0
[σ(Xεhs , αs)− σ(Xs, αs)]dWs.
Applying Ho¨lder’s inequality, Burkholder-Davis-Gundy’s inequality and Lemma 3.2,
we have
E
[
sup
0≤t≤T
|Xεht −Xt|
p
]
≤ C
∫ T
0
E|Xεhs −Xs|
pds+ Cεp.
Hence, Gronwall’s inequality yields
E
[
sup
0≤t≤T
|Xεht −Xt|
p
]
≤ Cεp.
6 Y. HU, D. NUALART, X. SUN, AND Y. XIE
Proof of Theorem 3.1 Let ψht be the solution of equation (3.1). It is easy to show
that E
[
sup0≤t≤T |ψ
h
t |
p
]
≤ C, where C is a constant depending on T, x, h and p.
We have
Xεht −Xt
ε
− ψht =
1
ε
∫ t
0
[b(Xεhs , αs)− b(Xs, αs)−ε∇b(Xs, αs)ψ
h
s ]ds
+
1
ε
∫ t
0
d∑
i=1
[σi(X
εh
s , αs)− σi(Xs, αs)−ε∇σi(Xs, αs)ψ
h
s ]dW
i
s
+
∫ t
0
[σ(Xεhs , αs)− σ(Xs, αs)]hsds .
Using twice the mean valued theorem we have
Xεht −Xt
ε
− ψht
=
∫ t
0
[(∫ 1
0
∇b(Xs + ν(X
εh
s −Xs), αs)dν
)
Xεhs −Xs
ε
−∇b(Xs, αs)ψ
h
s
]
ds
+
∫ t
0
d∑
i=1
[(∫ 1
0
∇σi(Xs+ν(X
εh
s −Xs), αs)dν
)
Xεhs −Xs
ε
−∇σi(Xs, αs)ψ
h
s
]
dW is
+
∫ t
0
[
σ(Xεhs , αs)− σ(Xs, αs)
]
hsds
=
∫ t
0
(∫ 1
0
∇b(Xs + ν(X
εh
s −Xs), αs)dν
)(
Xεhs −Xs
ε
− ψhs
)
ds
+
∫ t
0
d∑
i=1
(∫ 1
0
∇σi(Xs + ν(X
εh
s −Xs), αs)dν
)(
Xεhs −Xs
ε
− ψhs
)
dW is + ϕ
εh
t ,
where ϕεht defined by
ϕεht =
∫ t
0
[σ(Xεhs , αs)− σ(Xs, αs)]hsds
+
∫ t
0
(∫ 1
0
∇b(Xs + ν(X
εh
s −Xs), αs)dν −∇b(Xs, αs)
)
ψhs ds
+
∫ t
0
d∑
i=1
(∫ 1
0
∇σi(Xs + ν(X
εh
s −Xs), αs)dν −∇σi(Xs, αs)
)
ψhs dW
i
s .
By Hypothesis (H2), we obtain
E
[
sup
0≤s≤t
∣∣∣∣Xεhs −Xsε − ψhs
∣∣∣∣
p]
≤ C
∫ t
0
E
∣∣∣∣Xεhs −Xsε − ψhs
∣∣∣∣
p
ds
+CE
[
sup
0≤s≤t
|Xεhs −Xs|
p
]
+C
(
E sup
0≤s≤t
|Xεhs −Xs|
2p
)1/2 (
E sup
0≤s≤t
|ψhs |
2p
)1/2
.
SMOOTHNESS OF DENSITY FOR SDES WITH MARKOVIAN SWITCHING 7
Using Gronwall’s inequality and Lemma 3.3, we obtain
lim
ε→0
E
[
sup
0≤s≤t
∣∣∣∣Xεhs −Xsε − ψhs
∣∣∣∣
p]
= 0.
This implies that for any p ≥ 2,
lim
ε→0
E1
[
sup
0≤s≤t
∥∥∥∥Xεhs −Xsε − ψhs
∥∥∥∥
p
Rn⊗V
]
= 0.
Now, let DsXt be the solution of the following equation:
DsXt = σ(Xs, αs) +
∫ t
s
∇b(Xr, αr)DsXrdr +
∫ t
s
d∑
i=1
∇σi(Xr, αr)DsXrdW
i
r
for s ≤ t and DsXt = 0 for s > t. Then we can easily obtain that DhXt = ψht and
DXt ∈ L∞−(Ω1, H ⊗ Rn ⊗ V ). The proof is complete. 
As a consequence, we can show the following version of the chain rule.
Theorem 3.4. (Chain rule) Assume that condition (H2) holds. Then for any
h ∈ H, t ≥ 0 and p ≥ 2, if f ∈ C2b (R
n × S), we have
lim
ε→0
E
∣∣∣∣f(Xεht , αt)− f(Xt, αt)ε −∇f(Xt, αt)DhXt
∣∣∣∣
p
= 0.
Moreover, f(Xt, αt) ∈ D1,∞(V ) and Df(Xt, αt) = ∇f(Xt, αt)DXt.
Proof We can write
E
∣∣∣∣f(Xεht , αt)− f(Xt, αt)ε −∇f(Xt, αt)DhXt
∣∣∣∣
p
≤ CE
∣∣∣∣f(Xεht , αt)− f(Xt, αt)ε −∇f(Xt, αt)X
εh
t −Xt
ε
∣∣∣∣
p
+CE
∣∣∣∣∇f(Xt, αt)Xεht −Xtε −∇f(Xt, αt)DhXt
∣∣∣∣
p
. (3.3)
For the second term in (3.3), by Theorem 3.1 we have
lim
ε→0
E
∣∣∣∣∇f(Xt, αt)Xεht −Xtε −∇f(Xt, αt)DhXt
∣∣∣∣
p
= 0. (3.4)
Consider now the first term in (3.3), since f ∈ C2b (R
n × S) we have
E
∣∣∣∣f(Xεht , αt)− f(Xt, αt)ε −∇f(Xt, αt)X
εh
t −Xt
ε
∣∣∣∣
p
≤ CE
|Xεht −Xt|
2p
εp
≤ Cεp. (3.5)
From (3.3)-(3.5) the theorem follows.
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4. Smoothness of the density
In this section we show that under suitable non degeneracy assumptions on the
coefficients, for any t > 0 the random vector Xt has a smooth density. To this end
we first study the stochastic flow associated with equation (1.1) and then we show
that the determinant of the Malliavin covariance matrix of Xt has finite negative
moments of all orders for any t > 0, under a uniform Ho¨rmander’s condition.
Definition 4.1. Suppose that F (x, α) : Ω → Rn is a measurable function for all
x ∈ Rn and α ∈ S. We say that its gradient with respect to x exists (in mean
square sense) if there is A(x, α) : Ω→ Rn
2
such that for any ξ ∈ Rn we have
lim
ε→0
E
∣∣∣∣F (x + εξ, α)− F (x, α)ε −A(x, α)ξ
∣∣∣∣
2
= 0 .
We denote the gradient matrix A(x, α) by ∇F (x, α).
By arguments similar to those used in the proof of Theorem 3.1, we can obtain
the following results.
Theorem 4.2. Assume the hypothesis (H2) holds. Let {(Xs,t(x, α), αs,t(α)) , t ≥ s}
be the solution of equations (1.1) and (1.2), which starts from (x, α) at time s. Then
the gradient of Xs,t(x, α) with respect to x (in mean square) exists. If we denote
Js,t := ∇Xs,t(x, α) ,
then 

dJs,t = ∇b(Xt, αt)Js,tdt+
d∑
i=1
∇σi(Xt, αt)Js,tdW
i
t , t ≥ s
Js,s = I ,
(4.1)
where I is the n-dimensional identity matrix. Moreover, Js,t is invertible and its
inverse J−1s,t satisfies

dJ−1s,t = −J
−1
s,t
(
∇b(Xt, αt)−
d∑
i=1
∇σi(Xt, αt)∇σi(Xt, αt)
)
dt
−
d∑
i=1
J−1s,t ∇σi(Xt, αt)dW
i
t ,
J−1s,s = I.
(4.2)
The following lemma provides estimates on the Lp-norm of the gradient of the
solution and its inverse.
Lemma 4.3. Assume that Hypothesis (H2) holds. Then for any p ≥ 2, there exists
a positive constant C depending only on T and p such that
E
[
sup
s≤t≤T
(
|Js,t|
p + |J−1s,t |
p
)]
≤ C .
Proof From
Js,t = I +
∫ t
s
∇b(Xr, αr)Js,rdr +
∫ t
s
∇σ(Xr, αr)Js,rdWr .
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we obtain
|Js,t|
p ≤ C
[
1 +
∣∣∣∣
∫ t
s
∇b(Xr, αr)Js,rdr
∣∣∣∣
p
+
∣∣∣∣
∫ t
s
∇σ(Xr , αr)Js,rdWr
∣∣∣∣
p
]
for any p ≥ 2. Then by Ho¨lder’s inequality, we can write
E
[
sup
s≤t≤T
∣∣∣∣
∫ t
s
∇b(Xr, αr)Js,rdr
∣∣∣∣
p
]
≤ C
∫ T
s
E|Js,r|
pdr,
and by Burkholder-Davis-Gundy’s inequality we have
E
[
sup
s≤t≤T
∣∣∣∣
∫ t
s
∇σ(Xr , αr)Js,rdWr
∣∣∣∣
p
]
≤ C
∫ T
s
E|Js,r |
pds.
Hence, we have
E
[
sup
s≤t≤T
|Js,t|
p
]
≤ C + C
∫ T
s
E|Js,r |
pds.
Gronwall’s inequality yields
E
[
sup
s≤t≤T
|Js,t|
p
]
≤ C.
Similarly,
E
[
sup
s≤t≤T
|J−1s,t |
p
]
≤ C.
The proof of the lemma is now complete.
Using the gradient of the flow Js,t we can represent the Malliavin derivative DXt
as follows:
DsXt = Js,tσ(Xs, αs), 0 ≤ s ≤ t ≤ T ; DsXt = 0, s > t .
Next, we shall study the Malliavin differentiability of Js,t. Denote by by D
i
r the
Malliavin derivative with respect to the i-th component of the Brownian motionW
at time r.
Lemma 4.4. Suppose that Hypothesis (H3) holds. Then the following two state-
ments hold:
(i) For all 0 ≤ s ≤ t ≤ T , Js,t ∈ D1,∞(Rn ⊗ Rn ⊗ V ) and for any p ≥ 2,
there exists a positive constant C depending on T , p and x, such that for
all i = 1, . . . , d and r ∈ [0, T ]
E
[
sup
s≤t≤T
|DirJs,t|
p
]
≤ C.
(ii) For any t ≤ T , Xt ∈ D2,∞(Rn⊗V ) and for any p ≥ 2, there exists a positive
constant C depending on T , p and x, such that for all i, j = 1, . . . , d and
r, s ≤ t
E|Dir(D
j
sXt)|
p ≤ C.
Proof First, we prove (i). By equation (4.1), the definition of Malliavin derivative
and the arguments used in the proof of Theorem 3.1, we obtain
lim
ε→0
E1
∥∥∥∥∥Js,t(ω1 + ε
∫ ·
0
hsds, ω2)− Js,t(ω1, ω2)
ε
− 〈DJs,t, h〉H
∥∥∥∥∥
p
Rn⊗Rn⊗V
= 0
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for any h ∈ H and any p ≥ 2, where DJs,t satisfies the following equation for all
r ≤ t
DirJs,t = ∇σi(Xr, αr)Js,r 1{s≤r≤t}
+
∫ t
r∨s
[
∇2b(Xu, αu)(D
i
rXu, Js,u) +∇b(Xu, αu)D
i
rJs,u
]
du
+
∫ t
r∨s
d∑
k=1
[
∇2σk(Xu, αu)(D
i
rXu, Js,u) +∇σk(Xu, αu)D
i
rJs,u
]
dW ku ,
(4.3)
and for r > t, DirJs,t = 0. For s ≤ r ≤ t, from the above identity we deduce the
following estimates
|DirJs,t|
p ≤ C|∇σi(Xr, αr)Js,r|
p
+C
∣∣∣∣
∫ t
r
[
∇2b(Xu, αu)(D
i
rXu, Js,u) +∇b(Xu, αu)D
i
rJs,u
]
du
∣∣∣∣
p
+C
∣∣∣∣
∫ t
r
[
∇2σ(Xu, αu)(D
i
rXu, Js,u) +∇σ(Xu, αu)D
i
rJs,u
]
dWu
∣∣∣∣
p
.
Applying Ho¨lder’s and Burkholder-Davis-Gundy’s inequality, we have
E
[
sup
r≤t≤T
|DirJs,t|
p
]
≤ C|Js,r|
p + C
∫ T
r
E(|DirXu|
p · |Js,u|
p)du
+C
∫ T
r
E|DirJs,u|
pdu
≤ C|Js,r|
p + C
∫ T
r
(E|DirXu|
2p)1/2 · (E|Js,u|
2p)1/2du
+C
∫ T
r
E|DirJs,u|
pdu.
Hence, Lemma 4.3 and Gronwall’s inequality yield
E
[
sup
r≤t≤T
|DirJs,t|
p
]
≤ CeC(T−r). (4.4)
The case r < s can be handled in a similar way and hence the statement (i) is
proved.
(ii) Note that for any j = 1, . . . , d,
DjsXt = Js,tσj(Xs, αs) when s ≤ t and D
j
sXt = 0 when s > t .
An application of chain rule, which can be easily established, yields
Dir(D
j
sXt) = (D
i
rJs,t)σj(Xs, αs) + Js,t∇σj(Xs, αs)D
j
rXs.
Then, Ho¨lder’s inequality gives
E|Dir(D
j
sXt)|
p ≤ CE
∣∣(DirJs,t)σj(Xs, αs)∣∣p + CE ∣∣Js,t∇σj(Xs, αs)DjrXs∣∣p
≤ C
(
E|DirJs,t|
2p
)1/2
[E(1 + |Xs|
2p)]1/2
+C(E|Js,t|
2p)1/2(E|DirXs|
2p)1/2 ≤ C,
which implies (ii).
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Remark 4.5. Following the same procedure as above we can prove that if Hypoth-
esis (H∞) holds, then Js,t ∈ D∞(Rn ⊗ Rn ⊗ V ) and Xt ∈ D∞(Rn ⊗ V ).
We denote by (DXt)
∗ the transpose of the random matrix DXt. From the
relation between DXt and Js,t, we have (DXt)
∗(r) = σ(Xr, αr)
∗J∗r,t. Then, the
Malliavin matrix Mt of the random vector Xt is defined by:
Mt = 〈DXt , (DXt)
∗〉H =
∫ t
0
Js,tσ(Xs, αs)σ(Xs, αs)
∗J∗s,tds
= J0,t
∫ t
0
J−10,sσ(Xs, αs)σ(Xs, αs)
∗(J−10,s )
∗dsJ∗0,t
= J0,tCtJ
∗
0,t,
where
Ct =
∫ t
0
J−10,sσ(Xs, αs)σ(Xs, αs)
∗(J−10,s )
∗ds,
is the so-called reduced Malliavin matrix of Xt.
Our aim is to show that, under a suitable nondegeneracy condition on the co-
efficients, the Malliavin matrix Mt is invertible P-a.s. and the determinant of its
inverse has negative moments of all orders. The difficulty in our current situation is
that the vector fields b and σ1, . . . , σd depend on the Markovian switching process
αt. To overcome this difficulty we follow the following procedure inspired by [2].
For t ≥ 0 we define Nt := N([0, t],m0(m0 − 1)K), so {Nt, t ≥ 0} is a Poisson
process with parameter m0(m0 − 1)K. Conditioned on the number of jumps of
the Poisson process up to time t, that is, Nt = k, there exists a random interval
[T1, T2] with 0 ≤ T1 < T2 ≤ t, such that T2−T1 ≥
t
k+1 . This implies that αt = αT1
for all t ∈ [T1, T2) (because that the jump times of αt are a subset of the jump
times of Nt). On this random time interval, we will apply the classical techniques
of Malliavin calculus.
To this end we need the following version of Norris lemma on time intervals.
Lemma 4.6. Let t1 ≥ 0 and let ξ1, ξ2 be two Ft1-measurable random variables.
Suppose that β(t), γ(t) = (γ1(t), . . . , γd(t)) and u(t) = (u1(t), . . . , ud(t)) are Ft-
adapted processes. For any t ≥ t1, set
a(t) = ξ1 +
∫ t
t1
β(s)ds+
d∑
i=1
∫ t
t1
γi(s)dW
i
s
Y (t) = ξ2 +
∫ t
t1
a(s)ds+
d∑
i=1
∫ t
t1
ui(s)dW
i
s
and assume that for some p ≥ 2 and T > 0
E
(
sup
t1≤t≤T
(|β(t)| + |γ(t)|+ |a(t)|+ |u(t)|)p
)
<∞. (4.5)
Consider t2 ∈ [0, T ] satisfying t2 − t1 ≥ c for some constant c > 0. Then, for any
q > 8 and r > 0 such that 18r < q − 8, there exists ε0 = δ0cγ0 , where the positive
constants δ0 and γ0 depend on p, q, r and T , such that for all ε ∈ (0, ε0)
P
{∫ t2
t1
Y 2t dt < ε
q,
∫ t2
t1
(|a(t)|2 + |u(t)|2)dt ≥ ε
}
≤ εrp.
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The proof is similar to the proof of [5, Lemma 2.3.2] and we omit the details.
Just remark that the lower bound c on the length of the interval [t1, t2] is crucial
in the proof.
We are going to impose a uniform Ho¨rmander’s condition on the coefficients.
To formulate this condition we need some notation. Consider the following sets of
vector fields:
Σ0 = {σ1, . . . , σd} ,
Σn = {[σk, V ], k = 0, . . . d, V ∈ Σn−1}, n ≥ 1 ,
Σ = ∪∞n=0Σn ,
where σ0 = b−
1
2
d∑
i=1
(∇σi)σi and [V,G] = (∇G)V −(∇V )G denotes the Lie bracket
between two vector fields V and G.
The following uniform Ho¨rmander’s condition requires that the vector space
spanned by {V (x, α), V ∈ Σ} is Rn for all (x, α) ∈ Rn × S in a uniform way, where
Vj(x, α) denotes the vector obtained by freezing the variables x and α in the vector
field Vj .
(UHC) (Uniform Ho¨rmander’s condition) Condition (H∞) holds and there exists
an integer j0 ≥ 0 and a constant c > 0 such that
j0∑
j=0
∑
V ∈Σj
(v∗V (x, α))2 ≥ c, (4.6)
for all x ∈ Rn, α ∈ S and v ∈ Rn with |v| = 1.
Theorem 4.7. Assume that the uniform Ho¨rmander’s condition (UHC) holds.
Then for all t > 0 the Malliavin matrix Mt of the random vector Xt is invertible
P-a.s. and det(M−1t ) ∈ L
p(Ω) for all p ≥ 2. As a consequence, for any t > 0,
the law of Xt is absolutely continuous with respect to Lebesgues measure and the
density is smooth.
Proof We recall that Mt = J0,tCtJ
∗
0,t. By Lemma 4.3 it suffices to prove that
det(C−1t ) ∈ L
p(Ω) for all p ≥ 2.
Recall that {Nt = N([0, t],m0(m0 − 1)K), t ≥ 0} is a Poisson process with
parameter λ := m0(m0 − 1)K. For a fixed t > 0, conditioned on Nt = k, there
exists a random interval [T1, T2] such that T2 − T1 ≥
t
k+1 and αt = αT1 for all
t ∈ [T1, T2).
We introduce the following sets of vector fields:
Σ′0 = Σ0 ;
Σ′n =
{
[σk, V ], k = 1, · · · d, V ∈ Σ
′
n−1;
[σ0, V ] +
1
2
d∑
j=1
[σj , [σj , V ]], V ∈ Σ
′
n−1
}
, n ≥ 1 ;
Σ′ =
∞⋃
n=0
Σ′n .
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We denote by Σn(x, α) (resp. Σ
′
n(x, α)) the subset of R
n obtained by freezing
the variable x, α in the vector fields of Σn (resp. Σ
′
n). Clearly, the vector spaces
spanned by Σ(x, α) or by Σ′(x, α) coincide. By condition (UHC), there exists an
integer j0 ≥ 0 and a c > 0 such that
inf
x∈Rn
inf
α∈S
j0∑
j=0
∑
V ∈Σ′
j
(v∗V (x, α))2 ≥ c, (4.7)
for all |v| = 1.
For all j = 0, 1, . . . , j0, denote m(j) = 2
−4j and define
Ej =


∑
V ∈Σ′
j
∫ T2
T1
(v∗J−10,sV (Xs, αs))
2ds ≤ εm(j)

 .
Clearly {v∗Ctv ≤ ε} ⊂ E0. Consider the decomposition
E0 ⊆ (E0 ∩ E
c
1) ∪ (E1 ∩E
c
2) ∪ · · · ∪ (Ej0−1 ∩ E
c
j0) ∪ F,
where F = E0 ∩ E1 ∩ · · · ∩ Ej0 . Then for any unit vector v we have
P{v∗Ctv ≤ ε|Nt = k} ≤ P(E0|Nt = k)
≤ P(F |Nt = k) +
j0−1∑
j=0
P(Ej ∩ E
c
j+1|Nt = k) .
We are going to estimate each term in the above sum. This will be done in two steps.
Step 1 : We can write
P(F |Nt = k) ≤ P(F ∩G|Nt = k) + P(G
c|Nt = k), (4.8)
where G := {supT1≤s≤T2 ‖J0,s‖ ≤
1
εβ
}, 0 < 2β < m(j0). First we claim that when
ε is sufficiently small, the intersection F ∩ G ∩ {Nt = k} is empty. In fact, taking
into account the estimate (4.7), on Nt = k, we have
j0∑
j=0
∑
V ∈Σ′
j
∫ T2
T1
(v∗J−10,sV (Xs, αs))
2ds
=
j0∑
j=0
∑
V ∈Σ′
j
∫ T2
T1
(
v∗J−10,sV (Xs, αs)
|v∗J−10,s |
)2
|v∗J−10,s |
2ds ≥
tcε2β
k + 1
, (4.9)
because |v∗J−10,s | ≥
1
‖J0,s‖
≥ εβ , and T2−T1 ≥
t
k+1 . On the other hand, the left-hand
side of (4.9) is bounded by (j0+1)ε
m(j0) on the set F . Thus F ∩G∩{Nt = k} = ∅,
provided ε < ε1, where ε1 = [
tc
(k+1)(j0+1)
]
1
m(j0)−2β .
Now we consider the second term in (4.8). Using Chebyshev inequality we obtain
P
(
sup
T1≤s≤T2
|J0,s| ≥ ε
−β
∣∣∣Nt = k
)
≤ εpβE
(
sup
T1≤s≤T2
|J0,s|
p
∣∣∣Nt = k
)
.
Taking into account that the Poisson random measure N is independent of the
Brownian motion W , we can estimate the above conditional expectation using
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Burkholder-Davis-Gundy’s inequality as in Lemma 4.3, and we obtain the estimate
P
(
sup
T1≤s≤T2
|J0,s| ≥ ε
−β
∣∣∣Nt = k
)
≤ Cεpβ . (4.10)
Step 2 : We shall bound the remaining parts. For any j = 0, . . . , j0 − 1 we have
P(Ej ∩ E
c
j+1|Nt = k)
= P


∑
V ∈Σ′
j
∫ T2
T1
(v∗J−10,sV (Xs, αs))
2ds ≤ εm(j) ,
∑
V ∈Σ′
j+1
∫ T2
T1
(v∗J−10,sV (Xs, αs))
2ds > εm(j+1)
∣∣∣Nt = k


≤
∑
V ∈Σ′
j
P
{∫ T2
T1
(v∗J−10,sV (Xs, αT1))
2ds ≤ εm(j) ,
d∑
i=1
∫ T2
T1
(v∗J−10,s [σi, V ](Xs, αT1))
2ds+
∫ T2
T1
(v∗ J−10,s ([σ0, V ]
+
1
2
d∑
i=1
[σi, [σi, V ]])(Xs, αT1))
2
ds >
εm(j+1)
n(j)
∣∣∣Nt = k
}
,
where n(j) denotes the cardinality of the set Σ′j . Consider the continuous semi-
martingale {v∗J−10,t V (Xt, αT1), T1 ≤ t < T2}. For any t ∈ [T1, T2) Itoˆ’s formula
yields
v∗J−10,t V (Xt, αT1)
= v∗J−10,T1V (XT1 , αT1) +
∫ t
T1
v∗J−10,s
d∑
i=1
[σi, V ](Xs, αT1)dW
i
s
+
∫ t
T1
v∗J−10,s
{
[σ0, V ] +
1
2
d∑
i=1
[σi, [σi, V ]]
}
(Xs, αT1)ds.
Notice that 8m(j+1) < m(j) and also notice condition (4.5) holds for any p and the
fact that the Poisson random measure N is independent of W . An application of
Lemma 4.6 to the semimartingale Yt = v
∗J−10,t V (Xt, αTk) with time interval [T1, T2]
which satisfy T2 − T1 ≥
t
k+1 on the set Nt = k yields
P(Ej ∩ E
c
j+1|Nt = k) ≤ ε
p (4.11)
for any p ≥ 2, and for ε < ε0, where ε0 = δ0(
t
k+1 )
γ0 . The exponents δ0 and γ0 only
depend on p and T . Therefore, from (4.10) and (4.11) we obtain
P{v∗Ctv ≤ ε|Nt = k} ≤ ε
p,
for any p ≥ 2, and for ε < min(ε0, ε1). Then, following the steps of [5, Lemma
2.3.1], we can obtain that
P
{
inf
|v|=1
v∗Ctv ≤ ε
∣∣∣Nt = k
}
≤ εp,
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for all 0 < ε ≤ C1(
t
k+1 )
C2 and for all p ≥ 2, where C1 and C2 are positive constants
depending on p, T and n. Consequently,
E| det(Ct)|
−p ≤ E( inf
|v|=1
v∗Ctv)
−np
≤
∞∑
k=0
P(Nt = k)E
[(
inf
|v|=1
v∗Ctv
)−np ∣∣∣Nt = k
]
≤
∞∑
k=0
λk
k!
eλ
[
C1
(
t
k + 1
)C2
+
1
C1
(
k + 1
t
)C2]
<∞.
The proof is now complete.
5. Bismut type formula
In this section, we prove a version of Bismut type formula for SDEs with Mar-
kovian switching. As an application, this formula is used to obtain the strong Feller
property for the transition semigroup of (Xt, αt).
Theorem 5.1. Suppose the condition (UHC) holds. Then for any f ∈ C2b (R
n×S),
we have
∇Ptf(x, α) = E
[
f(Xt, αt)
∫ t
0
σ(Xs, αs)
∗J∗s,tM
−1
t J0,tdWs
]
, (5.1)
where Mt =
∫ t
0
Js,tσ(Xs, αs)σ(Xs, αs)
∗J∗s,tds and the stochastic integral is inter-
preted in the Skorohod sense, that is,
∫ t
0
σ(Xs, αs)
∗J∗s,tM
−1
t J0,tdWs is the diver-
gence of the process {σ(Xs, αs)∗J∗s,tM
−1
t J0,tI[0,t](s), s ≥ 0}.
Proof For any ξ ∈ Rn with |ξ| = 1, let hξ = (DXt)∗M
−1
t J0,tξ. Then we get
〈DXt, h
ξ〉H = 〈DXt, (DXt)
∗M−1J0,tξ〉H
= 〈DXt, (DXt)
∗〉HM
−1J0,tξ = J0,tξ.
We claim that hξ ∈ D1,p(H ⊗ V ) for any p ≥ 2. In fact, we have
Dish
ξ = (Dis(DXt)
∗)M−1t J0,tξ + (DXt)
∗M−1t (D
i
sJ0,t)ξ + (DXt)
∗(DisM
−1
t )J0,tξ
= (Dis(DXt)
∗)M−1t J0,tξ + (DXt)
∗M−1t (D
i
sJ0,t)ξ
−(DXt)
∗M−1t
[
〈Dis(DXt), (DXt)
∗〉H + 〈DXt, D
i
s(DXt)
∗〉H
]
M−1t J0,tξ.
By Lemma 4.3, Lemma 4.4 and Theorem 4.7 we obtain
E1‖h
ξ‖pH⊗V + E1‖Dh
ξ‖pH⊗H⊗V ≤ E‖h
ξ‖pH +
d∑
i=1
E
∫ t
0
‖Dish
ξ‖pHds <∞.
Notice that hξs = σ(Xs, αs)
∗J∗s,tM
−1
t J0,tξ. Then, the derivative of Ptf(x, α) can be
computed as follows
〈∇Ptf(x, α), ξ〉 = E(∇
ξ [f(Xt, αt)]) = E [∇f(Xt, αt)J0,tξ]
= E
[
∇f(Xt, αt)〈DXt, h
ξ〉H
]
= E
[
〈Df(Xt, αt), h
ξ〉H
]
= E1
[
〈Df(Xt, αt), h
ξ〉H⊗V
]
= E1
[
〈f(Xt, αt), δ(h
ξ)〉V
]
= E
[
f(Xt, αt)δ(h
ξ)
]
= E
[
f(Xt, αt)
∫ t
0
σ(Xs, αs)
∗J∗s,tM
−1
t J0,tξdWs
]
,
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where the second and forth equalities follow from the chain rule and the sixth
equality follows from the integration by parts formula, where the stochastic integral
is interpreted in the Skorohod sense.
As an application of the above Bismut type formula, we intend to prove the
strong Feller property. That is, we claim that for any t > 0 and for any bounded
Borel measurable function f on Rn × S, Ptf(x, α) is bounded and continuous in
(x, α). Since S is a finite set, it is sufficient to prove that for any α ∈ S , Ptf(x, α)
is bounded and continuous with respect to x.
Theorem 5.2. Suppose that condition (UHC) holds. Then for any f ∈ Bb(R
n×S),
t > 0, α ∈ S, x ∈ Rn, we have
lim
y→x
|Ptf(y, α)− Ptf(x, α)| = 0.
Proof Fix x ∈ Rn, α ∈ S, t > 0. First, we consider the case where f ∈ C2b (R
n×S).
Applying (5.1), we have
|∇Ptf(x, α)| = sup
|ξ|=1
|〈∇Ptf(x, α), ξ〉|
≤ sup
|ξ|=1
E
∣∣∣∣f(Xt, αt)
∫ t
0
hξsdWs
∣∣∣∣
≤ ‖f‖∞ sup
|ξ|=1
E1
∥∥∥∥
∫ t
0
hξsdWs
∥∥∥∥
V
.
where hξs = σ(Xs, αs)
∗J∗s,tM
−1
t J0,tξ. As we have seen, since the process h
ξ
s is not
adapted, the integral is Skorohod integral and it can be estimated as follows:
E1
∥∥∥∥
∫ t
0
hξsdWs
∥∥∥∥
V
≤
(
E1
∥∥∥∥
∫ t
0
hξsdWs
∥∥∥∥
2
V
)1/2
= E1
∫ t
0
‖hξs‖
2
Rd⊗V ds+ E1
∫ t
0
∫ t
0
〈Drh
ξ
s, Dsh
ξ
r〉Rd⊗Rd⊗V drds
≤ E1
∫ t
0
‖hξs‖
2
Rd×V ds+ E1
∫ t
0
∫ t
0
‖Drh
ξ
s‖
2
Rd⊗Rd⊗V drds
= E‖hξ‖2H +
d∑
i=1
E
∫ t
0
‖Dish
ξ‖2Hds.
Thus, we have
‖∇Ptf(x, α)‖ ≤ Cx‖f‖∞,
where the constant Cx depends on the initial condition x. In fact, we also have
that for any y ∈ Br(x) = {y ∈ Rn : |y − x| ≤ r}, the following inequality holds
sup
y∈Br(x)
|∇Ptf(y, α)| ≤ Cx,r‖f‖∞.
This implies easily for any |y − x| ≤ 1,
|Ptf(y, α)− Ptf(x, α)| ≤ Cx,1‖f‖∞|y − x|.
Hence, the theorem holds for any f ∈ Bb(R
n × S) by a standard argument.
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