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(論 文 内 容 の 要 旨)
本 論 文 は 、sine-Gordon方程 式 、Pohlmeyer-Lund-Regge模型 等
を ふ くむ 一 般 的 な2次 元 相 対 論 的非 線 型 積 分 可 能 系 で あ る カィ ラル場'
に つ い て 、 これ がKac-Moody型 の無 限 次 元 リー環 を変 換 群 と して許 容
す る こと を 、 モ ノ ドロ ミー に 関す るRiemann-Hilbert問題'の 理論 に
も とつ い て 明 らか に した も の で あ る。 さ ら に、 こ の主 論 文 で展 開 され た 手
法 は 、 これ に つ づ く参 考 論 文 〔5,6〕に お い て 、4次 元 相 対 論 的 非 線 型 系
で あ る 自 己双 対 的 ゲ ー ジ場(Yang-Mills場)に 適 用 され て、 この場 合 に
も同 様 な 変 換 群 の作 用 を許 す こ とが 明 らか に され て い る・
こ こで 扱 わ れ る カ イ ラル 場 は、Korteweg-deVries方程 式(KdV方
程 式)、 戸 田格 子等 と と も に、 非 線 型 積 分 可能 系 の 代 表 的 な例 で あ る。 元
来 、 積 分 可 能 な非 線 型 微 分 方 程 式 系 の研 究 は 、純 粋 数 学 的 に は長 い歴 史 を
辿 り得 る が 、1967年 頃 のGardner-Greene-Kruskal-Miuraらに よ る
KdV方 程 式 に つ い て の ソ リ トン現 象 の 発 見 とそ の理 論 的 解 明 を契 機 と し
て爆 発 的 な研 究 の発 展 が見 られ るに至 った もの で あ る。 数 学 的 側 面 に限 っ
て も、Kricheverらに よ る準 週 期 解 と代 数 曲線 お よび テ ー タ函数 論 と の
関連 や 、佐 藤 らに よ るモ ノ ドロ ミー保 存 的 変形 理 論 お よ び2次 元 イ ジ ング
模 型等 との 関 連 、Faddeevら に よ る量 子 化逆 散乱 理 論 、Atiyahら に よ
る4次 元 モ デ ル の イ ンス タ ン トン解 等 の 厳 密解 の 発 見 、 等 の重 要 な 発 展 を
あ げ る こ とが 出 来 る。
さ らに、 これ ら と も関連 す る今 後 の重 要課 題 と して 、 内部 対 称 性 の 見 地
か らす る2次 元 理 論 と高 次 元 理 論 との統 一 的解 明 が あ る。 本 論 文 は この 問
題 に つい て 、 一 つ の 決定 的 結 果 を与 えた も ので あ る。
1978年Kinnersley-Chitreは、Einsteinの 重 力 場 方 程 式 の 定 常
軸 対 称 解(そ れ はErnst方 程 式 に よ って 記 述 され る)に つ い て 、 変 換 群
の構 造(即 ち、Ernst方 程 式 の 内部 対 称 性)を 調 べ 、 無 限 個 の ポ テ ン シ
ャル の系 列 を構 成 す る こ と を通 じて 、 結 局Ernst方 程 式 が無 限 次 元 の リ
ー環 を無 限 小 変 換 群 と して も つ こ と を示 した。 さ らに、}lauser-Ernst
(1979)はKinnersleyらの この結 果 が 、Riemann-Hilbert問題 と
して の取 扱 い を通 じて よ り直 接 的 に再 導 出 され る こと を示 した 。
申請 者 は、 い ち は や く この著 しい仕 事 に着 目 し、 彼 等 の 方法 がErnst
方 程 式 に限 らず 実 は き わ めて 広 い ク ラス の非 線 型 可 積 分 系 に拡 張 で き る こ
と を 見抜 き、 そ の彼 の プ ログ ラム を2次 元 カ ィ ラル場(主 論 文)と 、4次
元 ケ ー ジ場(参 考 論 文 〔5,6〕)に つ いて 実 行 した もの で あ る。
購 主 論 文 に お ・'ては・ ま ず初 め …SU・2)一 カ ィ ラル 場 ・∂。(9-1∂,の
+∂,(・一'∂。g)一 ・ …SU・2・ ・の簡 約 髄 ・・2-…-9*,・ ・aceg
=0,に つ い てErnstポ テ ン シ ャル の類 似物 を構 成 し、 これ よ り さ ら に
無 限 個 の ポ テ ン シ 。ル の系 列{N(m・ ・)}.{E(・)}および これ と同等 な 母
函 数F(t)を 構 成 す る 。 次 に 、Riemann-}lilbert問 題 の 考 察 に よ って
変 換 群 を 直 接 構 成 し、 次 に これ か ら無 限 小 変 換 に移 行 して 、 これ が さ き に
構 成 した 無 限 個 の ポ テ ン シ ャル に ひ きお こす 作 用 を求 め 、結 局 この 無 限 小
換 群 がKac-Moody型 の無 限 次 元 リー環:su{2)⑭R〔t,t-1〕に よ って
与 え られ る こ とが 示 され る。
つづ い て 、 同様 の 考 察 が よ り一 般 に、SU(n)およびSO(n)カイ ラル 場 に
対 して も適 用 され 、 これ に作 用 す る無 限 小 変 換 群 が それ ぞ れsu(n)⑭
R〔t,t-1〕,so(n)⑭R〔t,t-1〕で あ る こ とが示 され て い る。
以上 が 主 論 文 の 主 要 結 果 で あ り、 これ と平 行 す る結果 が4次 元 の ゲ ー ジ
場(自 己双 対Yang-Mills場)に も拡 張 で き る こ とは 参 考 論 文 〔5,6〕
に示 され て い る。
な お、 参 考 論 文 〔1〕 は、 不 確 定 特 異 点 を もつ線 型 常微 分 方 程 式 系 の モ
ノドロ ミー保 存 的 変 形 の理 論 を は じめ て本 格 的 に扱 った 歴史 的 に重 要 な論
文 で あ り、 の ちに 三 輪 ・神 保 との 共 同 の仕 事(参 考 論 文 〔4〕)お よ び三
輪 ・神 保 らの その 後 の一 連 の論 文 に 発 展 した 。 〔8〕 は戸 田格 子 系 に つ い
て 、 高 次 の スペ ク トル保 存 的 変 形 の ヒ エ ラル キ ー を構 成 す る理 論 で あ り、























































  §1. The Reduction Problem of  SU(2) Chiral Field 
       The field equation of SU(2) Chiral field is 
 (1.1)x(g-13g) + 3(g-1xg) =  0 
 where g = g(x,y) is SU(2)-matrix function, and x, y denote 
 the light cone cooredinates 
              1(1 .2) x =7(x0- x11), y =0+ x1),  (x0,x1)E12 . 
 By the reduction problem we mean that we solve the equation 
  (1.1) with the algebraic constraints for the field g 
 (1.3) g2 = 1, g = g*,  trg = 0. 
  Here denotes the hermitian  conjugate-'r These conditions are consistent with the original equation 
  (1.1). The field equation now reads 
 (1.4)y(g3xg) + 3x(g3yg) = 0. 
 The reduction problem of SU(n) or  S0(n) Chiral field was 
 considered by  Zakharov-Mikhailov  [9]. 
       It is well known that the reduction problem of SU(2) 
 Chiral field is equivalent to 0(3) non-linear a-model 
 (1.5) aD+i•D=  o       xyxy 
 where  g is a vector function of x and y valued on the 
 --2 
 unit sphere of 13, i. e. g =  1. From the equation  (1 .4) 
 we get the following lemma. 
       Lemma 1.1. There exists a twist potential  ip uniquely 
 up to integration constants  _iy,  yE4a(2), such that
 -  3  -
(1.6)  1.3xV  = xg,  iayp =  g, 
(1.7)  V  =V,  tr  V  =  0. 
Here  64,4,(2) is the Lie algebra of  SU(2) . 
      Proof. Since the equation  (1.4) is an integrability 
condition for (1.6), it is clear that there exists a twist 
potential  V. And then  V -  V and tr  V are constant 
because of (1.3), (1.6) Hence we get (1.7) with choosing 
appropriate integration constants 
      Following the discussion in [1], we introduce a potential 
E through 
(1.8) E = g +  i  . 
This is an analogue of the Ernst potetial in the case of the 
gravitational field equation. 
      Proposition 1.2. The potential E satisfies the 
follwing equations: 
 ( 1.9)  3xE =  7(E +  E  )axE,  9yE =  -(E +  E  )35TE 
(1.10) det (  1 - (E +  E*)t) = 1 -  4ft2, 
(1.11)  trE =  0. 
      Proof. From g2 = 1,  it follows that 
 g3xE  =  gaxg  i°)(4) 
                =1 -x1Pg29xg =  (E. 
 -  4  -
The second equation of (1.9) is also obtained in the same 
way- The equations (1.10) and (1.11) follow from  (1.3),(1.7) 
     The equation (1.9)  correspondsto the Ernst equation 
in the gravitational field equation. Conversely, starting 
from the eqautions (1.9), we can get the original field 
equation  (1.4). 
     Proposition 1.3. Suppose that E satisfies the 
equation in Proposition 1.2. We set 
 (1.12) g =±(E + E*).              2 
Then g is a solution of the reduction problem. 
     Proof. From the definition (1.10), (1.12), it follows 
that g is an hermitian matrix whose eigenvalues are  ±1. 
Hence we obtain (1.3). Next define a potential  tp by 
(1.13) iip=1-(E - E*). 
Then  i is a trace-free, hermitian matrix because of (1.11). 
Next we show 
 (1.14)  j.xq) =  g9xg, ia1p= -Vc-.            YY°
Note that the first equation in (1.9) reads 
(1.15)  3xg +  j.xtp =  0xg +  ig3x1p-
Taking trace of the above equation, we get 
(1.16)  tr(gaxtp) = 0, 
 —  5  —
from  which  we furhter obtain  g3xip=  -3xtp.g. Compairing 
the hermitian part and the anti-hermitian part of (1.15), 
we get the first equation in (1.14) The second one can be 
obtained in a similar way The compatibility condition 
for (1.14) leads to (1.4) The proposition is proved. 
Thus the original field g corresponds to the potential 
E, and vice versa. 
     Next we introduce an infinite number of potentials. 
For technical reasons, we work in the coordinates 
             1 (1.17) z =-2-(x1+ ix0),1=(x1- ix0). 
Let  V be the gradient,  V the formal dual operator 
(1.18)  V = =  ) 
where  a = 3z'=The equation (1.9) is now written 
as 
(1.19)  DE = =1--(E +  E*).VE 
              2 or equivalently, 
     * * 
(1.20)  vE  20E  -(E + E*). 
According to the discussion of Kinnersley-Chitre [2], we 
introduce potentials { N(m'n) m0,n1through 
(1.21) VN(m'n) =  E(m)*VE(n) 
(1.22)E(n+1) = N(1,n) E(1)E(n) 
(1.23)  E(0) = 1, E(1) = E,  N(0,n) = E(n) 
 -  6  -
     Proposition 1.4. The potentials {N'n)m0
,n1are 
determined uniquely up to integration constants. 
     This proposition can be obtained by induction. To the 
end, we need the following lemma. 
 Lemma 1.5. The potentials {E(n)}1-10exist uniquely 
up to integration constants, and satisfy 
(1.24)  VE(n) = (E +  E*)VE(n) for n0. 
                2 
     Proof. The proof is done by induction. When n = 1, 
the claim of the lemma is nothing but the equaiton (1.9) 
Suppose that we have proved the n-th induction step. We 
show that there exists  N'n)                                  given by (1.19). Noting 
that  VoV = 0, and (1.19), (1.20), we have 
(1.25)  ic,(E*VE(n)) =  h*oVE(n) 
                      =i--VEo(E + E)VE(n) 
                       2
 -  7  -
 = -  C7E*0VE(n) 
 = -  -V'o(E*VE(n)) , 
from which we obtain  Vo(E*VE(n))  =0 This  guarantees the 
existence of  N(1'n)                         and E(n+1)                                           Next we show that 
 VE(n+1) -(E+E*)VE(n+1)        2. From  (1.23), it follows that 
     VE(n+1) =  VN(1,n) + VE•E(n) + EVE(n) 
 =  E*VE(n) + (E+E*)E•E(n) +at-(E  +  E*)E(n) 
    22 
 =2 +  E*)27E(n) +2(E+ E*)i/E-E(n) 
            =  2ih(n) + (E  +  E*)PE•E(n) . 
                      2 In the last step of the above equations. we have used the fact 
 (E  +  E*  )2  =  4. On the other  hand,  (n+1)  (E+E*)vE(n)+E•7(n) 
Hence we obtain the desired result. This  completes  the induc-
tion step. 
     The proposition  1.4 can be proved in the same way 
so that we omit it 
     There are  remarkable relations among the potentials. 
     Proposition 1.6. When choosing appropriate integration 
constants, the following recursive relations hold 
(1.26) N(m,n) N(n,m)*  E(m)*E(n), 
(1.27)  N(m,n+l) N(m+1,n)  N(m,l)E(n),                                                        for m> 0, n> 1. 
 -  8  -
that
     Proof Since  N(m'n)  = E(m).VE(n), and N(n'm)* 
 = VE(m)*•E(n) , we have  V(N(m'n)  +N(n'm)*)  =  V(E(m)*E(n)), 
which implies (1.29) Next we shall prove (1.27). From 
(1.21), (1.22), and (1.26), it follows that 
 V(N(m'n+1) -  N(m+1n)) 
 =  E(m)*VE(n+1) - E(m+1)*VE(n) 
    = E(m)*(E*VE(n) + DE•E(n)                            + EVE(n)) -  E(m+1)*VE(n) 
    =  VN(m'1)•E(n)                    + (E(m)*E -  N(1m)*)VE(n) 
 =  VN(m1)•E(n) +  N(m'1)VE(n) 
 =  V(N(m'1)E(n)) . 
This completes the proof.
 -  9  -
§2. Generating Function 
     The concept of a generating function of the Ernst 
potential was originated in the gravitational field 
theory [2]. In our case it is defined by 
         F(t)  = E(n)tn (2.1) 
                       n=0 
where {E(n)               n0are the potenyials given by (1.23) 
     In this section we shall show that the reduction problem 
is equivalent to a system of linear differential equations 
with  several algebraic constraints satisfied by a generating 
function. Such a method was presented by Hauser-Ernst [6] 
     First we obtain the  follwing proposition.
     Proposition 2.1. A generating function F(t) (2.1) 
solves the following system of linear differential equations 
(2.2) VF(t) =  (E+E*)/F(t), 
(2.3) VF(t) =   t 2  (VE+2itVE)F(t). 
 1 -  4t 
     Proof. By virtue of (1.24), one can easily obtain (2.2). 
To show (2.3), we note that we obtain from (1.22) 
 VE(n+1)+  VE.E(n)  = (E+E*)VE(n) 
Multiplying  tn+1 to the both hand sides, and summing over n, 
we have
- 10 -
          VF(t) =  tf(E+E  VF(t)+VE•F(t)}. 
By making use of (2.2), this is rewritten as 
           aF -  2itaF =  tE•F,  2it51 +  aF = 
which leads to (2 3).  ER 
     The system (2.3) reads 
(2.4) dF(t) =  Q(t)F(t), 
where d denotes the exterior differentiation  with-respect 
to x,y, and  S2(t) is a 1-form given by 
(2.5)  Q(t)  -    1  -  2txEdx +                                     1 + 2tyEdy
     As a corollary of Proposition 2.1, we have 
 Corollary 2.2. 
(2.6)  d(detF(t)) = 0. 
     To rewrite the equation (1.9), we introduce A(t) 
through 
(2.7) A(t) = 1 -  (E+E  )t 
                              - 11 -
     Lemma 2.3. The equations (1.9) are equivalent to 
(2.8) tdE = A(t)Q(t). 
     This lemma follows from 
         tdE -  A(t)0(t) 
         t         t* 
              _ 
             1-2t{23xE+(E+E*)3xE}dx+  1+2t{23YE+(E+E )3YE}dy 
     Next we show that the integrability condition for (2.4) 
(2.9) axDyE + 1[3x                        E'3yE] = 0          -4- 
can be derived  from (2.8) (Propostion 2.5). For the purpose, 
we need the following lemma. 
      Lemma 2.4. We have 
  * * 
(2.10) 9YE -3xE = 0,  3xE -3yE = 0. 
     Proof By virtue of (1.9), we obtain 
          -1** 
        3Y—2E*-9xE = 3yE  •(E+E  )3xE 
                          * 
                      = -3
YE -3xE, 
which leads to the first equation of (2.10). The second 
                             - 12 -
one of (2.9) can be obtained in the same way V. 
     Proposition 2.5. The equations (2.8) yield the 
integrability condition for  (2.4) 
(2.11) dQ(t) = Q(t)2. 
     Proof. From the previous lemma, it follows that 
                       t2   dA(t) •Q(t) = 





 = -tdE.0(t). 
Noting that d(A(t)Q(t)) = 0 which follows from  (2.8), 
 A(t)dF(t) = A(t)Q(t)2. Since A(t) is invertible when 
small, (2.11) is proved. 
     It should be noted that the equation (1.9) cannot 
derived from the integrability condition (2.9) since (2 
is an equation of  second order. Proposition 2.5 means 
the equation (1.9) is a special class of (2.9). 
     The equation (2.8) is rewritten as 
(2.12) A(t)dF(t) =  tdE•F(t). 
By virtue of this we obtain 
                             - 13 -





     Lemma 2.6. We have 
(2.13) d(F(t)tA(t)F(t)) = 0 
where F(t)t =  F(T),  T denotes the complex conjugate of t . 
     These preparations enables us to convert the equations 
(1.9), (1.10)  and(1.11) into those satisfied by a generating 
function. 
     Theorem 2.7. Suppose that the potential E is a solution 
of the equations (1.9), (1.10) and (1.11) Then there exists 
a fundamental solution matrix F(t) subject to the five 
equations below: 
(2.14) dF(t) = Q(t)F(t) 
(2.15) A(t)dF(t) =  tdE•F(t), 
(2.16) F(t) = 1 + Et +   , as  t  0, 
                           1 
(2.17) det  F(t)=  (1-4t2) 2, 
(2.18)  F(t)tA(t)F(t) = 1. 
Here  0(t) and A(t) are given by (2.5) and (2.7), respectively 
Conversely E satisfies the equations (1.9), (1.10) and 
(1.11) provided that there is a fundamental solution matrix 
F(t) subject to the above equations  (2.14)  r\., (2.18). 
     Proof. First suppose that E satisfies the equations 
(1.9), (1.10) and (1.11). From Lemma 2.3 and Proposition 
                              -  14 -
2.5, (2.10), it follows that there exists a fundamental 
solution matrix F(t) of  (2.14) and (2.15) satisfying  (2.16). 
Moreover Lemma 2.6 shows that F(t) satisfies (2.18) at the 
same time under a suitable choice of a gauge of F(t) Since 
detA(t) =  1-4t2, one has  [detF(t)  12  = Use of 
Corollary 2.2 leads to  detF(t) = (1-4t2)7e2ia(t)                                                                where 
a(t) is real valued when t is real. Since (2.16) gives 
detF(t) = 1+0(t2) as t  + 0, one  can find a(t) such that 
a(0) =  a(0) = 0. Thus  F(t)e-ia(t)                                       satisfies all of the 
requirements. Next we show the converse. The equations 
(2.14), (2.15) yield (2.8) which is equivalent to (1.9) 
The equation (1.12) follows from (1.15) and (1.16). Finally 
we verify (1.11) The expansion(2.16) gives 
        detF(t) =  1 + (trE)t + as t  O. 
On the other hand, (2.17) yields 
       detF(t) =  1 + 0(t2) as t  O. 
Compairing these expression, one obtains (1 .11).  r9 
     From now on, a function F(t) satisfying the conditions 
of Theorem 2.7 will be simply called a generating function . 
     Now we shall express the potentials  {N(m'n)} 
introduced in the previous section in the langauge of a 
generating function. Set 
(2.19) G(s,t) = —1st{s-tF(s)-1F(t)J. 
                            - 15 -
The function of this type was originally considered in [2] 
and [16] Expand G(s,t) into a power series of s ,t 
                                             co 
(2.20) G(s,t)  = G(m,n)smtn. 
                          m,n=0
Note that G(m,0) = 0 for First we obtain a proposition 
 to 
 correspoding  Proposition 1.7. 
     Proposition 2.8. Suppose that F(t) is a generating 
function. Then the recursive relations 
(2.21)          G(m,n+l)- G(m+1,n)= G(m'1)F(n) 
(2.22) G(m'n) +  G(n'm)* = F(m)*F(n) 
are valid for  /.11. Here we set  G(0,n) =  F(n) 
     Proof From the definition of G(s,t), it follows that 
(2.23)  t 1.{G(s,t)-1}- s-1{G(s,t)-F(t)1= IfiG(s,w)lw.0F(t). 
Substituting the expansions of F(t) and G(s,t) into the 
both hand sides of (2.23), and collecting all terms of the 
sameorder in s,t, equating the resulting coefficients, we 
have (2.21). Setting m=0 in (2.21), we obtain 
(2.24)          F(n+l)G(1,n)F(1)F(n) 
 • To prove (2.22), it is sufficient to show 
                             - 16 -
(2.25) G(s,t) +  G(s,t)t = 1 +  F(s)tF(t). 
The definition of G(s,t) leads to 
         G(s,t)+G(t,^)t = l+sl-t{sF(s)t[F(t)t]-1-tF(s)-1F(t)}. 
Since  'F(s)-1 = F(s)tA(s), we get (2 25). 
     The equations (2.21), (2.22) and (2.24) correspond to 
(1.27), (1.26) and (1.22), respectively In closing this 
section, we shall show the relations corresponding to (1.21) 
     Proposition 2.9. The differential recursive relations 
(2.26) dG(m'n) =  F(m)*dF(n) 
hold for  ran, n-2_1. 
     Proof. By means of (2.18), G(s,t) is rewritten as 
        G(s,t)  =  slt{s  tF(s)tA(s)F(t)}. 
Differentiating the both hand sides of the above identity, 
we have 
         dG(s,t)=  ---s-{sF(s)tde•F(t)+F(s)tdA(s)•F(t)• 
                                  +F(s)tA(s)dF(t) 
                     s-tt   f-sF(s)tdE•F(t)+F(s)tA(s)dF(t)}
                =  t                        F()tA(t)dF(t)-F(s)tA(s)dF(t)1 .                      st' 
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Therefore 
(2.27) dG(s,t) = F(s)tdF(t). 
Expanding the both hand sides into a power series in s, t, 
we obtain (2.26).  // 
     Thus  {G(m'n)} can be identified as the potentials 
 IN(m'n)I- Among the above equations (2.21), (2.22) and 
(2.26), (2.22) is essential to construct the transformation 
theory. We emphasize that this equation is an immediate 
conclusion of the definition of G(s,t).
-  lb -
§3. Riemann-Hilbert Problem 
      In this section, following Hauser-Ernst [6], and Zakharov 
and his coworkers  [9], [10], we shall present an algebraic 
approach to construct transformations for solutions of the 
reduction problem of SU(2) Chiral field. The transformations 
are achieved by use of the Riemann-Hilbert problem. We call 
them the Riemann-Hilbert (RH) transformations. Our aim is 
to investigate the algebraic structure of the Lie algebra 
of the infinitesimal RH transformations, so that the details 
of analytic aspects of the transformation theory are not 
considered here. 
     Begin with a generating function  Fo(t) such that 
(3.1)  dF0(t)  =o(t)F0(t)' 
(3.2)  Ao(t)dFo(t) = tdE0-F0(t) 
                                                            ' 
 (3-3) F0(0) = 1,  fb(0) = E0, 
 _  1 
 (3.4)  detF0(t)  = (1-4t2)2 , 
(3.5) F0WtA0(t)Fo(t) = 1. 
Here the dot in (3.3) denotes the differentiation with respect 
to t, and  Ao(t),  S20(t) are respectively defined by (2 .5), 
(2.8) for the potential  Eo_ Let C be a small circle in 
the complex t-plane whose center is the origin , such that 
 Fo(t) is holomorphic in  CuC
i_. Here  C+(C-) denotes the 
inside (outside) of C. 
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     Note that  F0(t) is not uniquely determined by the 
above conditions. In fact, if v(t) is a  2x2 matrix 
depending on only t and holomorphic in  CuC+ such 
that 
(3.6) v(t)tv(t) = 1,  detv(t) = 1, 
(3.7)  v(0) = 1,  v(0) = 0, 
then  FQ(t)v(t) is also a generating function for the 
potential  E0. Let u(t) be an  2x2 matrix depending on 
only t, analytic on C, such that 
(3.8) u(t)tu(t) =  1, 
(3.9)  det  u(t) = 1. 
      Consider the Riemann-Hilbert problem 
(3.12)  X  (s) = X+(s)H(s)  (sEC) 
(3.13) H(t) = F0(t)u(t)F0(t)-1, 
with the normalization condition 
(3.14) X+(0) = 1, 
where X(t) is holomorphic in  C+ and continuous on C, 
             + and invertible in  Cl_oC, respectively We assume 
            that one can uniquely solve this problem. 
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     This hypothesis is not so strong, since there is a 
fundamental solution matrix if u(t) is very close to the 
unit matrix. It is also noted that X (t) consequently 
is analytic on C from the analyticity of H(t). 
     Set 
 (3.15) F(t) =  X+(t)F0(t) in  C+, 
 X  (t)Fo(t)u(t)-1 in  C-, 
(3.16) X(t) =  X  (t) in  C+' =  X  (t) in  C 
(3.17) E=Eo+X+(0) 
(3.18) A(t) = 1 -  (E+E  )t, 
 (3.19) Q(t)  -  txEdx+ 1+2tyEdy 
In a similar method as in [6], one can show that E is a 
solution of the reduction problem and that F(t) is a 
generating function for E. 
     Proposition 3.1. The following equation hold: 
(3.20)  detX(t) = 1, 
(3.21)  X(t)tA(t)X(t) =  A0(t),
- 21 -
(3 22)  det  A(t)  = det A0(t) =  1-4t2 , 
(3.23) dX(t) =  Q(t)X(t) -  X(t)Q
0(t), 
(3.24) A(t)dX(t) +  t[X(t)t]-1dE0  =  t[dE•X(t)] , 
      From this proposition, we obtain 
      Theorem 3.2. F(t) is a generating function; that is , 
F(t) satisfies the defining relations 
(3.25) dF(t) =  Q(t)F(t), 
(3.26)  F(0)  = 1,  P(0)  =  E, 
 _1 
 (-3.27)  detF(t) =  (1-4t2) 2, 
(3.28)  F(t)tA(t)F(t) = 1, 
(3.29) A(t)dF(t) =  tdE•F(t) 
     Proof The above equations except the last one are 
derived, respectively, from (3.1) and (3.23), (3.3) and (3.16), 
(3.22) and (3.20), (3.5) and (3.21) Finally we show (3.29) 
The equations  (3.24) and (3.15) give 
 A(t)dF(t)=A(t){-t[X(t)t]-idEo+tdE.X+(t)1F0(t)+A(t)X4 .(t)Q0(t)F0(t) 
 =tdE•F(t), f rom  (3.2) and  (3.21)., 
since  A(t)X+(t)Q0(t)  =  t[X+(t)t]-1dE0•F0(t) This completes 
                           22
the proof  a 
     Next we show Proposition 3.1. 
     Proof of (3.26): First we show 
(3.30)  [X+(t)t]1A0(t)X+(t)-1  = same + replacing -. 
From (3.5) and (3.13), it follows that 
    the left-hand side of  (3.30) 
         =  [X_(t)tf-  1[Fo(t)t]-1u  (t)tFo(t)tA0(t)F0(t)u(t)F0(t)-1X_ 
         = [X_(t)t]-1[Fo(t)t]-1F0(t)-lx_(t)-1 
 =  [X_(t)t]-1A0(t)X_(t)-1. 
Hence [X(t)t]-lA0(t)X(t)-1                                  is an entire function of t. 
Since A0(t) is a linear function of t, this function is also 
linear in t, 
(3 31)  [X(t)1-]-1A0(t)X(t)-1  = B + Ct. 
Considering the expansion of the left-hand side at t =  0, 
we have B  = 1 and C  =  -(E+E*) 
     Proof of (3.22): It is obvious from (3.20),  (3.21), 
                             - 23 -
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Using (3.1), (3.2), (3.5) and (3.12), (3.13), we have 
 (3.34) A(t)dX(t)-X(t)-1 =  A(t)dX+(t)=X+(t)-1 
                +  AWX +(t){00(t)-H(t)00(t)H(t)-11X+ 
 (3.35) A(t)X+(t)Q0(t)X+(t)-1 =  t[X+(t)t]-1dE0•X+ 
(3.36)  A0(t)H(t)Q0(t)  =  t[H(t)t]-idEo.
 (t)-1,
 (t)-1,
-  24 -
substituting these 
 (3.33)• The rest 















     In [6], it has been shown that the totality of the RH 
transformations  is  equipped with group structure under 
natural composition of matrices Precisely we have 
     Proposition  2.3 (cf. [6]). Suppose that  u1(t), u2(t), 
which satisfy the conditions(3.8), (3.9), transform  F0(t) 
to F1(t)'and F1(t) to F2(t).Then u2(t)u1(t) transforms 
 F0(t) to F2(t)
- 25-
 g4 The infinitesimal  Riemann-Hilbert transformations 
     It is  known that the Riemann-Hilbert problem (3 .12) is 
rewritten to the integral equation 
(4.1)  F•(1 - K) =  F0 
( see  [6  1, [11]). The integral operator K is defined by 
 (4.2)  (0•K)(t)  = 27i1 ds(1)(s)K(s,t) , s,  tec 
where the kernel function is 
 (4.3) K(s .,t)=s(s -t)fF0(s)-1F0(t) -u(s)F0(s)1F(t)u(t)- aJ. 
We remark that  (4.1) actually gives the solution of the Riemann-
Hilbert problem (3.12) if u(t) is very close to the unit 
matrix (when u(t) =  1, K is a null operator) 
      In what follows, the infinitesimal form of  (4.1) will be 
called the infintesimal Riemann-Hilbert (RH) transformation 
(the precise definition will be given later). The discussion 
in this section corresponds to the converse of the procedure 
exploited by Hauser-Ernst  [5]. 
     Assume that 
 (4.4) u(t) =  expv(t) 
where v(t) satisfies the conditions that v(t)t+v(t) = 0, 
and  trv(t)  = 0. Substituting  (4.4) into  (4.1), and 
neglecting the higher order terms more than second in  \r(t), 
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we have the infinitesimal form of  (4.1) 
       F0(t) +F0(t)+  27i J.ds (:;-t){F0(t) 
                          -F
0(s)(1+v(t))F0(s)-1F0(t)(1-v(t))} 
 = Fo(t)+271Jds s(L){-F0(s)v(s)F0(s)-1Fo(t) 
                           +F0(t)v(t)1. 
Since the integrand of the last  equation: is analytic at 
s = t, we may analytically continue t into  C. Then we 
have 
  (4.5) F0(t)+F0(t)-27iidss(L)F0(s)v(s)F0(s)-1F0(t) 
                                             - 
               =F0(t)+27ifdsfs1F0(s)v(s)(G0(s't)-1) 
                             -
s(s-t)F0(s)v(s)1 
where  G0(s,t) is defined by (2.19) where F(t) is replaced 
with  Fo(t). 
      Expand  Go(s,t) and  FO(t) into power series of s 
and t 
    co co 
 (4.6)  G0(s,t) =  G(m'n)smtn,  FO(t) =  F(n)tn. 
 m,n=0  n=0 
Also define 
 (4.7)  v(P)  =211  fds  sP-iv(s). 
 -  27  -
 co 
Noting that t/s(s-t)  = tnisn+1,                                       and  insreting (4  6),(4 7) 
 n=1 
into (4.5), we obtain the infinitesimal RH transformation  
(associated with v(t)) 
 (4.8)F(n) F(n)i_F(p)v(p+q)G(q,n)_  F(p)v(p-n). 
 p,q=0  p=0 
We remark that  (4.8) actually expresses an infinitesimal 
form of the RH transformation associated with u(t) when 
v(t) is very close to the null matrix. 
      Next consider the generators of the infinitesimal RH 
transformations. Set 
(4.9) v(t) =  y(k)t-k,(k). 
Then we have the generators 
(4.10)G(0,n)G(0,n)+y(k)G(k,n)-G(0,n+k)y(k) k 
 G(0,j)y(k)G(k-j,n) 
                       j=1 
                                     for 1.(0, n?-1, 
and 
 (4.10) -k  G(0'n)  G(0'n)-G(0,n-k)y(-k)                            for  r21. 
We denote these generators by  y(k)t-k. We set the totality 
of the infinitesimal RH transformations as  y. That is, 
(4.11)  g = span of  fy(k)t-kI  kE  Z,  y(k)e  ALC(2)}. 
      Next we consider the action of  y on the totality of the 
potentials  G(m'n) . We have the following proposition. 
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     Proposition 4.1. For any  k>  0,  y(k)t-k infinitesimally 
acts on the totality of potentials  {G(mn)} as follows: 
(4.19)  y(k)t-k:  G(m,n),..+G(m,n)+y(k)G(m+k,n)_G(m,n+k)y(k) 
                                + G(m'j)y(k)G(k-j,n) 
 j  =1 
                                             for m>0, n>  1. 
     Proof. The proof is carried out by induction. The
claim of the proposition is true for  n>  1 when  m=0 
Assume that  (4.19) holds for  n>  1 when  m-1. The recursive 





        + y G(m-1,j)y(k)G(k-j,n+1)-G                                      (m-1,1)G(0'j)y(k)G(k-j 
            j=1  j=1 
        - y  G(m-1,j)y(k)G(k-j,l)G(0' 
 j=1 
Here we neglect the higher order terms more than second in 
 y(k). Note that the last three terms of the above equation 
read 
 G(m-1,j+1)y(k)G(k-j,n)_  G(m-1,1)G(0,j)y(k)G(k-j,n) 
  j=0  j=1 
      =k-1G(m'j)y(k)G(k-j'n)+G(m-1'1)y(k)G(k'n)-G(m-1'1)G(0'k)y(k)G(0'n) 





Substituting these into (4 20), we complete the induction step . 
     Before proceeding to the next proposition, we note that 
 (4.17) _k is rewritten as 
(4.21) G(0k160,,(-k)6k -j ,n+y(-k)G( -k ,n)-G(0'n-k)(-k) 
                              L 
 j=o'j 
Here we have set 
(4.22)  G(P"-P)=-G(-P'P)=1 for any  p  >  1, 
and  G(m,n) = 0 for other negatives indices 
         'Then the recursive formula (2.21) is valid for 
 m  >  0 or  n  >  1. 
     Proposition 4.2. For any  k  >  1, y(-k)infinitesimally 
acts on the  totality  of potentials  {G(m'n)} as  follows  : 
 (4.23) y( -k)tk : G"n),--)-G"n1+k-1X.y(--k)dk-j ,n+Y(-k)G(m-k,n)_G(m,n-k),((-k)  j=0 
                                               for  m>0, n  >  1. 
    Proof. The proof is done by induction. Assume that the 
 (m-1  )th induction step holds. Then, by a similar way as in 
Proposition  4.1, we obtain 
(4.24) 0"1-1)1Y k-14.v(--4c)c,(m-k,n)r,(m,n-1P)(-k)                          O`rri'ni+d 
 j=0 m-1`Jk-j  p+1•' 
                      G(m-1,1)k-16
,iy(-1.06_G(m-1,1)(-k)G(-k,n)                             0  k-j  ,n  j=0 
                              - 30 -
+ G(m-1'1-k)y(-k)G(0,n) k- I(3(-k) G(0'n)         Lk -j ,1                       j=0 
Note that the following identities hold: 
      k-1                 (k 
                             ,n)-
,n+G'n)=c5k,n-6k,n=O.  .j       j=00'jk- 
 k-1 
         6m-1,jk-j,1-G(m-1,1-k)m-1,k-1-s=O.                                                             m-1,k-1j =0 
 k-1 k-1                                      ( -k) 
   j 
     /06 m-1,jY(-k)
j16 
                6k-j,n+1m'jyk-j,n, for  m>  1 
                                  Substituting these into  (4.24), we complete the m  (m  >  1)th
induction step. 
     We obtain the main theorem in this section. 
     Theorem 4.3. The Lie algebra  cg is isomorphic to 
(4.25).4.4,t(2)®IR[t,t-l7. 
 F 
Namely the commutation relation 
(4.26) [y(k)t-k, y(Z)t]=[y(k),y(z)it-k-2, 
holds for any  k,i. The bracket of the right hand side is 
the usual one of AL4t(2), and that of left hand side is the 
bracket among the infinitesimal transformations. 
                              - 31 -
 n  >2)
     Kinnersley-Chitre [2] showed that the infinite 
dimensional Lie  algebra  -41.(2,1)0R[t,t-1] acts on the totality 
of solutions of the stationary axially-symmetric gravitational 
equation (refer to the  appendix). The proof of Theorem  4.3 
can be done in the same manner as in [2]. However Kinnersley-
Chitre give no proofs there. Hence we would like to give the 
proof in detail. 
     Proof of Theorem  4.3. The proof is subdevided into 
four cases. The first case is
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              (k)-k(2,)-2,(k)(2,)-k-2, (4.27) [yt, yt1=[y, yit for any k,Z>0 
By making use of Proposition 4.1, for any non-negative 
integer  k,Q, we have 
[y(k)t-k, y(Q)t-i];  G(m,n) 
        (k)(2,)(m+2,-k,n) -G(m,n+2,+k)(k)(2,) ,-----0-Ey,yD..Ci,Y] 
     k  
 -/0(m,j4.0y(2)y(k)+2 ,k                               G'yyG                             r(Mj)(k)(Z)(k+2,-j,n) 
 j=1  j=1 
  +1       2,0(m'j+k)Y(k)y(2,)G(2,-j'n)-G(m'j)y(i)y(k)G(2,+k-j,n) 
             j=1  j=1 
   = [y(k) ,y(2,)]G(m+2,+k,n)_G(m,n+52,+k)[y(k),y(2,), 
     j+k 
   +1 G(m'j)y(k)y(2,)G(Q+k-j'n)-12'/-1(G(m'j)Y(2,)1(k)G(2,+k-j,n) 
 j=1  j=1 
       (k)(2,)(m+Z+k,n) -G(m,n+2,+k)(k)(Z)  = [1,11G[Y ,Y] 
                                 2,+k 
                         +1  G(m'j)[y(k),y(2,)jG(2,+k-j,n) 
 . 
 j=1 
This implies (4.27). The second case 
(4.28)  Cy(-k)tk,  y(-2,)t2,1=Ey(-k),  y(-0itk+2,                                                               for any  k,9,  >"%, 
can be proved in a similar way. In fact we obtain 
[y(-k)tk, y(-k)tZI: G(m'n) 
 k-1  i-1 
f------4-(1.6,.+1(-k) (-0                   -6)1  Y 
       j.06m,jK-J,n-2,j.06m-k,2,-j,n 
 k-1  2,-1                                        (-0 (-k)    -(
jX0sm-2,,jsk-j,n+jy sm'j62,-j,n-k                          )1 1==0 
  + [y         (-k),y(-2,)jG(m-2,-k,n)-G(m'n-k-k)Ey(-k) 5Y(-0]
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 2,+k-1                ( -k)(-2 .)1(-k) (-Q)(m-2-k,n)   .6
rrl'i[-y,12,+k-j,n+L YY                                        jGj  =0 
 - G(m,n-Z-k)(-k)(-2)                    [Y ,Y]. 
Next we proceed to the third case 
(4.30) [y(k)t-k,y(-Z)tZ] = [y(k),y(-i)jt-k+2 for any  0<2<k. 
The proof of this case is rather complicated than those of 
the previous two cases. Neglecting higher order terms more 
                        and y(-2.), we have than third in y(k) 
cy(k)t-k,y(Q)t-Q]:  G(m,n) 
.„.cy(k),y(-2,) .1G(m-Z+k,n)_G(m,n-Q+k)[y(k),y(-2,),+(*)+(*."(*.*.) 
Here the last three terms are computed as follows: 
(*)=xm+k ,jmy(k)y(-2,)-1y(-Z)(k)                                                          6Z-j,n+k=31 
 j=0j=0'j 
because (S
m+k-SQ-k-=0 for any 0<2,<kand  m>0, n>1         ,jj, 
 0<j<2,-1. The rest of the terms are 
      k 
      X X G(m,j)y(k) y(-2)  + G(m'j)y(k)y(-2-)G(k-Z-j,n)                             k-j,i  j =1  i=0 j=1 
    =G(m'k-i)(k)(-Z)kr'                                          (mj)(k)(-2,)G(k-2.-j,n)            YY+2 ,k-i,nyy  i=0 j=1 
 k (mj) (k) ( -2.)      - G'I Y s k-z-j+n, 0 
 j=k-Z+1 
    =  y G(m'k-2,+j)(k)(-2,)-XG(m'j)y(k)(-2) 
 j=0,n                      YYk-Z-j+n,0 
                 4\/1,-\\ 
       4.1 Gkm,0,1k,y-z)0(k-k-J,n) 
 j=1 




              ' 
  v. (mj)Y(k)Y(-Z)G(k-Z-j,n) LG • 
 j=1 
  k  2-1 
= 11cSy(-0(S6
Q-j,n) _ j=li=0m'i9,-i,j 





G(m'j-Z) y (-2.)y (k)G (k-j'n)
Ly  (k)t-k,y(-2„)tG2,,(m'n)         j: 
 ___÷[y(k),y(-Z)  jG(m-Z+k,n)_G(m,n-2,+k)  ci(k)  ,y(-2,)i 
                         +kLQG(m'j)CY(k),Y(-Q,)jG(k-Q-j,n).




 last case 
31)  Cy(k)t-k,y(-2.)tZ1 
be proved in the same




 5. The Riemann-Hilbert transformations for SU(n) and  SO(n) 
Chiral field 
      In this final  section we consider the RH transformations 
for SU(n),  S0(n) Chiral field.  Zakharov-Mikhailov  [9] found 
that SU(n)  (S0(n)) Chiral field equation 
(5.1) Dy(g-1g) + 9x(g-19yg) = 0 
is  equivalent to the compatibility condition for the following 
linear problem 
(5.2) dY(t) (t)Y(t) 
where d denotes the exterior differentiation with respect 
to x and y, and  0(t) is a 1-form given by 
                 tB  (5
.3)(t) =                     1tA-t dx -                                 1+ t dy
(5  4) A = A(x,y), B =  B(x,y)(..4a(n) (resp  A--(n)). 
 SinCe, for any fundamental solution matrix Y(t)  of (5.2), 
(5.5)  d(Y(t)tY(t)) = 0, d(detY(t)) = 0 
hold, we see that there exists a fundamental solution matrix 
Y(t) such that 
(5.6) detY(t) = 1, Y(t)tY(t) = 1, Y(0) = 1. 
Here  t has benn defined in Section 2. In the case of  S0(n) 
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Chiral field, the first equation in (5.5) and the second 
equation in (5.6) must be replaced with d(tY(t)Y(t)) =  0, 
 bis) 
and  tY(t)Y(t) = 1,  respectively.  Conversely, if there 
exists a fundamental solution matrix Y(t) of (5.2) subject 
to the condition (5.6) (we call such a solution a generationg 
function for the 1-form Q(t)), the coefficients A and B 
in (5.4) are  "c(n)  (resp.A17(n)) matrices 
     Next we consider the RH transformations  (Zakharov-Mikhai-
lov constructed the transformation of this type in [9]) 
Let  Y0(t) be a generating function for the 1-form  00(t) 
with the coefficients  A0 and B0,and C such a small 
circle whose center is the origin, that  Y0(t) is holomorphic 
in  CuCi. (as for the notations, see Section 3). And let 
u(t) be an nxn matrix function of t,analytic on C such that 
(5.7) u(t)tu(t) = 1, det u(t) = 1. 
For SO(n) Chiral field, the first equation in (5.7) must be 
replaced with tu(t)u(t) = 1. As in section 3, we consider 
the Riemann-Hilbert problem 
(5.8)  X  (s) =  X+(s)H(s),  s  E  C 
(5.9) H(t) = Y0(t)u(t)Y0(t)-1, 
with normalization condition X+(0) = 1. For the solution 
of the problem, we define Y(t) and  C2(t) as follows; 
(5.10) Y(t) = X+(t)Y0(t) in
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Y(t).ofmatrixtransposedthe




          IX(t)Y0(t)u(t)-1                            inr 
                                               - 
                                                        , 
(5.11) Q(t) =  1tA-t dx - 1t+Bt  dy, 
          A = A0+a xX+(0),B = B0- @y-Y+(0). 
Then we have 
 Proposition 5.1  (cf.[9]) Y(t) is a generationg function 
for the 1-form Q(t) (5.11). 
     The infinitesimal RH transformation for SU(n), SO(n) 
Chiral fields can be obtained in the same way as in section 
 4. We only show the results. As in Section 2, define the 
potentials {G(m'n)}m0 ,n1by 
(5.12) G(s,t) -  fs-tY0(s)-1Y0(t)} 
 G(m'n)smtn. 
                         m,n=0 
In section 4, we have  only used the relation (2.21) and the 
integral equation (4.1) to show the propositions in Section 4. 
Notice that (2.21) directly follows from the definition of 
G(s,t), and that (4.1) also represents the Riemann-Hilbert 
problem in this case. Hence we can define the infinitesimal 
RH transformations just as in Section 4. The generators 
 y(k)t-k's of the infinitesimal transformations are defined 
by (4.10) where  y(k)is belong to  4a(n) (resp.  40(n)). 
Let  j be the totality of the infinitesimal RH transformations 
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(5.13)(k)-k                span of {y-t kc-Z,  y(k2  d-q(n)  (resp.A9-(n))1 
Then we have 
      Theorem 5.2. The Lie algebra is isomorphic to the 
graded Lie algebra 
 (5.14)  Ailit(n)01R[t,t-1]  (resp. ...5-6-(n)CDIE[t,t-1])  . 
Namely the bracket  relations 
          (k)-k(k)(k)(Z)-k-Z  (5 .15) CYt,Yt= CY,Yit 
hold for any generators  y(k)t-k,  y(2.)t                                               of
      The reason why the algebra of SU(2) Chiral fields is 
isomorphic to that of the reduction problem is that the 
Riemann-Hilbert problems for these equations are formulated 
in the same manner ( compare (3.8), (3.9) and (5.7)  )
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              Appendix. Kinnersley-Chitre Theory 
      In the references  [1],  [2], W. Kinnersley and  D. M. Chitre 
constructed the so-called Geroch group. This is an infinite 
dimensional transformation group acting on the manifold of 
solutions of stationary axially symmetric vacuum gravitational 
equations (ASVG). In this short note, we shall review the 
essence of their theory. 
     First of all we define ASVG. Consider a  4-dimensional 
metric form expressed by 
 (A.1) -ds2  =  e2r(dp2+dz2)-gabdxadxb                                              (a,b = 0,1) 
where  (x0,x1)  =  (t,(1)), and F'g
ab are functions depending 
on only p and z. Furthermore we assume that 
(A.2) g =  (gab) is real, symmetric and det g = -p2. 
We demand that the metric form  (A.1) satisfies the Einstein 
equations  1%j  =  0. The essential part of these equations is 
(A.3)  Vo(p-1gaVg)  = 0 
where  V  =  (Dp,9z) is the 2-dimensional gradient, and  V  = 
(3-3) is the dual operator of V, and where a- zp11,                                           - -1i 
This is ASVG. 
     Kinnersley-Chitre observed two internal symmetries hidden 
behind the equations (A.3), which do not commute to each other , 
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 field
and composed them. The Geroch group is generated by these 
symmetries. 
     The first symmetry is immediately found: 
(A.4) g  tEg  ,  E  SL  (2,7R  )  , constant 
The equations (A.3) are obviously invariant under the above 
transformations. We denote by  9(0)                                           the Lie algebra of this 
transformation group, which is isomorphic to  Ai(2;R). 
      In order to find another internal symmetry, we must 
introduce the so-called Ernst potential. First we note that 
there exists a twist potential  p defined by 
(A.5)0= p-1gaVg. 
     The Ernst potential is given by 
(A.6) E =  g+ip, 
and satisfies the equation 
(A.7) VE =  ip-igE. 
Let E11 be the (1,1) component of E. Then  Ell satisfies 
(A.8)  (ReE11)AE11 =  (VE11)2' 
where A is the 3-dimensional Laplacian. (A.8) is 
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called the Ernst equation. Since other components are regained 
from  E11, the symmetry of the Ernst equation becomes important. 
     Proposition  A.1. (the second symmetry) The Ernst 
equations has the three symmetries below: 
(A.9)  E1111-ia (a gauge transformation), 
 (.10)  E1111 (rescaling), 
               E11  
 (A.11)  E11                   iyE
11+1 
Here a,  S, y are real constants. The last transformation 
 (A.11) is not trivial, and is called the Ehlers transformation. 
These second symmetries do not commute with (A.4). 
     First we mix the symmetry (A.4) with Ehlers transformations 
                    00  (A.11) Denote by (0y3it-1-the infinitesimal Ehlers trans- 
formation. 
                                   fo     Theorem A.2 The infinitesimal transformation                                       (0
3j 
acts on the field g and the potential E as follows: 
 (A.12)  gll  g12  [gll  g12 +2 r3g1111)11  Y3g1 4)21 
        g21  g22 g21  g22Y3g1121  Y3(-g2211)11+421g12) 
     1 
 (A.13) EiEcri°aN - i(N+EaE)ary° 
          (0yGE +3y303 
where N is defined by 
 (A.14) VN =  E*oVE. 
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                                                  YSketchoftheproof.Ideonlyshowthat[-0t1transforms                                                uY3 
E21 to 
(A.15)  E21  - iy3E21E11  - iy3N11. 
From the definition of twist potentialIP(A.5) and (A.12), 
we see that [00]0yt-1 transforms  VII)21 as follows: 
 3 
 '4
21  -g22Vg11  g21Vg21  1--->V4)21  213(214)11-g11Vg21)' 
Since the right hand side of the above equation is 
V{4'21 y3Re(E21,E11+N11)1'so we have 
     10
y03jit_i:                   ip211--->tp21-y3Re(E21E11+N11).     (0 
By the same way, we have 
    1009 it-1:                     g21'----->g214-Y3im(E21E111-N11)*        1
3) 
This completes the proof. 
     It is noted that AL(2,]R) is isomorphic to  At(2;R) 
(algebra of  2x2 real symmetric matrices) as Lie algebra by 
(A.16)  zr,(2,E)  y  ay  E  4,e(2,7R) 
The  Al1flt(2,1R) bracket is given by  [1,1']  =  yay'-y'ay. 
     Lemma A.3. Under the isomorphism (A.16), we identify 
                                      -  1-13 -
(0) YE(2) 
an infinitesimal
with an element of 
 transformation
 (0) . Then  (o) gives
(A.17)  Y(0):  Et+  E +
 (0)





 7,(  1  ) as a class of infinitesimal transforma-
(A.18)




    as
[1   o  o  ]t-1,(0)1G[o o  )t-1. = , V 
                    0 
 0y3  13J 




      Lemma A.4. 
an infinitesimal
ti  {y (1)t-1  Y(1)  E  Ar(2;R)}.
Under the isomorphism 
 transformation
 (A.19),  y(1)t  -1 gives
(A.20)
 (1)-1 Y: E E + iEGy (1) GE +  iy (1) oN -  i(N+EGE)Gy(1)
    It 
algebra 
extend






that 017(1)               is 
is an important 
 ground of this
 not closed 
point. In 
point We










for k > 1.
must introduce new
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      Proposition A.5. There exist an infinite number of 
potentials  {N(m'n)} defined by 
(A.22) E(n+1) = i(N(1,n)+E(1)GE(n),),                                             n> 1
                                           — 
 E(0)  = ia,E(1)                                = E 3 
          VN(m,n)  =  E(m)*aVE(n)  N(0'n)  =  iE(n),  m  >  0,  n  >  1. 
      Lemma A.6. Under a suitable choice of integral  constants,
the following recursive relations hold; 
(A.23) N(m'n)-N(n'm)* = E(m)*aE(n) for m > 0,n > 1, 
                                                               (A.24)  N(m'n+1)-N(m+1'n)  =  iN(m'i)aE(n) for m 0, n > 1.
     We observe that()k)                                 is canonically isomorphic to 
 iu(777,(2,1R)Ot-k as a vector space. 
(A.25)q(k)fy(k)t-k: y(k)Eaft(2,)}  .
     Theorem A.7. Under the isomorphism (A.25),  y(k)t-k 
gives an infinitesimal transformation 
(A.26) y(k)t-k:  N(m'n)N(m,n).4.y(k)6N(m+k,n)..N(m,n+k)ay(k) 
                      k
_ N(m,j)Gy(k)GN(k-j,n)                                                  for m > 0, n > 
 j=1 
And the commutation relations are given by
1.




     (k)(2,)  l  = [Y
,Y 
   for  k >  0,
It 
 2,
 -k  -2 , 
 > 0.
     Sketch 
we need the
of the proof. 
following lemma
In order to verify the theorem,
     Lemma A.8. An infinitesimal transformation  y(1)t-1  E6,7(1) 
acts on {N(m'n)1 as follows:                    m>0n>1 
                         , 
                                           (m+1, -N(m,n+1)(1) (A.28) y(1)t-1: N(m'n) 1÷ N(m'n)+y(1)aNn)ay 




This lemma is proved by induction with 
Let us assume that we have verified the 
 for m  = 0 or 1. Then, by using (A. 
hypothesis of induction, we can prove
 y(I)t-1: N
 (0,n+1)  .4. 
 -N(0'n+2)
 respect to m 











 (1)t-1  VN(1'n+1) 
           -N
 ,-).  V(N(1'n+1)+y(1)aN(2'n+1) 
 (1,n+2)Gy(1) _N(1,1)Gy(1)GN(0,n+1)  ) .
we see that (A.28) is true for any 
the assertion of the lemma is true 
verified by induction. Theorem (A. 
 A.8 in the same way as in Theorem 
Next we define  7(-1)                            as a class 






> 0,and m = 0 or 1 . 
   any m > 0 can be 
is shown by using 
infinitesimal gauge
transformations. If we denote by  y(-1)t an infinitesimal 
gauge transformation 
(A.29) E E +  iy(-1),  y(-1)G  In(2,1R), 
 q(-1) is canonically isomorphic to  ,Ityln(2;R)Ot as a vector 
space. 
     Lemma A.9. An infinitesimal transformation  y(-i)te(-1) 
acts on the potentials {N(m'n)}m>0
,n>1as follows: 
(A.30)  y(-1)t; N(m,n) 0- N(m'n)-dm ,Oy(-1)                                                                un,1
                             -1-y(-1)oN(m-1'n)-N(m,n-1)6y(-1)
Here the potentials with negative indices are defined as 
(A.31)  N(P'-13)  =  -N(-P'P)  = a for p > 1, N(m,n) =  0 
                                       for other indices. 
      Let us define 
(A.32)               (-k)= [(-k+1)p3-(-1)] for k >  1. 
This vector space is isomorphic toAn(2,1R)Ot-k, 
(A.33)  07(-k)  r‘,  {y(-k)tk:  y(-k)E  Ar(2,24)1. 
     We have 
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     Theorem  A.10. Under the isomorphism (A.31), y(-k)tk 
gives an infinitesimal transformation 
(A.35)y(-k)tk; N(m'n) .- -N(m'n)-kit (5 .y(-k)(sk-j,n                                                      m,J  j =0 
                       +y(-k)GN(m-k,n)_N(m,n-k)Gy(-k) for  m>0, n>1.




 (-0t2.]  =
 Ey
(-k)







 = GI 








   is
 q as
stated in our main theorem
 A.11. As a graded Lie algebra,  q, 
 0TR[t,t-1]. Namely the commutation 
 IR 
 (k)t-k
,y(2)t-2]  =  [y(k),y(2,)Pc-k-i
is isomorphic 
 relations
hold for any integers k and  2,  .
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