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Along  with  ISO  also  introduced  MPEG-7  standard,  which  will  specify  a  standard  set  of 
descriptors that can be used to describe various types of multimedia information. MPEG-7 is 
discussed further in Appendix 2.   
 
 
Fig (1) A common data model for video information sharing using an ER-notation, 
suggested  by  Hjesvold[27].  Here  the  video  document  is  catogorised  into  Frame 
Sequence, which is further divided into different types of annotations 
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Figure (2)  Data components of a generalised video segment 
 
 
 
For VDbMS, considerable modifications are made in the data model shown in figure (2).  
Since in VDbMS model the entity is considered as event, and a segment is a subset of an 
event, so the event has been made the pivotal item, which comprise of segments, as shown is 
figure (3). Further the segment describes the annotations for the objects inside the scene, such 
as  person,  location,  etc.  Each  object  has  its  own  metadata,  which  creates  a  many-many 
relationship with the segment metadata. This is then normalised to create a relational database 
for accessing any object present in the video scene. 
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Figure (3) Suggested Annotation model for VDbMS. Here 'event' entity is added 
and been assigned a top level in hierarchy, as opposed of Hjesvold's model[27].  
 
3.2.1  Object Entities 
 
In this section, all the operations and attributes applicable to a composite entity are discussed. 
The attributes of a composite entity are: 
 
Object Identity:     The unique identity of the component 
 
Symbolic Name:  The text string that the author may optionally assign to the 
component to have a user generated name for identifying the 
component. 
 
Synopsis:    Textual description of the component. 
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Figure (5)  ER Diagram of Annotation Model 
 
 
It should be noted in figure(5) that another entity of concept is introduced in the model.  
While watching the Lord Mountbatten documentary, it was found that some scenes require 
additional information. Again some scenes were found which were impossible to define using 
physical objects only. So another entity of ‘concept’ is introduced in the data model, where a 
user can provide some textual information about  the scene. The idea of concept as a textual 
study is also used in Vane [2], where the entities are classified as tangible and conceptual 
entities. 
 
 
3.2.2  Thematic Indexing 
 
A theme is defined as a topic of discourse or discussion [38]. While watching a movie, one 
can find that many themes are interwoven with in and around a story. For the documentary of 
Lord Mountbatten, it was realised that two main themes substantially form the whole story. 
One theme is of Lord Mountbatten himself, his life, his career as a commander in the armed 
forces and as a dignitary in Burma and India. The second theme is about the war between the 
Allied Forces and the Japanese. Since a war is fought between nations, soldiers are involved, 
weapons are used and injuries and fatalities occur. Here the two themes combine as Lord 
Mountbatten himself is a soldier and a soldier fights a war.  
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Figure (9) Front end of VDbMS Video Player 
 
A number of options have been incorporated into this video player. On the left hand side of 
the video player, video options and on the right hand side database options are provided. For 
example  this  player  is  directly  connected  to  the  "Godzilla"  machine,  which  is  currently 
working as the temporary video server for the MMRG group. Along with pressing the "Frame 
to Frame" button, the user can run a video for a desired no of frames. The "DB-Connectivity" 
button  connects  the  player  with  the  VDbMS  database.  On  the  other  side,  options  for 
annotating  a  video  segment,  attributing  a  video  segment  to  an  event,  creating  and  re-
establishing indices, database filters and database garbage control buttons are also provided. 
 
The second task was to construct a query output window, so that the user can see up to 12 
nearest selected portions of video for his/her query. Figure (10) shows the output for a query 
about "people" in a news clip. 
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A1.1.1 VidIO 
 
In  the  Multimedia  Research  Group,  at  the  University  of  Southampton,  work  on  video 
databases was started by  Salam and Hall [3]. They developed the system, VidIO (Video 
Information  Organiser),  that  takes  account  of  the  importance  of  different  perspectives  of 
different users in video retrieval.  
 
The main feature of this system was the provision of support for the creation and maintenance 
of personalised video materials (i.e. personal collections, video segments, video documents). 
Other  features  support  the  user  for  easy  access  to  personalised  video  material.  This  is 
achieved by maintaining both, the original and the personalised video. 
 
. 
 
To provide more user access, tools such as Query Result Window (made for displaying user 
query results and other related information), Video Pad (used in creation, maintenance and re-
indexing of personalised video segment,  also  supports segment browsing, file append and 
segment  addition  /  deletion)  and  Document  Creation  tools  (supports  construction  and 
maintenance of original  video database, and aids in organising personalised video segments) 
were also added to the system, as shown in figure A1. [3] 
 
VidIO’s data model is hierarchical and revolves around the three data elements, i.e. structural 
components, contents in text form and the data catalogue. The video segment is divided into 
four main components, which are frames, shots, scenes and program. The hierarchy for a 
particular video is also resolved  with these components [4]. The software’s front end was 
developed in Visual C++(16 bit) and the back end database is Microsoft Access ver 2.0. The 
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Fig. A1: Block Diagram of VidIO Interface and Storage   29
 
 
 
 
Along with this project, the MMRG at Southampton is actively involved in MAVIS. The 
MAVIS project is a programme of research to develop Multimedia Architectures for Video, 
Image and Sound. Modular approach is used and different modules are responsible for all the 
processing associated with a particular media-based feature type and, as new feature types are 
introduced, associated matching techniques  are developed and added to the main engine. For 
example, to make use of the added richness which digital video presents, modules are being 
developed which understand the temporal nature of the video and which can extract combined 
spatial and temporal features. This will be further used in multimedia thesaurus (MMT) and 
intelligent agent support for content-based retrieval and navigation. The earlier MAVIS 1 
project  was  concerned  with  enhanced  handling  of  images  and  digital  video  sequences  in 
multimedia  information  systems.  The  project  will  extend  the  Microcosm  architecture  to 
support  the  MMT,  in  which  representations  of  objects  in  different  media  are  maintained 
together with their inter-relationships. Intelligent agents will be developed to classify and 
cluster  information  from  the  MMT,  as  well  as  additional  knowledge  extracted  during 
information authoring and indexing, to seek out discriminators between object classes and 
also  naturally-occurring  groupings  of  media-based  features  and to accelerate media-based 
navigation. [6] 
 
 
 
 
 
Fig 2.  VidIO hierarchical description structure for an original video document
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A1.1.2 Vane 
 
The Multimedia Group at University of Boston has developed video database Vane [7] with 
the property to encompass multiple applications or video document domains. Using SGML
1 
and TCL/TK
2  they developed a semi-automatic annotation process which extracts the content 
and  semantic  value  of  a  raw  video  stream.  However  this  system  still  require  a  human 
annotator who expedites the canonical information as metadata within the application domain. 
 
The data model for Vane supports three types of indexing structural, content based , and 
bibliographic.  The  structural  metadata  is  again  divided  into  media  specific  data  and 
cinematography  data.  The  media  specific  data  indexes  information  about  recording  rate, 
compression  format  and  resolution  of  frame,  whereas  the  cinematic  index  is  about  the 
creation  of  video,  specific  information,  title,  date  and  camera  motion.  The  other  end the 
content based information is again divided into two main categories i.e. information about 
tangible  (physical  shapes  appearing  in  video)  objects    and  information  about  conceptual 
(events, concepts, actions etc.) entities.   
 
The developers of Vane are of the view that three levels of hierarchy i.e. sequences, scenes 
and  shots are enough for most straight forward generic decomposition. Additional layers will 
yield  excessive  fragmentation  and  excessive  computation  but  do  not  provide  significant 
knowledge [7,8]. 
 
In the model the user can also have multiple annotations of the same video segment, by going 
a step ahead in hierarchy  but the implementation of this idea makes the model very complex 
and it is not clearly stated that how these multiple annotations are stored in the data model. 
 
In order to compensate for this problem they have provided additional dynamic metadata 
definitions,  as  attributes  to  the  unique  identifier  DTD  (data  type  definition).  These  are 
category definitions, attribute order and attribute definitions. 
 
Overall this tool is designed to construct large and useful video documents and was tested on 
some news archives and was found to be quite successful. Still this tool is in its evolution 
stage and its usability on complex videos like documentaries or commercial programmes is 
not known. Secondly an annotator with prior domain knowledge is also required to identify 
the  start  and  end  of  a  segment,  which  is  quite  cumbersome.    Regarding  its  model  the 
additional metadata definitions seem useless if human annotator does all the segmentation. 
                                                       
1 Standard General Mark up Language 
2 Tool Command Language / Toolkit for X-windows   39
 
APPENDIX 2 
 
A2.1 MPEG Overview 
 
The  Moving  Picture  Coding  Experts  Group  (MPEG)  is  a  working  group  of  ISO/IEC,  in 
charge  of  the  development  of  international  standards  for  compression,  decompression, 
processing and coded representation of moving pictures, audio and their combination. 
 
The purpose of MPEG is to produce standards. The first two standards produced by MPEG 
were: 
 
MPEG-1, as standard for storage and retrieval of moving pictures and audio on storage media 
(officially designated as ISO/IEC 111172, in 5 parts) 
 
MPEG-2, a standard for digital television (officially designated as ISO/IEC 13818, in 9 parts). 
 
MPEG-4 Version 1, a standard for multimedia applications, that has officially reach the status 
of International Standard in February 1999, with the ISO number 14496. 
 
Since July 1993 MPEG is working on its third standard, called MPEG-4. MPEG considers of 
vital importance to define and maintain, without slippage, a work plan. This is the MPEG-4 
Version 1 work plan: 
 
Part  Title  Working 
Draft 
Committee 
Draft 
Final 
Committee 
Draft 
Draft  for 
Intl. 
Standard 
Internat- 
ional 
Standard 
1  Systems    11/97  03/98  10/98  02/99 
2  Visual    11/97  03/98  10/98  02/99 
3  Audio    11/97  03/98  10/98  02/99 
4  Conformance Testing  10/97  12/98  03/98  03/99  05/99 
5  Reference Software    11/97  03/98  03/99  05/99 
6  Delivery  MM  Integration 
Framework 
07/97  11/97  03/98  10/98  02/99 
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MPEG-4  is  building  on  the  proven  success  of  three  fields:  digital  television,  interactive 
graphics  applications  (synthetic  content)  and  interactive  multimedia  (world  wide  web, 
distribution of access to content) and will provide the standardised technological elements 
enabling the integration of the production, distribution an content access paradigms in the 
above mentioned fields. 
 
A2.2 MPEG-4 
 
MPEG 4 is an ISO/IEC standard whose formal designation will be  ISO/IEC 14496, is to be 
released in November 1998 and will be an International standard by January 1999 [30].  
 
In the beginning of the work, the objective of the new standard was to address very low bit 
rates (<1Mbits/sec) but its target was considerably modified in order to  take the changes in 
the  audio  visual  environment  into  account.  To  avoid  the  emergence  of  a  multitude  of 
proprietary  non  inter  working  AV  formats  and  players,  this  standard is also  supposed  to 
standardise some of the elements of digital television, interactive graphics (synthetic content), 
and  the  world  wide  web  domains.  The  targeted  applications  are,  internet  multimedia, 
interactive video games, interpersonal communications (video conferencing, video phones 
etc.), interactive storage media (optical disks, etc.), multimedia mailing, networked database 
systems  (ATMs),  remote  emergency  systems,  wireless  multimedia  and  broadcasting 
applications [29,30].  
 
The  MPEG-4  standard  addresses  the  coded  representation  of  both  natural  and  synthetic 
(computer generated)  audio and visual objects. MPEG-4 System was developed  to provide 
the  necessary  facilities  for  specifying  how  such  objects  can  be  composed  together  in  an 
MPEG-4 terminal
3 to from complete scenes, how a user can interact with the content, as well 
as how the data streams should be multiplexed for transmission or storage.  
 
MPEG-4 will  enable the production of content that has far greater reusability, has greater 
flexibility  than  is  possible  today  with  individual  technologies  such  as  digital  television, 
animated graphics, World Wide Web (WWW) pages and their extensions 
 
It  will  offer  transparent  information  which  will  be  interpreted  and  translated  into  the 
appropriate native signalling messages of each network with the help of relevant standard 
bodies 
                                                       
3  The  term  terminal  is  used  here  in  a  generic  sense,  and  includes  computer  programmes 
hosted on general purpose computers.   42
 
There are two official MPEG implementations of the video codec : one in C provided by 
European  project  ACTS-MOMUSYS,  and  one  in  C++  provided  by  Microsoft  which  are 
currently  under  testing  and  are  evolving  from  integrating  the  changes  in  their 
descriptions[33].  
 
A2.2.2 Scene Description in MPEG-4 System 
 
The  scene  description  part  of  MPEG-4  systems  specification  describes  a  format  for 
transmitting the spatio-temporal positioning information that describes how individual audio-
visual objects are composed within a scene. It also includes information pertaining to user 
interaction. This information is constructed in a hierarchical manner which can be represented 
as a tree. The leaf nodes of such tree  are always AV objects. The other nodes perform 
grouping, transformations, etc. The hierarchical structure simplifies scene construction as well 
as content editing. The structure and scene description capabilities borrow several concepts 
from VRML, and includes all of the VRML nodes as well as some MPEG-4 specific nodes. 
In particular, MPEG-4 defines additional nodes that are suitable for purely two dimensional 
environments. 
 
A2.2.3 Representations of AV objects 
 
MPEG-4  standardises  a  number  of  primitive  AVOs  in  a  scene,  which  are  capable  of 
representing both natural and synthetic content types, which can be either 2D or 3D in nature.  
For a particular scene, for example a news clip, the AVOs will be organised in an hierarchical 
fashion. At the leaves of the hierarchy the following primitives AVOs will be formed : 
·  A 2-D fixed background 
·  The picture of a talking person 
·  The voice associated with that person 
·  Some other background picture or other components of the background set, etc. 
 
In addition MPEG-4 also defines the coded representation of objects such as 
·  Text and graphics 
·  Talking heads and associated text to be used at the receiver’s end to synthesise the speech 
and animate the head  
·  Animated human bodies  
 
Then these AVOs are grouped according to their object descriptions. As an example, the 
visual object corresponding to the news caster and his/her voice are tied together to form a 
new compound AVO, containing both the aural and visual components of a talking person.   43
 
Such grouping enables the construction of complex scenes, and enables users to manipulate 
meaningful objects. Other operations possible on AVOs are, to place AVOs anywhere in a 
given co-ordinate system, apply streamed data to AVOs, in order to modify their attributes 
and to interactively change the user’s viewing and listening points anywhere in the scene. 
 
 
Fig A2.1, The MPEG-4 System Layer Model 
 
A2.2.4 System Layer Model 
 
The  AVOs    are  transferred  in  one  or  more  elementary  streams.  These  steams  are  then 
prioritised by the Quality of Service (QoS) they request for transmission (i.e. data rate), as 
well as other parameters, including stream type information to determine the required decoder 
resources and the precision for encoding timing information. This is all done through an 
access unit layer and a conceptual two-level multiplexer, shown in figure A2.1. The access 
unit layer allows identification of access units (e.g. video or audio frames, scene description) 
in elementary streams, recovery of the AV object’s or the scene description’s time base and 
enables synchronisation between them. The FlexMux  (flexible multiplexing) groups AVOs 
in  elementary  streams  and  puts  a  low  multiplexing  overhead.  Finally  the  TransMux 
(Transport Multiplex) unit offers transporting services matching the requested QoS [29].  It 
should be noted that the use of FlexMux is  optional and this layer may be bypassed if the 
underlying  TransMux  instance  provided  equivalent  functionality.  Hence  in  this  way  it  is 
possible  to  indicate  the  required  QoS  for  each  elementary  stream  and  FlexMux  stream, 
translate such QoS requirements into actual network resources and convey the mapping of 
elementary streams, associated to AVOs, to FlexMux and TransMux channels. 
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A2.2.5 Scene Description Unit 
 
At the decoding side (i.e. at client) streams coming from the network (or a storage device) as 
TransMux  streams  are  de-multiplexed  into  FlexMux  streams  and  passed  to  appropriate 
FlexMux de-multiplexers that retrieve elementary streams. The elementary streams (ES) are 
parsed to the appropriate decoders. Decoding recovers the data in an AV object form and 
reconstruct  the  original  AV  object  ready  for  rendering  on  the  appropriate  device.  The 
reconstructed object is made available to the composition layer for potential use during scene 
rendering. Decoded AVOs, along with scene description information, are used to compose the 
scene, as shown in figure A2.2. It should also be noted that scene descriptors are coded 
independently from streams related to primitive AV objects [31,32].     
Fig A2.2:   Major Components of an MPEG-4 terminal 
 
 
As noted above, an MPEG-4 scene follows a hierarchical structure, as shown in figure A2.3. 
Each node of the graph is an AV object and can go up to n-hierarchies, depending upon the 
complexity and grouping of the object. The structure is not necessarily static and the node 
attributes (positioning parameters) can be changed while nodes can be added, replaced or 
removed.  
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As the AV objects have both spatial and temporal extents, each AV object has a local co-
ordinate system. A local co-ordinate system for an object is one in which the object has a 
fixed spatio-temporal location and scale. The local co-ordinate system  serves as a handle for 
manipulating  the  AV  object in  space and  time.  AV  objects are  positioned in  a scene  by 
specifying  a  co-ordinate  transformation  from  the  object’s  local  co-ordinate  system  into  a 
global  co-ordinate  system  defined  by  one  parent  scene  description  nodes  in  the  tree[34]. 
Additionally individual AV objects also expose a set of parameters to the composition layer 
through which part of their behaviour can be controlled. Examples include pitch of a sound, 
the colour for a synthetic object, activation or deactivation of enhancement information for 
scaleable coding, etc. 
 
 
 
Figure A2.3:  Logical structure of a Scene 
 
 
 
A variety of features are now offered by the MPEG 4 protocol. To summarise, this standard 
will offer 
·  A new kind of interactivity, with dynamic objects rather than static ones 
·  The integration of natural and synthetic audio and visual material 
·  The possibility to influence the way AV material is presented 
·  The simultaneous use of materials coming from different sources 
·  The  integration  of  real  time  and  non-real  time  (stored)  information  in  a  single 
presentation 
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A2.2.6 MPEG-4 File Format: 
 
The MP4 file format is designed to contain the media information of an MPEG-4 presentation 
in  a  flexible,  extensible  format  which  facilitates  interchange,  management,  editing  and 
presentation  of  the  media.  This  presentation  may  be  ‘local’  to the system  containing  the 
presentation, or may be via network or other stream delivery mechanism (a TransMux). The 
file format is designed to be independent of any particular TransMux while enabling efficient 
support for TransMuxes in general. The design is based on QuickTime format from Apple 
Computer Inc. 
 
The MP4 file format is composed of object-oriented structures called ‘atoms’. Each atom is 
identified by a unique tag and a length. Most atoms describe a hierarchy of metadata giving 
information such as index points, duration and pointers to the media data. This collection of 
atoms  is  contained  in  an atom  called the ‘movie  atom’.  The  media  data  itself  is  located 
elsewhere; it can be in MP4 file, contained in one or more ‘mdat’ or media data itself is 
located elsewhere; it can be in the MP4 file, contained in one or more ‘mdat’ or media data 
atoms, or located outside the MP4 file and referenced via URLs. 
 
The file format is a streamable  format, as opposed to a streaming format. That is, the file 
format  does  not  define  an  on-the-wire  protocol,  and  is  never  actually  streamed  over  a 
transmission  medium.  Instead,  metadata  in  the  file  known  as  ‘hint  tracks’  provide 
instructions,  telling  a  server  application  how  to  deliver  the  media  data  over  a  particular 
TransMux. There can be multiple hint tracks for one presentation, describing how to deliver 
over various TransMuxes. In this way, the file format facilitates streaming without ever being 
streamed directly. 
 
The metadata in the file, combined with the flexible storage of media data, allows the MP4 
format  to  support  streaming,  editing,  local  playback,  and  interchange  of  content,  thereby 
satisfying the requirements for the MPEG-4 inter media format. 
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·  Multimedia directory services (e.g. yellow pages)  
·  Broadcast media selection (radio channel, TV channel, etc.)  
·  Multimedia editing (personalised electronic news service, media authoring)  
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