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Abstract 
Asia University’s primary assessment for placing 1st year students in year-long Freshman 
English courses is the Freshman English Placement Test (FEPT).  This article reviews and 
analyzes the most recent version of the FEPT, which was administered in April, 2015. While past 
iterations of this article (e.g., Hull, Brennan, & Wells, 2015; Hull & Brennan, 2014; Hull, 2013) 
emphasized the improvements made to the items and sections of the FEPT each year, this year’s 
article focuses on comparing the FEPT with the FEPT Pilot, an entirely new test first 
administered to students in June, 2015.  In order to compare these two tests, the assessments 
committee at the university’s Center for English Language Education (CELE) reviewed relevant 
literature on sound language testing practices in order to provide a context for comparing the 
tests.  In addition, the assessments committee analyzed the results of both the standard FEPT and 
the FEPT Pilot using the Statistical Package for the Social Sciences (SPSS).  These measures 
included central tendency (i.e. arithmetic mean, and standard deviation), standard error of 
measurement, item difficult, and item discrimination.  The paper concludes with a set of 
recommendations of future directions for the assessments committee. 
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The primary task of the assessments committee for the 2015/2016 academic year was 
comparing the current version of the Freshman English Placement Test (FEPT), with a new pilot 
test (FEPT Pilot).  The purpose of this comparison was to decide whether to continue using the 
FEPT in the coming years or to replace it with the FEPT Pilot.  Since 2012, the assessments 
committee has endeavored to improve the FEPT.  However, as previous papers produced by the 
assessments committee (e.g. Hull, Brennan, & Wells, 2015; Hull & Brennan, 2014; Hull, 2013) 
since then have pointed out, these attempts have been largely unsuccessful.  With this in mind, 
the committee has concluded that the FEPT version 2.7 introduced in Hull, Brennan, and Wells 
(2015) is the best version of the current test, and that any future improvements to placement 
testing practices at CELE will result from replacing the FEPT with another test (the FEPT Pilot, 
for instance). 
Both the FEPT and the FEPT Pilot were administered to students in April 2015.  The 
FEPT was given to all incoming freshman students in the Business, Business Hospitality, 
Economics, and Law faculties before the semester began.  Students were given the test on the 
same date and time, and the test scores were thereafter used to place students into their Freshman 
English classes.  The FEPT Pilot was administered to students during the first month of the 
semester. Individual Freshman English (FE) teachers administered the test to students over a two 
week period. Both tests were objectively scored using a scantron format, and the results were 
then compiled and sent to the assessments committee for analysis.  All scores were analyzed 
using the Statistical Package for the Social Sciences (SPSS).       
The process of comparing one English test to another is not simple.  This is because 
different tests are designed using different aspects of acceptable measures.  These acceptable 
measures define the specific characteristics of both the test and the testing context.  The purpose 
of a test, the language skills to be emphasized by the test, how a test is scored and the types of 
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questions used are examples of acceptable measures.  How many students are expected to take 
the test, and how much time and human resources are available for implementing the test, are 
examples of the constraints upon those acceptable measures (Bachman, 1990).  Different tests 
will naturally use different measures in order to accommodate the constraints of the testing 
context.  Comparing tests is difficult because the measures themselves are not as important as the 
generalizability of those measures to the performance required by the testing context.  In other 
words, different tests are made based on the assumption that performance on the test itself can be 
generalized to performance in other situations (like a Freshman English class) (Bachman, 1990). 
The application of basic testing principles helps ensure that test performance and the situations to 
which the test is meant to generalize to match appropriately.  This paper attempts to describe the 
FEPT and the FEPT Pilot in relation to such basic testing principles.  This allows a rough 
comparison of the various merits and limitations of both tests, and provides a context for 
interpreting the statistical procedures used to analyze them. 
Placement Testing 
Three of the most basic principles of test design are validity, reliability, and practicality 
(Bachman & Palmer, 2010). Practicality is defined by Stoynoff and Chappelle (2005) as “the 
adequacy of available resources for the design, development, use, and evaluation of the test” (p. 
144). Reliability is defined by Bachman and Palmer (1996) as “a function of the consistency of 
scores from one set of tests and test tasks to another” (p. 20).  In other words, reliability means 
that groups of examinees with one range of ability levels will get similar scores on the same test 
as another group of examinees with the same range of ability levels.  Reliability is usually 
determined using statistics. 
Validity is perhaps the most complex principle of test design.  Generally speaking, the 
term validity refers to “the meaningfulness and appropriateness of the interpretations that we 
make on the basis of test scores” (Bachman & Palmer, 1996, p. 21).  In other words, validity is 
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the test developer’s argument for why their test should be taken seriously as an accurate 
measurement.  To do this, test developers create a construct definition, which is a specific 
definition of the language ability to be measured (Bachman & Palmer, 1996).  Then, the 
developers create test tasks based on the different aspects of the construct definition.  An 
essential component of any construct definition is the purpose of the test to be designed.  The 
term “placement testing” refers to a very specific type of test purpose. Bachman (1990) describes 
this purpose as follows: “In many language programs students are grouped homogeneously 
according to factors such as level of language ability, language aptitude, language use needs, and 
professional or academic specialization” (p. 58).  The ultimate goal of a placement test is, in 
other words, “to correctly place students into a course or level” (Brown, 2004, p. 46).  
 The content of a placement test is largely determined by its connection to the curriculum. 
This connection is often described in terms of a link between the learning objectives of a 
curriculum, and the construct definition of the placement test (Brown, J.D. 1994; Nation & 
Macalister, 2010).  Of course, not all language programs have clearly defined objectives. In such 
cases, test developers must create a construct definition based on a theory about language 
(Brown, 2004).  Once a construct definition has been created, that construct is then 
operationalized into the different sections and subsections that make up a test, and questions for 
each of those sections can be written. 
The Development of the FEPT 
The first version of the FEPT was introduced in Forester and Kearney (1997), and 
focused on assessing only reading and listening skills.  This version of the FEPT was itself based 
on an assessments project conducted the previous year by Sinnot (1996). Sinnot’s test was never 
put into practice at CELE.  However, it is implied by Forester and Kearney that their version of 
the FEPT was an improved version of Sinnot’s original test (p. 144).  In the latter paper, Sinnot 
makes the claim that “second language acquisition research materials were reviewed, prepared 
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tests were examined, experienced instructors were consulted, previous and current testing 
materials were analyzed, and the goals and objectives of the Freshman English Program and Asia 
University were considered” (p. 178) during the process of constructing the first FEPT’s 
predecessor.           
 These claims are immediately problematic, because Sinnot never explains what second 
language acquisition materials contributed to the test design, which prepared tests were 
examined, what was learned from previous instructors, or how the analysis of previous and 
current testing materials was conducted.  Indeed, while Sinnot’s paper included eight references 
in the article’s bibliography, including work by leading researchers in the field of second 
language testing (e.g. Douglas & Chappelle, 1993), the author does not provide a single in-text 
citation linking the claims made in the paper with the article’s reference list.  With this in mind, 
perhaps the most interesting aspect of Sinnot’s paper is the set/subset system.  Under this system, 
scores on the listening section are used to divide students into beginner, intermediate, and 
advanced levels.  The reading scores are then used to separate students out into different classes 
within those levels.  This system was included in Forester and Kearney’s seminal version of the 
FEPT.  In fact, Forester and Kearney’s paper essentially continues from the point where Sinnot’s 
project finished.  Unfortunately, Forester and Kearney provide even less of a basis for the design 
of the first FEPT.  The only references they provide are those for Sinnot’s paper, another 
reference by Sinnot (1995), and a third paper from the first edition of the CELE journal (Sellers, 
1993), which details the first placement test used in CELE.      
 This absence of any sort of argument for validity in either Sinnot’s or Forester and 
Kearney’s papers is problematic.  This is because subsequent papers written by the assessments 
committee seem to have taken for granted that the design principles of the first FEPT were 
reliable, valid, and practical.  As a consequence, it would appear that the assessments committee 
has, over the years, felt no need to revisit these design principles, even when in the process of 
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changing the test.  For example, Hull (2012) mentions that in 1999 the FEPT was revised from a 
100 item test to a 75 item test.  However, neither of the reports written by the assessments 
committee during that time (e.g. Ridge & Matsuta, 1999; Ridge, 2000; Wilson & Hansford, 
2001) mention this change; nor do they provide any insight into how such changes were 
motivated by a re-evaluation of the design of the test.      
 Indeed, the next paper to take a critical look at the FEPT was Hansford (2004). In that 
paper, Hansford discusses the need for the implementation of a speaking portion of the FEPT, 
called the Oral Placement Interview (OPI), in order to make finer distinctions across levels. 
Hansford obliquely acknowledges that flaws in the FEPT’s design motivated the creation of the 
OPI, but does not go into great detail about what those flaws might be (p. 95). Messerklinger 
(2007) is more direct, saying that: 
 
 “For the purpose of dividing students up into classes based on English ability, the test by 
itself is adequate as long as fine distinctions are not expected; the test can probably divide 
students into four or five broad levels with a bit of overlap between groups” (p. 35).  
 
One year later, Messerklinger (2008) analyzed the relationship between the FEPT 
(including the OPI) and student grades in their FE classes.  Messerklinger concluded that “the 
fact that there is no connection between test scores and grades shows very clearly that the test 
has little to do with the curriculum, and the test’s weaknesses demonstrate that it is not a valid 
assessment of language ability” (p.14).  The OPI portion of the test was removed in 2009. 
Subsequent papers written by the assessments committee have tended to focus exclusively on 
improving the Listening, and Vocabulary, Grammar and Reading sections of the test (e.g. Hull, 
Brennan, & Wells, 2015; Hull & Brennan, 2014; Hull, 2013; Hull, 2012).    
 Based on this brief history of the FEPT, it would appear that the design principles first 
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envisioned by Sinnot (1996) and Forester and Kearney (1997) have not been seriously 
reconsidered since the FEPT was first administered.  In addition, it could be argued that the 
current form of the FEPT results from what Crow (2015) refers to as filiopietism.  The 
problematic nature of filiopietism is defined by Menand (2010 as quoted by Crow, 2015) as: 
“[When] the system gets internalized.  It becomes a mind-set. It is just ‘the way things are,’ and 
it can be hard to recover the reasons why it is the way things are” (p. 116).  That is to say that 
some form of Forester and Kearney’s original FEPT—the types of questions chosen, the 
reasoning behind those questions, the form and organization of the test, and the way the test 
scores are used to place students—has continued due to the taken-for-granted fact that students 
have always been placed using this test, and therefore this test should continue to be used.  
Analysis of the FEPT 
The FEPT is comprised of a listening section, and a vocabulary, grammar, and reading 
section. In the version of the test administered in 2015, there were 74 questions on the test 
consisting of 39 listening questions and 35 reading questions.  The same test is administered 
twice a year.  The first time is in April, before the beginning of the students’ Freshman year. The 
scores from this first administration place students from each faculty (Business, Business 
Hospitality, Law, and Economics) into classes appropriate to their level. In 2015, FE classes at 
Asia University were limited to 20 students per class.  This means that the 20 students with the 
highest test scores were placed in the level 1 class, the next 20 in the level 2 class, and so on. Of 
the four faculties whose students are placed into FE classes based on the FEPT, the law faculty 
has 22 levels, the economics faculty has 16 levels, the business faculty has 21 levels, and the 
business hospitality faculty has 6 levels.  These levels are further divided into textbook groups. 
The highest levels use the most difficult textbook, the middle levels use a range of intermediate 
level textbooks, and so on.  During the second administration, individual teachers are required to 
administer the test to students during one class period at the end of the fall semester. Scores from 
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this second administration are used to place students into their Sophomore English classes. 
Because of this second administration, the FEPT was designed to fit within the length of one FE 
class.  Class periods for FE courses are 45 minutes long.  Therefore, the current version of the 
FEPT was revised by Hull (2012) so that the test can be easily administered within that 45 
minute time frame.         
The most basic way to analyze a test is to look at the distribution of scores. Most test 
analyses are based on the so-called “bell curve,” or “a normal distribution” of test scores.  A 
normal distribution indicates that “most of the scores cluster around the midpoint of the 
distribution, and the number of scores gradually decreases on either side of the midpoint” (Hatch 
& Lazaraton, p. 162).  The more spread out these scores are, the more widely distributed the 
examinees can be said to be. This can be done by calculating both the mean and the standard 
deviation of the test scores.  The mean is “the arithmetic average of all scores in a data set” 
(Hatch & Lazaraton, 1990, p. 161).  The standard deviation calculates the distance of each 
individual test score from the mean.  In the case of placement testing, the larger the standard 
deviation, the more widely distributed the test scores (Hatch & Lazaraton, 1990).  Figure 1 below 
shows the mean and standard deviation for the April 2015 administration of the FEPT, as well as 
for the two years previous. 
Figure 1 
FEPT Mean and Standard Deviation 
FEPT Test Number of Items Number of Examinees Mean  Standard Deviation 
April 2013 75 1254 38.1 9.7 
April 2014 72 1236 36.3 9.1 
April 2015 74 1243 39.2 9.4 
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As figure 1 indicates, both the mean and standard deviation for the April 2015 
administration of the FEPT is consistent with previous years.  Whether or not the slight 
differences in mean or standard deviation over the last three years represents a statistically 
significant difference in scores is beyond the scope of this paper.  What is telling, however, is 
that the standard deviation suggests that most of the scores on the test are relatively close 
together.  This is consistent with the argument that the FEPT is most effective at sorting students 
based on relatively homogeneous scores into broad, overlapping categories (Messerklinger, 2008, 
2007). 
Practicality 
One of the most elusive, yet perhaps also one of the most important factors influencing 
the design and administration of the FEPT can partially be attributed to the hiring practices at 
CELE.  That is, CELE English teachers work under five-year fixed term contracts.  Every year, 
new teachers are employed to replace those whose five-year contracts have expired, and these 
new teachers must be brought up to speed quickly so that they can fulfill the teaching and 
administrative roles of their predecessors.  This means that every few years, new members join 
the assessments committee and must contend with the task of understanding how and why the 
FEPT works the way that it does.  Quite naturally, some VFMs come to emphasize different 
aspects of the FEPT administrative procedures, and therefore practices gradually change over 
time, often outside the awareness of those who are changing them.  In this way, whatever 
justification there was for the design and implementation of the FEPT may have been forgotten 
by successive generations of VFMs.  In place of this justification are the practical steps necessary 
to administer the test, collect the scores, place the students, and conduct business as usual at 
CELE in an efficient way. 
 
. 
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Reliability 
As mentioned above, reliability refers to the consistency of test scores between different 
students, and between different administrations of the same test.  One common statistical 
procedure for measuring which items on a test measure similar characteristics is Cronbach’s 
Alpha (Miller, Linn, & Gronlund, 2009).  When calculated, Cronbach’s Alpha returns a value 
between 0 and 1. The theory behind the calculation is that this value indicates the extent to which 
individual test items are related to the larger test.  A value closer to 1 indicates that the individual 
test items have a strong relationship—that is, they are measuring the same thing—and an item 
closer to 0 indicates that the items have a weak relationship.  Figure 2 below indicates the 
Cronbach’s Alpha results for the FEPT over the last five years. 
Figure 2 
FEPT Cronbach’s Alpha Results 
FEPT Test  Number of Items Cronbach’s Alpha 
April 2011 98 .85 
April 2012 75 .86 
April 2013 75 .84 
April 2014 72 .83 
April 2015 74 .83 
 
As figure 2 indicates, the Cronbach’s Alpha for the April 2015 administration of the 
FEPT was consistent with previous year’s calculations.  Also as noted in previous years, a 
Cronbach’s Alpha of around .70 or .80 is reasonable for “homemade tests” like the FEPT (Hull, 
Brennan, & Wells, 2015).  The current Cronbach’s Alpha of .83 indicates that the items on the 
FEPT are reasonably consistent in terms of their measurement.  That is to say, we can be 
reasonably confident that the test questions are measuring approximately the same thing. 
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 In addition to Cronbach’s Alpha, other important components of determining a test’s 
reliability are the item difficulty and item discrimination calculations.  Once again, the result of 
these formulas is an index between 0 and 1.  An Item Difficulty value of around .25 indicates 
that very few people got the answer correct or that the item is relatively difficult.  On the other 
hand, an Item Difficulty of around .75 indicates that a significant amount of test takers got the 
item correct.  An Item Difficulty value anywhere between this range of .25 and .75 is generally 
acceptable.  An item higher than .75 is likely too easy, and an item lower than .25 is likely too 
difficult.  In contrast, an item discrimination of 1.0 for a single test question would mean that that 
test question perfectly discriminates between the best and worst performing students (Miller, 
Linn, & Gronlund, 2009).  An item discrimination of 0.0 would mean that the question did not 
discriminate between the best and worst performing students at all. Generally, every test item 
should, by way of this calculation, yield a value of at least .3 or above.  Anything less than this 
cannot be said to effectively discriminate between the best and worst performing examinees. 
Figure 3 below gives both the item difficulty and item discrimination values for each test 
question (Q). 
  
63 
Figure 3 
FEPT Item Difficulty and Item Discrimination 
 
 
Item 
Difficulty  Item Discrimination 
Q1 .832 .276 
Q2 .698 .327 
Q3 .500 .316 
Q4 .512 .381 
Q5 .498 .145 
Q6 .775 .095 
Q7 .370 .059 
Q8 .923 .149 
Q9 .297 .132 
Q10 .676 .071 
Q11 .819 .280 
Q12 .461 .297 
Q13 .438 .219 
Q14 .657 .304 
Q15 .248 .170 
Q16 .513 .334 
Q17 .587 .148 
Q18 .821 .268 
Q19 .723 .339 
Q20 .255 .129 
Q21 .394 .173 
Q22 .571 .187 
Q23 .517 .258 
Q24 .293 .106 
Q25 .793 .114 
Q26 .370 .084 
Q27 .418 .284 
Q28 .512 .192 
Q29 .343 .154 
Q30 .316 .201 
Q31 .439 .037 
Q32 .578 .326 
Q33 .826 .309 
Q34 .428 .245 
Q35 .451 .354 
Q36 .413 .185 
Q37 .143 .039 
Q38 .355 .062 
Q39 .382 .127 
Q40 .376 .217 
Q41 .473 .206 
Q42 .393 .176 
Q43 .644 .300 
Q44 .711 .287 
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Q45 .430 .269 
Q46 .657 .274 
Q47 .498 .177 
Q48 .786 .333 
Q49 .810 .183 
Q50 .437 .119 
Q51 .538 .226 
Q52 .763 .388 
Q53 .505 .195  
Q54 .503 .282 
Q55 .503 .297 
Q56 .771 .387 
Q57 .738 .316 
Q58 .162 .141 
Q59 .521 .175 
Q60 .839 .349 
Q61 .584 .293 
Q62 .349 .285 
Q63 .308 .140 
Q64 .649 .238 
Q65 .395 .166 
Q66 .556 .167 
Q67 .515 .281 
Q68 .823 .275 
Q69 .683 .264 
Q70 .690 .335 
Q71 .404 .420 
Q72 .385 .317 
Q73 .308 .180 
Q74 .444 .370 
 
As figure 3 indicates, 12 questions (Q1, Q6, Q11, Q18, Q25, Q33, Q48, Q49, Q52, Q56, 
Q60, and Q68) on the FEPT returned item difficult values outside of the .25 to .75 range. 
Furthermore, all of these items gave values above .75, meaning that they were, according to the 
calculation, too easy for students.  Twelve questions out of the total of 74 questions on this 
version of the FEPT represents about 16% of the test.  That 16% of this test is too easy for 
students appears to be somewhat problematic.  As figure 4 also indicates, 55 of the 74 questions 
on the 2015 administration of the FEPT returned values that are lower than the standard .30 for 
item discrimination.  This means that approximately 74% of the questions on the test did not 
effectively separate students in the highest performing group from those students in the lowest 
performing group.  This somewhat depressing result would seem to call into question the 
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reliability of the FEPT as a means of dividing students into different levels of the Freshman 
English curriculum.  
Validity of the FEPT 
The discussion of validity as it relates to the FEPT is also problematic.  While the item 
difficulty and item discrimination indices listed above were relatively poor for many of the test 
items, the Cronbach’s Alpha was still relatively high (.83).  According to the theory behind 
Cronbach’s Alpha, this would seem to suggest that all of the questions on the FEPT are, together, 
measuring the same thing.  The real issue, however, is what exactly that same “thing” is? As 
mentioned above, the validity of a test is really the justification for why a test is constructed a 
certain way, and why the scores given as a result of that test should be taken seriously as an 
accurate measurement of whatever is being measured.  Once again, what exactly is the FEPT 
measuring?           
 As a placement test, the original purpose behind the design of the FEPT was to 
effectively place students into their FE classes.  As mentioned above, this purpose is usually 
accomplished by establishing a direct link between the test content and the larger language 
program’s curricular objectives, or between said content and a theory about how language 
acquisition works.  Firstly, whatever the CELE learning objectives were at the time the FEPT 
was created is at this time unclear.  Indeed, the ways in which the current CELE learning 
objectives connect to the FE curriculum is also unclear.  Based on this fact alone, it is possible to 
conclude that the FEPT has no connection to the FE curriculum. Secondly, the FEPT also does 
not appear to be based on a theory about language.  As mentioned above, while the seminal 
papers in which the first version of the FEPT was introduced (e.g. Sinnott, 1996; Forester & 
Kearney, 1997) make reference to the research and development conducted for the creation of 
the FEPT, they provide nothing remotely close to a detailed description of what those research 
and development practices might have been.        
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  This absence of clear test design principles also influences the methods for 
administering and scoring the test. The FEPT was originally designed around the idea that the 
listening section of the test would separate students into the broad categories of beginner, 
intermediate, and advanced level students, while the reading score would then be used to make 
fine distinctions between the different classes in each of those levels (Sinnott, 1996; Forester & 
Kearney, 1997).  The introduction of the OPI in 2001 rendered this distinction between listening 
and reading scores unnecessary, because the OPI score came to serve the function of making fine 
distinctions between students (Hansford, 2004; Messerklinger, 2007).  However, when the OPI 
was discontinued in 2009, after students were placed into their classes (based on their scores in 
the Listening and Reading sections), no new mechanism was created for making fine distinctions 
between students.   
Of course, this is not to say that the FEPT does not work at all. It is anecdotally apparent 
that the lowest and highest level FE students are markedly different in terms of their language 
ability.  This would seem to support the proposition that the FEPT is valid. Yet, what about 
students placed in the highest performing group as compared to students placed in one of the 
middle-performing groups?  Even if the item discrimination index values were quite low for 
many of the test items, it does not necessarily suggest that high-level and low-level students are 
not being separated. Rather, it is likely that the FEPT only discriminates between “high” and 
“low” level students.  In between is a large amorphous collection of scores divided into classes 
and textbook levels based on the largely arbitrary consideration of how many students are 
allowed to enroll in a single FE class (currently, 20 students). 
Conclusions about the FEPT 
The FEPT is a practical test. In the context of CELE, it meets the needs of a curriculum 
that has minimal universal requirements for what instructors do in the classroom.  It also allows 
Asia University’s registration department to enroll students into their FE classes.  Whether CELE 
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teachers or FE students are satisfied with these placement decisions or indeed the overall 
“Freshman English experience” represents empirical questions beyond the scope of this paper. 
 However, it is clear that the FEPT is not a reliable test.  While the Cronbach’s Alpha of 
8.3 is a reasonable value, it is impossible to determine what that value represents. I t is not 
possible to say that the questions on a test are reasonably effective at measuring the same 
construct if no one actually knows what that construct is.  This implies that the FEPT is also not 
a valid test.  It is not valid because there is no construct definition—based on learning objectives 
or a language theory—justifying the design, or implementation of the test.  That the test results, 
in aggregate, produce a relatively normal distribution of scores means very little if no one knows 
what is being represented by that distribution.  In the final analysis, the FEPT would appear to be 
an attempt to solve an administrative problem, perpetuated by filialpietism until the present day. 
With this in mind, it would appear that the only way to continue developing the FEPT based on 
sound testing principles is to contact the creators of earlier versions of the test, and rebuild their 
arguments for validity and reliability retroactively. How this might be accomplished is beyond 
the scope of this paper. 
The Development of the FEPT Pilot 
Messerklinger (2008, 2007) appears to have agreed with the present analysis that the 
FEPT is not a valid or particularly reliable test.  To this end, Messerklinger (2007) proposed a 
series of potential improvements for future versions of the FEPT.  One of these suggestions was 
that the FEPT should be replaced with a commercially available test from one of the major 
textbook publishing houses. Messerklinger gives two specific examples: the Oxford University 
Press’s Quick Placement Test, and “the placement evaluation package associated with 
Cambridge’s Interchange textbook series” (p. 37).  The assessments committee eventually came 
to act upon this advice, and in the year 2013 began to pilot a revised version of Cambridge 
University Press’s (hereafter Cambridge) Placement Testing Program (PTP) for the third edition 
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of the Interchange series.         
 The Placement Testing and Evaluation Package manual provided by Cambridge explains 
that the PTP “is designed to identify the optimal level for students entering programs where 
Interchange Third Edition and Passages are used” (Leslie, Hansen, & Zukowski-Faust, 2008, p. 
5).  The Interchange Textbook series has eight levels of textbooks, the first seven of which are 
currently in use in Asia University’s FE classes.  The Passages textbook series is a more 
advanced series of textbooks, and is not currently part of the FE curriculum.  The PTP matches 
student test scores with an appropriate textbook in either the Interchange series for beginner or 
intermediate level students, or in the Pathways series for more advanced students.  The test was 
designed to contain an objective section (assessing the receptive skills of reading and listening), 
a speaking section, and a writing section.  The scoring procedure recommended for the PTP 
involves adding the scores from these three sections together, and dividing the total by three.  
The final number is the rating used to place students into the different textbook levels.  Figure 4 
shows the guidelines for placing students into these textbook levels based on the correspondent 
rating as taken from Leslie, et al. (2008). 
Figure 4 
Guidelines for Placing Examinees Using the PTP 
Rating Placement 
1 Interchange Third Edition Intro, first half 
2 Interchange Third Edition Intro, second half 
3 Interchange Third Edition Level 1, first half 
4 Interchange Third Edition Level 1, second half 
5 Interchange Third Edition Level 2, first half 
6 Interchange Third Edition Level 2, second half 
7 Interchange Third Edition Level 3, first half 
69 
8 Interchange Third Edition Level 3, second half 
9 Passages Level 1, first half 
10 Passages Level 1, second half 
11 Passages Level 2, first half 
12 Passages Level 2, second half 
 
As figure 4 indicates, a particularly high score on the PTP is necessary to place students 
into the Pathways series.  Generally, textbook series like Pathways are thought to be too difficult 
for FE students.  In fact, the second half of Interchange Level 3 is also thought to be generally 
too difficult for students.  Because of this, only ratings between 1 and 7 are expected from Asia 
University students, and the rest of the scale does not apply when placing students into Freshman 
English.           
 Cambridge provides three versions of the objective section of the test, and three versions 
of the essay section (Leslie, et al., 2008).  Due to the practical considerations already described 
above, the assessments committee decided to only use one version of the objective section of the 
test (Objective Placement Test A), and not to use any version of the essay section, or the 
speaking section.  Objective Placement Test A was designed with seventy questions.  However, 
because ratings 8 through 12 (see Figure 5 above) do not correspond to textbooks offered in the 
CELE curriculum, many of the more advanced questions in the objective test were omitted for 
the creation of the FEPT Pilot.  The final version of the FEPT Pilot trialed with students has a 
total of 51 items and three sections.  The first section focused on listening, and had sixteen items, 
the second section focused on reading and had fifteen items, and the third section with twenty 
items focused on language use.  The only other change made to the test was re-recording the test 
instructions in Japanese.       
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In addition to the guidelines for placing students using the PTP scores outlined in figure 5, 
Cambridge also provides a similar table for those institutions who, like Asia University, chose to 
give their students only the objective section of the test.  Figure 5 below presents a version of 
this chart taken from the testing materials sent to Asia University by Cambridge. 
Figure 5 
Guidelines for Placing Examinees Using Only the Objective Section of the PTP 
Score Rating Placement 
1-5 1 Interchange Third Edition Intro, first half 
6-11 2 Interchange Third Edition Intro, second half 
12-17 3 Interchange Third Edition Level 1, first half 
18-23 4 Interchange Third Edition Level 1, second half 
24-30 5 Interchange Third Edition Level 2, first half 
31-36 6 Interchange Third Edition Level 2, second half 
37-42 7 Interchange Third Edition Level 3, first half 
43-49 8 Interchange Third Edition Level 3, second half 
50-55 9 Passages Level 1, first half 
56-61 10 Passages Level 1, second half 
62-68 11 Passages Level 2, first half 
69-70 12 Passages Level 2, second half 
 
Figure 5 indicates that in addition to matching students with textbooks based on the 
combination of speaking, writing and objective scores, it is also possible to match students with 
textbooks using only the objective scores.  How this is accomplished from a test design 
perspective is neither explained in the manual for the PTP, nor in any of the other materials 
provided by Cambridge. It is also, on a more practical level, unclear why any institution would 
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bother administering the speaking and writing sections of the PTP, when the objective section 
alone can place students in an (allegedly) equally valid and reliable way.  
 
Analysis of the FEPT Pilot 
Figure 6 below shows the mean and standard deviation for the April 2015 administration 
of the FEPT Pilot. Like the FEPT, the relatively small standard deviation suggests that the 
majority of student scores are grouped tightly around the mean.  This also suggests that while the 
FEPT Pilot may be separating students based on some measure of ability level, the degree of 
separation may be fairly small, and the categories into which the students are being grouped are 
similarly as broad as those based on the FEPT.  
Figure 6 
FEPT Pilot Mean and Standard Deviation 
FEPT Test Number of 
Items 
Number of 
Examinees 
Mean  Standard Deviation 
April 2015 51 1037 23.19 6.73 
 
Practicality 
The FEPT Pilot addresses all of the practicality concerns that motivated the design and 
implementation of the FEPT.  It is an even shorter test (51 questions versus the FEPT’s 74), and 
therefore can easily be administered during a 45 minute Freshman English class.  In addition, in 
the teaching materials for the Interchange textbook series, Cambridge provides an equivalency 
chart, which matches each of the Interchange textbook levels with the levels from other textbook 
series published by Cambridge.  This includes the Four Corners textbook series, which is the 
other textbook currently used in FE classes.  In theory, a score from the FEPT Pilot would place 
students in an appropriate Interchange textbook level.  Then, if Interchange was not the textbook 
used in class, teachers could use the equivalency chart to match their recommended Interchange 
textbook with a comparable book from the Four Corners series.  In this way, scores from the 
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FEPT Pilot can, in theory, represent a stronger connection to the curriculum than the FEPT, 
while at the same time having virtually no impact on teacher autonomy in the classroom by 
requiring the teaching of a more uniform set of learning objectives. 
Reliability 
Interpreting measures of reliability for the FEPT Pilot is somewhat problematic.  This is 
because, regardless of the values given by the basic testing statistics, it is unclear what construct 
or set of learning objectives is being measured by the PTP generally, or Objective Section A 
specifically.  It is even more unclear how Cambridge justifies their claim that a combined score 
from the speaking, writing, and objective sections of the PTP, and the score from Objective 
Section A alone, can be interpreted in exactly the same way.  Further, the assessments committee 
has removed items from the Objective Section A of the PTP in order to create the FEPT Pilot, 
which would further effect reliability statistics and dilute the applicability of the original 
construct definition.  Therefore, it is impossible to know whether the results of the testing 
statistics presented here are the result of problems with the PTP, Objective Section A, or the 
ways in which the assessments committee altered Objective Section A.   
 To begin with, the Cronbach’s Alpha for the FEPT Pilot was only .72.  This suggests that 
the configuration of items selected from the PTP for use in the FEPT Pilot are not measuring 
whatever they are intended to measure in a consistent way.  Once again, however, it is 
impossible to know what the FEPT Pilot is measuring, because it is not being used as the test 
designers had intended.  Given that the PTP is a commercially available test created by a well-
known publishing company, it stands to reason that their test developers would have been 
conscientious in designing the test.  If we assume that this is true, it also stands to reason that, 
had the FEPT Pilot contained the speaking, writing, and objective sections as the PTP creators 
intended, or at least been administered using all 70 questions found in the original Objective 
Section A, then the Cronbach’s Alpha would have been much higher.  However, this is also an 
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empirical question beyond the scope of this paper. The main point, as it is configured now, is that 
the FEPT Pilot is not as internally consistent as the FEPT.      
 The same issue appears in the calculation of item difficulty and item discrimination. 
Figure 7 below indicates both calculations for each question on the FEPT Pilot. 
 
Figure 7 
FEPT Pilot Item Difficulty and Item 
Discrimination 
 
Item 
Difficulty 
  Item Discrimination 
Q1 .748 .164 
Q2 .070 .025 
Q3 .309 .188 
Q4 .618 .251 
Q5 .428 .168 
Q6 .271 .219 
Q7 .584 .070 
Q8 .378 .036 
Q9 .519 .285 
Q10 .445 .395 
Q11 .436 .310 
Q12 .425 .297 
Q13 .586 .033 
Q14 .330 .006 
Q15 .512 .066 
Q16 .329 .277 
Q17 .853 .305 
Q18 .606 .250 
Q19 .314 .136 
Q20 .296 .223 
Q21 .339 -.010 
Q22 .584 .308 
Q23 .502 .411 
Q24 .392 .383 
Q25 .489 .429 
Q26 .301 .353 
Q27 .538 .278 
Q28 .344 .180 
Q29 .272 .117 
Q30 .374 .165 
Q31 .305 .115 
Q32 .655 .331 
Q33 .449 .138 
Q34 .216 .088 
Q35 .623 .320 
Q36 .093 .032 
Q37 .730 .090 
Q38 .641 .140 
Q39 .863 .332 
Q40 .192 .164 
Q41 .595 .375 
Q42 .376 .219 
Q43 .374 .355 
Q44 .283 .324 
Q45 .644 .326 
Q46 .364 .130 
Q47 .288 .243 
Q48 .701 .316 
Q49 .701 .411 
Q50 .379 .077 
Q51 .525 .241 
 
As figure 7 indicates, only four questions (Q2, Q34, Q36 and Q40) on the FEPT Pilot 
returned item difficulty values outside of the .25 to .75 range.  Interestingly, these four items 
gave values below .25, meaning that they were, according to the calculation, too difficult for 
many of the students.  That so few items fell outside the range of item difficulty is encouraging.
 However, as figure 6 also indicates, 34 out of the 51 questions on the 2015 administration 
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of the FEPT Pilot returned values lower than the standard .30 for item discrimination.  This 
means that approximately 66% of the questions on the pilot test did not effectively separate 
students in the highest performing group from those students in the lowest performing group.  As 
with the FEPT, these results are discouraging.  However, once again this analysis is confronted 
with the same limitations in interpreting Cronbach’s Alpha for the FEPT Pilot described above. 
That is, item discrimination will vary depending on the number and types of questions on a test. 
It is not possible to know whether the poor item discrimination described here would change if 
all 70 questions from Objective Section A were administered, or if the entire PTP (including the 
speaking and writing sections) was administered to students.  One would hope that a major 
publishing company like Cambridge would have conducted a reliability analysis on every 
version of the test they planned to sell prior to their release.  Needless to say, this is yet another 
empirical question beyond the scope of this paper. 
Validity 
Providing a sound justification for the use and interpretation of scores from the FEPT 
Pilot is, at the time of this writing, impossible.  Whatever construct definition was used to design 
the original PTP does not apply to the implementation of the FEPT Pilot at CELE since the 
assessments committee has deleted two sections of the test (the speaking and writing sections) 
and altered the number of questions in the objective section.  According to the testing principles 
surveyed in this paper, it is also not possible for one set of test questions to operationalize two 
different construct definitions.  That is, the scores from Objective Section A can be meaningfully 
interpreted in conjunction with the speaking and writing sections, or as a separate test, but not 
both.  To say that scores from both the entire PTP and scores from only the objective section 
provide equally meaningful scores is impossible from a language testing perspective.  
 This calls into question whether scores from the FEPT Pilot can be meaningfully applied 
in placing students into the Interchange textbook series, as the PTP was originally intended to do.  
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It also calls into question whether the equivalency chart given in the Interchange teacher’s 
manual can be meaningful if the scores used to place students into the Interchange series are not 
valid.  At present, the assessments committee does not have the resources necessary to answer 
these questions.  However, this does not necessarily mean that the FEPT Pilot is not a valid test, 
or that it is inappropriate to use the test to place Freshman English students. Rather, this 
highlights the need to conduct further research about the design principles underpinning the 
original PTP in order to find a meaningful way to interpret the FEPT Pilot test scores.  This can 
potentially be achieved with help and consultation from Cambridge. 
Recommendations and Conclusions 
At the time of this writing, and based on the research and analysis presented here, the 
following four recommendations seem appropriate for developing placement testing practices at 
CELE: 
1. Work with Cambridge to conduct more in depth research on the design principles 
of the FEPT Pilot, so as to determine a more meaningful way to utilize the test. 
2. Develop a supplementary testing procedure to make finer distinctions between 
student test scores—either by bringing back the OPI for limited use, or through 
the development of some other measure. 
3. Work with the curriculum committee at CELE to reevaluate CELE’s learning 
objectives, and use those objectives to develop a new version of the FEPT using 
sound testing principles. 
4. Contact the original designers of earlier version of the FEPT, and attempt to 
construct a validity argument retroactively, based on the principles they applied 
when creating their versions of the test. 
This paper attempted to survey the history of the FEPT, so as to determine the testing 
principles used to create the test.  The purpose of this was to provide the assessments committee, 
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and future assessments committee members, with enough information to meaningfully compare 
the FEPT with the FEPT Pilot. It is also hoped that some of the information in this paper may 
help future assessments committee members to evaluate whatever placement testing practices are 
currently in place at CELE in order to make decisions about future directions for the committee. 
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