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Re´sume´
Le the´ore`me limite central pour la marche ale´atoire sur un re´seau
ale´atoire stationnaire de conductances a e´te´ e´tudie´ par de nombreux au-
teurs. En dimension 1, lorsque conductances et re´sistances sont inte´gra-
bles, on peut montrer, pour presque tout environnement, la convergence
vers une loi gaussienne non de´ge´ne´re´e en suivant une me´thode de mar-
tingales introduite dans ce contexte par S. Kozlov (1985). Lorsque les
re´sistances ne sont pas inte´grables, Y. Derriennic et M. Lin ont e´tabli
la convergence, cette fois avec variance nulle, et en probabilite´ relative-
ment aux environnements (communication personnelle). On montre ici,
par une me´thode particulie`rement simple, que cette dernie`re convergence
a lieu ponctuellement. Le proble`me analogue pour la diffusion continue
est ensuite conside´re´. Enfin notre me´thode nous permet de de´montrer une
ine´galite´ sur la moyenne quadratique d’une diffusion (Xt)t, a` temps t fini.
Abstract
The Central Limit Theorem for the random walk on a stationary ran-
dom network of conductances has been studied by several authors. In one
dimension, when conductances and resistances are integrable, and follow-
ing a method of martingale introduced by S. Kozlov (1985), we can prove
the Quenched Central Limit Theorem. In that case the variance of the
limit law is not null. When resistances are not integrable, the Annealed
Central Limit Theorem with null variance was established by Y. Derri-
ennic and M. Lin (personal communication). The quenched version of
this last theorem is proved here, by using a very simple method. The
similar problem for the continuous diffusion is then considered. Finally
our method allows us to prove an inequality for the quadratic mean of a
diffusion (Xt)t at all time t.
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Abridged English version
We consider, on the Z-network, a random stationary sequence of conduc-
tances, defined through a probability space (Ω,A, µ), an invertible µ-preserving
transformation T which is also ergodic, and a random variable c > 0 : for a
fixed environment ω ∈ Ω, the conductance of the edge [k, k + 1] is c(T kω). Let
c¯ = c + c ◦ T−1. We introduce the random walk (Xn)n on Z with Markov’s
operator f 7→ Pωf defined by
Pωf(k) =
1
c¯(T kω)
(
c(T k−1ω)f(k − 1) + c(T kω)f(k + 1)
)
,
and with initial condition X0 = 0.
If c and c−1 are µ-integrable, we have a Quenched Central Limit Theo-
rem : for almost all environment ω ∈ Ω the randon variable Xn√
n
converges
in law, for n → ∞, to the Gaussian law with mean 0 and variance σ2 =[(∫
Ω
c dµ
)(∫
Ω
1
c
dµ
)]−1
. To prove this result we can use a modification of
the walk (Xn)n, to obtain a martingale. This method is explained in [4] in
the multidimensional case. The above expression of the variance σ2, only true
in dimension 1, appears in [2], where the Annealed Central Limit Theorem is
proved.
When c is integrable but not c−1, Y. Derriennic and M. Lin have proved, in
a not published work, the Annealed Central Limit Theorem with null variance :
lim
n→+∞n
−1Eω(X2n) = 0 in µ-measure, where Eω denotes the expectation relati-
vely to the randomness of the walk, the environment being fixed. We prove here
the quenched version, i.e. the µ-a.e. convergence. More precisely, we prove the
following theorem, which gives the value of lim
n→+∞
n−1Eω(X2n), without condi-
tion on c (other than c > 0).
Theorem 0.1. We have, for almost all environments ω,
lim
n→+∞
Eω(X
2
n)
n
=
[(∫
Ω
c dµ
)(∫
Ω
1
c
dµ
)]−1
,
This limit being null if one of the integrals is +∞ (or both).
M. Biskup, T.M. Prescott in [1] and P. Mathieu in [5] have obtained a quen-
ched functional central limit theorem in Zd, d ≥ 2, for random walks in random
media of uniformly bounded conductances which form a family of independent
identically distributed random variables. The limiting brownian motion is al-
ways non-degenerate even if the resistances are not integrable.
Proof. — Our method is particularly simple and does not use any martingale.
On the other hand, it does not give the Central Limit Theorem. But our com-
putation is still valid with infinite integrals. Fix ω and denote by P the ope-
rator denoted by Pω before. Consider a function f , defined on Z, satisfying
(P − I)f ≡ 1, and f(0) = 0. We can take for instance
f(m) =


m−1∑
ℓ=0
1
c(T ℓω)
ℓ∑
k=1
c¯(T kω) if m ≥ 1,
−m∑
ℓ=1
1
c(T−ℓω)
ℓ−1∑
k=0
c¯(T−kω) if m ≤ −1.
2
It is easy to deduce from the pointwise ergodic theorem (See [7]) that
lim
m→±∞
f(m)
m2
=
1
2
(∫
Ω
1
c
dµ
)(∫
Ω
c¯ dµ
)
p.s. ω. (1)
The point is that, since c > 0, this convergence is still satisfied if one of
these integrals is +∞ (or both). Moreover, from the definition of f , we have
Eω(f(Xn)) = n, which can be rewritten as Eω
(f(Xn)
X2n
×
X2n
n
)
= 1. Finally, by
considering separately points where |Xn| is either small or large following (1),
we obtain
1
2
(∫
Ω
c¯ dµ
)(∫
Ω
1
c
dµ
)
Eω
(X2n
n
)
−→ 1
for n tending to infinity, which prove Theorem 0.1.
We can state an analogue of Theorem 0.1 for continuous time and discrete
space, and an analogue statement for both continuous time and space.
Changing our framework, we consider now non random environment. The
continuous analogue of equation (P − I)f ≡ 1 allows us to prove the following
very natural result.
Proposition 0.2. Let σ : R → R∗+ be function with a locally Lipschitz first
derivative σ′. Suppose that σ is bounded by a constant σ0. Then the solution
(Xt)t of the stochastic differential equation dXt = σ(Xt) dBt + σ(Xt)σ
′(Xt) dt
satisfies E(X2t ) ≤ σ
2
0t for any t > 0.
The similar statement for the equation without drift dXt = σ(Xt) dBt is
well-known.
1 Introduction
Soit, sur le re´seau Z, une suite ale´atoire stationnaire de conductances, de´finie
a` l’aide d’un espace probabilise´ (Ω,A, µ), d’une transformation inversible et
ergodique T pre´servant la mesure µ, et d’une variable ale´atoire c > 0 : pour un
environnement ω ∈ Ω fixe´, la conductance de l’areˆte [k, k + 1] est c(T kω). On
pose c¯ = c + T−1c. Soit alors la marche ale´atoire (Xn)n sur Z d’ope´rateur de
Markov f 7→ Pωf de´fini par
Pωf(k) =
1
c¯(T kω)
(
c(T k−1ω)f(k − 1) + c(T kω)f(k + 1)
)
,
et de condition initiale X0 = 0.
Lorsque les fonctions c et c−1 sont inte´grables, on a un the´ore`me limite cen-
tral pour presque tout environnement ω ∈ Ω : la variable ale´atoire Xn√
n
tend en
loi, pour n tendant vers l’infini, vers la loi de Gauss de moyenne nulle et de va-
riance σ2 =
[(∫
Ω
c dµ
)(∫
Ω
1
c
dµ
)]−1
. On peut de´montrer ce re´sultat en suivant
la me´thode de martingales de´veloppe´e dans [4] dans un cadre multidimensionnel.
Enfin l’expression de σ2 ci-dessus, typique de la dimension 1, apparaˆıt dans [2],
ou` la convergence en moyenne relativement aux environnements est de´montre´e.
Une e´tude approfondie de cette meˆme me´thode, non publie´e, a permis re´-
cemment a` Y. Derriennic et M. Lin de de´montrer que, lorsque les conduc-
tances c sont inte´grables mais pas les re´sistances c−1, on a la convergence
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lim
n→+∞
n−1Eω(X2n) = 0 en probabilite´ pour µ, la notation Eω de´signant l’es-
pe´rance relativement a` l’ale´a de la chaˆıne, a` environnement fixe´. On montre
ici le re´sultat analogue, pour la convergence presque suˆre. Plus pre´cise´ment,
on montre le the´ore`me suivant, qui donne la valeur de lim
n→+∞n
−1Eω(X2n), sans
condition sur c (autre que c > 0).
The´ore`me 1.1. On a, pour presque tout environnement ω,
lim
n→+∞
Eω(X
2
n)
n
=
[(∫
Ω
c dµ
)(∫
Ω
1
c
dµ
)]−1
,
cette limite e´tant nulle de`s que l’une des deux inte´grales diverge (ou les deux).
M. Biskup, T.M. Prescott dans [1] et P. Mathieu dans [5] ont obtenu un
principe d’invariance ponctuel dans Zd, d ≥ 2, pour des conductances borne´es,
inde´pendantes et e´quidistribue´es. Le mouvement brownien limite est non de´ge´-
ne´re´, meˆme si les re´sistances ne sont pas inte´grables.
2 De´monstration
Notre me´thode, particulie`rement simple, ne repose pas sur un argument de
type martingale. Elle ne donne pas le the´ore`me limite central. Par contre notre
calcul de la variance reste valide dans le cas de´ge´ne´re´. Soit ω fixe´. On note
P l’ope´rateur note´ Pω ci-dessus. On conside`re une fonction f , de´finie sur Z,
ve´rifiant (P − I)f ≡ 1, et f(0) = 0. On a donc Eω(f(Xn))− Eω(f(Xn−1)) = 1
et Eω(f(X0)) = 0, soit encore
Eω(f(Xn)) = n. (2)
D’autre part, en notant τ la translation des fonctions, de´finie par (τf)(k) =
f(k+1), et en conside´rant ∂ = I− τ et ∂∗ = I− τ−1, on a I−P =
1
c¯
∂∗c∂. Il en
de´coule aise´ment l’expression d’une solution f ≥ 0 explicite : f(0) = f(1) = 0,
et
f(m) =


m−1∑
ℓ=0
1
c(T ℓω)
ℓ∑
k=1
c¯(T kω) if m ≥ 1,
−m∑
ℓ=1
1
c(T−ℓω)
ℓ−1∑
k=0
c¯(T−kω) if m ≤ −1.
Il est facile de voir que le the´ore`me ergodique ponctuel (voir [7]), applique´ suc-
cessivement aux deux sommations en k et ℓ, donne alors
lim
m→±∞
f(m)
m2
=
1
2
(∫
Ω
1
c
dµ
)(∫
Ω
c¯ dµ
)
p.s. ω (3)
Le point est que, comme c > 0, cette convergence est aussi ve´rifie´e si l’une
des deux inte´grales diverge (ou les deux), la limite e´tant alors +∞. Notons
v∞ l’inverse multiplicatif, e´ventuellement nul, de cette limite. Finalement de
l’e´galite´ (2), on tire
4
Eω
(X2n
n
)
− v∞ = Eω
(( X2n
f(Xn)
− v∞
)f(Xn)
n
1|Xn|>M
)
+
+
1
n
Eω
((
X2n − v∞f(Xn)
)
1|Xn|≤M
)
.
Pour n tendant vers l’infini, le dernier terme s’annule. La de´monstration du
the´ore`me 1.1 s’ache`ve en laissant ensuite tendreM vers l’infini, et en appliquant
les e´galite´s (2) et (3).
3 Analogues continus
Le mode`le pre´ce´dent de la marche ale´atoire sur un re´seau de conductances
ale´atoires a naturellement deux analogues en parame`tres continus.
– Le premier analogue consiste a` prendre le temps continu mais l’espace
toujours discret. On conside`re alors, en ge´ne´ral, le processus de Markov
(Xt)t∈R sur Z de ge´ne´rateur infinite´simal
Lωf(k) = c(T
k−1ω)f(k − 1) + c(T kω)f(k + 1)− c¯(T kω)f(k), (4)
soit encore Lωf = −∂
∗(c∂f). Par une de´monstration tre`s similaire a` celle
du the´ore`me 1.1, consistant a` conside´rer une solution f de l’e´quation
Lωf ≡ 1, on obtient comme limite de la variance lim
t→+∞
t−1Eω(X2t ) =
2
[∫
Ω
c−1 dµ
]−1
, cette limite e´tant nulle de`s que l’inte´grale diverge (le
the´ore`me limite central dans le cas ou` c−1 est inte´grable est duˆ a` K. Ka-
wazu et H. Kesten ; voir [3]).
– Le second analogue consiste a` prendre a` la fois le temps et l’espace conti-
nus. Ce mode`le e´tant formellement moins similaire, et plus intuitif, nous
nous y attardons un peu plus dans le paragraphe suivant.
4 Diffusion en milieu ale´atoire stationnaire
La version continue, en temps et en espace, du travail pre´ce´dent, consiste
a` se donner un espace probabilise´ (Ω,A, µ), muni d’un flot (Tx)x∈R ergodique
pre´servant la probabilite´ µ. Pre´cise´ment, on suppose que l’application (ω, x) 7→
Txω est mesurable et ve´rifie :
– Tx+y = TxTy et T0ω = ω ;
– si, pour tout x ∈ R, on a TxF = F modulo µ, alors µ(F ) = 0 ou 1 ;
– µ(TxF ) = µ(F ).
On se donne aussi deux variables ale´atoires λ, γ > 0, et on e´tudie, a` ω fixe´, le
processus de ge´ne´rateur infinite´simal f 7→ Lωf de´fini par
Lωf(x) =
1
2γ(Txω)
d
dx
(
λ(Txω)
df
dx
)
, (5)
et de condition initiale X0 = 0. L’interpre´tation physique est celle d’un conduc-
teur thermique line´aire, de longueur infinie, tel que, pour un environnement ω ∈
Ω, la conductivite´ et la capacite´ thermiques soient donne´es respectivement par
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les fonctions x 7→ λ(Txω) et x 7→ γ(Txω). Il est usuel d’e´crire le proble`me sous
forme d’une e´quation diffe´rentielle stochastique dXt = σω(Xt) dBt+ bω(Xt) dt.
Ici le coefficient de diffusion est donne´ (toujours pour un environement ω fixe´)
par σ2ω(x) = λ(Txω)γ(Txω)
−1, et la de´rive par bω(x) = (2γ(Txω))−1
d
dx
λ(Txω).
Le the´ore`me analogue au re´sultat du paragraphe pre´ce´dent prend la forme sui-
vante.
The´ore`me 4.1. Supposons que, pour presque tout ω ∈ Ω, les fonctions σ2ω et
bω sont localement lipschitziennes. Alors, pour presque tout environnement ω,
la solution (Xt)t de l’e´quation diffe´rentielle stochastique ci-dessus ve´rifie
lim
t→+∞
Eω(X
2
t )
t
=
[(∫
Ω
γ dµ
)(∫
Ω
1
λ
dµ
)]−1
,
cette limite e´tant nulle de`s que l’une des deux inte´grales diverge (ou les deux).
La` encore, dans le cas ou` les fonctions γ et λ−1 sont inte´grables sur Ω,
il est connu que le the´ore`me limite central est valide (voir notamment G.D.
Papanicolaou et S.R.S. Varadhan [6] pour le cas elliptique).
De´monstration du the´ore`me 4.1.— La de´monstration est tre`s similaire a` celle
du cas de la marche ale´atoire. L’environnement ω ∈ Ω e´tant fixe´, on conside`re
la fonction f ≥ 0 de´finie sur R par
f(x) =


∫ x
v=0
1
λ(Tvω)
∫ v
u=0
2γ(Tuω) du dv si x ≥ 0∫ 0
v=x
1
λ(Tvω)
∫ 0
u=v
2γ(Tuω) du dv si x ≤ 0.
Le the´ore`me ergodique ponctuel, applique´ successivement aux deux inte´grales
en u et v, donne
lim
x→±∞
f(x)
x2
=
(∫
Ω
1
λ
dµ
)(∫
Ω
γ dµ
)
p.s. ω,
et comme les fonctions sont positives, la convergence est aussi ve´rifie´e si l’une
des deux inte´grales diverge (ou les deux), la limite e´tant alors +∞. Comme
d’autre part, d’apre`s les hypothe`ses du the´ore`me, la fonction f est de classe C2, le
processus Y de´fini par Yt = f(Xt) ve´rifie une e´quation diffe´rentielle stochastique
obtenue graˆce a` la formule de Itoˆ. Le calcul, que nous ne de´veloppons pas,
donne un coefficient de de´rive constant : dYt = aω(Xt) dBt + dt. On a donc
Eω(f(Xt)) = t, et la de´monstration se termine comme celle du the´ore`me 1.1.
5 Majoration et minoration de la moyenne qua-
dratique a` temps t fini
Il est clair, d’apre`s l’expression de la variance limite de la marche ale´atoire
donne´e par le the´ore`me 1.1, que la variance de Xn n’est pas une fonction crois-
sante de la conductance c. Par contre, en temps continu, la question de la mono-
tonie de Eω(X
2
t ) par rapport a` chacun des coefficients de capacite´ et de conduc-
tivite´ se pose. Conside´rons ici la de´pendance par rapport a` la conductivite´.
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Dans le ge´ne´rateur infinite´simal (5), prenons γ ≡ 1, et notons σ2 la fonction,
toujours suppose´e strictement positive, donnant le coefficient de diffusion, soit
σ2(ω) = λ(ω). A de´faut de ve´ritable loi de monotonie, on a le re´sultat suivant.
Proposition 5.1. Supposons que pour presque tout ω ∈ Ω, la fonction x 7→
σ2(Txω) est de´rivable, de de´rive´e localement lipschitzienne. On suppose e´gale-
ment qu’il existe une constante σ20 > 0 telle que p.s. ω, on a σ
2(ω) ≤ σ20. Alors,
pour presque tout environnement ω on a, pour tout t, Eω(X
2
t ) ≤ σ
2
0t.
Comme cela se voit dans la de´monstration ci-dessous, cette proposition n’a
rien a` voir avec l’environnement ale´atoire. Ce cadre n’est garde´ ici que pour
e´viter d’introduire de nouvelles notations. Ce re´sultat est tre`s naturel, et sa
de´monstration est une tre`s simple application de la me´thode utilise´e dans la
de´monstration ci-dessus (l’ine´galite´ e´quivalente pour γ variable mais λ ≡ 1, soit
une de´rive b = 0, est classique).
De´monstration. — La fonction f utilise´e dans la de´monstration du the´ore`me 4.1
ve´rifie maintenant f(x) ≥ σ−20 x
2. Comme d’autre part Eω(f(Xt)) = t, la pro-
position 5.1 est de´montre´e.
Lorsque l’on suppose σ2(ω) ≥ σ20 , on a de meˆme la minoration Eω(X
2
t ) ≥
σ20t.
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