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APPROXIMATION OF POLYHEDRAL SURFACE UNIFORMIZATION
YARON LIPMAN
Abstract. We present a constructive approach for approximating the conformal map (uniformization) of a
polyhedral surface to a canonical domain in the plane. The main tool is a characterization of convex spaces
of quasiconformal simplicial maps and their approximation properties. As far as we are aware, this is the
first algorithm proved to approximate the uniformization of general polyhedral surfaces.
1. Introduction
A polyhedral surface S is defined by stitching planar polygons along congruent edges. A polyhedral surface
can be endowed with a conformal structure making it a Riemann surface [23, 8]. The celebrated uniformiza-
tion theory [3, 10] then implies the existence of a conformal map Ψ : S → T between S ⊂ Rd (d is typically
3 in applications) and a topologically equivalent domain in the plane T ⊂ C. The main focus of this paper
is building constructive approximations of this map for polyhedral surfaces with generally shaped polygonal
faces. Topologically, we restrict our attention to disk-type surfaces. To date, we are not aware of any other
existing algorithm that is proved to converge in the limit to the uniformization map for general polyhedral
surfaces (i.e., with polygonal faces of arbitrary shape).
The problem of approximating planar conformal mappings is considered well-understood and there is a
wealth of methods that produce approximations to conformal mappings between planar domains [19, 18, 9].
Circle-packing [23], imitates conformal mappings by replacing infinitesimal circles with finite one, and was
shown to converge to conformal mappings as the circles are refined [20, 24, 12]. However, it seems no full
generalization to polyhedral surfaces with generally shaped faces exists [23]. Other constructions of “discrete
uniformization” exist in the field of Discrete Differential Geometry (DDG) [5] where the focus is building a
consistent and rich discrete theory. An example for such construction that can be used to compute discrete
uniformization is by Springborn and coauthors [22, 4]. Discrete Ricci flow is another example [13]. Other
popular constructions can be found in [16, 11, 21, 14, 7] however no proof of convergence to the uniformization
map is provided for any of these methods so-far.
In this paper we construct algorithms for approximating the uniformization map with guarantees (i.e. with
convergence proof). Without loosing any generality we can subdivide each polygon in S into triangles and
henceforth assume we have a triangulation S = (V,E,F), where V = {vi} ⊂ Rd, is the set of vertices;
E = {ek}, the set of edges; and F = {fj}, the set of oriented planar faces (triangles).
We will construct successive approximations to Ψ over a series of regular subdivisions
of the surface S = S0 ≺ S1 ≺ ... ≺ Sq. By regular subdivision we mean that at each
level we cut every face into four similar faces by connecting the mid-edges points, see
inset figure, and Figure 1 (top row). Our approximations will be simplicial mappings
Φq ∈ FSq of Sq, namely piecewise-affine (over faces) and continuous mappings into
the complex plane C, the collection of such mappings over Sq will be denoted by FSq . Φq will converge
locally uniformly to Ψ. We will restrict our attention here to topological disks, and take as a canonical
domain T the equilateral ∆(t1, t2, t3) defined by its three corners t` = ei (`−1)2pi/3, ` = 1, 2, 3. To set a unique
target uniformization map we will mark three distinct (positively oriented) boundary vertices v1, v2, v3 ∈ V
that will be mapped to the corners t1, t2, t3 (respectively). This fixes all the degrees of freedoms of the map.
Figure 1 shows examples of simplicial approximations Φq to Ψ : S → T for a series of three refinements of
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Figure 1. Approximation of the uniformization map with simplicial maps on subdivided
versions of the origianl polyhedral surface S.
a particular polyhedral surface: the middle row shows planar checkerboard texture mapped by the inverse
of the simplicial maps Φq to visualize the “conformality” of the approximations. The bottom row shows the
homeomorphic image of Sq under Φq onto the equilateral domain. Bright-red color indicates high conformal
distortion, while grey indicates low conformal distortion. Note that the approximations are improving as the
mesh is refined. The main result on which we build upon when developing the algorithms in this paper is:
Theorem 1.1. Let Ψ : S → T be the uniformization map of a disk-type polyhedral surface to the equilateral
T taking three prescribed boundary vertices of S to the corners of T . Let Sq be the qth-level subdivided
version of S.
If, for an arbitrary but fixed ε > 0, the argument of Ψ′ is known up to an error of ±(pi2 − ε), then one can
construct a series of non-empty convex spaces Uq = {Φq} ⊂ FSq of simplicial maps of Sq such that:
(1) Every map Φq ∈ Uq is K-quasiconformal (QC) homeomorphism that maps S onto T , with some
constant K independent of q.
(2) Every series {Φq}q≥Q, where Φq ∈ Uq, converges locally uniformly to the uniformization map Ψ.
That is, Φq ◦Ψ−1 : T → T converges uniformly in any compact subset of Interior(T ) to the identity
map Id : T → T .
Let us clarify the assumption “the argument of Ψ′ is known up-to an error of ±(pi2 − ε)”. What we mean by
that is that at every point p ∈ S, we can choose (arbitrary) chart (ϕi,Ωi), ϕi : Ωi ⊂ S → C, where p ∈ Ωi,
3z = ϕi(p), and that we can point an angle τ in the range(
arg
[
(Ψ ◦ ϕ−1i )′(z)
]− (pi
2
− ε
)
, arg
[
(Ψ ◦ ϕ−1i )′(z)
]
+
(pi
2
− ε
))
,
for ε > 0 arbitrary small but fixed. Intuitively, if we know in which ”half” of S1 (S1 denotes the unit circle)
the argument of the derivative of the map we are looking for resides in, then we can approximate Ψ via a
convex program, namely looking for an element in a known convex subset of the simplicial maps Uq ⊂ FSq .
This theorem will be proved in several parts: first, in Section 3 we will show that FSq contains at-least one
simplicial map that is: 1) quasiconformal, namely a homeomorphism with bounded conformal distortion, 2)
its conformal distortion is converging to 1 with almost linear rate. Second, in Section 4, we will show that
any series of quasiconformal simplcial maps Φq that their conformal distortion converge to 1 converges to the
uniformization map Ψ as described in Theorem 1.1. In Section 5 we will study the space of K-quasiconformal
simplicial maps FSqK ⊂ FS
q
and characterize a collection of convex subsets
{FSqK,τ }, τ = (τ1, .., τ|Fq|), τj ∈ S1.
We will further show that given an pi2 − ε approximation of the argument of Ψ′, one can single out one of
these convex subsets FSqK,τ ∗ that will be non-empty. This will finish the proof of Theorem 1.1.
Building upon Theorem 1.1 we will suggest two algorithms. The first algorithm is exhaustive but theoretically
fully justified: it will test many candidates τ , one of which is guaranteed to lead to a non-empty space FSqK,τ .
The number of candidates will be rather large but shown to be independent of q (i.e., exponential in the
number of original faces |F| = |F0|). Due to the large number of candidates τ this algorithm will mainly
have theoretical importance but only limited practical applicability. Nevertheless, as far as we are aware this
is the first algorithm to approximate the uniformization map for general faced polyhedral surfaces.
The second algorithm will be greedy in nature: it will start with some arbitrary convex space FSqK,τ 0 , and
will iteratively move to other convex spaces FSqK,τ 1 ,FS
q
K,τ 2 , ... When terminating successfully it guarantees
an approximation to the uniformization map, enjoying all the properties of the first algorithm (and Theorem
1.1). However, the drawback here is that we do not have a proof that it will always ends up with a non-empty
space (i.e., terminate successfully). Nevertheless, it works well in practice and is much more computationally
efficient than the (first) exhaustive algorithm.
We start by defining the smooth and discrete conformal structures of S, set notations and a few preliminary
lemmas.
2. Smooth and discrete conformal structures
As noted above, a polyhedral surface S admits a smooth (classical) conformal structure. We start by defining
it.
iΩ
iϕ
iz zγ
iΛ
jf
,i jθ
A conformal structure is defined by providing a conformal
atlas, that is, a set of analytic coordinate charts [10]. We
will define such an atlas already customized to our later
constructions. We fix a constant 0 < ζ < 1/4, and for
each vertex vi ∈ V, denote by Ni the set of indices of
1-ring neighbors to vertex i.
We distinguish three types of vertices in our surface S:
interior, boundary, and corner. Interior vertices are ver-
tices in the interior of S, boundary are on the boundary
but not one of the three corners v1, v2, v3.
Interior charts. Let vi ∈ V be an interior vertex. Set
Θi = 2pi. Set the domain Ωi ⊂ S to be the interior
of the convex hull (over the surface) of the points ζvi +
(1 − ζ)vi′ , where i′ ∈ Ni (see inset, where Ωi for one
particular vertex is colored in green). We define the chart
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ϕi : Ωi → C by first rigidly unfolding each triangle in
Ωi onto the plane, taking vi to the origin, and second,
composing each (now planar) triangle with the map z 7→ zγi , γi = Θiθi where θi =
∑
j θi,j is the sum of angles
at vertex vi, where θi,j is the angle of face j (adjacent to vertex i) at vertex i. This composition is made
(possibly by incorporating rigid transformations in the plane) such that ϕi is globally continuous, see [23, 8]
for more details and the inset for an illustration. Let us denote Λi = ϕi(Ωi) ⊂ C.
Boundary charts. Let vi ∈ V be a boundary vertex (i 6= 1, 2, 3). Set Θi = pi. The domain Ωi is defined as
the interior of the convex hull of vi and ζvi + (1− ζ)vi′ , i′ ∈ Ni, and ϕi : Ωi → C is defined via mapping the
neighborhood congruently to the plane as before, composing it with z 7→ zγi , where γi = Θiθi .
Corner charts. For the three corner vertices v1, v2, v3 we set Θi =
pi
3 and define Ωi, i = 1, 2, 3, similar to
the boundary vertices’ charts with the exception of using the mapping z 7→ zγi , where γi = Θiθi .
All the transition maps ϕi′ ◦ ϕ−1i are conformal and therefore define a conformal structure over S :
Lemma 2.1. The transition maps ϕi,i′ = ϕi ◦ ϕ−1i′ are holomorphic.
Proof. The holomorphy of the transition maps ϕi,i′ = ϕi ◦ ϕ−1i′ can be understood (see e.g.,[8]) from the
fact that these maps are compositions of similarities z 7→ αz + δ and the analytic maps (note that we avoid
the origin) z 7→ zϑpi/θi , ϑ = 1/3, 1, 2. The holomorphy across edges can be verified using standard extension
theorems of conformal maps. 
Now that we have a (smooth,classical) conformal structure, the notion of conformal mappings from S to the
plane C is well-defined; a map Ψ : S → C is conformal if for every chart (Ωi, ϕi), the map ψi = Ψ ◦ ϕ−1i
defined over Λi = ϕi(Ωi) is conformal in the classical sense.
The main object of this paper is to approximate the conformal mapping Ψ that maps the polyhedral surface
bijectively to the equilateral triangle T . The existence and uniqueness of such a mapping is set by the
uniformization theorem [3, 10]:
Theorem 2.2. There exists a homeomorphism Ψ : S → T that is conformal in the interior of S, Ψ :
Interior(S)→ Interior(T )1. The map Ψ is uniquely set once required to take v1, v2, v3 to the corners t1, t2, t3
of T .
We will approximate Ψ by constructing quasiconformal simplicial mappings Φq : Sq → T from subdivided
versions of S to T .
The subdivided triangulations Sq = (Vq,Eq,Fq) , q = 0, 1, 2, ... of S are
constructed by the standard 1−4 subdivision rule in each triangle, where
S0 = S. For example, in the inset the red mesh shows S1, and we show
in purple all the faces fj′ ∈ F2 ∩ fj inside one face fj ∈ F of S.
We now turn to define the discrete conformal structure over Sq. A discrete
conformal structure is basically assigning angles to the corners of each
triangle such that the angle sum of each triangle is pi. Equivalently, we
can embed each triangle in the Euclidean plane and think of it up-to a
similarity transformation. A consistent discrete conformal structure will approximate the smooth one as
the surface is refined. A simple way to do it is by mapping each triangle to the plane with the charts ϕi
and taking its image Euclidean triangle to define its conformal structure. Obviously, using different atlas,
or assignments of triangles to charts will lead to different discrete conformal structure, but as we will show,
at the limit it won’t matter. So we will use the Atlas defined above, and describe an arbitrary assignment
of faces to charts in Fq.
We start by associating, for q = 2, each triangle fj ∈ F2 to some chart {Ωi, ϕi}, i = ij , by making sure that
Closure(fj) ⊂ Ωi.
1Interior(Q) denotes the interior of the set Q.
5For example, we can use the assignment rule shown in the inset figure (each color
indicates association of that colored face to a different vertex of the triangle and
hence to a difference chart).
For any fj ∈ Fq, q > 2 we associate the chart based on the triangle’s (unique)
ancestor in level q = 2. We define the discrete conformal structure for each face
fj ∈ Fq, q ≥ 2 by mapping the face’s vertices vj1 , vj2 , vj3 to the plane, that is z` = ϕi(vj`), ` = 1, 2, 3,
{Ωi, ϕi} the associated chart i = ij , and using the Euclidean triangle ∆(z1, z2, z3) to define the discrete
conformal structure of fj . The inset below shows in blue (bottom-left) the triangle ∆(z1, z2, z3).
iΩ
iϕ
jf
j
1z
2z
3z
1j
v
2j
v
3j
v
j
q
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Once we defined the discrete conformal structure we
can define the discrete conformal distortion of a sim-
plicial map Φq : Sq → C. We look per face fj ∈ Fq,
q ≥ 2, and denote by Aj the affine map mapping the
triangle ∆(z1, z2, z3) (remember that z` = ϕi(vj`))
to the triangle ∆(Φq(vj1),Φ
q(vj2),Φ
q(vj3)). We will
also refer to Aj as Φq |fj expressed “in the local co-
ordinate chart”. Then, the discrete conformal dis-
tortion Dd(Φq |fj ) of Φq |fj is defined by
Dd(Φq |fj ) = D(Aj),
where D(Aj) denotes the standard conformal distor-
tion of the planar affine map Aj , namely, D(Aj) =
Σj
σj
, the ratio of the larger to smaller singular values
Σj ≥ σj ≥ 1 of the linear part of the planar affine
map Aj . See the inset figure for an illustration.
The discrete conformal distortion of the full simpli-
cial map Φq is accordingly defined by
(2.1) Dd(Φq) = max
fj∈Fq
Dd(Φq |fj ).
For later use, we denote by DdΩ(Φ
q), Ω ⊂ S, the discrete conformal distortion of the map Φq restricted only
to triangles contained in the set Ω, that is
(2.2) DdΩ(Φ
q) = max
fj∈Fq,fj⊂Ω
Dd(Aj).
Let us denote by FSq the space of simplicial maps (i.e., continuous piecewise affine) mapping the triangulation
Sq to the plane, satisfying the boundary constraints of mapping ∂Sq (∂Sq denotes the boundary of the
polyhedral surface Sq) bijectively to ∂T and taking the corner vertices v1, v2, v3 to the triangle’s corners
t1, t2, t3. Further define the subset FSqK ⊂ FS
q
, K = (K1,K2, ...,K|Fq|) to include only orientation-preserving
homeomorphisms Φq ∈ FSqK such that Dd(Φq |fj ) ≤ Kj . Denote |K| = maxKj , and by FS
q
K we will mean
∪|K|≤KFSqK , that is, simplicial maps with maximum bound K on its conformal distortion per face.
There are two technical issues to be taken care-of for later constructions. First, let us highlight a small
technical property of the charts and the association rule of faces we have defined that will be used in
Section 3 when we approximate the uniformization map with simplicial map: we show that there exists some
positive gap between the triangles and the boundary of the charts’ they are associated with. Denote the
disk D(z, r) = {w | |w − z| < r}.
Lemma 2.3. There exists some constant ε0 > 0, such that
∪p∈fjD(ϕi(p), ε0) ⊂ Λi = ϕ(Ωi),
for all fj ∈ Fq, q ≥ 2, associated with chart {Ωi, ϕi}, i = ij
Proof. It is enough to prove the inclusion for q = 2. Take arbitrary face fj ∈ F = F0, and one of its vertices
vi ∈ V = V0. Since when defining Ωi we took 0 < ζ < 1/4 we see by the association procedure that every
triangle fj′ ∈ Fq is far from ∂Ωi at least by some constant εj > 0. When applying ϕi, since it has bounded
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derivatives (when considering it as map from the Euclidean faces to the complex plane) away from the vertex
vi, we have some other ε
′
j > 0 bounding this distance from below. Taking the minimum ε
′
j over the (finite)
set of faces in F and their vertices we finish the argument. 
A second issue is that we need to make sure that approximating the power maps h : z 7→ zγ , γ > 0
with simplicial maps (via sampling at the vertices and extending linearly) are K-quasiconformal with some
universal bound on their distortion K ≥ 1, independent of subdivision level q. For an example of a simplicial
power map see Figure 2.
2z z
Figure 2. The simplicial map hq, q = 2 sampled from h(z) = z2.
We conjecture the following:
Conjecture 2.4. Let T = ∆(ξ, 0, η) be a triangle and denote the angle θ = ](ξ, 0, η). Further let T q be
the qth level of regular 1-4 subdivision of T . Denote by h(z) = zγ the power map, and assume that γθ < pi.
Then, the simplicial maps hq defined by sampling h(z) over the vertices of T q and extending by linearity are
homeomorphisms that satisfy D(hq) ≤ K for some K ≥ 1 independent of q.
For our needs it is enough to prove the following, slightly weaker, result:
Lemma 2.5. Let T = ∆(ξ, 0, η) be an isosceles triangle (|ξ| = |η|) and denote the angle θ = ](ξ, 0, η).
Further let T q be the qth level of regular 1-4 subdivision of T . Denote by h(z) = zγ the power map, and
assume that dγeθ < pi2 , and that θ < 60.4◦. Then, the simplicial maps hq defined by sampling h(z) over
the vertices of T q and extending by linearity are homeomorphisms that satisfy D(hq) ≤ K for some K ≥ 1
independent of q.
The proof for this lemma is rather technical and therefore deferred to Appendix A.
Building upon this lemma, we can (without loosing generality)
subdivide each of the original triangles fj ∈ F of the polyhe-
dral surface S, so that the two conditions dγeθi,j < pi2 , and
θi,j < 60.4
◦, where γ = Θiθi are satisfied. We can also guaran-
tee that every triangle that touches one of the original vertices
V is isosceles (all the other triangles have all flat vertex angles2
and so their charts are rigid congruencies and hence quasicon-
formal). Such subdivision is shown in the inset. Note that this
subdivision produces a conformally equivalent polyhedral sur-
face to S with identity as the conformal equivalence, and there-
fore approximating the uniformization for this new polyhedral
surface is equivalent to approximating the uniformization of
the original polyhedral surface S.
2By flat vertex angles we mean the angle sum around a vertex is 2pi.
73. Feasibility
We are now ready to prove our first result. Namely, that a subdivided triangulation Sq, q ≥ 2, can be
mapped to T with a simplicial homeomorphism Φq ∈ FSqK where the discrete conformal distortion of the
triangles is controlled.
Theorem 3.1. There exist simplicial maps Φq ∈ FSqK , for K = (K1, ...,K|Fq|), Kj = 1 + O(2−κiq), where
κi = min {γi, 1} and face fj ∈ Fq is associated with chart i = ij. That is, Φq : S → T are orientation
preserving homeomorphisms that satisfy for every face fj ∈ Fq
Dd(Φq |fj ) = 1 +O(2−κiq).
In particular, Φq ∈ FSqKq , where Kq = 1 +O(2−κq), and κ = mini {κi}.
Furthermore, for every face fj ∈ Fq, mink∈Z
∣∣arg ∂zAj − arg [(Ψ ◦ ϕ−1i )′(z˜)]+ k2pi∣∣ = O (2−qκ), where Aj
is Φq|fj in local coordinates, z˜ is the centroid of the triangle ∆(z1, z2, z3), z` = ϕi(vj`), ` = 1, 2, 3, and vj`
are the vertices of the face fj.
Lastly, for any fixed domain Ω ⊂ S satisfying Closure(Ω)3 ∩V = ∅, DdΩ(Φq) = 1 +O(2−q).
We will need an auxiliary Lemma regarding approximation of conformal mappings with simplicial maps:
Lemma 3.2. Let f : D(0, r) → D(0, 1) be a conformal map such that |f ′(0)| ≥ cder > 0. Let z` ∈ D(0, r),
` = 1, 2, 3, such that z1 + z2 + z3 = 0, and the minimal angle of the triangle ∆(z1, z2, z3) is bounded from
below, and denote h = max` |z`|. Then, the affine map A(z) = αz + βz + δ, α, β, δ ∈ C, defined uniquely by
A(z`) = f(z`), ` = 1, 2, 3, satisfies:
(1) |α− f ′(0)| = O(h).
(2) |β| = O(h).
(3) D(A) = 1 +O
(
h
r(r−h)
)
, with the constant inside the O-notation depending only upon the minimal
angle of the triangle ∆(z1, z2, z2) spanned by z1, z2, z3.
(4) mink∈Z |argαj − arg f ′(0) + 2pik| = O(h).
Proof. We use the Taylor expansion (see for example,[2] page 179) of f developed around z = 0:
(3.1) f(z)− f(0) = f ′(0)z + z
2
2pii
∫
C
f(ξ) dξ
ξ2(ξ − z) ,
where C = ∂Closure(D(0, r)) is the circle of radius r centered at the origin. We bound the reminder term
for f(z`), ` = 1, 2, 3, as follows. For z`, ` = 1, 2, 3:∣∣∣∣ z2`2pii
∫
C
f(ξ) dξ
ξ2(ξ − z`)
∣∣∣∣ ≤ h2r(r − h) .
Denote, for brevity ε = h
2
r(r−h) . We can write three equations that characterize the affine map A(z) =
αz + βz + δ :
αz` + βz` + δ = f(0) + f
′(0)z` + ε` , ` = 1, 2, 3,
where |ε`| ≤ ε. After rearranging:
(α− f ′(0)) z` + βz` + (δ − f(0)) = ε` , ` = 1, 2, 3.
Let us consider the matrix of the linear system:
A =
z1 z1 1z2 z2 1
z3 z3 1
 .
3We denote by Closure(Ω) the closure of the set Ω.
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Cramer’s rule implies that we can bound |α − f ′(0)| and |β| by bounding |detA`/detA|, ` = 1, 2, where
A` is identical to A except that we replace its `
th column with the vector (ε1, ε2, ε3)
t. A direct calculation
shows that
detA = (z2 − z1)(z3 − z1)− (z3 − z1)(z2 − z1) = 2i det
(
Re(z3 − z1) Im(z3 − z1)
Re(z2 − z1) Im(z2 − z1)
)
.
Therefore, |detA| = 4|∆|, where |∆| denotes the area of the triangle ∆ spanned by z1, z2, z3. The terms of
the form |detA`| can be bounded by
|detA`| ≤ 6εh, ` = 1, 2.
Combining the above we get
|α− f ′(0)| ≤ |detA`||detA| ≤
6εh
4 |∆| =
3
2
h3
r(r − h) |∆| = O(h),
where in the last equality we used the fact that the minimal angle in triangle ∆ is bounded from below and
therefore |∆| ≥ c′h2. And similar bound holds for |β|.
Since |f ′(0)| ≥ cder > 0, there exists some constant depending on cder such that, up-to an integer multipli-
cation of 2pi, the difference arg f ′(0)− argα are of the same order as |α− f ′(0)|, namely,
min
k∈Z
|argα− arg f ′(0) + 2pik| = O(h).
Finally,
D(A) = |α|+ |β|||α| − |β|| =
|α|+O(h)
|α|+O(h) = 1 +O(h),
where we used the fact that |f ′(0)| ≥ cder > 0 to bound α = f ′(0) + O(h) away from zero. The lemma is
proved. 
Proof. (of Theorem 3.1) We construct Φq by sampling the uniformization map Ψ, that is, for vi ∈ Vq, we
set Φq(vi) = Ψ(vi), and extend Φ
q to the whole Sq by requiring linearity in each face.
Each face fj ∈ Fq, q ≥ Q, is associated with some chart {Ωi, ϕi}, i = ij , (used to define its conformal
structure, see Section 2). We denote, as above, by vj` , ` = 1, 2, 3 the (ordered) vertices of fj , and z` =
ϕi(vj`), ` = 1, 2, 3 their image in the local coordinates.
We start with considering fj that are associated with interior charts, namely, charts {Ωi, ϕi} for vi ∈
Interior(S). Lemma 2.3 assures existence of a constant ε0 > 0 such that ∪p∈fjD(ϕi(p), ε0) ⊂ Λi. Let
us denote by z˜ the centroid of the triangle ∆ (z1, z2, z3). Let us note that the edges’ length of Sq are
asymptotically of order 2−q. In the local coordinates (i.e., Λi) the edge length goes to zero not slower than
2−qκi , where κi = min {γi, 1} (i.e., depends upon the vertex angles θi and how different they are from Θi -
angle deficit). Let us denote h = max`=1,2,3 |z`− z˜| the radius of disk around z˜ containing ∆ (z1, z2, z3), and
the conformal map ψi = Ψ ◦ϕ−1i . The derivative of the conformal map, ψ′i, can be bounded from below over
Closure(Λi), namely |ψ′i(z)| ≥ cder > 0, z ∈ Λi (since ϕi, and therefore ψi can be extended to a neighborhood
of Closure(Λi)). Since we have a finite number of charts and faces in F we can take cderto be a uniform
lower bound for all charts.
We now would like to use Lemma 3.2. We assume w.l.o.g. that z˜ = 0. We set r = ε0, and note that
T ⊂ Closure(D(0, 1)). Also note that all the faces in every subdivision level Sq are similar to the original
faces F of S. Lemma 2.5 therefore implies that the triangle ∆ = ∆(z1, z2, z3) have bounded angles from below.
Lemma 3.2 now implies that the conformal distortion of the unique affine map Aj taking ∆ to the triangle in
T spanned by ψi(z`), ` = 1, 2, 3 is bounded by 1+O
(
h
r(r−h)
)
= 1+O(2−κiq), since h = O(2−qκi). In addition
this lemma indicates that |argψ′i(z˜)− argαj | = O(2−κiq), where αj = ∂zAj (as-usual, the arguments are
considered up-to addition of 2pik).
If we fix a domain Ω ⊂ S such that Closure(Ω) ∩V = ∅ then for fj ⊂ Ω the edge length of ∆(z1, z2, z3) is
asymptotically 2−q and we achieve that the conformal distortion of Aj is bounded with 1 +O(2−q). Lastly,
for this case, note that Lemma 3.2 also indicates that for sufficiently high q the affine map Aj is orientation
9preserving and non-degenerate. Indeed since |ψ′i(z˜)| ≥ cder > 0 one can use Lemma 3.2 to show that for
sufficiently large q, detAj = |αj |2 − |βj |2 > 0.
Now we move to faces fj associated with boundary charts. In this case we can use Schwarz reflection principle
to extend ψi to the union of Λi and its reflection over its straight line boundary. Note that we can bound
the derivative of the extension away from zero also in these cases (find a new cder > 0 that works also for
boundary charts). Now we are again in the situation where we can apply Lemma 3.2. (we can adjust the
constant ε0 > 0 to also work for these charts.)
The last case includes faces fj associated with corner charts {Ωi, ϕi}, i = 1, 2, 3. This case can also be dealt
with the Schwarz reflection principle, as follows. By definition of our conformal structure, the uniformization
map in the corner coordinate charts ψi : Ψ ◦ ϕ−1i : Λi → T , i = 1, 2, 3, takes the domain Λi = ϕi(Ωi) to a
neighborhood of one of the corners of the equilateral T . Since the angle of the corner of Λi equals pi3 which
is also the angle of the equilateral, we can use Schwarz reflection principle to extend ψi to a conformal map
in a neighborhood of Λi, as shown in the figure above. We first reflect w.r.t. two each of the edges touching
the corner, and then reflect w.r.t the new line boundary (similarly to other, non-corner, boundary charts).
The extended map is analytic (and conformal) also at the corner point because it is continuous there and
conformal in its neighborhood.
To finish the proof we need to show that Φq are homeomorphic mappings from S to T . Note that Φq |fj
is an affine map that is composed of two affine maps. The first, denoted by Bj , takes fj in Sq to the
coordinate chart’s triangle ∆ = ∆(z1, z2, z3), and the second, Aj , maps ∆ to ∆(Ψ(vj1),Ψ(vj2),Ψ(vj3)). The
first affine map is orientation preserving and non-degenerate (and with bounded conformal distortion) for
sufficiently large q due to Lemma 2.5. The second affine map Aj was proven above (by showing that the
determinant of its Jacobian is positive) to be orientation preserving and non-degenerate as well for all faces
and for sufficiently large q. Therefore, Φq |fj is orientation preserving non-degenerate as a composition of
two orientation-preserving and non-degenerate affine maps. Since Φq also maps the boundary of S bijectively
onto the boundary of T (by definition of FSq )), it is a global bijection (see [17] for a detailed proof). Since
it is simplicial, its inverse is also continuous, a fact which makes it a homeomorphism. 
A comments is in order. One can build the charts based on an already subdivided version of the surface Sq,
q > 0, and achieve better estimates of the conformal distortion of the maps Φq. For example, if one takes
the charts defined by S1, the vertices vi ∈ V1 \V are all flat, i.e. θi = 2pi, and therefore triangles associated
with the corresponding charts will have conformal distortion of order 1 +O(2−q).
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4. Approximation
Our next step is showing that if we are able to put our hands on a series of simplicial maps with discrete con-
formal distortion that goes uniformly to one, then this series has to uniformly converge to the uniformization
map Ψ. Note that this result applies to any such series, not only the ones built in Theorem 3.1.
Theorem 4.1. Let Ψ : S → T be the uniformization map of the polyhedral surface S. Let {Φq}q≥Q ⊂ FS
q
Kq
,
for some series Kq = 1 +O(2−qκ), where κ > 0 is some constant.
Then, Φq ◦ Ψ−1 : T → T converges uniformly in any compact subset of Interior(T ) to the identity map
Id : T → T .
Proof. Define gq = Φq ◦Ψ−1 : T → T .
We start by showing that gq is K-quasiconformal with some global distortion bound K ≥ 1.
First, since Ψ is an orientation-preserving homeomorphism, Ψ−1 is orientation-preserving homeomorphism.
By assumption Φq is an orientation-preserving homeomorphism and so gq is an orientation-preserving home-
omorphism. Let us observe that gqj = g
q |Ψ(Interior(fj)) can be written as
gqj = Φ
q ◦ ϕ−1i ◦ ϕi ◦Ψ−1︸ ︷︷ ︸
(∗)
|Ψ(Interior(fj)),
where i = ij is the chart associated with the face fj ∈ Fq. The part that is marked with (∗) is a conformal
map over Ψ (Interior(fj)) (by the definition of the uniformization map). Next, recall that ϕi consists of a
composition of a rigid maps and power map h(z) = zγi , which is conformal except at the origin. Therefore,
ϕ−1i is conformal over the domain ϕi ◦ Ψ−1 (Ψ (Interior(fj))) = ϕi (Interior(fj)). Lastly, the Φq part is
defined over the set ϕ−1i ◦ ϕi ◦ Ψ−1 (Ψ (Interior(fj))) = Interior(fj) and can be written as a composition
of two affine maps (as before) the first, denoted by Bj , takes fj in Sq to the coordinate chart triangle
∆ = ∆ (ϕi(vj1), ϕi(vj2), ϕi(vj3)),where vj` , ` = 1, 2, 3 are the (ordered) vertices of face fj . The second affine
map, Aj , maps ∆ to ∆(Ψ(vj1),Ψ(vj2),Ψ(vj3)). Bj is K ′-quasiconformal, for some K ′ ≥ 1 independent of q
by Lemma 2.5. Aj is K ′′-quasiconformal, again independently of q, due to the assumption that Φq ∈ FSqKq ,
Kq = 1 + O(2−qκ). Then, gqj is K = K ′K ′′-quasiconformal, for all faces fj ∈ Fq and all q. Denote the
domain
D = ∪fj∈FqΨ (Interior(fj)) ⊂ Interior(T ).
The set T \ D, which consists of the image under Ψ of the edges Eq of Sq is a union of analytic arcs. By
extension theorem for quasiconformal mappings (see e.g., Theorem 8.2, page 42, and Theorem 8.3, page 45,
in [15]) the conformal distortion of gq over the whole T is K again. Since bounded K-quasiconformal maps
form a normal family there exists a subsequence gqk that converges locally uniformly to a K-quasiconformal
map or a constant (see Theorem 3.1.3, page 49 in [6]). Denote the limit map by g. Since gq fixes the corners
of T , g is K-quasiconformal. Next we show that g is a conformal map. It is enough to prove that g is
1-quasiconformal (see e.g., Theorem 5.1, page 28 in [15]). For that end, take an arbitrary domain O ⊂ T
such that Closure(O)∩Ψ (V) = ∅. Now, we look at gqk,Oj = gqk |O∩Ψ(Interior(fj)). Similar to above, it consists
of a composition of conformal maps (ϕi ◦ Ψ−1 and the inverse of the power map h(z) = zγi), and an affine
map that can be represented as composition of two affine maps Bj and Aj . The conformal distortion of
Aj equals D(Aj) = 1 +O(2−qκ) by assumption. The affine map Bj is defined by sampling the power map
h(z) = zγi , i = ij at the corners of fj (the origin is placed at vertex vi ∈ V) and extending linearly. Since,
by the intersection with the domain O, we sample h(z) at some bounded (from below) distance from the
origin (vertex vi), Lemma 3.2 indicates that D(Bj) = 1+O(2−q). This implies that the conformal distortion
of gqk,Oj is 1 + O(2−qκ). As before, extension theorems for quasiconformal mappings implies that gqk |O is
1 + O(2−qκ)-quasiconformal. Taking arbitrary large Q and observing the series tail Φq for q ≥ Q implies
that g |O is 1-quasiconformal (for relevant convergence theorem, see for example Theorem 5.2 in [15] page
29). So we get that for arbitrary domain O ⊂ T such that Closure(O) ∩Ψ (V) = ∅, g |O is conformal. This
means that g is conformal in Interior(T ) \ Ψ(V). However Ψ(V) is a set of discrete points and therefore
standard extension theorems of conformal mappings imply g is conformal in the whole Interior(T ). Since g
fixes the corners of the equilateral it has to be the identity map since it is the only conformal bijection from
T → T that fixes the three corners.
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Since every infinite subsequence of {gq} has a subsequence converging locally uniformly to the identity, gq
has to converge to the identity map locally uniformly.

5. Convex Spaces of Simplicial Quasiconformal mappings
In this section we develop the convex spaces of simplicial quasiconformal mappings, prove the main theorem of
this paper (Theorem 1.1), and develop two algorithms for approximating the uniformization map Ψ : S → T .
Let us recap what we know so far:
(1) Uniformization: there exists a unique conformal homeomorphism of the polyhedral surface to the
equilateral Ψ : S → T taking three prescribed boundary vertices v1, v2, v3 to the corners t1, t2, t3 of
the equilateral T .
(2) Feasibility: for sufficiently large q, FSq1+O(2−qκ) is not empty, where κ = min {κi}, κi = min {1, γi}.
Moreover, FSqK is not empty, where K = (K1, ...,K|Fq|), and Kj = 1+O(2−qκi) for fj ∈ Fq associated
with the chart i = ij .
(3) Approximation: any series {Φq}q≥Q, Φq ∈ FS
q
1+O(2−qκ), where κ > 0 is a constant, converge to the
uniformization map Ψ on compact subsets of Interior(T ).
These observations motivate the meta-algorithm shown in Algorithm 1 for approximating the uniformization
map Ψ.
Algorithm 1: Approximation of the uniformization map.
Input: Polyhedral surface S = (V,E,F), with three positively-oriented boundary points v1, v2, v3 ∈ V
Subdivision level q ≥ 2 > 0
Constant 0 < c < 1
Output: Quasiconformal simplicial map Φq
// Set the charts
forall vi ∈ V do
Calculate θi, γi, κi;
// Subdivide
Subdivide S q times to get Sq = (Vq,Eq,Fq);
// compute discrete conformal structure
forall fj ∈ Fq do
Associate fj with a chart i = ij ;
Choose a coordinate system on fj such that vi is placed at the origin;
Map the vertices vj` , ` = 1, 2, 3 of fj by z 7→ zγi , and set as ∆j ;
Kj ← 1 + 2−cqκi ;
K← (K1,K2, ..,K|Fq|);
// Approximate
Find a map Φq ∈ FSqK ;
Return Φq;
The correctness of this algorithm can be explained as follows: since 0 < c < 1, the series 2−cqκij approaches
zero slower than O(2−qκij ), Theorem 3.1 guarantees that for sufficiently large q the set FSqK with Kj =
1 + 2−cqκij is not empty. Theorem 4.1 then implies that Φq will converge to the uniformization map locally
uniformly.
At this point we are left with the problem of finding an element in the non-empty set FSqK . This is a non-
trivial task since FSqK is a non-convex set and hence finding an element in this space is a non-convex problem.
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Nevertheless, as we explain next, we can identify a collection of convex subsets of FSqK the union of which
spans FSqK .
The space FSqK contains orientation-preserving homeomorphic simplicial maps Φq such that Dd(Φq |fj
) = D(Aj) ≤ Kj , where Aj is defined by mapping the triangle ∆j = ∆j (z1, z2, z3), z` = ϕi(vj`),
` = 1, 2, 3 (i.e., the triangle formed by the vertices of fj written in local coordinates) to the triangle
∆(Φq(vj1),Φ
q(vj2),Φ
q(vj3)) (i.e., the image of fj under Φ
q). Next, we write down characterizing equations
for FSqK .
We start by examining a single face fj ∈ Fq. We will work with its image in the local coordinates as given
by its associated chart {Ωi, ϕi}, i = ij . An affine map A = Aj mapping ∆j to the complex plane can be
written (using standard complex notation) as
A(z) = αz + βz + δ, α, β, δ ∈ C.
In what follows we will only consider the linear part of A, namely αz+βz. We will abuse notation and denote
A(z) = αz+βz, the translation does not affect conformal distortion nor the orientation and therefore it will
be safe to ignore it for now. We ask that A is orientation-preserving and D(A) ≤ K, for some arbitrary but
fixed K ≥ 1. The conformal distortion of A can be calculated using the formula (see e.g., [1], page 11)
(5.1) D(A) = |α|+ |β||α| − |β| ≤ K.
And the Jacobian of A,
(5.2) J(A) = |α|2 − |β|2.
A is an orientation preserving homeomorphism if and only if J(A) > 0. Therefore, necessary and sufficient
conditions for the affine map A to be K-quasiconformal are
D(A) ≤ K(5.3)
J(A) > 0(5.4)
We will write the above conditions in a more convenient form. First, using (5.2), (5.4) is equivalent to
(5.5) |α| > |β|.
Second, using (5.1), (5.3) can be rearranged, taking into account that (5.5) implies α 6= 0 we get
(5.6) |β| ≤ K − 1
K + 1
|α|, α 6= 0
Let us denote the collection of orientation preserving planar linear transformations with conformal distortion
K by FK . The collection FK can now be thought of as a subset of C × C where a pair (α, β) ∈ C × C
represents an element (without translation) A ∈ FK , namely, A(z) = αz + βz.
In this parameterization we characterize the maximal convex subspaces of FK . As we prove next there is
one parameter family of maximal convex subspaces FK,τ ⊂ FK ⊂ C× C defined by:
|β| ≤ K − 1
K + 1
Re
(
e−i τα
)
, α 6= 0(5.7)
From this definition we see that FK,τ are convex subsets of FK (this can verified directly by taking convex
combinations of elements in FK,τ ). These convex spaces span FK ,
FK =
⋃
τ∈[0,2pi)
FK,τ .
Lastly, FK,τ are maximal convex subsets of FK . We say that U ⊂ FK is a maximal convex subset if every
convex set V ⊂ FK that contains it U ⊂ V has to be equal to it, U = V .
Lemma 5.1. FK,τ , τ ∈ [0, 2pi) are maximal convex subsets of FK .
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Proof. Let U ⊂ FK be a convex subset such that FK,τ $ U . Let (α∗, β∗) ∈ U \ FK,τ . By definition (5.7)
FK,τ contains the linear map (ei τ K+1K−1 |β∗|, β∗). Now since U is convex it contains the convex combinations
(α(λ), β(λ)) :=
(
(1− λ) ei τK + 1
K − 1 |β
∗|+ λα∗, β∗
)
∈ U.
Since (α∗, β∗) /∈ FK we have that
|β∗|K + 1
K − 1 > Re
(
e−i τα∗
)
.
Using this inequality,
|α(λ)|2 <
(
K + 1
K − 1
)2
|β∗|2 (1− λ2)+ |α∗|λ2
=
(
K + 1
K − 1
)2
|β∗|2 + λ2
(
|α∗| −
(
K + 1
K − 1
)2
|β∗|2
)
.
Hence, for sufficiently small λ we get that
|α(λ)| < K + 1
K − 1 |β
∗| = K + 1
K − 1 |β(λ)| ,
which is a contradiction with the fact that U ⊂ FK . 
The subset FK,τ ⊂ FK contains affine maps A(z) = αz + βz + δ ∈ FK with distortion D(A) = k ≤ K that
in addition satisfy
(5.8) |argα− τ | ≤ cos−1
(
K + 1
K − 1
k − 1
k + 1
)
.
As usual, the argument in the l.h.s. should be understood up-to addition of k2pi, k ∈ Z. To see this, let
A(z) = αz + βz + δ have conformal distortion D(A) = k ≤ K, and assume it satisfies equation (5.8) then
we need to show that A ∈ FK . Indeed, we have
Re(e−i τα) = |α| cos (arg(α)− τ)
≥ |α| K + 1
K − 1
k − 1
k + 1
= |β| K + 1
K − 1 ,
where in the last equality we used the fact that D(A) = k. These inequalities also show that the angle in the
r.h.s. of (5.8) cannot be enlarged while A ∈ FK,τ . This shows that (5.8) is necessary and sufficient condition
for affine map A with distortion D(A) = k to belong to FK,τ . We proved
Lemma 5.2. The convex space FK,τ contains all affine maps A with conformal distortion k = D(A) ≤ K
that their rotation (i.e., arg ∂zA) satisfies equation (5.8).
A corollary of this observation is that there does not exist a convex subset U ⊂ FK such that it contains
all affine maps A with conformal distortion k = D(A) ≤ K with larger angle limit than described in (5.8).
Indeed, if there was such a convex space it would be a superset of FK,τ which will contradict the maximality
of FK,τ shown in Lemma 5.1. We summarize:
Corollary 5.3. There is no convex subset of the K-quasiconformal simplicial mapping space, U ⊂ FK , that
contains all the affine maps A with conformal distortion D(A) ≤ K and larger rotation angle limit than
FK,τ for any τ ∈ [0, 2pi).
Intuitively, the maximal convex space FK,τ restricts the rotation angle of its member affine transformations
A (i.e., argα) to be the maximal possible around a prescribed rotation by τ radians. For perfect similarities
A(z) = αz the rotation angle range is (τ − pi2 , τ + pi2 ), while for maps with conformal distortion k = K only
rotation by exactly τ is allowed. Affine maps with intermediate distortion values 1 < k < K will be allowed
rotations in between these two extremal cases, as expressed in equation (5.8).
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We now move to the general triangulations Sq, and their corresponding spaces FSqK of homeomorphic simpli-
cial maps Φq : Sq → T where Dd (Φq |fj) ≤ Kj , K = (K1, ..,K|Fq|). Our goal is to find an element in FSqK .
We start by formulating a set of equations that characterize FSqK exactly. We derive necessary conditions
for Φq ∈ FSqK , and later show that they are also sufficient. Let Φq ∈ FS
q
K , then, over each face fj ∈ Fq, Φ |fj
is an affine map, in the local coordinates it has the form
Aj(z) = αjz + βjz + δj .
Also set ui = Φ
q(vi) ∈ C. By definition we have D(Aj) = Kj ≤ K. That is, Aj should satisfy the equation
(5.9) |βj | ≤ Kj − 1
Kj + 1
|αj |, αj 6= 0
Furthermore, since Φq is continuous, each affine map Aj should map the vertices of its face fj to ui. Namely,
if we denote by j`, ` = 1, 2, 3, the indices of the vertices of face fj , and zj` = ϕi(vj`) their complex coordinates,
then
(5.10) Aj(zj`) = αjzj` + βj zj` + δj = uj` , ` = 1, 2, 3.
Note that these are homogeneous linear equations.
Another set of necessary conditions is related to the boundary conditions. We want the boundary ∂Sq to
be mapped to the boundary of the equilateral ∂T . This can be achieved by first forcing the corner vertices
v1, v2, v3 to be mapped to T ’s corners t1, t2, t3. For each face fj that contains one of the corner vertices v`,
` = 1, 2, 3 we add an equation of the form
(5.11) Aj(z`) = αjz` + βj z` + δj = t`.
Second, the rest of the boundary vertices vi ∈ ∂Sq are mapped to the edges of T . This can be achieved
by ordering the vertices that are supposed to be mapped to one edge of T , say (t1, t2), w.r.t. the positive
orientation: vi1 = v1, vi2 , ..., vin−1 , vin = v2. Now introduce new real variables λ2, ..., λn−1 and set the
equations
0 ≤ λ2 ≤ λ3 ≤ ... ≤ λn−1 ≤ 1(5.12)
ui` = (1− λ`)t1 + λ`t2, ` = 2, .., n− 1.(5.13)
We can use ≤ instead of < in equation (5.12) since (5.9) implies strict inequality automatically.
To recap, we derived necessary conditions for Φq to belong to FSqK . Let us show that they are also sufficient,
that is, every piecewise affine map that satisfies equations (5.9),(5.10),(5.11),(5.12),(5.13) belongs to FSqK .
Proposition 5.4. Let Φq be a piecewise affine map over Sq that satisfies equations (5.9),(5.10),(5.11),(5.12),(5.13).
Then, Φq ∈ FSqK .
Proof. From equations (5.10) we get that Φq is continuous. Equations (5.9) imply that over each face fj , Φ is
an orientation-preserving affine map with conformal distortion bounded by Kj . This implies that Φ : Sq → T
is a bijection (see [17] for a proof). Since Φq is an orientation preserving piecewise-affine continuous bijection
it is an orientation preserving homeomorphism. Therefore Φq ∈ FSqK . 
Going back to Algorithm 1, we can find an element in FSqK by simply looking for variables {ui} , {αj , βj , δj} , {λ`}
that satisfies equations (5.9),(5.10),(5.11),(5.12),(5.13). In fact, equation (5.10) can be used to express the
variables {αj , βj , δj} as linear combinations of the variables {ui} and therefore eliminate these variables from
the equations. All the mentioned equations are convex equations except equations (5.9). Since the bounded
conformal distortion equations (5.9) are not convex, finding a feasible solution Φq is not a convex problem.
However, we can replace equation (5.9) with the convex conditions (5.7) (describing the maximal convex
subset) and achieve a convex problem. That is, for each face fj ∈ Fq, we need to assign an angle τj ∈ [0, 2pi),
and replace (5.9) with the equation
|βj | ≤ Kj − 1
Kj + 1
Re
(
e−i τjαj
)
, αj 6= 0.(5.14)
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Let us denote by FSqK,τ , τ =
(
τ1, τ2, ..., τ|Fq|
) ∈ [0, 2pi)|Fq| the convex space defined by equations (5.14),(5.10),
(5.11),(5.12),(5.13). By construction and Proposition 5.4, FSqK,τ ⊂ FS
q
K . In Algorithm 1 we set Kj =
1 + 2−cqκij , where ij is the index of the chart associated with face fj . We proved in Theorem 3.1 that there
exists a simplicial map, let us denote it Φ̂q, such that the discrete conformal distortion Dd(Φ̂q |fj ), that is
D(Âj) equals 1 + O(2−qκij ). Denote Âj(z) = α̂jz + β̂jz + δ̂, and τ̂j = arg α̂j . Equation (5.8) now implies
that FSqK,τ will contain Φ̂q if
|τ̂j − τj | ≤ cos−1
(
2 + 2−cqκij
2−cqκij
O(2−qκij )
2 +O(2−qκij )
)
,
for all fj ∈ Fq, and the r.h.s. converge to pi2 as q →∞ (remember that the constant inside the O-notation is
set per chart and there is a finite number of charts). Therefore, for any ε > 0, there exists sufficiently large
q such that Φ̂q ∈ FSqK,τ , as long as |τj − τ̂j | < pi2 − ε. (as before, the arguments should be understood up-to
addition of k2pi, k ∈ Z) We have proved:
Lemma 5.5. Let Φ̂j : Sq → T be the simplicial map, the existence of which is set by Theorem 3.1. Denote
its restriction to face fj in local chart coordinates by Âj(z) = α̂jz + β̂jz + δ̂, and set τ̂j = arg α̂j.
For arbitrary ε > 0 there exists sufficiently large q such that if τ = (τ1, .., τ|Fq|) satisfy
max
fj∈Fq
min
k∈Z
|τj − τ̂j + k2pi| < pi
2
− ε,
then,
Φ̂q ∈ FSqK,τ
We are now in a position to prove the main theorem of this paper:
Theorem 1.1 Let Ψ : S → T be the uniformization map of a disk-type polyhedral surface to the equilateral
T taking three prescribed boundary vertices of S to the corners of T . Let Sq be the qth-level subdivided
version of S.
If, for an arbitrary but fixed ε > 0, the argument of Ψ′ is known up to an error of ±(pi2 − ε), then one can
construct a series of non-empty convex spaces Uq = {Φq} ⊂ FSq of simplicial maps of Sq such that:
(1) Every map Φq ∈ Uq is K-quasiconformal (QC) homeomorphism that maps S onto T , with some
constant K independent of q.
(2) Every series {Φq}q≥Q, where Φq ∈ Uq, converges locally uniformly to the uniformization map Ψ.
That is, Φq ◦Ψ−1 : T → T converges uniformly in any compact subset of Interior(T ) to the identity
map Id : T → T .
Proof. Let ε > 0 be arbitrary but fixed. Let Φ̂q : Sq → T be the simplicial map, the existence of which is
assured by Theorem 3.1. Denote, as before, Âj(z) = α̂jz+ β̂jz+ δ̂, and τ̂j = arg α̂j , z` = ϕi(vj`), i = ij , ` =
1, 2, 3, and ∆ = ∆(z1, z2, z3) the face fj in the local coordinate chart, and the centroid z˜ =
1
3 (z1 + z2 + z3).
Let (by Theorem 3.1 again) Q > 0 be sufficiently large such that for all q ≥ Q, fj ∈ Fq,
(5.15) min
k∈Z
∣∣∣τ̂j − arg [(Ψ ◦ ϕ−1i )′ (z˜)]+ k2pi∣∣∣ < ε2 .
Now we set Uq = FSqK,τ , where K =
(
K1, ..,K|Fq|
)
, Kj = 1 + 2
−cqκi , for some constant 1 > c > 0,
τ =
(
τ1, .., τ|Fq|
)
. FSqK,τ is defined by equations (5.14),(5.10), (5.11),(5.12),(5.13), and Proposition 5.4
implies that FSqK,τ ⊂ FS
q
K , in particular, it contains only K-quasiconformal homeomorphic simplicial maps
from S → T , for some sufficiently large but constant K. By assumption we know the argument of Ψ′ up-to
pi
2 − ε and so we take some τj such that
(5.16) min
k∈Z
∣∣∣τj − arg [(Ψ ◦ ϕ−1i )′ (z˜)]+ k2pi∣∣∣ < pi2 − ε.
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By triangle inequality, (5.15) and (5.16) imply
min
k∈Z
|τj − τ̂j + k2pi| < pi
2
− ε
2
.
Now we want to use Lemma 5.5. Set Q > 0 sufficiently large as required by Lemma 5.5 (we could have set
Q > 0 sufficiently large a-priori) and we get Φ̂q ∈ FSqK,τ , and so it is not empty, for all q ≥ Q. Now take an
arbitrary series {Φq}q≥Q, Φq ∈ FS
q
K,τ , where Kj = 1 + O(2−cqκi) = 1 + O(2−qκ˜), κ˜ = cmin {κi} > 0. The
convergence of the series Φq to the uniformization map is implied by Theorem 4.1. 
An immediate consequence of Theorem 1.1 is that if we have approximations τj of the argument of Ψ
′ up-to an
error of ±pi2 then we can simply solve the convex feasibility problem Φq ∈ FS
q
K,τ to achieve an approximation
of the uniformization map. In particular, this can be achieved by solving the following convex minimization
problem:
min ε
s.t.(5.17)
|βj | ≤ Kj − 1
Kj + 1
Re
(
e−i τjαj
)
+ ε,
and eqs. (5.10), (5.11), (5.12), (5.13).
Next we suggest two algorithms on how to set τ without any prior knowledge: the first is exhaustive, guaran-
teed to find the feasible τ but requires solving (5.17) very large number of times (exponential in the number
of faces of S). This algorithm is guaranteed to work, but its computational complexity makes it impractical
for applications. The second algorithm is an iterative one that start from arbitrary τ 0 and construct a series
of τ 1, τ 2, ... until finds a feasible space FSqK,τ . The second algorithm is much more efficient than the first
one, however lacking a proof that a feasible space is always found (for sufficiently high q). Nevertheless, once
found a solution, all the theoretical guarantees apply and the convergence and approximation results apply.
In practice this algorithm works well as we demonstrate at the end of the paper.
5.1. First Algorithm (exhaustive). We can exhaustively search for a feasible τ by testing for each τj
three angles, say τj ∈
{
0, 2pi3 ,
4pi
3
}
. This way we are guaranteed to find an assignment τ = (τ1, .., τ|Fq|)
satisfying the condition of Theorem 1.1. However, testing all such assignments requires solving (5.17) for
3|F
q| convex spaces FSqK,τ , which is computationally daunting. However, it is clear that the argument of the
derivative of the uniformization map cannot change arbitrarily in small areas, and indeed, as expected, we
will show that the number of convex spaces needed to be searched is at-most of order 3|F|, which is still high
but at-least independent of the subdivision level q.
It is possible to prove this by developing an approximation argument for conformal maps, using the ap-
proximation Lemma 3.2 (observing how the argument of the derivative of the affine maps approximate the
arguments of the derivative of the conformal map). However, we will pick a different route which we believe
also gives an interesting intuition regarding quasiconformal simplicial maps. Intuitively, the claim is that the
argument change in simplicial quasiconformal mappings is linearly (and simply) bounded by the conformal
distortion bound. Denote by dS1
(
ei τ , ei τ
′
)
= mink∈N |τ − τ ′ + 2pik| the distance on the circle S1, then,
Lemma 5.6. Let fj , fj′ be two planar faces sharing an edge. Let Aj ,Aj′ be two planar affine maps, coin-
ciding on the common edge and have K conformal distortion bound, that is D(Aj) ≤ K, and D(Aj′) ≤ K.
Then ∣∣∣∣dS1 ( ∂zAj|∂zAj | , ∂zAj′|∂zAj′ |
)∣∣∣∣ ≤ sin−1(2K − 1K + 1
)
.
Proof. Let ek denote the common edge of the faces fj , fj′ , and let ek = (vi vi′), vi, vi′ its two vertices. By
continuity
Aj(vi′ − vi) = Aj′(vi′ − vi).
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Figure 3. Illustration for the proof of Lemma 5.6.
Plugging the expressions Aj(z) = αjz + βjz + δj , Aj(z) = αj′z + βj′z + δj′ for Aj ,Aj′ we get
αj(vi′ − vi) + βj(vi′ − vi) = αj′(vi′ − vi) + βj′(vi′ − vi),
and so
(αj − αj′) (vi′ − vi) = (βj′ − βj) (vi′ − vi).
Taking the absolute value and dividing by |vi′ − vi| we get
|αj − αj′ | = |βj′ − βj | .
Since D(Aj) ≤ K, we have that |βj | ≤ K−1K+1 |αj |, and similarly forAj′ . Let us assume w.l.o.g. that |αj | ≥ |αj′ |.
Therefore,
|αj − αj′ | = |βj′ − βj | ≤ |βj |+ |βj′ | ≤ K − 1
K + 1
(|αj |+ |αj′ |) ≤ 2K − 1
K + 1
|αj |.
Dividing both sides by |αj |, we get ∣∣∣∣1− αj′αj
∣∣∣∣ ≤ 2K − 1K + 1 .
It is not hard to check now (see Figure 3) that∣∣∣∣dS1 ( αj|αj | , αj′|αj′ |
)∣∣∣∣ = ∣∣∣∣arg αj′αj
∣∣∣∣ ≤ sin−1(2K − 1K + 1
)

Lemma 5.6 indicates that for Φ̂q ∈ FSqK , Kj = 1 +O(2−qκi), a pair of adjacent faces fj , fj′ ⊂ Ωi associated
to the same chart {Ωi, ϕi},
dS1
(
α̂j
|α̂j | ,
α̂j′
|α̂j′ |
)
= O (2−qκi) ,
where we used a Taylor expansion of sin−1(·) around zero. This is still not enough since to traverse from one
face to another in the qth subdivision level inside Ωi we will need O(2q) edge crossings, and hence we only
get that the difference between different arg α̂j for fj ⊂ Ωj is only bounded by O(2q(1−κi)) and since κi can
be strictly smaller than one, this is still not a constant. We therefore need to refine our argument. We will
show that the argument change in a chart Ωi can be bounded independently of the subdivision level q.
To do that we note that in Theorem 3.1 the estimate Dd(Φq |fj ) = D(Aj) = 1 +O(2−qκi) (remember that
κi = min {1, γi}) can be refined by replacing it with
Dd(Φq |fj ) = D(Aj) = 1 +O (hj) ,
where hj = max`=1,2,3 |z` − z˜|, z˜ = 12 (z1 + z2 + z3) is the centroid of the triangle ∆(z1, z2, z3), and z` =
ϕi(vj`) are the images in the local coordinates of the vertices of the face fj , and the constant in the O-
notation is independent of which face fj we choose in chart {Ωi, ϕi}. Now, take two faces fj , fj′ ⊂ Ωi in
chart i = ij . W.l.o.g. we can assume they both belong to one f ∈ F, that is fj , fj′ ⊂ f , otherwise we can
use the following argument few times but not more than half the valence of the vertex vi (defining the chart
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i). We can also assume that fj is the face touching the vertex vi, otherwise we can bound the argument
change by the sum of bounds when traversing from fj to the corner face (touching vi) and from the corner
face to fj′ .
Starting from (the corner) fj we traverse to any fj′ in the manner depicted
in the inset figure (red triangles represent the path connecting the face fj , in
yellow, and the face fj′ , in green). Denote the faces we traverse by fj → fj1 →
fj2 → ... → fj′ . We would now like to bound O(hj) + O(hj1) + O(hj2) +
... + O(hj′). Since, as mentioned above, the constant in the O-notation is
independent of the choice of face in the chart we actually need to bound hj +
hj1 + hj2 + ...+ hj′ . This will be done by using the binomial formula.
The first thing we do is to bound h for a general face fj′′ ⊂ f . We will then use
0m = 1m = 2m = ... 2qm =
this bound to bound the sum of h’s for our path. To bound h = max` |z`− z˜| it
is enough to bound the length of one of the edges of the triangle ∆(z1, z2, z3),
where z` = ϕi(vj′′` ), and vj′′` ,` = 1, 2, 3 are the vertices of the face fj′′ . Let us
denote by m the generation of fj′′ counted from the corner, as shown in the
inset.
Denote by w1, w2, w3 the corners of fj′′ . ∆(w1, w2, w3) is similar to f , and
1w 2w
3w
0
w.l.o.g. we assume w1 is the vertex corresponding to f ’s corner under the
similiarity (see inset figure for illustration). Then the length of one of the
edges of ∆(z1, z2, z3) is
|wγi1 − wγi3 | = |wγi1 + (w1 + (w3 − w1))γi |
= |w1|γi
∣∣∣∣1− (1 + (w3 − w1w1
))γi∣∣∣∣(5.18)
= |w1|γi |1− (1 + µ)γi | ,
where we set µ = w3−w1w1 . Now using the binomial expansion
(1 + µ)γi = 1 + γiµ+
(
γi
2
)
µ2 +
(
γi
3
)
µ3 + ... = 1 + γiµ+R,
and the reminder term R can be bounded by noting that w.l.o.g. γi < 1 (otherwise the edge length is O(2−q)
and there is nothing to prove) and therefore by induction
∣∣∣∣( γik
)∣∣∣∣ ≤ 1, for k ≥ 2, then,
|R| ≤ |µ|2 + |µ|3 + ... = |µ|
2
1− |µ| .
Plugging back in (5.18) we get
|wγi1 − wγi3 | = |w1|γi |1− (1 + γiµ+R)|
≤ |w1|γi
(
γi |µ|+ |µ|
2
1− |µ|
)
.
It is not hard to see that there exists constants c1, c2 > 0 such that |w1| ≤ c1m2−q, and |µ| ≤ c2m−1, and
therefore
|wγi1 − wγi3 | ≤ c 2−qγi mγi−1,(5.19)
where c > 0 is some constant. Now we use (5.19) to bound the sum of edge lengths in our path described
above,
hj + hj1 + hj2 + ...+ hj′ ≤
[
c2−qγi
2q∑
m=0
mγi−1
]
+mc2−qγi2q(γi−1)
≤ c2−qγi (O (2qγi) + 2qγi)
= O(1),
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where we used the fact that m ≤ 2q, and that ∑Mm=0mα = O(Mα+1).
This means that we can consider only τ =
(
τ1, .., τ|Fq|
)
that are defined on a subdivision level of, say,
q′ = dlog4 qe. That is, for subdivision levels q = 2, 3, 4, 5, 6, ..., we take the assignment vector τ to be
piecewise constant on faces of Sq′ , q′ = 1, 1, 1, 2, 2, ... (respectively). Since
∣∣∣Fq′ ∣∣∣ = O (4q′) = O (q), the
number of assignments τ we need to check to find a feasible map is of order O
(
3
∣∣∣Fq′ ∣∣∣)
= O (3q). The
arguments abobe imply that for sufficiently large q there exists some assignment constant over faces of level
q′ that will lead to a feasible convex problem (5.17).
A comment is in order: as the argument of conformal maps is harmonic, it is very likely that the argument
change will be slow even between neighboring charts in S (not even the subdivided versions). Therefore, it is
possible to reduce the complexity of the algorithm for many polyhedral surfaces S by defining assignments
by spreading small number of point seeds over S, dividing S into sub-areas of “constant” argument and
transporting the argument using the chart. Obviously, the way the arguments will be transported will change
the transported values, but nevertheless this type of argument will result in an algorithm with complexity
connected only to the geometry of S and its uniformization map to T (and not to its flat “tessellation”).
5.2. Second (iterative) algorithm. Here we suggest a practical and simple algorithm for finding Φq ∈
FSqK . In a nutshell, this algorithm iteratively adjusts τ based on the result of the previous iteration. Although
we do not have a proof that this algorithm will always find a feasible solution (we will leave this issue to
future work), it seems to do well in practice, and in the case it does find a feasible solution it is guaranteed
to be an approximation of the uniformization map, and has all the theoretical properties of the exhaustive
algorithm.
The idea of the algorithm is very simple: start with some arbitrary angle assignment τ 0 = (τ01 , ..., τ
0
|Fq|) and
solve the convex feasibility problem Φq ∈ FSqK,τ 0 , where K = (K1, ..,K|Fq|), and Kj = 1 + 2−cqκi . This is
done by solving the cone programming problem (5.17). If ε ≤ 0 a feasible solution was found and we are
done. Otherwise set τ1j = argαj , where αj is, as before, ∂zAj . The outline of the algorithm is provided in
Algorithm 2.
We have implemented this algorithm in MATLAB and used it to approximate uniformization of polyhedral
surfaces. One useful variation of Algorithm 2 is that once a feasible solution is found Φq ∈ FSqK,τ . It is
possible to further improve the result by pushing the conformal distortion per face further down using the
following, now feasible, problem:
min
∑
j εj
s.t.
εj ≤ ε(5.20)
|βj | ≤ Kj − 1
Kj + 1
Re
(
e−i τjαj
)
+ εj ,
and eqs. (5.10), (5.11), (5.12), (5.13).
These equations take the role of eqs. (5.17). We now iterating with these equations, keep updating τ and
resolving until
∑
j εj is not decreasing.
Another comment is that in implementing Algorithm 2 it is possible to replace the cone conditions in (5.17)
(and similarly in (5.20)) with linear constraints to end up with standard linear programming problem:
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Algorithm 2: Approximation of the uniformization map (iterative algorithm).
Input: Polyhedral surface S = (V,E,F), with three distinct boundary points v1, v2, v3 ∈ V
Subdivision level q ≥ 2 > 0
Constants 0 < c < 1
Output: Quasiconformal simplicial map Φq
// Set the charts
forall vi ∈ V do
Calculate θi, γi, κi;
// Subdivide
Subdivide S q times to get Sq = (Vq,Eq,Fq);
// compute discrete conformal structure
forall fj ∈ Fq do
Associate fj with a chart i = ij ;
Choose a coordinate system on fj such that vi is placed at the origin;
Map the vertices vj` , ` = 1, 2, 3 of fj by z 7→ zγi , and set as ∆j ;
Kj ← 1 + 2−cqκi ;
K← (K1,K2, ..,K|Fq|);
// In the following: find a map Φq ∈ FSqK
Initiate τ arbitrarily: τj ∈ [0, 2pi);
while ε is still decreasing do
Solve (5.17);
Update τ : τj ← argαj ;
if ε < 0 then
Return Φq;
else
Return “Did not find a feasible element in FSqK .”;
min ε
s.t.(5.21)
|βj |∞ ≤ 1√
2
Kj − 1
Kj + 1
Re
(
e−i τjαj
)
+ ε,
and eqs. (5.10), (5.11), (5.12), (5.13),
where we denote |β|∞ = max {|Reβ| , |Imβ|}. It is shown in [17] (see Proposition 4.2), that this formulation
will be equivalent to the cone condition as Kj → 1.
Figures 1 and 4 show two examples of approximations of the uniformization maps calculated with our iterative
algorithm. The first row shows the subdivided series of meshes S0 = S ≺ S1 ≺ S2 ≺ S3. The second (and
third row in Figure 4) shows a checkerboard texture mapped to the polyhedral surface by the inverse of the
simplicial approximations Φq. The bottom row shows the homeomorphic image under Φq of the triangulation
Sq onto the equilateral. Red color indicates conformal distortion. Note how the approximation improve as
the refinement level increases.
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bcd −> max CD: 1.8735  mean CD: 1.111 max CDil: 0.30399 bcd −> max CD: 1.9005  mean CD: 1.0543 max CDil: 0.31046 bcd −> max CD: 1.7656  mean CD: 1.0274 max CDil: 0.27682
S S1 S2 S3
Figure 4. Approximation of the uniformization map of the Igea polyhedral surface.
Appendix A.
Lemma 2.5 Let T = ∆(ξ, 0, η) be an isosceles triangle (|ξ| = |η|) and denote the angle θ = ](ξ, 0, η).
Further let T q be the qth level of regular 1-4 subdivision of T . Denote by h(z) = zγ the power map, and
assume that dγeθ < pi2 , and that θ < 60.4◦. Then, the simplicial maps hq defined by sampling h(z) over
the vertices of T q and extending by linearity are homeomorphisms that satisfy D(hq) ≤ K for some K ≥ 1
independent of q..
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Proof. We will denote by χq : T → C the simplicial map that is defined by sampling h(z) = zγ at the vertices
of T q and extending linearly. In particular, χq will map affinely the triangle ∆ = ∆(z1, z2, z3) ⊂ T q to the
triangle ∆(zγ1 , z
γ
2 , z
γ
3 ). We need to prove that χ
q are all quasiconformal maps with a universal bound on
their conformal distortion (a bound independent of q).
We first prove that it is enough to show that for sufficiently large Q > 0, χq, q ≥ Q is a homeomorphism.
Then we show that such a Q indeed exists.
Let us denote the set Tfar ⊂ T to include all the points z ∈ T such that if we write z = λ1ξ + λ2η then
λ1 + λ2 ≥ 12 . We also denote Tnear = Closure(T \ Tfar). Lemma 3.2 indicates that there exists some
finite level of subdivision Q˜, such that for all subdivision levels q ≥ Q˜, the map χq restricted to the set of
triangles in T q contained in Tfar is quasiconformal with bounded conformal distortion of, say, K˜ = 2. That
is, D(χq |Tfar ) ≤ 2 for q ≥ Q˜. Now our assumption is that for sufficiently large Q, χq is homoemorphic for
q ≥ Q. In particular we can take Q ≥ Q˜.
Now, χQ is homeomorphic, and therefore has to be quasiconformal since it maps finite simplicial complex
(build out of finitely many triangles). Denote D(χQ) = KQ. Since h(az) = (az)
γ = aγh(z), and multiplying
by a complex number keeps distortion and orientation unchanged we see that the conformal distortion of
χQ+1 over triangles in TQ+1 contained in Tnear is also bounded by KQ. Therefore, the conformal distortion
D(χQ+1 |Tnear ) ≤ KQ, while we already know that D(χQ+1 |Tfar ) ≤ 2. Therefore
D(χQ+1 |Tnear ) ≤ max {KQ, 2} .
Continuing with induction we prove that
D(χq |Tnear ) ≤ max {KQ, 2} ,
for all q ≥ Q.
We are left with the task of proving that χq, q ≥ Q are all homeomor-
0
ξ
η
phisms for sufficiently large Q. We will refer to the inset image depicting
an example of ∆(ξ, 0, η) for illustration. It is enough to show that ev-
ery triangle in every subdivision level T q is not flipped by χq. Indeed
since the boundary polygonal of T q is mapped to another simple poly-
gon, the fact that all inner triangles maintain their orientation implies
homeomorphism (see, e.g., [17] for a proof).
Let us fix some arbitrary q (e.g., see the inset). The first observation is
that the “corner” triangle, namely the triangle touching the origin does
not flip orientation under χq. This can be seen by using the fact that dγeθ < pi2 . This actually implies that
all triangles with an edge on the segments [0, ξ] and [0, η] (colored red in inset) are not flipped.
We are left with the triangles of the type colored green and gray in the inset. Since, as we noted before,
scaling does not change the orientation we can consider w.l.o.g. triangles of the form ∆(1, 1 + η, 1 + ξ) ∈ T q.
Since every triangle in T q is similar to T , we can further assume that the corner at 1 corresponds to 0 in T .
Since θ < 60.4◦ < pi/2 one must have Re(ξ)Re(η) > 0. The triangles for which Re(ξ) < 0 and Re(η) < 0
(corresponds to the gray triangles) are not flipped since h(1) = 1, h(1 + ξ) = (1 + ξ)γ , |(1 + ξ)γ | < 1, and
arg ((1 + ξ)γ) < pi2 since θdγe < pi2 and arg(1 + ξ) ≤ θ. Similarly, arg ((1 + η)γ) > −pi2 and therefore the
triangle ∆(1, h(1 + η), h(1 + ξ)) has the same orientation as ∆(1, 1 + η, 1 + ξ).
We are left with the triangles for which Re(ξ) > 0 and Re(η) > 0 (the green triangles in the inset). We will
later use the fact that since all the triangles are isoceles a consequence from the cosine law is that, for all
“green” triangles,
(A.1) |ξ| ≤ 1√
2(1 + cos(θ))
,
and similar bound holds for |η|.
A sufficient condition that will prevent triangle ∆(1, 1 + η, 1 + ξ) from flipping is
Re(1 + ξ)γ − 1 > 0 , Re(1 + η)γ − 1 > 0.
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We will show the first inequality, and the second is proved similarly. In the following we use the binomial
expansion [2]. Denote ξ = reiϕ, then
Re(1 + ξ)γ − 1 = γ Reξ + γ(γ − 1)
2
Reξ2 +
γ(γ − 1)(γ − 2)
3!
Reξ3 + ...
= γr cos(ϕ) +
γ(γ − 1)
2
r2 cos(2ϕ) +
γ(γ − 1)(γ − 2)
3!
r3 cos(3ϕ) + ...
= γr
(
cos(ϕ) +
γ − 1
2
r cos(2ϕ) +
(γ − 1)(γ − 2)
3!
r2 cos(3ϕ) + ...
)
= γr
 ∞∑
j=0
aj cos ((j + 1)ϕ) r
j
 ,(A.2)
where aj =
(γ−1)(γ−2)···(γ−j)
2·3·...(j+1) , for j = 1, 2, ..., and a0 = 1. Let k ∈ N be such that k < γ ≤ k + 1 . Since
0 < γ − k ≤ 1 we have
|ak| =
∣∣∣∣ (γ − 1)(γ − 2) · ... · (γ − k)2 · 3 · ... · (k + 1)
∣∣∣∣ ≤ 1k + 1 .
Using induction one proves that for j = k + 1, k + 2, ...
|aj | ≤ 1
j + 1
.
We can now bound (A.2) as follows
Re(1 + ξ)γ − 1 = γr
 k∑
j=0
aj cos ((j + 1)ϕ) r
j +
∞∑
j=k+1
aj cos ((j + 1)ϕ) r
j

≥ γr
cos(ϕ)− ∞∑
j=k+1
1
j + 1
rj

≥ γr
cos(ϕ)− 1
r
∞∑
j=k+1
1
j + 1
rj+1

≥ γr
(
cos(ϕ)− 1
r
(− log (1− r)− r)
)
≥ γr
(
cos(θ) +
log (1− r)
r
+ 1
)
,(A.3)
where in the second row we used the fact that for 1 ≤ j ≤ k, j + 1 ≤ dγe, and therefore cos((j + 1)ϕ) ≥
cos(dγeθ) ≥ 0 as θdγe < pi/2. Plugging (A.1) in (A.3) we get
Re(1 + ξ)γ − 1 ≥ γr
cos(θ) + log
(
1− [2(1 + cos(θ))]−1/2
)
[2(1 + cos(θ))]
−1/2 + 1

= γrΥ(θ),
Investigating the function Υ(θ) (see inset for its graph, in red)
0 0.5 1 1.5 2−1
−0.5
0
0.5
1
θ
ϒ(
θ)
reveals that for θ ≤ 60.4◦ Υ(θ) > 0 and therefore Re(1 + ξ)γ −
1 > 0. Similarly, Re(1 + η)γ − 1 > 0 and therefore the triangle
∆(1, h(1 + η), h(1 + ξ)) is not flipped. 
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