The goals of the paper are: (1) to suggest that library and information science already depend heavily on statistical techniques; (2) to present examples of the need for greater knowledge of statistics, especially inferential statistics, among librarians and information scientists; and (3) to argue that library school students can be taught inferential statistics.
In a similar vein, Anders writes: "Generally, as Purdy observed, librarians have `been slow to exploit measurement as a professional tool." 10 The available evidence suggests that librarians use statistical data less often in cooperative planning -and even in administrative planning -than do personnel of other educational and service agencies . . . . Use of statistical measures by librarians in program planning appears to have occurred infrequently." 11 To analyze library statistics thoroughly requires a deeper understanding of modern statistics than is provided by many library school courses, especially at the master's level. In order to extract the maximum possible amount of information from a set of figuresand in order to avoid drawing superficially plausible but actually unwarranted conclusions -the professional librarian needs to know something about inferential statistics as well as descriptive statistics.
The widespread notion that only descriptive statistics (at most) needs to be taught to librarians is, unfortunately, all too clearly revealed in a recent paper 12 by J. M. Brittain. Although he argues well the case for teaching quantitative methods in library schools, he dismisses inferential statistics with the comment that a recent text, 13 which discusses this area, "provides too much detail about statistical techniques, many of which have limited applicability to library and information problems."
The purposes of the present paper are: (1) to suggest that library and information science are already much more dependent on the use of statistical techniques than many librarians and library educators appear to be aware; (2) to present examples of the need for a better understanding of statistics, especially inferential statistics, among librarians and information scientists; and (3) to offer evidence of what can be done in providing library school students with a more extensive introduction to statistics than is generally given them.
What are "descriptive" and "inferential" statistics? The methods of descriptive statistics serve the purpose of describing measurable characteristics of some set of entities (e.g., people, libraries, circulation figures, periodical prices). Among the characteristics frequently used are the total, counts and percentages in subsets, the median, the arithmetic and geometric means, the range, and the standard deviation: e.g., median number of books written by individual authors, (arithmetic) mean daily number of journals circulated, geometric mean annual increase in the size of a collection, range of the number of reference inquiries in a day, and standard deviation of the number of patrons using the card catalog at the same time. The techniques of descriptive statistics include determining numerical values for such characteristics, summarizing them, and displaying them in tables, graphs, charts, etc.
The methods of inferential statistics center around the process of examining a sample of data about some set of entities of interest -such a set is called a "population"-and, through use of the evidence available in the sample, making an inference about some characteristic of the population. The goals are to make correct inferences, to avoid incorrect inferences, and to have a clear idea of just how likely it is that a particular inference is correct. The usual path to this goal is to make explicit a statement, called a "statistical hypothesis," concerning the population characteristic and then to apply a statistical technique to the evidence in the sample in order to reach a decision either to accept or reject the hypothesis.
A particular virtue of inferential statistics is that it calls attention to the fact that many phenomena are by nature variable, and that observed differences may often be due to nothing more than chance. For instance, if one knows that the daily circulation of a library fluctuates easily and frequently from as low as 50 to as high as 300, one is unlikely to assume that the difference between a mean daily circulation of 100 last week and 101 this week really portends an upsurge in circulation. In less obvious circumstances, however, people have been known to interpret equally meaningless differences as important.
Inferential statistics furnishes tools by which to decide whether an observed difference is "significant," in a strict technical sense: viz., that the difference is very unlikely to be due to chance. A difference that is statistically significant mayor may not be of practical importance. On the other hand, a difference inav seem, to the uninitiated, large enough to be important and yet be, in fact, non-significant because it could easily have been due to mere chance.
A fundamental practice in inferential statistics is to formulate a hypothesis -often called a "null" hypothesis -that amounts to saying, "The observed phenomenon can reasonably be attributed to chance, i.e., is not significant," and then to examine the data in order to decide whether this hypothesis can be rejected. Often the investigator hopes to be able to reject the null hypothesis because he or she favors an explanation other than chance for the phenomenon.
The first purpose of this paper is to indicate that library and information science already make considerable use of statistical techniques, both in research and in practice. Of special interest is the current level of use of the techniques of inferential statistics. From an on-going study of trends in the use of statistics in library and information science, data are available on the use of statistics in articles in journals in these fields during 1975.
Before the data are presented, some definitions are necessary. Journals often contain not only articles but also editorials, news items, obituaries, etc. In this study the basic criteria for deciding what was an article were (1) identification as an article by the editor in the table of contents or (2) presence of an author's name along with the title in the table of contents. Regular columns (i.e., regularly appearing features) were not taken to be articles; neither were editorials, news stories, and letters to the editor. Doubtful items were counted as articles if they had at least one reference.
An article was counted as using statistics (1) if it mentioned quantitative data for the purpose of comparison (e.g., of one institution against another, one situation against another, or one time against another), or (2) if the quantitative data served to distinguish an institution or situation from others of the same general type -as in "Library A has 500,000 titles" (viz., not 5,000,000 or 5,000) -provided that the distinction was essential to the main theme of the article. Articles that incidentally mentioned quantitative data for background information were not counted. For example, the sentence, "At the beginning of 1974 there were forty-eight EDCs [European Documentation Centres] in the United Kingdom, mostly located within university or polytechnic libraries," 14 appeared in an article which, despite its containing a wealth of information, was not counted as using statistics. Finally, vague statements such as "about 50 per cent" or "over 40,000 readers" were not treated as uses of statistics.
For the purposes of this study, an article was deemed to have used inferential -as distinguished from descriptive -statistics if it employed such techniques as: analysis of variance; chi-square test of association; chi-square test of goodness-of-fit; confidence intervals for population parameters; F-test for the comparison of variances; t-test of the difference of means; or comparable techniques, either parametric (i.e., based on properties of the normal, or Gaussian, distribution) or non-parametric. 15 With perhaps a slight stretch of the definition, an article that used correlation or regression was counted as an instance of inferential statistics even if the author failed to state explicitly a hypothesis about the population correlation coefficient. This does not mean, however, that articles containing loose statements about the "correlation" of two phenomena were counted. For an article to be included in the inferential statistics category, the author had to show clearly that he or she was referring to a standard correlation coefficient (e.g., Pearson, Kendall, Spearman), not merely a subjectively judged tendency toward similar behavior.
In the study all articles appearing in 1975 in 36 journals in the fields of library and information science were examined. These journals were all the national and international scholarly journals in the fields of library and information science that (1) were available in the library of the University of Texas at Austin and (2) were in English or French. Regional American journals (e.g., state library association journals) and journals in other languages were excluded.
The journals examined constitute nearly all of the population of scholarly journals in English in library and information science, plus two journals in French. One of the journals, Scientific and Technical Information Processing, consists of translations of "selected major articles" from Nauchno-Tekhnicheskavalnformatsiya, Seriya 1, and thus represents some of the literature in Russian. It seems fair to consider the journals in the study as constituting a substantial portion of all the scholarly journal literature in library and information science for 1975, and a very substantial portion of the English-language subset of that literature. The year 1975 was used because it was the most recent year for which, owing to delays in the bindery, the journal literature was conveniently accessible.
The basic data from the study appear in Table 1 . The total number of articles examined was 1,157, of which 522, or 45.1 per cent made at least one use of statistics that was considered worth counting according to the criteria explained earlier. Every journal that was examined turned out to have at least one article with statistics. Some 34, or 2.9 per cent of all the articles, made at least one count-worthy use of inferential statistics, an over-all average of nearly one such article per journal. These 34 constituted 6.5 per cent of the articles that used statistics. In Table 2 the journals are arranged in order of percentage of articles making at least one use of statistics. That the top-ranked journal, Research in Librarianship, appears to be an outlier may be due to the fact that only two issues were available for the study, containing only four articles altogether. Of the 36 journals studied, 15, or 41.7 per cent, were found to have count-worthy uses of statistics in over half of their articles. The smallest percentage of statistical articles in any journal was 9.4 per cent. Almost half of the journals contained at least one article that used inferential statistics. Table 3 presents the 16 journals that did so. The arrangement is in order of percentage of inferential statistics articles with respect to the set of articles using either descriptive or inferential statistics. (That the School Media Quarterly ranks first in the percentage of statistical articles that used inferential statistics perhaps stems from the fact that American graduate students who major in education often receive much training in statistics before occupying positions in such places as school media centers.) The primary concern of this paper is the teaching of descriptive and inferential statistics to library school students. What implications for teaching are found in the data on the use of statistical methods in the 1975 journal literature of library and information science?
First, the inferential approach leads one to the recognition that the journal literature which was published in 1975 and examined in the study is only a sample of recent research and practice. As a sample, however, it is large enough to permit one to believe that the proportions observed are fairly close to those that would be found if one examined the entire population of recent journal literature in these fields. (It is expected that the on-going study that furnished the data will find that the proportions of use of statistics in general and of inferential statistics in particular have increased in the literature of library and information science during recent decades; but at the moment, that remains an untested hypothesis.) Second, one must recognize, especially from the data in Table 2 , that even a casual reading of this literature demands an acquaintance with descriptive statistics. Even in the least statistically oriented journal, nearly one article out of ten used statistics.
Third, the data show that professionals working in library science and information science unquestionably need to understand basic inferential statistics in order to follow the literature of these fields. From Table 3 Table 3 simply cannot be ignored by the professional librarian or information scientist, and in these journals the professional is going to continue to encounter articles that he or she cannot fully understand without a knowledge of inferential statistics.
Since professionals in library and information science need an understanding of descriptive and inferential statistics, library school students need to be taught these subjects. As future professionals, they must be enabled to cope with publications that go beyond what B. C. Vickery 16 calls the qualitative description mode of investigation into what he labels as quantitative and evaluative description and, even further, into correlative studies and studies that involve causal analysis. Whether or not students and professionals perform such studies themselves, they must be able to understand, and appreciate the importance of, such studies.
There is still another way of interpreting the data. Although many of the articles counted as using statistics did so in minor ways, a considerable number of articles contained large quantities of descriptive statistics. Many of these were detailed presentations of results from surveys or records of user behavior (e.g., studies of interlibrary loan requests with data on age of journal or book sought, category of requestor -physician, dentist, student, social worker, medical technician, -language of item requested, source of reference.) Many offered a richness of data that cried out for inferential analysis (e.g., do physicians who are primarily in practice really tend to request articles that are more recent than those requested by physicians who are primarily educators?).
Brittain asserts that the "needs of practising librarians for skills [in research and statistics] are relatively modest . . . ." 17 To the degree that this is true, it is so because practicing librarians and information scientists set their sights too low and fail to realize how much better they could practice their profession if they possessed statistical skills and were alert for opportunities to employ them. Burns, having observed that "libraries have never come to grips adequately with the problems which arise in gathering statistical information about themselves or their operations," 18 goes on to present a long list of questions to which library and information system managers need answers but almost always lack them. Why are the answers missing? Because the generally inadequate statistical knowledge of professional librarians and information scientists causes them to miss opportunities to gather and analyze data that could yield the answers.
The percentage of use of descriptive statistics in journal articles in library and information science can be viewed as a measure of the readiness of authors in these fields to employ quantitative arguments, to appeal "to the numbers" for support for their theses. The percentage of use of inferential statistics can be viewed as a measure of the sophistication of authors in these fields in employing quantitative arguments. The gap between the percentage (45.1) of articles in 1975 that used statistics of any kind and the percentage (2.9) that used inferential statistics indicates the great potential for improvement in the use of quantitative arguments.
The study uncovered example after example of descriptive summaries of data on which inferential analyses might have been performed. Such analyses might have led -surely would have led in some cases -to a deeper understanding of the phenomena being studied.
One clarification that can result from inferential analysis is a recognition that apparently minor differences are actually significant (in the statistical sense) and may be of practical importance. Failure to use inferential analysis can thus result in missing an opportunity for clarification.
Probably more common is the mistake of assuming that an observed difference is significant when inferential analysis would have shown it to be easily explained by chance. An example which the author has used in the classroom for several years comes from an article 19 comparing men and women head librarians in American colleges. One of the tables in that article contains the information presented here as Table 4 . Referring to the data in Table 4 , the article says, "It would appear that the ladies are slightly better at getting the money than are the men." Although this statement can be argued to be correct if interpreted literally, it certainly might leave a hurried reader with the erroneous impression that the article had proved women head librarians in general to be more successful than men head librarians at "getting the money." In fact, by applying the chi-square test of association to the data in Table 4 , one obtains 4.35 as the observed chi-square score. With 3 degrees of freedom, this score is only slightly over half of the critical value of 7.82 needed to reject, at the 5 per cent level of significance, the null hypothesis of no association between a library's share of the college budget and the head librarian's sex. One must therefore recognize that the numbers of male and female head librarians that turned up in the author's sample might just as easily have seemed to show a slight tendency for men to be better than women at "getting the money." The observed data are simply inconclusive.
A clear-cut example of an author's reaching a conclusion that was not supported by his own evidence is found in a paper 20 surveying users of the technical library of a company. One of the statements in the paper is: "Significant differences between directors [of departments of the company] and non-directors were revealed in many responses . . . . On their reason for use of the library [presented here as Table 5 ], 44% of the directors use it for keeping up on current information compared with 21% for non-directors. This director/non-director split has serious implications for the library and is the most important finding." What happens when one examines these data by the methods of inferential statistics? Using the Kolmogorov-Smirnov twosample test of goodness-of-fit, 21 one finds that the observed value, 0.24, of the test statistic is much less than the critical value, 0.48, which (with samples of 14 and 18, respectively) must be exceeded for rejection of the null hypothesis at the 5 per cent level of significance. The general null hypothesis of the Kolmogorov-Smirnov test is, H 0 : The two populations from which the samples were drawn have the same distribution function. In this example the null hypothesis may be particularized thus: The various reasons for using the library are shared, in the same proportions, by directors and non-directors.
In short, when one examines the data of the example from the viewpoint of inferential statistics, one realizes that the apparent difference between directors and non-directors in their reasons for using the library is probably just the kind of difference that arises by chance alone out of typical vagaries of the process of sampling. The evidence simply does not justify the reported conclusion that directors and non-directors generally differ in their reasons for using the library.
One need not be versed in the Kolmogorov-Smirnov test to check the conclusion the article draws from Table 5 . Though the Kolmogorov-Smirnov procedure is preferable for dealing with Table 5 , the better known chi-square test of association could be used. An appropriate way of using it entails ignoring the "work in quiet place" category and merging the "literature search" and "obtain citation" categories to avoid expected frequencies less than one. 22 The result is a chi-square score of 4.54 with 2 degrees of freedom, well under the critical value of 5.99 needed for rejection, at the 5 per cent level, of the null hypothesis of no association between being a director or non-director and reasons for using the library.
Both the chi-square and the Kolmogorov-Smirnov procedures show that the article's "most important finding" is not supported by its data. The point is that its author failed to recognize the possibility that his data were inconclusive and to test for that possibility. Now, all students in an elementary course in inferential statistics will work at least a few problems using the chi-square test of association. The author would argue that any such student experiences enough of the vagaries of small samples to have asked himself or herself whether the frequencies in Table 5 really supported the conclusion drawn in this example, and that any such student would thus have avoided the error.
Even an elementary understanding of the concepts of inferential statistics would have saved the author of this example from stating in print-as "the most important finding" of his study -a conclusion which his own data belie. But more important, such an understanding would have saved his readers from acquiring as fact an unsubstantiated, and quite possibly false, conclusion.
A final example. While the author was writing this paper, a former student dropped in to visit. During the conversation he casually mentioned that he had just found a potentially embarrassing misuse of statistics in a request for a grant currently being drafted in the library where he now works. Because he knew enough about statistics, he not only kept his institution from being embarrassed by the misuse but also quite possibly prevented the proposal itself from being considered unfavorably by the prospective funding agency because of the error. In short, his knowledge of statistics may well mean thousands of dollars to his library in this instance alone.
The problems of making mistakes and missing opportunities to probe more deeply into phenomena constitute the main argument for teaching inferential statistics in library schools. One should not overlook the additional argument of enabling students to understand the professional literature better.
But can library school students learn inferential statistics? The present paper is arguing that the answer is "Yes," and this answer is supported by experience in teaching inferential statistics in the Graduate School of Library Science, University of Texas at Austin.
For the past six years the course, Research in Library Science, has included an introduction to descriptive and inferential statistics. Other parts of the three-semester-hour course are an introduction to scientific research, training in the preparation of research proposals, training in survey methods, and brief treatments of other areas of library-related research, viz., content analvsis, stylostatistics, historical research (with emphasis on cliometrics, the newly developing area of quantitative methods in historical research), and analytic bibliography.
This course appears quite similar in content to the quantitative methods course at Loughborough University that Brittain 23 outlines, except that it places less emphasis on survey methods and much more emphasis on statistics. These differences in emphasis stem not only from the case for teaching inferential statistics presented in this paper, but also from the belief that students (and professionals) can learn survey methods on their own much more easily than they can learn statistics on their own.
To guide the autodidact in survey methods, there is an abundance of good textbooks. The appendix to this paper offers some suggestions.
The would-be autodidact in statistics, however, faces greater difficulties. There is simply no satisfactory textbook in English 24 on statistics designed specifically for librarians and information scientists, although H. Goldhor's book 25 on research provides a useful introduction. A recent effort toward such a text 26 turned out, unfortunately, to be "replete with errors" 27 that make it unsuitable for the statistical novice. For textbooks in statistics, the Texas course has relied on Goldhor's book and on introductory texts for students in psychology and sociology (for details, see the appendix).
The intrinsic difficulties of statistics and the lack of suitable texts aimed at librarians and information scientists would suffice as reasons for emphasizing statistics over survey methods in library school courses in research or quantitative methods. But there is still another reason: It is now possible to teach students computer-assisted statistics. Computer programs can handle the tedious arithmetic that used to burden students and statisticians. The student, freed from arithmetic toil, can concentrate on the concepts of statistics instead of the calculations. Furthermore, computer programs can easily handle problems large enough and realistic enough to provide the student additional incentives for learning. Practice with such programs helps students to become aware of how easy it really is nowadays to get answers to statistical problems. Clearly, it will ordinarily be much easier (for administrative, rather than technical, reasons) to provide instruction in computer-assisted statistics to organized classes in universities than to autodidacts.
The Texas course in research in library science integrates the learning of statistical concepts with practice in using several statistical program packages, 28 including BMD, 29 OMNITAB II, 30 and SPSS. 31 Barely have the students learned what the arithmetic mean is before they learn how to make OMNITAB calculate means for them. By the end of the course the students are using the computer to perform regression analyses and to draw data points and trend lines on a computer plotter. Along the way the students learn the concepts of inferential statistics and some of its principal techniques (analysis of variance, chi-square, confidence intervals, correlation, regression, and t-test) by working library-oriented problems with computer assistance.
The total cost of computer time and supplies for the problems is about $15 per student. For this modest expenditure by the university the students acquire not only a knowledge of inferential statistics but also a good deal of practice in using computers interactively and in batch-mode. The practice is effective in overcoming the qualms about using computers with which many students begin the course. Furthermore, the statistical program packages used in the course are widely available. The students' attention is called to the fact that many of them will be working for academic institutions, municipal governments, school systems, and companies with computer systems on which these or comparable statistical program packages are or can be installed.
Lest anyone think that students emerge from the course able to work statistical problems only with the aid of a computer, it should be added that manual methods are not neglected. However, arithmetic for the sake of arithmetic is avoided, and students are encouraged to use personal electronic calculators. Quite inexpensive models (under $30) now offer direct calculations of mean and standard deviation. For student use Texas provides three electronic calculators -Hewlett-Packard models 67 and 45 and a Commodore model S-61 ("Statistician") -and the students are required to learn to use all three.
Experience indicates that a course in research or quantitative methods ought to come early, rather than late, in the education of the fledgling librarian or information scientist. At Texas the research methods course used to be scheduled for the student's terminal semester, as one of the final steps in preparing the student to enter the profession. But at the suggestion of students the course has been moved to early in the curriculum. Thus the students are able to use what they learn in the research course in their later courses, especially in connection with their reading of the professional literature for other courses. This recognition by the students themselves of the importance of statistical methods is further evidence of the indispensability of these methods for the person who wants to function as a professional in library and information science.
Over 700 students have completed this course in research in library science during the past six years. Their success in the course proves that library school students can learn both descriptive and inferential statistics.
Summary.
A study of the journal literature of library and information science showed that in 1975 about 45 per cent of all the articles made some use of statistics and about 3 per cent of all the articles used inferential statistics. The former percentage was interpreted as, prima facie, a call for the educating of library school students in descriptive statistics. Although the latter percentage is low, articles using inferential statistics appear with higher relative frequencies in the leading journals used by serious professionals in library and information science. The low percentage of inferential statistics articles was also placed in the context of mistakes in the analysis of quantitative data and missed opportunities for more penetrating analyses of such data. It was argued that such mistakes and missed opportunities, along with the use of inferential statistics in the leading professional journals, call for the educating of library school students in inferential statistics. A description was given of a course in research methods that includes descriptive and inferential statistics and provides students with experience in using computer program packages to handle statistical data. The successful completion of this course by several hundred library school students provides the evidence that such students can learn descriptive and inferential statistics.
APPENDIX

Recommended Works on Survey Methods
