In this note we show how the main result of Lou et al. 2] can be generalized to an unreliable machine with various quality levels. We consider a single machine which can process parts of di erent t ypes. The machine can process at most one part at a time and it needs a setup period whenever it switches from one part-type to another. Parts enter the system in type-speci c input rates and require type-speci c processing times. The quality o f the machine deteriorates according to a continuous-time Markov process and the only way to improve the quality is by replacing the machine by a new one. We postulate a simple form of real-time replacement and scheduling policies, and derive conditions ensuring the stability of the system under these policies.
Introduction
In this note we show h o w the main result of Lou et al. 2] can be generalized to an unreliable machine with various quality levels. The common features of the systems considered here and in 2] are as follows. There is a single machine which can process parts of di erent t ypes. The machine can process at most one part at a time and it needs a setup period whenever it switches from one part-type to another. Parts enter the system in type-speci c input rates and require type-speci c processing times. In addition, the machine is unreliable in the sense that it can break down at random times. After each breakdown a repair has to be initiated, which lasts a random time interval during which no parts can be processed.
The present paper generalizes this framework in one important aspect. Instead of assuming only three states of the machine (working, being set up, and being repaired) we assume that the machine deteriorates over time. More speci cally, whenever the machine is working, it is operating at one of nitely many \quality levels." The di erent quality levels refer to di erent rates at which defectives are produced or to di erent rates at which parts are being processed. In other words, the processing rates are not only part-speci c but depend also on the quality level of the machine. The quality of the machine deteriorates according to a continuous-time Markov process and the only way t o i m p r o ve the quality i s b y a repair. We make the simplifying assumption that a repair moves the state of the machine into the highest possible quality level, that is, a repair is equivalent to a replacement by a new machine. Therefore, we shall hereafter only use the term \replacement" instead of the term \repair".
The introduction of varying quality levels adds a new feature to the scheduling problem, namely the \optimal" timing of the replacement (or new machine installation) periods. Following the approach in 3, 1, 2] , we do not solve this optimization problem but postulate a simple form of real-time replacement policies, and derive conditions ensuring the stability o f the system under the postulated scheduling and replacement policies. The scheduling policies are identical to those already investigated in 2]. The stability notion that we employ i s the recurrence of the total work backlog. In other words, we derive conditions under which, with probability one, the limit inferior of the total work backlog is smaller than some nite number.
3
The plan of the paper is as follows. In Section 2 we formally state the problem and introduce the notation, without taking into account the replacements. In Section 3 we describe a simple real-time replacement policy and derive necessary conditions for the system to have su cient capacity. Finally, in Section 4 we show that the necessary capacity condition together with a lower bound on the quality levels ensures the recurrence of the total work backlog.
Most of the notation we use is identical to the one in 2]. We shall focus on those features of the model which are di erent from the ones in 2]. While it is not necessary it would, however, behelpful for the reader to have a copy of 2] at hand, while reading this paper.
Problem Formulation

Parts and Work
We assume that there are N di erent part-types, that parts of type i enter the i-th bu er at a c o n s t a n t and deterministic rate d i > 0, and that a part of type i requires i > 0 time units to beprocessed, when processing is done on a new machine or the machine of the highest possible quality level. Processing times required on a machine of a lower quality level are de ned in the next subsection. Here i is constant and deterministic. We denote by i = d i i the work input rate of bu er i, b y = N P i=1 i the total input rate, and by x i (t) the numberof parts in bu er i at time t. The work backlog in bu er i at time t is denoted by w i (t) = i x i (t) and the total work backlog at time t by W(t) = N P i=1 w i (t). The machine can produce at most one part at a time. If it switches from processing parts of type i to processing parts of type j 6 = i, a setup period of (deterministic) length > 0 is required.
Machine States
We w ant to model a machine which deteriorates in the course of time, even breaks down, and gets replaced by a new machine. We denote by T n the time at which the n-th replacement period has ended (or, equivalently, the time at which the (n + 1)-st machine has been installed) T 0 = 0 .
A machine may be in M + 3 di erent states. There are M working states and 3 nonworking states. The non-working states are the state of being broken, the state of being replaced by a new machine, and the state of being set up for a new part-type. We assume that the \age" of a machine does not change during setups and that a machine which has just been replaced has age zero. In other words, the machine age s is the time elapsed since the last replacement period minus the total time spent in the setup state since the last replacement. More formally, if we denote by s n+1 (t) the age of the (n + 1)-st machine at calendar time t and by t`the beginning of the`-th setup period, then we have for all t 2 T n T n+1 )n 1 S =1 t` t + ), s n+1 (t) = t ; T n ; #f`: t`2 T n t )g:
We will denote the total lifetime of the (n+1)-st machine by n+1 , t h a t i s n+1 = s n+1 (T n+1 ).
If a machine is broken, then it cannot produce anything, that is, its capacity is zero.
If the machine is in the working state m 2 f1 2 : : : M g, then it has capacity q m 2 (0 1].
By this we mean that the machine can successfully complete q m steps pertime unit so that it takes i =q m time units to nish a part of type i. Another (mathematically equivalent) interpretation of the machine states is that defectives are produced at a rate 1 ; q m , and that these defectives have to be returned to the bu er for reprocessing. We assume that 0 < q M < q M;1 < : : : < q 1 = 1 :
We assume that a new machine is in state m = 1 and that the machine quality can be improved only by replacement.
State Transitions (without Replacements)
Let f F P gdenote the underlying probability space. We assume that the machine state process is a continuous-time Markov process de ned on the probability space f F P gwith state space f1 2 : : : M + 1 g, where m = M + 1 means that the machine has broken down.
The time variable of the process is the machine age s. This implies that we do not count the setup periods when we determine the machine age: the Markov process is halted during setups. Let m(n s !) bethe state of the n-th machine at age s and ! 2 . 
Note that p ii = ; P j> i p ij for all i and that the broken-down state M +1 is an absorbing state. We assume that p ii < 0 for all i = 1 2 : : : M , that is, the machine leaves every working state eventually with a positive probability.
Part-Type Selection
So far we have not speci ed in which way a part-type is selected for processing. Several reasonable policies have been suggested in the literature. We shall assume that the so-called CLW policy (Clear-the-Largest-Work) is implemented. This type of policy has been studied in 1, 2, 3] and can bedescribed as follows (recall that t`denotes the starting time of thè -th setup period).
1. At time t`, t h e m a c hine starts a setup for part-type i`, where i`is any index such that w i`( t`) w i (t`) for all i = 1 2 : : : N :
2. Whenever the machine beginsprocessing parts of type i 2 f 1 2 : : : N g, then it continues to process parts of this type until either the machine is replaced or the i-th bu er is empty, i.e., w i = 0 .
Feasibility of Replacement Policy
In this section we investigate replacement policies that provide enough capacity for the machine. We assume a simple structure of the replacement policy. More speci cally, a replacement policy is uniquely determined by a machine quality state R 2 f2 : : : M + 1 g:
if the machine quality drops to R or worse, then an installation of a new machine, whose quality state is 1, is immediately initiated.
Before proceeding further with our investigation, we should note that such replacement policies arise naturally in a setting where there are costs associated with replacements and backlogs. Clearly, a low value of R could result in high replacement costs and low backlog costs, whereas a high value of R would have just the opposite e ect. Therefore, if these costs were given, it is conceivable that a minimal cost-policy would be of the type speci ed above. And if so, the optimization problem would beto nd that value of R that would minimize the total replacement a n d b a c klog costs. Indeed, a special deterministic case of this problem is quite common in practice. In this case, R represents the age of the machine and the machine quality deteriorates monotonically with its age. Here the optimization problem is to nd the age at which to replace the machine.
Returning to our stability analysis, which is simpler than the optimality analysis, let us assume that the replacement p e r i o d s n are independent and identically distributed, and that they are independent of the process m(n s !). Moreover, we assume that n is exponentially distributed with rate . Fo r a g i v en replacement state R , the generator of the machine states (with replacements) is thereforẽ 
7 Lemma 1 A necessary condition that the replacement policy R is feasible (i.e., stable) is
Proof. When the replacement policy is feasible, the long-run average capacity of the system is greater than the input rate. This is exactly what (3) means.
Now we proceed to consider the case when setups are involved. When the machine switches from processing parts of type i to processing parts of type j 6 = i, a setup time > 0 is incurred. We have already mentioned that the machine aging process is halted during setups, that is, no transitions between machine states 1 2 : : : M M + 1 occur during setup periods.
We assume furthermore that a setup period is required after each replacement. From now on we assume that a replacement quality R has been xed, and we denote by P the transition matrixP R , i.e., Because of k n+1 1, the total input during T n T n+1 ) i s greater than or equal to
The expected total input is therefore greater than or equal to A := + E( n+1 + n+1 ):
In the above, we have used the fact that for any non-negative random variable X with a cumulative density function F(t), it holds that E X=
If the system has enough capacity, then the expected output is greater than the expected input in every interval T n T n+1 ). (This is because all intervals T n T n+1 ) are a priori identical, and if expected output were smaller than expected input in one of these intervals, it would be so in all of them, leading to an insu cient capacity). Thus, we m ust have ( 4 ) . It remains to beshown that (4) 
Proof. Consider the interval t` t +1 ) and assume that no replacement occurs during this interval. We rst derive an inequality that is analogous to 2, Equation (5)]. In terms of work, the input rate into bu er i`during the interval t` t +1 ) i s g i v en by i`. Here, i`denotes the part-type processed by the machine between t`and t`+ 1 . The output rate, on the other hand, is 0 during the setup t` t + ) and it is at most equal to 1 during t`+ t +1 ). From the second rule in the de nition of a CLW policy, it follows that w i`( t`+ 1 ) = 0 . From these properties one obtains t`+ 1 ; t` + w i`( t`) + i1 ; i`:
Note that assumption (7) is essential for this step. Now we de ne S(y) as in 2, Equation
, that is S(y) = N (1 ; 1 )y ; 1 ], where it has been assumed that 1 = minf i j i = 1 2 : : : N g. Assuming T n = t`, it follows from the rst rule in the de nition of a CLW policy that w i`( t`) = w i`( T n ) W n =N, which is identical to 2, Equation (7)]. As in 2] it follows from these properties that k n+1 = 1 whenever W n > S ( n+1 ), where n+1 = s n+1 (T n+1 for set up periods and repair ; q m(n s !) for all other t 2 T n T n+1 ), where s = s n (t):
This yields, at every sample point !, 
