Abstract-We show that a system of linear differential equations with conditionally periodic coefficients is exponentially dichotomous if and only if the spectrum of the monodromy operator does not meet the unit circle. In the present paper, we analyze the conditionally periodic system (0.1) using an approach in which this system is replaced by a system of partial differential equations [2] (or a system of integral equations [3] ). The diagonal function x(t) = u(et) of a solution u = u(ϕ) of the new system is a solution of system (0.1). This permits one to define the monodromy operator [3] of system (0.1), which is an analog of the monodromy matrix of a periodic system. Dichotomy problems for almost periodic and periodic systems of differential equations were considered in the monographs [4, 5] . The main result of the present paper, Theorem 2.1, is an analog of the classical dichotomy theorem for a periodic system [5, p. 288].
INTRODUCTION
Consider a system of linear differential equations with conditionally periodic coefficients,
where x is an n-vector, and a(t) is a continuous conditionally periodic n × n matrix. The latter means [1] that there exists a continuous ω-periodic matrix A(ϕ), ϕ = (ϕ 1 , . . . , ϕ m ), ω = (ω 1 , . . . , ω m ), m ≥ 2, such that the frequencies β i = 2π/ω i are rationally incommensurable and a(t) = A(et) with the m-vector e = (1, . . . , 1).
In the present paper, we analyze the conditionally periodic system (0.1) using an approach in which this system is replaced by a system of partial differential equations [2] (or a system of integral equations [3] ). The diagonal function x(t) = u(et) of a solution u = u(ϕ) of the new system is a solution of system (0.1). This permits one to define the monodromy operator [3] of system (0.1), which is an analog of the monodromy matrix of a periodic system. Dichotomy problems for almost periodic and periodic systems of differential equations were considered in the monographs [4, 5] . The main result of the present paper, Theorem 2.1, is an analog of the classical dichotomy theorem for a periodic system [5, p. 288] .
The monodromy operator belongs to the class of weighted shift operators considered in the monograph [6] . The results of this monograph imply that the spectrum of the monodromy operator is invariant under rotations around zero (Lemma 1.1 of the present paper).
Consider the matrix equation
where Ψ(φ) is a given n × n matrix, X(ϕ) is the unknown n × n matrix,φ = (ϕ 2 , . . . , ϕ m ), and e = (1, . . . , 1) is an (m − 1)-vector. By X(ϕ; ϕ 10 ) we denote the solution of Eq. (0.2) with Ψ(φ) = E (the identity matrix) and X 0 (ϕ) = X(ϕ; 0). The following assertion was proved in [3] . 
The matrices X(ϕ), X(ϕ; ϕ 10 ), and X 0 (ϕ) have the following properties.
(a) X(ϕ), X(ϕ; ϕ 10 ), and X 0 (ϕ) are continuous matrix functions nonsingular for all ϕ ∈ R m and ϕ 10 ∈ R.
0 (ϕ−e(ϕ 1 −ϕ 10 )), and X(ϕ 10 ,φ; ϕ 10 ) = E.
[Here the vector ϕ has the form (ϕ 1 ,φ).]
(e) The matrices X(ϕ; ϕ 10 ) and X 0 (ϕ) areω-periodic inφ and the matrix X isω-periodic inφ if so is the matrix Ψ, whereω = (ω 2 , . . . , ω m ).
(
holds for arbitrary ϕ ∈ R m , ϕ 10 ∈ R, and t ∈ R; here X 0 (et) is the normalized principal solution matrix of system (0.1).
INHOMOGENEOUS SYSTEM
Consider the inhomogeneous system
where f is a continuous conditionally periodic vector function, 
is an element of the space P 0 n (ω).
The solution has the form x(t) = u(et).
Proof. Let u ∈ P 0 n (ω). We replace ϕ in relation (1.2) by ϕ + et and differentiate both sides of the resulting relation with respect to t,
Therefore, u(et) is a conditionally periodic solution of system (1.1). Conversely, let x be a conditionally periodic solution of system (1.1),
For eachφ ∈ R m−1 , there exists a sequence {τ n } such that the sequences 
The solution of this system can be represented in the form
By setting ψ 1 = t,ψ =φ +êt, and ψ = (ψ 1 ,ψ), we obtain
We have thereby obtained a function
Consider the monodromy operator L of system (0.1), which is defined on the complex extensioñ P The following assertion was proved in [6] . 
Lemma 1.2. The following relations hold for each
Proof. Let p ∈ N ; then, by induction, from item (d) of Lemma 0.1, we obtain the relations
and
It follows from the first relation that
In the second relation, we set
. The proof of relation (a) is complete. Let us complete the proof of relation (b) :
The proof of the lemma is complete. Proof. Necessity. Suppose that, for each function F ∈ P 0 n (ω), there exists a function u 0 ∈ P 0 n (ω) described in the theorem; then
whence we obtain the relation
0 (ξ,φ −êω 1 +êξ). For F , we take the function
, and we continue it as a periodic function of ϕ 1 outside the interval [0, ω 1 ], where h is an arbitrary function from P 0 n (ω); then
It follows from the existence and uniqueness of the solution of this equation for an arbitrary right-hand side that λ = 1 is a regular point of the operator L. By Lemma 1.1, all points lying on the unit circle are regular.
Sufficiency.
Suppose that the spectrum of L does not meet the unit circle. The right-hand side of system (1.3) for each function F ∈ P 0 n (ω) is an element of the space P 0 n (ω); therefore, this system has a unique solution u 0 ∈ P 0 n (ω). Consider the function u given by (1.2), where u 0 is a solution of system (1.3). This function is periodic inφ and continuous in ϕ ∈ R m by virtue of the periodicity and continuity of the right-hand side of (1.2). Let us show that it is periodic in ϕ 1 . For an arbitrary fixedφ, the functions u(t,êt +φ) and u(t + ω 1 ,êt +φ) satisfy system (1.1φ); moreover, since u(ω 1 ,φ) = u(0,φ), we have u(t,êt +φ) = u(t + ω 1 ,êt +φ) by virtue of the uniqueness of the solution for all t ∈ R. Hence, it follows that u(ϕ 1 
The proof of the theorem is complete.
HOMOGENEOUS SYSTEM
In forthcoming considerations, we need the following definition. 
Theorem 2.1. System (0.1) is exponentially dichotomous if and only if the spectrum of the operator L does not meet the unit circle.
Proof. Necessity. If system (0.1) is exponentially dichotomous then, for each continuous conditionally periodic function f , system (1.1) has a unique continuous almost periodic solution [5, pp. 274-275] . Since the module of this solution lies in the minimum module containing the union of the spectra of the functions f and a [5, p. 275] , it follows that such a solution is conditionally periodic with frequencies β 1 , . . . , β m . Then the spectrum of L does not meet the unit circle by Theorems 1.1 and 1.2.
Sufficiency.
If the spectrum σ of L does not meet the unit circle, then σ = σ 1 ∪ σ 2 , where σ 1 is the part of the spectrum lying inside the unit circle and σ 2 is the part lying outside it. The space P 0 n (ω) can be represented as the direct sum of invariant subspaces P 
, r, p ∈ Z, and r ≥ 0. The vector function x(t,φ, x 0 ) = X 0 (t,êt +φ)x 0 (φ) withφ = 0 is a solution of system (0.1) [and, for an arbitraryφ, is a solution of system (1.1φ), where f = 0].
To prove inequality (2.1), we use Lemma 1.2, the inequality [4, p. 32] |x(t, 0, x 0 )| ≤ c 1 |x(ζ, 0, x 0 )|, which holds for some c 1 and for all t and ζ such that |t − ζ| ≤ 2ω 1 , and the inequality
which holds for some c 2 for anyφ and |ξ 1 + τ 1 | ≤ 2ω 1 ; then we obtain
In a similar way, one can prove the inequality Therefore, the space R n can be represented as the direct sum of subspaces H 1 (0) and H 2 (0); moreover, the solutions of system (0.1) issuing for t = 0 from the subspace H 1 (0) tend to zero, and those issuing from H 2 (0) tend to infinity as t → +∞. Likewise, if, instead ofφ = 0, we fix an arbitraryφ 0 ∈ R m−1 , then the expansion
is independent of the choice of the function x 0 and depends only on the value taken by this function at the pointφ 0 . In particular, hence, it follows that if x 0 ∈ P 0 n1 (ω) and y = x 0 , but y(
Let us return to inequality (2.4) , where
, and since 
