Introduction {#Sec1}
============

In recent years, the growing demand of fast electronics promoted the thrive of applications based on Josephson vortices, i.e., solitons^[@CR1]--[@CR3]^. Nonetheless, the effective interplay between thermal transport and soliton dynamics is far from being fully explored. Indeed, the influence on the dynamics of solitons of a homogeneous temperature gradient applied along (namely, from one edge of the junction to the other) a long Josephson junctions (LJJs) was earlier studied, both theoretically and experimentally, in refs^[@CR4]--[@CR6]^. Instead, the issue of the soliton-sustained coherent thermal transport in a LJJ as a temperature gradient is imposed across the system (namely, as the electrodes forming the device reside at different temperatures) was exclusively recently addressed in refs^[@CR7],[@CR8]^. The latter work reports the first endeavour to combine the physics of solitons and phase-coherent caloritronics^[@CR9]--[@CR12]^. This research field deals with the manipulation of heat currents in mesoscopic superconducting devices^[@CR12]--[@CR21]^ by mastering the phase difference of the superconducting order parameter. In this framework, the thermal modulation induced by the external magnetic field was first demonstrated in superconducting quantum-interference devices (SQUID)^[@CR13],[@CR22]^ and then in short Josephson junctions (JJs)^[@CR14],[@CR23]^. Moreover, hysteretic behaviours in temperature-biased Josephson devices were also recently discussed in refs^[@CR24],[@CR25]^.

Although little is known about caloritronics effects in these systems, LJJs are still nowadays an active research field, both theoretically^[@CR3],[@CR26]--[@CR34]^ and experimentally^[@CR2],[@CR35]--[@CR42]^. In our work, we explore theoretically the effects of a sinusoidal magnetic drive on the thermal transport across a temperature-biased LJJ (see Fig. [1](#Fig1){ref-type="fig"}). We show that the behavior of solitons along the system is reflected on the fast evolution of both the heat power through the junction and the temperature of a cold "thermally floating" electrode of the device. Accordingly, we observe temperature peaks in correspondence of the magnetically induced solitons. Moreover, in sweeping back and forth the driving field, hysteretic thermal phenomena come to light. Finally, we thoroughly discuss the application of this system as a *heat oscillator*, in which the thermal flux flowing from the junction edge oscillates following the sinusoidal magnetic drive. The dynamical approach that we will address in this work, is essential to establish the performance and the figure of merits of the device, especially when a "fast" (with respect to the intrinsic thermalization time scale of the system) magnetic drive is considered.Figure 1Fluxon chain in a magnetically driven, thermally biased LJJ. A *S-I-S* LJJ excited by an external in-plane magnetic field *H*~ext~(*t*). The length and the width of the junction are $\documentclass[12pt]{minimal}
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                \begin{document}$${D}_{2}\ll {\lambda }_{{\rm{J}}}$$\end{document}$ of the electrode *S*~2~ is indicated. A chain of fluxons, i.e., solitons, along the junction is depicted. The incoming, i.e., *P*~in~ (*T*~1~, *T*~2~, *φ*, *V*), and outgoing, i.e., *P*~*e*−ph~ (*T*~2~, *T*~bath~), thermal powers in *S*~2~ are also represented, for *T*~1~ \> *T*~2~(*x*) \> *T*~bath~.

Results {#Sec2}
=======

Theoretical modelling {#Sec3}
---------------------

We investigate the thermal transport in a temperature-biased long Josephson tunnel junction driven by the external magnetic field, *H*~ext~ (*t*). The electrodynamics of a long and narrow Josephson tunnel junction is usually described by the perturbed sine-Gordon (SG) equation^[@CR43]^$$\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{W}=W/{\lambda }_{{\rm{J}}}\ll 1$$\end{document}$ (see Fig. [1](#Fig1){ref-type="fig"}). Here, we introduced the critical current density *J*~*c*~, the effective magnetic thickness *t*~*d*~ = *λ*~*L*,1~*tanh* (*D*~1~/2*λ*~*L*,1~) + *λ*~*L*,2~*tanh* (*D*~2~/2*λ*~*L*,2~) + *d*^[@CR14],[@CR23]^ (where *λ*~*L*,*i*~ and *D*~*i*~ are the London penetration depth and the thickness of the electrode *S*~*i*~, respectively, and *d* is the insulating layer thickness), and the specific capacitance *C* of the junction due to the sandwiching of the superconducting electrodes. The dissipation in the junction is accounted by the damping parameter *α* = 1/(*ω*~*p*~*RC*), with *R* being the normal-state resistance per area of the junction^[@CR44]^.

The unperturbed SG equation, i.e., *α* = 0 in equation ([1](#Equ1){ref-type=""}), admits topologically stable travelling-wave solutions, called *solitons*^[@CR45],[@CR46]^, corresponding to 2*π*-twists of the phase, which have the simple analytical expression^[@CR43]^$$\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{c}={\lambda }_{{\rm{J}}}{\omega }_{p}$$\end{document}$^[@CR43]^. A soliton has a clear physical meaning in the LJJ framework, since it carries a quantum of magnetic flux, induced by a supercurrent loop surrounding it, with the local magnetic field perpendicularly oriented with respect to the junction length. Thus, solitons in the context of LJJs are usually referred to as fluxons or Josephson vortices.

The effect on the phase evolution of the driving external magnetic field is accounted by the boundary conditions of equation ([1](#Equ1){ref-type=""}),$$\documentclass[12pt]{minimal}
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                \begin{document}$${H}_{c\mathrm{,1}}=\frac{{{\rm{\Phi }}}_{0}}{\pi {\mu }_{0}{t}_{d}{\lambda }_{{\rm{J}}}}$$\end{document}$ is called the first critical field of a LJJ^[@CR47]^, since it is a threshold value above which, namely, for *H*~ext~ (*t*) \> *H*~*c*,1~, in the absence of bias current solitons penetrate from the junction ends and fill the system with some density depending on both the value of *H*(*t*) and the length *L* of the junction.

The aim of this work is the investigation of the variations of the temperature *T*~2~ of the electrode *S*~2~ as the magnetic drive is properly swept. Specifically, the modulation of the temperature of the drain "cold" electrode is usually obtained by realizing a JJ with a large superconducting electrode, namely, *S*~1~, whose temperature *T*~1~ is kept fixed, and a smaller electrode, namely, *S*~2~, with a small volume and, thereby a small thermal capacity. In this way, the heat transferred significantly affects the temperature *T*~2~ of the latter electrode, which is then measured. For the sake of readability, hereafter we will adopt the abbreviated notation in which the *x* and *t* dependences are left implicit, namely, *T*~2~ = *T*~2~(*x*, *t*), *φ* = *φ*(*x*, *t*), and *V* = *V*(*x*, *t*). The electrode *S*~2~ can be modelled as a one-dimensional diffusive superconductor at a temperature varying along *L*, so that the evolution of the temperature *T*~2~ is given by the time-dependent diffusion equation^[@CR7]^$$\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{S}}(T)$$\end{document}$ being the electronic entropy density of *S*~2~^[@CR16]^, and *κ*(*T*~2~) is the electronic heat conductivity^[@CR19]^. We are assuming that the lattice phonons are very well thermalized with the substrate that resides at *T*~*bath*~, thanks to the vanishing Kapitza resistance between thin metallic films and the substrate at low temperatures^[@CR10],[@CR48]^. The full expressions and the physical meaning of all terms and coefficients in equations ([4](#Equ4){ref-type=""}) and ([5](#Equ5){ref-type=""}) are thoroughly discussed in 'Methods' section.

To explore the thermal transport in this system, it only remains to include in equation ([4](#Equ4){ref-type=""}) the proper phase difference *φ*(*x*, *t*) for a LJJ given by numerical solution of equations ([1](#Equ1){ref-type=""}) and ([3](#Equ3){ref-type=""}), with initial conditions $\documentclass[12pt]{minimal}
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Numerical results {#Sec4}
-----------------

In the present study, we consider an Nb/AlO~*x*~/Nb SIS LJJ characterized by a normal resistance per area *R* = 50 Ω *μ*m^2^ and a specific capacitance *C* = 50 *f* *F*/*μ*m^2^. The linear dimensions of the junction are *L* = 100 *μ*m for the length, *W* = 0.5 *μ*m for the width, *D*~2~ = 0.1 *μ*m and *d* = 1 nm for the thicknesses of *S*~2~ and the insulating layer, respectively.
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                \begin{document}$${\lambda }_{L}^{0}=80\,{\rm{nm}}$$\end{document}$, *σ*~*N*~ = 6.7 × 10^6^ Ω^−1^ m^−1^, Σ = 3 × 10^9^ *Wm*^−3^*K*^−5^, *N*~*F*~ =10^[@CR47]^ *J*^−1^*m*^−3^, Δ~1~(0) = Δ~2~(0) = Δ = 1.764*k*~*B*~*T*~*c*~, with *T*~*c*~ = 9.2 K being the common critical temperature of the superconductors, and *γ*~1~ = *γ*~2~ = 10^−4^Δ.

We impose a thermal gradient across the system, specifically, the bath resides at *T*~bath~ = 4.2 K, and *S*~1~ is at a temperature *T*~1~ = 7 K kept fixed throughout the computation. This value of the temperature *T*~1~ assures the maximal soliton-induced heating in *S*~2~, for a bath residing at the liquid helium temperature^[@CR7]^. Nonetheless, the soliton-sustained local heating that we are going to discuss could be enhanced by reducing the bath temperature and correspondingly adjusting the temperature *T*~1~ of the hot electrode. However, we underline that a lowering of the working temperatures could lead to significantly longer thermal response times^[@CR24]^.

The electronic temperature *T*~2~(*x*, *t*) of the electrode *S*~2~ is the key quantity to master the thermal transport across the junction, since it floats and can be driven by the external magnetic field. By including the proper temperature-dependence in both the effective magnetic thickness *t*~*d*~ (*T*~1~, *T*~2~) and the Josephson critical current density *J*~*c*~ (*T*~1~, *T*~2~), which varies with the temperatures according to the generalized Ambegaokar and Baratoff formula^[@CR49],[@CR50]^, we obtain $\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha \simeq 0.3$$\end{document}$ corresponding to an underdamped dissipative regime. Anyway, these solitonic parameters weakly depend on the temperature *T*~2~, in the range of *T*~2~'s values that we will discuss.

We use a sinusoidal normalized driving field with frequency *ω*~dr~ and maximum amplitude *H*~max~$$\documentclass[12pt]{minimal}
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                \begin{document}$$H(t)={H}_{{\rm{\max }}}\,\sin ({\omega }_{{\rm{dr}}}t),$$\end{document}$$so that *H*(*t*) within a half period is sweeping first forward from 0 to *H*~max~ and then backward to 0. In the following, we impose *H*~max~ = 5 and *ω*~dr~ = 0.25 GHz, and we limit ourselves to investigate a single half period of the drive, corresponding to *T*~dr~/2 = 4*π* ns. Anyway, since $\documentclass[12pt]{minimal}
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                \begin{document}$${\omega }_{{\rm{dr}}}\ll {\omega }_{p}$$\end{document}$, we can image the presented solution for the phase profile as the adiabatic solution of the system. The evolution at multiple periods of the drive can be obtained by simply repeating the presented solution. Interestingly, a driving field sweeping back and forth is expected to give intriguing hysteretic behaviours^[@CR51]^.

By increasing the magnetic field, for *H*(*t*) \< 2, that means *H*~ext~(*t*) \< *H*~*c*,1~ according to equation ([3](#Equ3){ref-type=""}), the junction is in the Meissner state, namely, the fluxon-free state of the system^[@CR52],[@CR53]^. Instead, for a magnetic field above the critical value, i.e., for *H*(*t*) \> 2, solitons in the form of fluxons penetrate the LJJ from its ends. However, in this case at a specific value of the magnetic field several solutions, describing distinct configurations with different amount of solitons, may concurrently exist^[@CR51],[@CR53]--[@CR55]^. The dynamical approach is essential to describe the JJ state when multiple solutions are available. In fact, when the magnetic field increases, at a certain point a configuration with more solitons can be energetically favorable and, thus, the system "jumps" from a metastable state to a more stable state. Therefore, the system stays in the present configuration until the following one is energetically more stable. The dynamical approach allows to determine both when the system switches and its new stable state.

The configurations of solitons are well depicted by the space derivative of the phase, $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial \phi }{\partial x}$$\end{document}$ at a few values of *H*, are shown in panels a and b of Fig. [2](#Fig2){ref-type="fig"}, as the driving field is swept first forward (solid lines) and then backward (dashed lines), respectively. The ripples in these curves indicate fluxons along the junction. For a large applied field the solitons are closely spaced, since the amount of fluxons, e.g., ripples, along the JJ increases by intensifying the magnetic field. In the forward dynamics, for *H* ≤ 2 the system is in the Meissner state, i.e., no ripples, meaning zero fluxons, and a decaying magnetic field penetrating the junction ends (see Fig. [2a](#Fig2){ref-type="fig"}). According to the nonlinearity of the problem, for higher fields (*H* \> 2) the stable solutions are not the trivial superimposition of Meissner and vortex fields, but are rather solitons "dressed" by a Meissner field confined in the junction edges^[@CR53]^. Hysteresis results looking at the local magnetic field during the backward sweeping of the drive, see Fig. [2b](#Fig2){ref-type="fig"}. In fact, we observe that forward and backward spatial distributions of $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial \phi (x,t)}{\partial x}$$\end{document}$ clearly differ, inasmuch as solitons still persist by reducing the driving field. Nevertheless, for *H*(*t*) = 0 no solitons actually remain within the system in both forward and backward dynamics. This hysteretical behavior comes from the multistability of the SG model^[@CR33],[@CR51],[@CR53]--[@CR56]^. In fact, Kuplevakhsky and Glukhov demonstrated that each solution of the SG equation, with a distinct number of solitons, is stable in a broad range of magnetic field values^[@CR53]--[@CR55]^. Besides, they observed that these stability regions tend to overlap. Essentially, it means that at a fixed value of the magnetic field different stable solutions, with different amount of solitons along the system, may concurrently exists. Furthermore, it was demonstrated that the longer the junction, the stronger the overlap, and that overlapping decreases by increasing the magnetic field^[@CR53]^. This fact not only ensures that the stable solutions cover the whole field range 0 ≤ *H* \< ∞, but also proves that hysteresis is an intrinsic property of any LJJ^[@CR53]^. The evolution of a magnetically driven system described by the SG equation can be understood by analyzing the Gibbs free-energy functional and its minimization^[@CR51],[@CR53]--[@CR55],[@CR57],[@CR58]^. In fact, by sweeping the magnetic field, the system stays in a current state until the following one is energetically more stable. In this case the system "jumps" from a metastable state to a more stable one with a different configuration of solitons. Interestingly, the hysteresis and the sudden transitions between states with different number of solitons slightly depend also on the damping parameter^[@CR51]^.Figure 2Soliton configurations as a function of the magnetic drive. Space derivative of the phase, $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{\partial \phi }{\partial x}$$\end{document}$ and *H*(*t*) are shown, respectively. In the latter panels, the horizontal, red solid and dashed lines indicate the times at which the curves in panels a and b are calculated, respectively.

The full spatio-temporal evolution of the space derivative of *φ* is displayed in the contour plot in Fig. [2c](#Fig2){ref-type="fig"}. Alongside, the time evolution of the magnetic drive is shown, see Fig. [2d](#Fig2){ref-type="fig"}. In both panels, horizontal red solid and dashed lines indicate the times at which the curves in panels **a** and **b** are calculated, respectively. In Fig. [2c](#Fig2){ref-type="fig"}, dark fringes patterns along *x* indicate solitons along the junction. Furthermore, this figure discloses the transitions between different stable states, when the amount of solitons along the junction changes. As the magnetic field is increased (decreased) the solitons are shifted towards (away from) the center of the junction up to a pair of solitons is symmetrically injected (extracted) from the junction ends. Moreover, we observe that solitons arrange symmetrically and equidistantly along the junction, since the system is centrosymmetric and the solitons with the same polarity tend to repel each other.

We have seen that the investigation of the full dynamics is crucial to understand the junction behavior, which depends on the full evolution of the system^[@CR51]^. Therefore, it is natural to wonder if also the heat transport throughout the system, and then the temperature of the junction, changes with the history of the system and how it is related to the soliton evolution.

The time and space evolution of the heat power *P*~in~ flowing from *S*~1~ to *S*~2~ is shown in the density plot in Fig. [3](#Fig3){ref-type="fig"}. In the abscisses of this figure we report the position along the LJJ, whereas on the left we show the time and the corresponding values of the magnetic field are shown on the right. We observe that solitons locally correspond to clearly enhancements of the heat power *P*~in~, namely, the heat current flowing through the junction is significantly supported by a magnetically excited soliton. In fact, the value of the heat power in correspondence of each soliton is $\documentclass[12pt]{minimal}
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                \begin{document}$${P}_{{\rm{in}}} \sim 0.9\,\mu {\rm{W}}$$\end{document}$, namely, a value three times higher than the power $\documentclass[12pt]{minimal}
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                \begin{document}$${P}_{{\rm{in}}} \sim 0.3\,\mu {\rm{W}}$$\end{document}$ flowing elsewhere. The configurations of solitons, the sudden transitions between stable states with different amount of solitons, and the hysteretical behavior by sweeping back and forth the driving field are noticeable in Fig. [3](#Fig3){ref-type="fig"}.Figure 3Phase dependent heat power. Evolution of the heat power *P*~in~ (*x*, *t*) at *T*~1~ = 7 K and *T*~bath~ = 4.2 K, for *H*~max~ = 5 and *ω*~dr~ = 0.25 GHz.

Finally, the behaviour of the temperature *T*~2~ reflects the behavior of the thermal power *P*~in~, as it is shown in Fig. [4](#Fig4){ref-type="fig"}. In panel a of this figure, we observe that when a transition between stable states occurs, the temperature exhibits a locally peaked behavior. We observe that as a soliton set in, it induces a local intense warming-up in *S*~2~, so that the temperature of the system locally rapidly approaches the maximum value $\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{\mathrm{2,}{\rm{\max }}}\simeq 4.29\,{\rm{K}}$$\end{document}$. Then, when a change in the magnetic field causes a transition to occur, the soliton positions modifies and the temperature adapts to this variation. In fact, the temperature peaks shift according to the new configuration of solitons, see Fig. [4a](#Fig4){ref-type="fig"}. In this way, for *H* = *H*~max~ several peaks compose the temperature profile, one for each soliton induced by the magnetic field. The contour plot in Fig. [4b](#Fig4){ref-type="fig"} gives a clear image of the spatio-temporal distribution of *T*~2~. In this figure, it is evident how the temperature accurately follows the solitonic dynamics. We note that, for the backward drive, for $\documentclass[12pt]{minimal}
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                \begin{document}$$H\lesssim 1$$\end{document}$ two temperature peaks persist, although in the Meissner state (i.e., *H* \< 2 during the forward sweep of the drive) the whole electrode *S*~2~ if roughly thermalized at the same temperature. This thermal hysteresis is evidently highlighted in Fig. [5](#Fig5){ref-type="fig"}, for *H*(*t*) = 0.5 as the driving field is swept first forward (solid line) and then backward (dashed line).Figure 4Temperature evolution. Evolution of the temperature *T*~2~(*x*, *t*) of the floating electrode *S*~2~ at *T*~1~ = 7 K and *T*~bath~ = 4.2 K, for *H*~max~ = 5 and *ω*~dr~ = 0.25 GHz. The legend refers to both panels.Figure 5Thermal hysteresis. Hysteretic behaviour of the temperature *T*~2~ along the junction for *H*(*t*) = 0.5 as the driving field is swept first forward (solid line) and then backward (dashed line).

The results discussed in this work could promptly find application in different contexts. For instance, an alternative method of fluxon imaging in extended JJs could be conceived. Heretofore, the low temperature scanning electron microscopy (LTSEM)^[@CR59]--[@CR61]^ was confirmed to be an efficient experimental tool for studying fluxon dynamics in Josephson devices. In this technique, a narrow electron beam is used to locally heat a small portion (\~*μ*m) of the junction, in order to locally increase the effective damping parameter. Consequently, the I-V characteristic of the device changes, so that, by gradually moving the electron beam along the junction surface and measuring the voltage, a sort of image of the dynamical state of the LJJ can be created. In our work, we demonstrated that, by imposing a thermal gradient across the junction, the temperature profile of the floating electrode mimics the positions of magnetically-induced solitons. Therefore, our findings can be effectively used for a *thermal* imaging of steady solitons in LJJs through calorimetric measurements^[@CR62]--[@CR66]^. Moreover, the dynamics discussed so far embodies the thermal router application suggested in ref.^[@CR7]^. In fact, we can image a superconducting finger attached in a specific point of *S*~2~. Then, by adjusting the external magnetic field, we can induce a specific configuration of solitons along the junction, such to magnetically excite a soliton exactly in correspondence of this finger, with the aim to allow the route of the heat throughout this thermal channel. Finally, this device can be used to design a solid-state heat oscillator actively controlled by a magnetic drive. The latter application is carefully discussed in the following section.

The Josephson heat oscillator {#Sec5}
-----------------------------

We observe that the sinusoidal magnetic field causes the temperature of both sides of the junction to oscillate, and that, for *H* = 2, only two solitons are penetrating the junction, with the center of the solitons being exactly located at the junction edges in *x* = {0, *L*} (see Fig. [2a](#Fig2){ref-type="fig"}). Let us now discuss the temperature response through the solitonic dynamics. For *H* = 2 we have in *x* = {0, *L*} the maximum temperature enhancement, since this is the only case in which we can definitively assume a soliton firmly set in a junction end. In fact, the situations for 0 \< *H* \< 2 can be envisaged by depicting two solitons situated outside the junction, so that by increasing the value of *H* the solitons moves closer to the junction edges, until their centers are on the borders of junction in *x* = {0, *L*} for *H* = 2. Instead, for higher fields, i.e., *H* \> 2, solitons start to penetrate (leave) the junction, so that the temperature of each edge nonlinearly follows the abrupt magnetically driven processes of injection (extraction) of solitons. In light of these remarks, we conceive a heat oscillator based on a temperature biased LJJ driven by a sinusoidal magnetic field with *H*~max~ = 2. Specifically, we design to handle the temperature of the right edge of *S*~2~, i.e., in *x* = *L*, with the aim to generate and master a thermal power *P*~loss~, which flows from the right side of *S*~2~, see Fig. [6](#Fig6){ref-type="fig"}, which oscillates according to the magnetic drive.Figure 6Magnetically driven long junction operating as a Josephson heat oscillator. Thermal fluxes in a temperature biased LJJ driven by a sinusoidal magnetic flux, see equation [6](#Equ6){ref-type=""}, with *H*~max~ = 2. Two solitons confined at the junction edges for *H* = *H*~max~ are also depicted. Besides the incoming and outgoing thermal powers in *S*~2~, the thermal power loss *P*~loss~ flowing from the right side of *S*~2~ is also represented.

We first discuss the effects produced by the variations of both the driving amplitude and the frequency on the temperature *T*~2~(*x* = *L*, *t*) when a negligible loss thermal power is assumed, i.e., *P*~loss~ = 0, and then how *P*~loss~ affects this temperature.

The modulation of the temperature of *S*~2~ due to a sinusoidal drive with *H*~max~ = 2 and *ω*~dr~ = 0.5 GHz, for *P*~loss~ = 0, is displayed in Fig. [7a](#Fig7){ref-type="fig"}. This figure shows that the enhancement of the temperature is restricted to the junction edges, since for *H* ≤ 2 there are no solitons inside the system. Moreover, the temperature we are interested in, namely, the temperature of the junction edge in *x* = *L*, oscillates in tune with the driving field. Specifically, *T*~2~(*L*, *t*) shows peaks for \|*H*(*t*)\| = *H*~max~, namely, for *t* = *T*~dr~/4 and *t* = 3*T*~dr~/4 (with *T*~dr~ being the driving period), and minima for *H*(*t*) = 0. This means that, the thermal oscillation frequency is twice the driving frequency, since the thermal effects are independent on the polarity of the soliton. Accordingly, the frequency requirements of this device are less demanding. This phenomenon allows to discriminate in frequency the magnetic drive from the thermal oscillation.Figure 7Thermal oscillations as a function of the magnetic drive. (**a**) Evolution of the temperature *T*~2~(*x*, *t*) of the floating electrode *S*~2~ at *T*~1~ = 7 K and *T*~bath~ = 4.2 K, for *H*~max~ = 2, *ω*~dr~ = 0.5 GHz, and *P*~loss~ = 0. (**b**) *T*~2~(*x*, *t*) as a function of *t* for *x* = *L* at a few values of *H*~max~∈\[0.2−2\] for *ω*~dr~ = 0.25 GHz. (**c**--**g**) *T*~2~(*x*, *t*) as a function of *t* for *x* = *L*, at a few values of *ω*~dr~ for *H*~max~ = 2.

Clearly, the oscillatory behavior of the edge temperature *T*~2~(*L*, *t*) persists also by reducing *H*~max~, see Fig. [7b](#Fig7){ref-type="fig"} for *ω*~dr~ = 0.25 GHz, although the maximum value of the temperature reduces with decreasing the maximum magnetic drive. The position of the temperature peak is however independent on *H*~max~, as it is well demonstrated in Fig. [7b](#Fig7){ref-type="fig"}. Alternatively, in Fig. [7c--g](#Fig7){ref-type="fig"} the behavior of the temperature *T*~2~(*L*, *t*) for *H*~max~ = 2 at a few values of *ω*~dr~ is shown. We note that the temperature oscillation amplitude is drastically damped by increasing the driving frequency, even if the value around which the temperature oscillates is independent on *ω*~dr~. Since the coherent thermal transport is a nonlinear phenomenon, we note that the frequency purity is affected by small corrections inducting vanishingly small spectral components at frequency *ω*~dr~. This effect can be observed as a small beat in the time evolution of *T*~2~ (e.g. see Fig. [7e](#Fig7){ref-type="fig"}).

The behavior of the system can be clearly outlined by the *T*~2~ modulation amplitude, *δT*~2~, defined as the difference between the maximum and the minimum values of *T*~2~(*L*, *t*) within an oscillation of the drive. In fact, we can define two relevant figures of merit of the thermal oscillator, represented by the modulation amplitude, *δT*~2~, as a function of both the driving frequency *ω*~dr~ (see Fig. [8a](#Fig8){ref-type="fig"}, for *H*~max~ = 2 and *P*~loss~ = 0) and the maximum driving amplitude *H*~max~ (see Fig. [8b](#Fig8){ref-type="fig"}, for *ω*~dr~ = 0.25 GHz and *P*~loss~ = 0).Figure 8Figures of merit of the Josephson heat oscillator. Relevant figures of merit of the heat oscillator, represented by the modulation amplitude, *δT*~2~, as a function of the driving frequency *ω*~dr~ (for *H*~max~ = 2 and *P*~loss~ = 0), the maximum driving amplitude *H*~max~ (for *ω*~dr~ = 0.25 GHz and *P*~loss~ = 0), and the loss thermal conductance *η* (for *H*~max~ = 2 and *ω*~dr~ = 0.25 GHz), see (**a**, **b** and **c**), respectively. In panel **a** a fitting curve is also shown.

We look first at the behaviour of *δT*~2~ by varying the driving frequency *ω*~dr~ (see Fig. [8a](#Fig8){ref-type="fig"}). We observe that *δT*~2~ is roughly constant for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\omega }_{{\rm{dr}}}\lesssim 1\,{\rm{GHz}}$$\end{document}$, specifically, $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta {T}_{2}\simeq 56\,{\rm{mK}}$$\end{document}$. For higher frequencies, the modulation amplitude reduces, going down linearly in the semi-log plot shown in Fig. [8a](#Fig8){ref-type="fig"}. In fact, as the thermal oscillation frequency becomes comparable to the inverse of the characteristic time scale for the thermal relaxation processes, the temperature is not able to follow the fast driving field. According to ref.^[@CR25]^, this thermal response time can be defined as the characteristic time of the exponential evolution by which the temperature locally approaches its stationary value in the presence of a soliton. In ref.^[@CR7]^, for a Nb based junction at the same working temperatures used in this work, a thermal response time roughly equal to $\documentclass[12pt]{minimal}
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                \begin{document}$${\tau }_{{\rm{th}}} \sim 0.25\,{\rm{ns}}$$\end{document}$ was estimated. The modulation amplitude at driving frequency *ω*~dr~ rolls off as (1 + (2*ω*~dr~*τ*~th~)^2^)^−1/2^ since *τ*~th~ determines the time scale of the energy exchange between the ensemble and reservoir. Then, by fitting the *δT*~2~(*ω*~dr~) data with the curve $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta {T}_{\mathrm{2,0}}/\sqrt{1+{\mathrm{(2}{\omega }_{{\rm{dr}}}{\tau }_{{\rm{fit}}})}^{2}}$$\end{document}$ the parameters *δT*~2,0~ = (55.87 ± 0.08) mK and *τ*~fit~ = (0.243 ± 0.001) ns are estimated (see dashed curve in Fig. [8a](#Fig8){ref-type="fig"}). For higher frequencies, other nonlinear effects, related to the finite size of the system, can play a role. Anyway, we are dealing with a regime of tiny temperature modulations at very high frequencies, which is not so significative for practical points of view.

In Fig. [8b](#Fig8){ref-type="fig"} the behavior of *δT*~2~ as a function of *H*~max~, for *ω*~dr~ = 0.25 GHz, is shown. We observe that, by increasing the maximum drive, the *T*~2~ modulation amplitude grows more than linearly. This behavior represents a sort of calibration curve for the thermal oscillator.

Now, we assume a non-vanishing thermal power *P*~loss~ flowing throughout the right side of *S*~2~, which area is *A* = *WD*~2~. For simplicity, we speculate that this thermal power might depend linearly on the temperature *T*~2~(*L*, *t*) according to$$\documentclass[12pt]{minimal}
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                \begin{document}$${P}_{{\rm{loss}}}=\eta [{T}_{2}(L,t)-{T}_{{\rm{bath}}}]=\eta {\rm{\Delta }}{T}_{2}.$$\end{document}$$In this equation, *η* is a thermal conductance, measured in W/K, that we use as knob to emulate the thermal effectiveness of the load. Thus, another figure of merit of the heat oscillator can be delineated by the *T*~2~ modulation amplitude as a function of the coupling constant *η*, see Fig. [8c](#Fig8){ref-type="fig"} for *H*~max~ = 2 and *ω*~dr~ = 0.25 GHz. From this figure we note that *δT*~2~ is roughly constant for low values of *η*, and that the energy outgoing from the right side of *S*~2~ affects the temperature of *T*~2~ only for $\documentclass[12pt]{minimal}
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                \begin{document}$$\eta \gtrsim 1\,{\rm{pW}}/{\rm{mK}}$$\end{document}$. Above this value, the modulation temperature significantly reduces, going to zero for $\documentclass[12pt]{minimal}
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                \begin{document}$$\eta  \sim {10}^{3}\,{\rm{pW}}/{\rm{mK}}$$\end{document}$.

To estimate the coupling constant threshold value, *η*~cr,1~, above which *δT*~2~ starts to reduce, we use a scaling argument based on the boundary condition derived by the Fourier law throughout the area *A* and assuming a temperature drop *δT*~2~ also along a distance $\documentclass[12pt]{minimal}
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                \begin{document}$$\kappa ({T}_{\mathrm{2,}{\rm{\max }}})A\frac{\delta {T}_{2}}{{\lambda }_{{\rm{J}}}/2}={\eta }_{{\rm{cr}}\mathrm{,1}}{\rm{\Delta }}{T}_{2},$$\end{document}$$from which $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\eta }_{{\rm{cr}}\mathrm{,1}}\simeq 2.2\,\mathrm{pW}/\mathrm{mK}$$\end{document}$.

Differently, the value of the critical coupling constant *η*~cr,2~ at witch *δT*~2~ → 0 can be estimated by supposing that the incoming thermal power due to a soliton is entirely balanced by the outgoing power flowing towards both the thermal bath and the right side of *S*~2~. We assume that the thermal power induced by a soliton centered in *x* = *L* flows through a volume $\documentclass[12pt]{minimal}
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                \begin{document}$${V}_{s}=A{\lambda }_{{\rm{J}}}\mathrm{/2}$$\end{document}$. Then, at the equilibrium, from equation ([8](#Equ8){ref-type=""}), we obtain$$\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{K}}$$\end{document}$ are the electron-phonon^[@CR25],[@CR67]^ and electron^[@CR14],[@CR25]^ thermal conductances, in unit volume, (see "Methods" section), and *T*~2,\ *s*~ is the steady temperature in *x* = *L*. For *T*~2,*s*~ = 4.23 K, we obtain $\documentclass[12pt]{minimal}
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                \begin{document}$${\eta }_{{\rm{c}}{\rm{r}},2}\simeq 1\times {10}^{3}\,{\rm{p}}{\rm{W}}/{\rm{m}}{\rm{K}}$$\end{document}$.

It is worth noting that the specifications of the proposed thermal oscillator can be tuned by properly choosing the system parameters. For instance, the modulation amplitude could be enhanced by lowering the temperature of the phonon bath and accordingly adjusting the temperature of the hot electrode. Furthermore, the use of superconductors with higher *T*~*c*~'s gives higher thermalization frequencies, and then it permits to push forward the frequency threshold below which no attenuations of *δT*~2~ occur.

The proposed heat oscillator could find application as a temperature controller for heat engines^[@CR68]--[@CR72]^. In fact, in mesoscale and nanoscale systems the precise control of the temperature in a fast time scale is regarded as a difficulty to cope with. Thus, through this system we could be able to definitively master the temperature, which oscillates in a controlled way by a fast magnetic drive. Accordingly, we can envision to build nanoscale heat motors or thermal cycles based on this Josephson heat oscillator.

In summary, in this paper we have thoroughly investigated the effects produced by a time-dependent driving magnetic field on the temperature profile of a long Josephson junction, as a thermal gradient across the system is imposed. A proper magnetic drive induces Josephson vortices, i.e., solitons, along the junction. We showed that the soliton configuration is reflected first on the distribution of heat power flowing through the system and then on the temperature of a cold electrode of the device. In fact, we demonstrated a multipeaked temperature profile, due to the local warming-up of the junction in correspondence of each magnetically excited soliton. Moreover, the study of the full evolution of the system disclosed a clear thermal hysteretic effect as a function of the magnetic drive. We explored a realistic Nb-based setup, where the temperature of the "hot" electrode is kept fixed and the thermal contact with a phonon bath at *T*~bath~ = 4.2 K is taken into account. Nevertheless, the soliton-induced heating that we observed can be increased by reducing the temperature of the phonon bath and manipulate by properly control the magnetic drive.

Finally, we discussed the implementation of a heat oscillator based on this system. In the Meissner state, *H* \< *H*~*c*,1~, the magnetic drive affects significantly the phase at the junction edges. In these locations, a clear temperature enhancement is observed. Thus, a sinusoidal external magnetic field, with maximum value equal to *H*~*c*,1~, causes the edges temperature to oscillate with a frequency twice than the driving field one. This phenomenon can be used to conceive a low temperature, field-controlled heat oscillator device based on the thermal diffusion in a Josephson junction, for creating an oscillating heat flux from a spatial thermal gradient between the warm electrode and a cold reservoir, i.e. the phonon bath. The thermal oscillator may have numerous applications, inasmuch as the creation and utilization of an alternating heat flux is applicable to technical systems operating in response to periodic temperature variations, like heat engines, energy-harvesting devices, sensing devices, switching devices, or clocking devices for caloritronics circuits and thermal logic. Additionally, through proper figures of merit, we discussed the behavior of this heat oscillator by varying both the frequency and the amplitude of the driving field, and also by assuming a non-vanishing loss power flowing towards a thermal load. Especially in this context, the dynamical, i.e., fully time-dependent, approach that we used is crucial to understand how the system thermally responds to a fast magnetic drive. For instance, we observed that when the driving frequency becomes comparable to the inverse of the thermalization characteristic times^[@CR25]^, the system is no longer able to efficiently follow the drive and the modulation range of the temperature accordingly reduces.

Methods {#Sec6}
=======

Thermal Powers {#Sec7}
--------------

In the adiabatic regime, the contributes, in unit volume, to the energy transport in a temperature-biased JJ read^[@CR73]^$$\documentclass[12pt]{minimal}
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                \begin{document}$$|{\rm{R}}{\rm{e}}[{\textstyle \tfrac{\varepsilon +i{\gamma }_{j}}{\sqrt{{(\varepsilon +i{\gamma }_{j})}^{2}-{{\rm{\Delta }}}_{j}{({T}_{j})}^{2}}}}]|$$\end{document}$ is the reduced superconducting density of state, with Δ~*j*~(*T*~*j*~) and *γ*~*j*~ being the BCS energy gap and the Dynes broadening parameter^[@CR74]^ of the *j*-th electrode, respectively.

These equations derives from processes involving both Cooper pairs and quasiparticles in tunneling through a JJ predicted by Maki and Griffin^[@CR9]^. In fact, $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathscr{P}}}_{{\rm{qp}}}$$\end{document}$ is the heat power density carried by quasiparticles, namely, it is an incoherent flow of energy through the junction from the hot to the cold electrode^[@CR9],[@CR10]^. Instead, the "anomalous" terms $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathscr{P}}}_{\cos }$$\end{document}$ determine the phase-dependent part of the heat transport originating from the energy-carrying tunneling processes involving Cooper pairs and recombination/destruction of Cooper pairs on both sides of the junction.
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                \begin{document}$${{\mathscr{P}}}_{\cos }$$\end{document}$ contributions, and it can be, in principle, neglected. Moreover, since this term depends on the time derivative of the phase, it could be effective only when the phase rapidly changes, namely, when the soliton enter, or escape, the junction. However, the timescale of the soliton evolution is definitively shorter than the timescales of the driving processes. Consequently, the soliton phase profile follows adiabatically the driving induced by the magnetic field. In this condition, if the number of trapped solitons along the junction is fixed the time scale evolution of the phase is given by the driving process. Anyway, we stress that equation ([13](#Equ13){ref-type=""}) is a purely reactive contributions^[@CR73],[@CR75]^, so that in the thermal balance equation ([4](#Equ4){ref-type=""}) we have to neglect it. Therefore, the total thermal power density to include in Eq. ([5](#Equ5){ref-type=""}) reads$$\documentclass[12pt]{minimal}
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The latter term of the rhs of equation ([5](#Equ5){ref-type=""}), i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathscr{P}}}_{e-{\rm{ph}}}$$\end{document}$, represents the energy exchange, in unit volume, between electrons and phonons in the superconductor and reads^[@CR76]^$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathcal F} (\varepsilon ,{T}_{2})=\,\tanh (\varepsilon \mathrm{/2}{k}_{B}{T}_{2})$$\end{document}$, $\documentclass[12pt]{minimal}
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                \begin{document}$${M}_{E,E\text{'}}={{\mathscr{N}}}_{i}(E,{T}_{2}){{\mathscr{N}}}_{i}(E\text{'},{T}_{2})[1-{{\rm{\Delta }}}^{2}({T}_{2})/(EE\text{'})]$$\end{document}$, Σ is the electron-phonon coupling constant, and *ζ* is the Riemann zeta function.

Finally, in equation ([4](#Equ4){ref-type=""}), $\documentclass[12pt]{minimal}
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                \begin{document}$${c}_{v}(T)=T\frac{{\rm{d}}{\mathscr{S}}(T)}{{\rm{d}}T}$$\end{document}$ is the volume-specific heat capacity, with $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{S}}(T)$$\end{document}$ being the electronic entropy density of *S*~2~^[@CR16]^$$\documentclass[12pt]{minimal}
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                \begin{document}$$\kappa ({T}_{2})=\frac{{\sigma }_{N}}{2{e}^{2}{k}_{B}{T}_{2}^{2}}{\int }_{-\infty }^{\infty }{\rm{d}}\varepsilon {\varepsilon }^{2}\frac{{\cos }^{2}\{{\rm{Im}}\,[{\rm{arctanh}}(\frac{{\rm{\Delta }}({T}_{2})}{\varepsilon +i{\gamma }_{2}})]\}}{{\cosh }^{2}(\frac{\varepsilon }{2{k}_{B}{T}_{2}})},$$\end{document}$$with *σ*~*N*~ and *N*~*F*~ being the electrical conductivity in the normal state and the density of states at the Fermi energy, respectively.

The first derivative of the heat power densities in equation ([5](#Equ5){ref-type=""}), calculated at a steady electronic temperature *T*~*e*~, gives the electron-phonon thermal conductance^[@CR67]^, in unit volume,$$\documentclass[12pt]{minimal}
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                \begin{document}$${\mathscr{G}}({T}_{e})=\frac{\partial {{\mathscr{P}}}_{e-{\rm{ph}}}}{\partial {T}_{e}}=\frac{5\Sigma }{960\zeta \mathrm{(5)}{k}_{B}^{6}{T}_{e}^{6}}\,\int {\int }_{-\infty }^{\infty }\,\frac{dEd\varepsilon E{|\varepsilon |}^{3}{M}_{E,E-\varepsilon }^{i}}{\sinh \,\frac{\varepsilon }{2{k}_{B}{T}_{e}}\,\cosh \,\frac{E}{2{k}_{B}{T}_{e}}\,\cosh \,\frac{E-\varepsilon }{2{k}_{B}{T}_{e}}}$$\end{document}$$and the electron thermal conductance^[@CR14]^, in unit volume,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathscr{K}}({T}_{e})=\frac{\partial {{\mathscr{P}}}_{{\rm{in}}}}{\partial {T}_{e}}=\frac{1}{2{e}^{2}{k}_{B}{T}_{e}^{2}R{D}_{2}}{\int }_{0}^{\infty }\frac{d\varepsilon {\varepsilon }^{2}}{{{\rm{\cos }}{\rm{h}}}^{2}\frac{\varepsilon }{2{k}_{B}{T}_{e}}}[{{\mathscr{N}}}_{1}(\varepsilon ,{T}_{e}){{\mathscr{N}}}_{2}(\varepsilon ,{T}_{e})-{ {\mathcal M} }_{1}(\varepsilon ,{T}_{e}){ {\mathcal M} }_{2}(\varepsilon ,{T}_{e})\,\cos \,\phi ],$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$${ {\mathcal M} }_{j}(\varepsilon ,T)=|{\rm{Im}}\,[\tfrac{-i{{\rm{\Delta }}}_{j}(T)}{\sqrt{{(\varepsilon +i{\gamma }_{j})}^{2}-{{\rm{\Delta }}}_{j}{(T)}^{2}}}]|$$\end{document}$.

To estimate *η*~*cr*,2~ through equation ([10](#Equ10){ref-type=""}), we assume *φ* = *π* in equation ([19](#Equ19){ref-type=""}), since the center of the soliton, in correspondence of which *φ* = *π*, is placed exactly in the junction edge *x* = *L*.
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