We consider continued fractions −a 1 1 − a2 1− a 3 1−... (0.1) with real coefficients a i converging to a limit a. S.Ramanujan had stated the theorem (see [ABJL], p.38) saying that if a = 1 4 , then the fraction converges if and only if a > 1 4 . The statement of convergence was proved in [V] for complex a i converging to a ∈ C \ [ 1 4 , +∞) (see also [P]). J.Gill [G] proved the divergence of (0.1) under the assumption that a i → a > 1 4 fast enough, more precisely, whenever
1 Main results and the plan of the paper 1.1 Main results 1.1 Theorem For any a > 1 4 there exists a sequence a i → a such that the continued fraction (0.1) converges.
1.2 Theorem Given any q ∈ N, q ≥ 3, and a sequence r i → 0, r i > 0, such that i r i = ∞.
(1.1)
Then there exists an a > 1 4 and a sequence a i → a, a i = a, if i ≡ 1, 2(modq), a qi+1 − a = O(r i ), a qi+2 − a = O(r i ), as i → ∞, (1.2) such that the continued fraction (0.1) converges.
The plan of the proofs
In the proof of Theorem 1.1 we use the following expression of continued fraction (0.1) as a limit of compositions of Möbius transformations of the closed upper half-plane H = {Imz ≥ 0}. For any b ∈ R define the Möbius transformation
1.3 Proposition The subsequent ratios pn qn of the continued fraction (0.1) are given by the formula p n q n = τ n = T a 1 • · · · • T an (0).
( 1.3)
The Proposition is well-known and follows immediately from definition (by induction in n).
Recall the following 1.4 Definition A Möbius transformation M : H → H of the upper half-plane is said to be elliptic (respectively, hyperbolic), if it has a fixed point inside H (respectively, two fixed points on the boundary of H: then one of them is attractor, the other one is repeller). (Each elliptic element is Möbius conjugated to a rotation of unit disc. By definition, its rotation number is (2π) −1 times the corresponding rotation angle.) The multiplier of a hyperbolic transformation T (denoted µ = µ(T )) is its derivative at the attractor (by definition, 0 < µ < 1).
Remark
The transformation T a is elliptic if and only if a > 1 4 . The function a → ρ(a), whose value is the rotation number of T a , is an analytic diffeomorphism ( 1 4 , +∞) → (0, 1 2 ). The function a → c(a) whose value is the fixed point of T a in H is an analytic diffeomorphism ( 1 4 , +∞) → iR + − 1 2 . One has ρ(1) = 1 3 , since T 1 permutes cyclically 0, 1 and ∞. If ρ(a) = p q ∈ Q, then T q a = Id.
1.6 Example Let a i ≡ a > 1 4 . Then τ n = T n a (0) does not have a limit: this is either periodic or a quasiperiodic sequence.
1.7 Theorem Theorem 1.1 holds for each a with ρ(a) ∈ Q.
1.8 Theorem Theorem 1.1 holds for each a with ρ(a) / ∈ Q.
Theorems 1.7 is proved in the next Section. Theorem 1.8 is proved in Section 3. Theorem 1.2 is proved in the next Section: the corresponding a is chosen so that ρ(a) = p q .
2 Limits with rational ρ(a). Proof of Theorem 1.7
Let ρ(a) = p q ∈ Q, thus, T q a = 1. Take first the constant sequence a i = a. We split it into successive blocks a qr+1 , . . . , a qr+q of the length q; in each block the corresponding product of the T a i ' s is identity. For any α, β ∈ R denote
We replace a qr+1 and a qr+2 in each block by appropriate sequences α r , β r → a:
The possibility of the above choice of α r , β r is proved at the end of the Section. Below we show (the next Proposition and the paragraph after) that the corresponding sequence τ n converges, whenever conditions (2.2)-(2.4) are satisfied. This proves Theorem 1.7.
2.1 Proposition Let H 1 , H 2 , . . . be an arbitrary sequence of hyperbolic transformations H → H of the upper half-plane, A i , R i be respectively their attractors and repellers,
(2.5)
Then the mapping sequence
converges uniformly to a constant mapping on compact sets in ∂H \ R. 
3). This implies that τ qr → x, as r → ∞. To show that the whole sequence τ n converges to x, we use condition (2.3), which says that the finite T a -orbit of 0 does not meet R. Let us take a δ > 0 so that the closed δ-neighborhood U of the latter orbit be disjoint from R. Then H r → x uniformly on U . If r is large enough, then
0). The two last statements imply together that the q sequences τ qr , τ qr+1 , τ qr+2 , . . . , τ qr+q−1 converge to x, hence, the whole sequence τ n converges. Theorem 1.7 is proved. such that for any t > 0 small enough the transformation T α(t),β(t),q = T α(t) • T β(t) • T q−2 a be hyperbolic and its repeller R(t) (respectively, attractor A(t)) tends to R (respectively, to a point A = R), as t → 0 + . Moreover, one can achieve that the families A(t), R(t) be smooth at 0, and the derivative in t at t = 0 of the previous family T α(t),β(t),q be nonzero.
The Lemma is proved below. The family T a from the beginning of the paper satisfies the conditions of Lemma 2.2 (Remark 1.5). Let ρ(a) = p q , C a be the T a -orbit of a. Let us choose any R / ∈ C a that satisfies the statements of Lemma 2.2. Let α(t), β(t) be the corresponding families (2.7). Take a sequence t k → 0 (put α k = α(t k ), β k = β(t k )) chosen so that k µ(T α k ,β k ,q ) = 0.
In our hypothesis µ(t) = µ(T α(t),β(t),q ) has nonzero derivative at 0, since otherwise, the transformation family T α(t),β(t),q would have zero derivative in t at t = 0 -a contradiction to the last statement of the Lemma. Thus, µ(t) = 1 + st + O(t 2 ), s = 0. If we take t i > 0, t i → 0, so that i t i = ∞, or equivalently, k |α k − a| = ∞, then conditions (2.2)-(2.4) hold. This finishes the construction.
Proof of Theorem 1.2. Take a such that ρ(a) = p q . Then the previously constructed α i = α(t i ), β i = β(t i ) with t i = r i together with (2.1) yield a i satisfying the conditions of Theorem 1.2 such that (0.1) converges.
2
as a family of mappings depending on two variable parameters α and β (the a is fixed). It is identity, if α, β = a. Consider its derivative in α at (α, β) = (a, a) (which is a vector field on ∂H denoted v 1 ). Its derivative in β at the same point is another vector field v 2 = (T a ) * v 1 that is the image of v 1 under the diffeomorphism T a : ∂H → ∂H. We claim that the fields v 1 and v 2 are not constantproportional. Indeed, otherwise the group generated by T a and the 1-parametric subgroup in Aut(H) generated by v 1 would be solvable. Since T a is elliptic, this implies that T a either belongs to the same 1-parameter subgroup, or is an involution. The first case is impossible: otherwise the centers c(a) would have zero derivatives at a -a contradiction to the conditions of the Lemma. The second case is impossible by the hypothesis ρ(a) = 0, 1 2 . Thus, the vector fields v 1 and v 2 are not proportional. Hence, for any point R ∈ ∂H one can find a linear combination v = c 1 v 1 + c 1 v 2 ≡ 0 that vanishes at R. If the 1-jet of v at R does not vanish (then one can achieve that v ′ (R) > 0 by changing sign), this implies that v has another zero A ∈ ∂H \ R. Then the corresponding families (2.7) are those we are looking for. If the latter 1-jet vanishes, this implies that the commutator [v 1 , v 2 ] (which also belongs to the Lie algebra of the group Aut(H)) vanishes at R. The latter commutator does not vanish identically (since v i are not proportional) and cannot have more than two zeros. This together with the previous discussion proves the Lemma 2 3 Case of irrational limit rotation. Proof of Theorem 1.8.
Let ρ(a) / ∈ Q, a n → a, ρ( a n ) = p n q n .
We choose appropriate α n , β n → a, a natural number sequence N 1 , N 2 , . . . , and define a n as follows: 1) Let n ≤ N 1 q 1 . Put a n = a 1 , if n ≡ 1, 2(modq 1 ); a n = α 1 , if n ≡ 1(modq 1 ); a n = β 1 , if n ≡ 2(modq 1 ).
2) Let N 1 q 1 < n ≤ N 1 q 1 + N 2 q 2 . Put n 1 = n−N 1 q 1 , a n = a 2 , if n 1 ≡ 1, 2(modq 2 ); a n = α 2 , if n 1 ≡ 1(modq 2 ); a n = β 2 , if n 1 ≡ 2(modq 2 ), etc.
We show that (0.1) converges if we take α i , β i and N i as specified below. Choice of α n and β n . Denote ψ 0 = Id, ψ n = ψ n,0 = T αn,βn,qn = T αn • T βn • T qn−2 an , ψ n,1 = ψ n • T αn , ψ n,2 = ψ n,1 • T βn , ψ n,l = ψ n,2 • T l−2 an , for 2 ≤ l ≤ q n − 1. We choose α n and β n to achieve that the transformations ψ n be hyperbolic, (3.1) denote A n (R n ) their attractors (respectively, repellers),
3.1 Remark The previous set M n is infinite and accumulates exactly to the finite T an -orbit of A n+1 , which follows from definition. This implies that if (3.2) holds, then M n does not accumulate to R n . Thus, in this case choosing appropriate power N n , one can achieve that the image ψ Nn n (M n ) be arbitrarily close to A n .
Choice of N i . Let α i , β i be already chosen to satisfy (3.1) and (3.2). Denote
We construct N i (by induction in i) in such a way that
The possibility to do this follows immediately from the last statement of the previous Remark. Let us show that then the sequence τ n converges. To do this, we show that it is a Cauchy sequence. Denote
More precisely, we show that for any k and any m ≥ n k one has dist(τ n k , τ m ) < 1 2 k−2 .
(3.4) Case 1: m = n i > n k , say, m = n k+1 . Then τ n k = θ k (0), τ m = θ k+1 (0) = θ k • ψ N k+1 k+1 (0). By definition, ψ N k+1 k+1 (0) ∈ M k . Hence, by (3.3), dist(θ k (0), θ k+1 (0)) = dist(θ k (0), θ k (ψ N k+1 k+1 (0))) < 1 2 k . Therefore, dist(θ k (0), θ s (0)) < 1 2 k−1 for any s > k.
(3.5) This proves (3.4) for any m = n i > n k . General case: m > n k is arbitrary. Take s ∈ N such that n s ≤ m < n s+1 . Then m = n s + rq s+1 + l, 0 ≤ l < q s+1 , τ m = θ s • ψ r−1 s+1 • ψ s+1,l (0).
Analogously to the previous discussion, by (3.3), dist(θ s (0), τ m ) < 1 2 s .
(3.6) Inequalities (3.5) and (3.6) imply (3.4). Theorem 1.8 is proved.
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