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Abstract
This thesis studies deformation quantization and its application to contact interac-
tions and systems with dissipation. We consider the subtleties related to quantization
when contact interactions and boundaries are present. We exploit the idea that dis-
continuous potentials are idealizations that should be realized as limits of smooth
potentials. The Wigner functions are found for the Morse potential and in the proper
limit they reduce to the Wigner functions for the infinite wall, for the most gen-
eral (Robin) boundary conditions. This is possible for a very limited subset of the
values of the parameters — so-called fine tuning is necessary. It explains why Dirich-
let boundary conditions are used predominantly. Secondly, we consider deformation
quantization in relation to dissipative phenomena. For the damped harmonic oscilla-
tor we study a method using a modified noncommutative star product. Within this
framework we resolve the non-reality problem with the Wigner function and correct
the classical limit.
Chapter 1
Introduction
This thesis is a study of deformation quantization, also known as phase-space quantum
mechanics. It is a method of quantization alternative to operator quantum mechanics
and path integral quantization. In this framework phase space plays the central role,
along with phase space probability distributions.1 No operators or wave functions are
needed. The physical observables are phase space functions, multiplied with a special
non-commutative star product in order to take into account any non-commutative
phenomena resulting from the quantum nature of the system of interest. The Wigner
function is the deformation quantization counterpart of the wave function, since it
corresponds to the state of the system and allows amplitudes and probabilities to
be calculated. The equation of motion, i.e. the Moyal equation, can be solved to
determine the Wigner function at any time. It involves the star product and it is a
deformation of the classical equations with deformation parameter ~. More generally,
the transition from classical to quantum mechanical description (algebra of observ-
ables, equations of motion, probability distributions) comes from generalizations of
classical physics.
The original results of this paper are in two areas. We treat the infinite wall as
the prototypical example of a contact interaction or system with a bounded domain.
1Strictly speaking quasi-distributions, since they have negative values.
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The infinite wall is realized as a limit of smooth potentials, with all the possible
boundary conditions emerging as different potentials are selected. Secondly we apply
deformation quantization to dissipative systems, in this case to the damped harmonic
oscillator, using a deformation of the star product to write the dynamical equation
describing the evolution in terms of phase space quantum mechanics.
As an alternative approach, deformation quantization has been applied to already
known systems, with the goal of recovering the known physics within the new frame-
work. This involves solving the star-eigenvalue equations directly. What “directly”
means is that we cannot exploit the relationships between the different quantization
techniques. In some sense we want to pretend that we found deformation quantization
first and that we have no idea that path integrals or operators and wave functions
exist. Sometimes we refer to this program as “pure” deformation quantization.
However there is another important aspect that must be explored. In this thesis
we test the ability of deformation quantization to provide successful and systematic
treatment of extreme systems whose quantization is subtle regardless which method
is used. This is why we study systems with bounded domains and systems with
dissipation – they are extreme types of systems that will provide ideal testing ground
for phase space quantum mechanics. The last was the primary motivation behind the
results in this thesis. While phase space quantum mechanics has been established as
an alternative quantization method without doubt, interesting results emerge when
extreme systems are considered.
1.1 Contact interactions in operator and phase space
quantum mechanics
Contact interactions are among the first quantum mechanical systems one encounters
when studying quantum mechanics. Surprisingly they are highly nontrivial in phase
2
space. In operator quantum mechanics one can solve the Schro¨dinger equation piece-
wise for any potential that involves infinite walls, delta functions, finite potential steps
and wells, etc. and then do matching by varying the constants of integration. For
the Schro¨dinger equation this program is very effective. In deformation quantization,
however one cannot hope to proceed in similar way due to a nontrivial interaction
with the boundaries. The Wigner function for a bounded region does not satisfy
the equations of motion for the Hamiltonian in the bulk and therefore the notion of
matching is meaningless without modification.
In this thesis we concentrate on the simplest contact interaction – the infinite
wall. Equivalently we can consider a particle confined to the half line. It is known
that the boundary conditions imposed at zero can be one of the following: Dirichlet
– when the wave function vanishes, Neumann – vanishing first derivative and Robin
boundary conditions – a linear combinations of the previous two. The boundary con-
ditions allowed can be derived if one insists on hermiticity of the Hamiltonian. More
precisely a given Hamiltonian can be symmetric but not self adjoint. An unique self
adjoint extension may exist or infinitely many extensions can be written depend-
ing on the operator. In the case of the infinite wall the Hamiltonian has infinitely
many self-adjoint extensions each corresponding to a different linear combination of
Dirichlet and Neumann boundary conditions. Different extensions lead to different
physics, thus emphasizing the need of resolving this problem in deformation quantum
mechanics.
The motivation for this work comes partly from the previous work [29]. The
authors consider the infinite wall, i.e. a free particle confined on a half line. Their
assumption is that the physical Wigner function can be obtained using the Wigner
transform on the density matrix coming from the Schro¨dinger treatment. Using this
as a starting point, they show that the Wigner function can be found from the star-
eigenvalue equations if the Hamiltonian is modified to include boundary terms. This
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way, similarly to the wave function counterpart, we can solve in the bulk and set the
value of the Wigner function to zero at the origin. This program, however, is difficult
to carry out in practical calculation for other potentials and is essentially a derivation
from operator quantum mechanics. Also it is assumed that the Wigner transform
does not change when systems of boundaries are involved, i.e. the symbol (under this
transformation) of the density operator is the physical Wigner function. We need a
justification from within the deformation quantization framework.
We argue that the infinite wall should be approached differently. Sharp potentials
are understood as idealisations of physical, smooth potentials and so they should
be realized as limits of such. Since deformation quantization reproduces the known
result from operator quantum mechanics, as long as smooth potentials are involved,
we can quantize any smooth potential without encountering the boundary problems.
After the Wigner function is found we can take the limit to recover the infinite wall
and observe the effect on the Wigner function. Can that program be carried out?
In [55] the Dirichlet boundary conditions are indeed recovered using Liouville po-
tential. More generally, Sˇeba ([68]) produces Robin boundary conditions2 for wave
functions using a discontinuous potential. A natural choice then is the Morse poten-
tial. The Liouville potential is a particular case of the Morse potential, and its features
resemble Sˇeba’s potential. In addition it is exactly solvable. We find the Wigner func-
tion for the Morse potential and show that it recovers the Wigner function with Robin
boundary conditions in a certain limit of the parameters. This provides a pure defor-
mation quantization treatment of the infinite wall problem justifying the assumptions
Dias and Prata made in [29].
The limit we study exhibits two interesting features – mass dependence and fine
tuning. The first – mass dependence – means that the Morse potential’s parameters
2Standard and non-standard walls are terms sometimes used for infinite walls for which the
Dirichlet and Robin (excluding Dirichlet) boundary conditions are imposed on the wave functions
at the origin.
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need to be adjusted for different particles, i.e. they depend explicitly on the mass. By
“fine tuning” we mean that for generic values of the potential parameters we recover
Dirichlet boundary conditions. Only for very restricted values we realize non-standard
walls. These two interesting phenomena also occur in the Sˇeba case. Also if one uses
a finite discontinuous potential as in [38], mass dependence and fine tuning remain.
In our case the potential is smooth and not discontinuous, and yet those two features
persist.
While some can argue that a better choice of potential for recovering the infinite
wall may get rid of the mass dependence and fine tuning, there are enough indications
that that may have a different explanation. The standard and non-standard walls are
mathematically valid and equally possible choices of boundary conditions. However as
the name suggests the Dirichlet boundary conditions are the ones that are considered
in physics in most cases. It has been pointed out that non-standard walls can also
be physically interesting and yet they are much less used in physical applications.
Perhaps the fine tuning is the explanation – to achieve Robin (or Neumann) boundary
conditions the parameter must have a particular form. Such fine tuning is highly
improbable to achieve in practice.
Finally let us point out that the method used here involves solving the star-
eigenvalue equations for the generic Morse potential. Pure deformation quantiza-
tion is notoriously difficult to achieve due to the pseudo-differential (or equivalently
integro-differential) nature of the equations of motion. Few systems have been quan-
tized in phase space quantum mechanics. In this sense a complete treatment of an
integrable system contributes to the methods available for finding exact solutions in
this framework. We solve the difference equations by using the Mellin transform,
resulting in differential equations for the image. Then we transform the solution of
the differential equation into a solution of the difference equation.
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1.2 Deformation quantization and dissipation
Dissipative systems form a class of extreme systems that we can use to push the limits
of deformation quantization. They are problematic to quantize in operator and path
integral approaches so they are expected to be tricky in deformation quantization as
well. Various techniques exist to treat dissipative systems. As an alternative approach
phase space quantum mechanics should be able to provide a treatment in terms of
a star product and phase space functions. On the other hand, one of the unique
features of phase space quantum mechanics is the clear connection of the quantum
with the classical physics. Dissipation can occur as a result of interaction with a large
system or “environment”, described classically or semi-classically. Also, as in the case
of damped harmonic oscillator, the starting point is a classical equation of motion
with classical Hamiltonian. Lastly the Wigner functions used as Wigner transforms of
the density matrix, and other phase space distributions are already used in quantum
optics and statistical mechanics when dissipation is present. The expectation is then
that phase-space quantum mechanics, in which Wigner function is a central object,
is a natural setting for the description of dissipation in quantum mechanics
A system that loses energy is viewed as a system interacting with a reservoir. The
reservoir absorbs the energy that the system is dissipating forming together a closed
system. Even though we are only interested in the evolution of the dissipative system
we need to keep track of the reservoir degrees of freedom. This is well founded and very
popular program with only one disadvantage. The reservoir is usually a big or/and
complicated system that allows exact treatment only when simplifying conditions are
assumed. For this reason in many cases effective approaches are used. What that
means is that instead of introducing a reservoir, changes in the Hamiltonian and quan-
tization procedure or the equations of motions are made. Some of the familiar features
of the quantum mechanics of closed systems are abandoned. Quantum mechanics is
a tightly woven structure and does not allow dissipation without modification. It can
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involve one or more of the following: relaxing the reality/hermiticity condition on the
Hamiltonian to include complex eigenvalues, modification of the canonical commu-
tation relations, non-unitary evolution, modification of the equations of motion for
the density matrix etc. These methods are justified as approximations, using first
principles and they provide good qualitative and quantitative description with less
technical complications.
Damped harmonic oscillator is perhaps the simplest possible example of a dis-
sipation system. The approach we present in this thesis is an effective approach.
Since the stress is on the deformation quantization aspect of the treatment perhaps
many related physically interesting phenomena are omitted, the physical origin of
the dissipation included. However this is not the purpose of this work. We show
here that deformation quantization can be successfully applied and has the poten-
tial to contribute in ways different than those within the operator and path integral
frameworks. Therefore applying phase space quantum mechanics is fruitful and more
practical problems can eventually be solved within this program.
The results in this thesis are based on a method proposed by Dito and Turrubiates
in [32]. They use a star product that is similar to but not the same as the Moyal
star product. The new “star-gamma” product has an extra deformation parameter
– the dissipation parameter for the damped harmonic oscillator. The starting point
for their result is the classical equations of motion and the observation that if the
Poisson bracket is modified we can write the equation of motions in phase space
in Hamiltonian form. The system exhibits reasonable classical behaviour and the
Hamiltonian remains unchanged. The dissipation is incorporated into the new Poisson
bracket instead. Just as in the Moyal star product we exponentiate the bracket to
define the new star-gamma product. With that product star-eigenvalue equations,
Wigner functions and energies are found.
While the resemblance between the two cases – the Moyal product and the star-
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gamma product are an obvious motivation for this method, one can ask why would
that program work? Why does it make sense for us to write different star prod-
ucts for different physics? In phase space all products related through an invertible
homomorphism are equivalent in some sense. Curiously enough this mathematical
equivalence has nothing to do with physical equivalence. For example, if we use the
Husimi probability distribution, which is a smoothed version of the Wigner function
using a Gaussian weight, we are forced to change the star product. The new star
product is mathematically equivalent to the Moyal star product, however it involves
a coarse grained version of the Wigner function and the physics it describes. There-
fore changing the star product to another will alter the physics even if we do not
change the Hamiltonian of the system of interest and therefore it is a natural thing
to do in the case of dissipation as well.
The Dito-Turrubiates method resembles some of the previously existing methods
in certain ways. The homomorphism mentioned above transforms the simple har-
monic oscillator to a complex Hamiltonian, resembling Dekker’s Hamiltonian. Ex-
panding in terms of the Moyal product and transforming with the Weyl map will
produce a Lindblad-like master equation. The Wigner function resembles closely the
symbol of the propagator for Caldirola-Kanai Hamiltonian etc. And yet it is not
equivalent to any of the known treatments. This is to be expected since none of the
effective treatments of the damped harmonic oscillator agrees completely with the
rest. The Dito-Turrubiates method however proved to be different in some way and
was clearly a nontrivial treatment.
Our contribution ([4]) amounts to resolving two serious issues with the original
Dito-Turrubiates method. The first is the problem with the classical limit (~→ 0). If
the deformed star product is contracted (Planck’s constant is taken to zero) it recovers
the usual Poisson bracket. Physically it means that dissipation will disappear when
the classical limit is taken. This of course is bad news since we quantized a classical
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dissipation system and would like to recover the same system when the classical limit
is taken. The second problem is even more obvious – if a Wigner function is taken
to be real at some initial time, it inevitably acquires complex values over time. The
dynamical evolution does not preserve the reality of the symbol of the density matrix
and therefore it leads to complex populations.
To fix the problem we proposed a modification in the equations of motion. The
change in form of the equations is subtle but fundamentally important. The new
equations of motion allow the correct classical limit and at the same time preserve
the reality of the Wigner function. The change was dictated by first principles and
was motivated by a similar problem in operator quantum mechanics. Namely, the
equations of motion for the density matrix have a commutator only because of the Her-
miticity of the Hamiltonian, equivalently the star product commutator arises for the
same reason. However, since the star-gamma is non-Hermitian the star-commutator
use is not justified but assumed. Replacing it with the conjugate star product where
necessary produces the correct limit and fixes the reality problem for the Wigner
function.
1.3 Review of deformation quantization
Let as also mention that we provide here an overview of deformation quantization.
It is usually outside of the scope of quantum mechanics textbooks and the interest
towards it was renewed in the last ten years. Although the fundamentals have been
known for a while, phase space quantum mechanics was not perceived as a completely
independent quantization technique by most people. The merits of deformation quan-
tization are numerous. It provides an unique insight into the relationship with classi-
cal physics, unmatched by the other quantization techniques. The language of phase
space shared with classical mechanics allow both the similarities and the differences
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to be shown in a way that is easy to understand and compare.
The physical quantities of the system in deformation quantization are conceptually
the same as in the classical case. However the algebra of observables is deformed to
a “quantum” one. The notion of state changes meaning – in classical mechanics it
is simply a point in phase space, while in deformation quantization it is a quasi-
probability distribution. While this demands a different interpretation of phase space
in the quantum mechanical case, the transition from classical mechanics, through
statistical physics into quantum mechanical understanding is smoother that in the
standard quantization methods.
Deformation quantization is geometrical in spirit. Generally it deals with sym-
plectic manifolds and the geometric structures existing on them. The existence of
star products on every symplectic manifold has been shown, which allows for both
generalizations and deeper understanding of certain features of quantization as a pro-
cedure.3 More generally, we can have a system with a symmetry group (as in the
case of spin). We can take the phase space to be a coadjoint orbit of the group with
a symplectic structure naturally arising from the Lie group structure. The fact that
deformation quantization is so geometrically transparent makes it a popular choice
for generalizations, in string theory, for example. Also it satisfies the desire of some
physicists for a justification of quantization coming from more geometrical arguments.
Some people argue that the strength of deformation quantization is its conceptual
clarity and not in its calculational power. The reason is that the dynamical equa-
tions can be very complicated compared to the Schro¨dinger equation. However for
mixed states where the systems are described by a density matrix instead of a wave
function, the complexity of the equations in operator and deformation quantization
is comparable since we have to solve master equations for an operator. Moreover, if
the deformation quantization was the first method discovered one can argue that we
3More generally a classical system is described by a Poisson manifold. Loosely speaking, a Poisson
manifold is just a manifold with Poisson brackets - later we will discuss in more detail.
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would still have to solve the Schro¨dinger equation, since the underlying mathematical
structure naturally leads to it (see section 2.7).
In many cases deformation quantization is no more difficult to work with, than
standard quantum mechanics. In fact working with quasi-distributions instead of
density operators is preferable in non-equilibrium statistical physics, quantum optics,
etc. in many cases, even if we are not doing deformation quantization. The Wigner
function, which is the deformation quantization counterpart of the wave function, can
be (indirectly) measured in a lab, unlike operators, which makes it a natural choice
even in operator quantum mechanics.
Deformation quantization can supplement the standard quantization techniques
in both theoretical and experimental problems. In this thesis will emphasize the
independence of this approach, developing it without any reference to the operator
quantization or the path integral method, except to make a connection between them.
1.4 Summary
In the next second chapter of this thesis we present a comprehensive, application-
oriented introduction to deformation quantization. To emphasize that this approach is
independent of others we develop it from first principles and generalizations of classical
mechanics and statistical physics. We provide a review of some of the most important
topics, including fermionic particles. This last is largely ignored in introductory texts
in the subject but its importance in theoretical and practical problems is clear.
In the third chapter we discuss contact interactions and the problems associated
with them. We provide some essential background material and motivation behind
our work. Then we consider the infinite wall as the prototypical contact interaction
system, and also with bounded domain. We find that Robin boundary conditions for
the infinite wall can be recovered as a limit of a mass dependent Morse potential for
11
certain choices of the parameters.
In the fourth chapter we expand the applicability of deformation quantization to
dissipative systems. We start with a short introduction to a few methods used when
dealing with dissipative systems. The idea we are trying to convey is that a system
interacting with a reservoir can lose energy to the reservoir. However for practical
calculations it is sometimes useful to use effective approaches, which do not keep
track of the detailed evolution of all parts but instead use approximations and first
principles to derive equations describing a dissipative system. We provide a solution
to two problems in the original Dito-Turrubiates method – complex populations and
an incorrect classical limit.
The last, fifth chapter is our conclusion. We discuss our results, expectations and
questions that remain unanswered.
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Chapter 2
Quantum mechanics in phase space
Quantum mechanics in phase space, also known as deformation quantization, is
a quantization technique describing physical systems at microscopic scale. It is an
alternative to the operator approach or path integral formalism that completely agrees
with the observable world at the experimental level.
In this thesis we present deformation quantization from first principles. Some ex-
amples are worked out to better illustrate the theory. We point out the merits of the
theory and try to convince you that deformation quantization is the quantum theory
that best relates to its classical counterpart – showing relations between classical and
quantum mechanics that seem obscure in any other approach. Deformation quanti-
zation is also a valuable tool for any physicist who needs quantum mechanics in their
studies, supplementing the operator and path integral quantum mechanics in areas
were last two are more complicated to use. Lastly, phase-space quantum mechanics is
an autonomous formulation of quantum mechanics, independent of other approaches.
It has been joked ([78]) that on another planet this could be the quantization tech-
nique that was discovered first.
The operator formalism is the first approach to encounter when studying quantum
mechanics. Developed by Schro¨dinger, Heisenberg, Pauli, Dirac and others, it was
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also the first to be discovered in the first quarter of the 20th century. It was a leap
in thought and challenged our understanding of physics and broadened our view of
the universe. Yet the ideas behind the quantum theory seemed very counter-intuitive
to the physicist of the early 20th century and made many people, including Einstein,
feel uncomfortable. The new operator “calculus” was a departure of the classical
physics formalism which further amplified the difference between the two paradigms.
The well understood and easy to imagine picture of the world described by differ-
entiable functions on a phase space was forced away by operators, Hilbert spaces,
eigenfunctions, probabilistic distributions and expectation values. Many people felt
that the Hamiltonian formalism expressing so beautifully the laws of classical physics
had rightfully found its place in quantum mechanics. On the other hand the phase
space that is at the base of Hamiltonian mechanics did not play a role in the quantum
theory. While remnants of the symmetry between coordinates and momenta could
still be recognized in the freedom of choice between coordinate and momentum rep-
resentation, the fact that you can choose one and completely ignore the other was
regarded as a peculiarity of the formalism.
These were the factors that motivated the development of deformation quantiza-
tion. In the 1920s Weyl found a correspondence relating functions on phase space
and operators. Wigner discovered a quasi-distribution that allows the computation of
probabilities using phase space integrals. These were the first indications that there
may be a way of quantization that is true to the spirit of the classical theories. It
was a step in the right direction however this was not a full-fledged theory since it
relied on the standard quantum mechanics. The operator quantum mechanics was so
successful that this work was mostly ignored, Wigner and Weyl actively involved in
the development of the operator techniques themselves.
It was not until the late 40’s when Gro¨newold and Moyal put phase-space quantum
mechanics together. The fact that quantum mechanics deals with non-commuting
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quantities was implemented in the new theory as a modified product between func-
tions on phase space. Clearly the classical algebra of observables was not relevant
anymore because it was incompatible with the Heisenberg principle. What Moyal and
Gro¨newold realised is that that algebra needs to be deformed to a non-commutative
one and the underlying algebraic structure should be related to the classical algebra
in the limit when the deformation parameter goes to zero. This is how the star prod-
uct was born – a non-commutative product in the algebra of the functions on phase
space that mimicked the non-commutativity of the operator product. Later on it was
shown that in some sense the star product is unique and exists for a sufficiently large
class of phase spaces.
2.1 Hamiltonian mechanics
Let us begin with a brief overview of the features that make Hamiltonian formalism
such an attractive approach to classical physics. Those same features have motivated
physicists to pursue the development of a quantization technique that works in phase
space in close analogy with statistical mechanics. We will also discuss states and ob-
servables as described in classical mechanics and statistical physics in relationship to
possible generalizations, without venturing too deep into the mathematical formalism.
The Hamiltonian formalism provides an elegant formulation of classical mechan-
ics that leads to deeper understanding of the underlying structures of the theory.
In Hamiltonian mechanics a mechanical system means a system of particles with n
degrees of freedom. Each particle’s state is uniquely defined by its position and mo-
mentum, which are treated on an equal footing and therefore by a collection of points
in a 2n-dimensional space M called phase space. Those local coordinates
x = (q, p) = (q1, ..., qn, p1, ..., pn) ∈M (2.1)
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allow a larger set of transformations to be considered. Hamiltonians assigned to
different systems depend on the canonical variables and not on their derivatives, in
contrast to the Lagrangian formalism, making the geometrical interpretation easier.
Moreover the framework can be extended to other areas of physics: chaos theory,
statistical mechanics, etc. and in particular provides a connection with quantum
mechanics.
The Hamilton equations describing the evolution of the system
q˙ = ∂pH(q, p), p˙ = −∂qH(q, p) , (2.2)
are first order. This allows phase portraits to be created thus allowing qualitative
analysis of systems that cannot be integrated in closed form.
Let us denote the set of all possible states as Ω regardless of the approach we
use. In classical mechanics1 the set of all possible states will be the phase space or
possibly a subset of it: Ω ⊆ M . The evolution of a state will involve a succession
of phase space coordinates which due to the equation of motion will constitute a
partially smooth2 curve – a trajectory in phase space. The possible irregularities will
reflect the existence of contact interactions which will be our main concern in the
next chapter.
Let O be the set of all physical observables. A natural assumption, made in
classical mechanics, is that those observables depend on the state of the system at
the time of the observation. Therefore an observable will be a one-parameter family,
time being the parameter, of real smooth functions on the phase space M .
In order to allow algebraic manipulations with the observables, we need a product.
For example, consider simple harmonic oscillator – the kinetic and potential energies
require multiplication to be defined between the phase space coordinates. Typically
1From now on classical mechanics will always be considered to be described in Hamiltonian
formalism.
2Smooth except for a finite number of points.
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more complicated observables can be constructed from simpler ones. Therefore the
observables form a subalgebra of the algebra of smooth functions O ⊂ (FR(M), ·).
In classical mechanics the algebraic operation is the usual commutative point-wise
multiplication:
f, g ∈ FR(M)⇒ f . g ∈ FR(M) , (f . g)(x) = (g . f)(x) def= f(x)g(x) . (2.3)
This is not the only possible structure in the space of smooth functions. The algebra
of observables becomes a Lie algebra with the introduction of a Lie bracket – namely
the Poisson bracket:
{f, g} =
n∑
i=1
(
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
)
. (2.4)
Two other equivalent forms of the Poisson bracket are very commonly used in defor-
mation quantization:
{f, g} def=
∑
i=1
f(
 
∂qi

∂pi −
 
∂pi

∂qi)g
def
= P (f, g)
∣∣∣∣
q1=q2:=q
p1=p2:=p
. (2.5)
The first definition uses the arrows to indicate the direction in which the derivatives
act, i.e. we are using the following notation:
f

∂q g
def
= f
∂g
∂q
and f
 
∂q g
def
=
∂f
∂q
g . (2.6)
The second part of (2.5) uses a bi-differential operator defined as
P (f, g) =
n∑
i=1
(
∂f
∂q1i
∂g
∂p2i
− ∂f
∂p1i
∂g
∂q2i
)
f(q1, p1)g(q2, p2) . (2.7)
Unlike in the operator approach, the Poisson bracket plays a very important role in
deformation quantization, just like in classical mechanics. As we will discuss later,
when exponentiated it generates a noncommutative product that is central to defor-
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mation quantization.
The Hamiltonian H(p, q) is an observable of special importance. For now we will
only consider closed systems for which the Hamiltonian is an integral of motion and
represents the energy of the system. Also it represents the system itself the sense
that it generates the dynamical evolution of the physical observables :
dft
dt
=
∂ft
∂t
+ {ft, H}, ft = f(q(t), p(t); t) . (2.8)
When the observables are the coordinates, imposing initial conditions is equivalent
to picking a starting point for the trajectory in the phase space of the system. The
equations along with the initial conditions determine completely the evolution of the
system and any observables associated with it.
At any time τ measuring any value of a physical quantity f can be recovered
by picking the appropriate representative from the family of phase space functions
representing the physical quantity fτ , identifying the point in phase x = (q, p) space
representing the state of the system and then evaluating the observable at that point
of phase space, i.e. calculating fτ (q, p).
Now let us turn our attention to systems that are too big to be practically possible
to perform the program proposed or are statistical mixtures and we cannot describe
the state in the way discussed earlier. For example, to describe a cup of tea, the
number of measurement needed to specify a microstate is of order 1024. A more
practical approach would be the statistical mechanics program. A system can be in
one of many microstates. Many of those will produce the same macroscopic quanti-
ties. Since it is practically impossible to determine the exact state of the system we
associate a probability density that will weigh the possible outcomes:
ρcl(q, p) ≥ 0,
∫
M
ρcl(q, p)d
nq dnp = 1 . (2.9)
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The equations of motion of the density distribution is the Liouville equation
∂ρcl
∂t
+ {ρcl, H} = 0 . (2.10)
In statistical mechanics the expectation value of a physical observable f can be ex-
pressed as a phase space integral weighed by the distribution (2.9)
〈f〉 =
∫
f(q, p)ρcl(q, p)d
nq dnp . (2.11)
To include classical mechanics, we associate probability 1 to the state of the system
and zero probability to all other possible states. Therefore it can be regarded as a
special case when the probability distribution is a delta function centered at the point
in phase space corresponding to the state of the system.
Only the average is fully deterministic and to particular microstates we can only
associate probabilities:
(q, p) 7→ ρcl(q, p)dnq dnp . (2.12)
For the ensemble interpretation and further information one can consult any of the
numerous textbooks in statistical physics. However for our purposes this is enough
since it points towards a possible generalization which will include quantum mechan-
ical systems.
We can define a probability interpretation mapping that given an observable and
a state associates a probability:
O × Ω→ P , (2.13)
with P being the set of all infinitesimal probabilities as in (2.12). This will include
all classical systems as long as we allow generalized functions to be probability dis-
tributions.
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One can ignore the physical interpretation outlined above and think more ab-
stractly of the system as specified by the probability distribution itself, leaving the
phase space to play a more auxiliary role.
What happens when quantum phenomena are involved? Clearly we cannot apply
the above program without modification. As we already argued phase space and
phase space distributions have features that make them valuable and we would like
them to be the core of the quantum theory. Since we no longer correctly describe the
quantum world clearly the probability density is going to be different. Therefore the
equations of motion will change for the quantum distribution. Also to accommodate
the Heisenberg principle and the other noncommutative effects we will no longer be
able to use the same algebra of observables since it is commutative. In particular the
coordinates can no longer be measured together with arbitrary accuracy and therefore
phase space will have a different interpretation, other that the space of all states. This
and many more features will be discussed in the chapters to follow.
This line of thought clearly leads us to believe that someone with the skills and
knowledge equal to that of an early twentieth century physicist would have had little
trouble discovering quantum mechanics from generalization of classical physics. The
leap of logic we need to make to generalize the theory is not as drastic as in the stan-
dard operator approach. We will show in this work that every aspect of deformation
quantization follows naturally from first principles and generalizations. Deformation
quantization can therefore be developed independently as a generalization of statis-
tical physics. A feature of deformation quantization is that the relationship between
classical and quantum mechanics is most transparent. Quantum mechanically the al-
gebra of observables will be a deformation of the classical one and classical mechanics
is a contraction of quantum mechanics.
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2.2 Wigner-Weyl correspondence
Deformation quantization is an independent approach and can be developed from
first principles as we will keep discussing. However the clearest way to introduce it
is to use the standard operator quantum mechanics, since it is so familiar. Also it
automatically provides the relationships between the alternative approaches, which
helps to compare interpretations.
There is no quantization technique for which the transition from classical to quan-
tum mechanics is unique. In the operator approach the operator expression corre-
sponding to a physical quantity is determined by the order of the momentum and
coordinate operators. In deformation quantization the symmetric Weyl ordering has
a central role. To every monomial of q and p it gives a fully symmetrized polynomial
of qˆ and pˆ.
W−1(x) = xˆ, W−1(qp) = 1
2
(qˆpˆ+ pˆ qˆ), W−1(q2p) = 1
3
(
qˆ2pˆ+ qˆpˆ qˆ + pˆ qˆ2
)
, ... (2.14)
Using the binomial formula and (2.14) we can show that
W−1 ((aq + bp)n) = (aqˆ + bpˆ)n , (2.15)
i.e. the Weyl map of a binomial is equivalent to replacing the phase space coordinates
with the corresponding operators: q → qˆ, p → pˆ. Now applying this to the Taylor
expansion of the exponential function we arrive at:
W−1 (exp(aq + bp)) = exp(aqˆ + bpˆ) . (2.16)
For any function we can write the Taylor expansion about (0, 0) in the form f(q, p) =
f(∂a, ∂b) exp(aq + bp)
∣∣
a=b=0
which can be used together with (2.16) to obtain the
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general form of the Weyl map
W−1(f) = f(∂a, ∂b) exp(aqˆ + bpˆ)
∣∣
a=b=0
. (2.17)
Different versions of that formula are often useful for different practical calculations.
All of them can be derived using the same procedure as in (2.17):
W−1(f) = f(a, b) exp(
 
∂a qˆ+
 
∂b pˆ)
∣∣
a=b=0
= exp(

∂a qˆ+

∂b pˆ)f(a, b)
∣∣
a=b=0
. (2.18)
We can write an integral representation of the Weyl map using Fourier transform and
its inverse in succession and applying (2.16) to the exponential factor:
W−1(f) = 1
(2pi)2
∫
dτ dσ dq dp f(q, p) exp[iτ(pˆ− p) + iσ(qˆ − q)] . (2.19)
We have been using W−1 implying that the Weyl map is the inverse of another
map. Indeed the Wigner transform W will take an operator (involving xˆ and pˆ) and
will return a phase space function. In defines a map from the quantum observable to
the classical ones:
W(fˆ) = 1
2pi
∫ ∞
−∞
dy e−ipy〈q + ~y/2|fˆ |q − ~y/2〉 . (2.20)
The image f = W(fˆ) of an operator is called the symbol of that operator. A more
general expression that does not rely on a particular basis is given by
f(q, p) =
1
(2pi)2
∫ ∞
−∞
dξ dη Tr
[
fˆ e−i(ξqˆ+ηpˆ)
]
eiξq+iηp . (2.21)
This form is important, because it allows us to write the Wigner transform as a trace
of two operators
f = Tr(fˆ wˆ) . (2.22)
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This form allows generalizations to be made for curved symplectic manifolds, and in
particular, for particles with spin. The operator wˆ is called quantizer and in the case
when R2n is our phase space it is simply
wˆ =
1
(2pi)2
∫ ∞
−∞
dξ dη eiξ(q−qˆ)+iη(p−pˆ) . (2.23)
The Wigner-Weyl correspondence relates classical quantities to quantum ones.
Functions on phase space correspond to operators involving qˆ and pˆ. The observables
on phase space commute, while the operators do not. Therefore we need to construct
a non-commutative algebra of observables on phase space, similar to the operator
algebra.
2.3 Moyal product
Let us consider a product of two Weyl-ordered operators, for example qˆ and pˆ. By
definition those are Weyl-ordered operators. However their product qˆpˆ is not. More
generally – when is the product of two Weyl-ordered operators another Weyl-ordered
operator? Using (2.19) we write
fˆ gˆ ∝
∫
dτ1dσ1dτ2dσ2dx1dx2 f(x1)g(x2)e
iτ1(pˆ−p1)+iσ(qˆ−q1)eiτ2(pˆ−p2)+iσ2(qˆ−q2) , (2.24)
where x = (q, p) and dx = dq dp. We can rearrange the terms in the exponential and
change the variables in order to isolate an exponential as in (2.19). What is left will
be the symbol of fˆ gˆ. The substitution
τ1 = τ − 2(q − q1)/~ , τ2 = 2(q − q1)/~ , σ1 = σ + 2(p− p1)/~ , σ2 = −2(p− p1)/~
(2.25)
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leads to an expression identical to (2.19)
fˆ gˆ =
1
(2pi)2
∫
dτ dσ dq dp (f ∗ g)(q, p) exp[iτ(pˆ− p) + iσ(qˆ − q)] , (2.26)
if we define (f ∗ g)(q, p) to be the integral
(f ∗ g)(x) =
∫
dx1dx2
pi2~2
f(x1)g(x2)e
− 2i~ [p(q1−q2)+p1(q2−q)+p2(q−q1)] . (2.27)
Therefore if we define a special multiplication operation for symbols of operators, that
product will transform into the product of the corresponding operators.
This result is due to Gro¨newold. He showed that a non-commutative product
exists in the algebra of classical observables – the Gro¨newold-Moyal star product (or
more commonly as the Moyal star product) . It can be written in terms of derivatives
f ∗ g = f(q, p) exp
{
i~
2
( 
∂q

∂p −
 
∂p

∂q
)}
g(q, p) . (2.28)
It mimics the operator product in a sense we will explain below (we will also show
the equivalence between the two definitions). As before the arrows imply that
 
∂ is
a derivative acting to the left and ignoring the argument to the right, similarly

∂
acts to the right only. Under the Moyal star product the observables in phase space
form a noncommutative algebra. Remarkably, the Gro¨newold’s result leads to a much
stronger statement:
W−1(f) W−1(g) =W−1(f ∗ g) . (2.29)
This is easy to see when we apply the first version of the Weyl map (2.18) to f and
the second to g and apply the Baker-Campbell-Hausdorff formula eAeb = e[A,B]/2eA+B
to the result:
W−1(f) W−1(g) = f(a1, b1)e
 
∂a1 qˆ+
 
∂b1 pˆ e

∂a2 qˆ+

∂b2 pˆg(a2, b2)
∣∣
ai=bi=0
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= e(∂a1+∂a2 )qˆ+(∂b1+∂b1 )pˆf(a1, b1)e
i~
2
(
 
∂a1

∂b2−
 
∂b1

∂a2 )g(a2, b2)
∣∣
ai=bi=0
= e(∂aqˆ+∂bpˆ)f(a, b)e
 
∂a

∂b−
 
∂b

∂ag(a, b)
∣∣
a=b=0
=W−1(f ∗ g) .
The star product along with the Wigner-Weyl correspondence define a homomor-
phism between the algebras of classical and quantum observables. Physically that
means that in the well-known operator quantum mechanics, multiplication of two
observables is equivalent to a multiplication of the corresponding phase space func-
tions (symbols) using the star product and then transforming with the Weyl map.
Consequently we don’t need to use operators – instead we can use the phase space
functions and a star product. Let us recall that a non-commutative algebra already
exists in the space of phase space functions – the Lie algebra defined by the Poisson
bracket. These two noncommutative algebras are closely related. We will develop
these ideas extensively in the later sections.
Now let us go back to the star product. The exponential in (2.28) is understood
as a series. It is a pseudodifferential operator which can be seen if we expand the
exponential and apply the differential operators.
(f ∗ g)(q, p) =
∞∑
m,n=0
(
i~
2
)m+n
(−1)m
m!n!
∂mp ∂
n
q f(q, p) ∂
n
p ∂
m
q g(q, p) . (2.30)
The star product can also be written in a different form that is very useful for calcu-
lations and emphasizes the relationship with the Poisson bracket. The ∗-product is a
formal series involving powers of the Poisson bracket (2.5):
(f ∗ g)(q, p) =
∞∑
n=0
1
n!
(
i~
2
)n
P n(f(x1), g(x2))
∣∣∣∣
p1=p2=p
q1=q2=q
, (2.31)
Using the notation in (2.7). This has a profound significance – the Moyal product
is an exponentiation of the Poisson bracket. The mathematical structure that governs
the classical physics is continued to a new mathematical structure in the algebra of
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quantum quantities. The star product is a deformation of the classical commutative
product with a deformation parameter equal to the Planck’s constant. Indeed if we
take Planck’s constant to approach zero then it will recover the usual product of two
phase space functions.3
The ∗-product can also be written using so-called Bopp shifts, simply by using
the Taylor series. This is very convenient for practical computations as long as f has
a simple form:
(f ∗ g)(q, p) = f
(
q +
i~
2

∂p, p− i~
2

∂q
)
g(q, p) . (2.32)
We use this representation extensively, for example in the treatment of a linear po-
tential as well as for the simple harmonic oscillator.
Finally, let us point out that the Moyal ∗-product has the property
f ∗ g = g¯ ∗ f¯ . (2.33)
We say that the star product is Hermitian since clearly this property reflects the
operator identity (fˆ gˆ)† = gˆ†fˆ † .
All these pseudo-differential representations, in general, involve infinitely many
derivatives which implies that the product is non-local. This can be made explicit if
we use an integral representation of the Moyal ∗-product.
Integral representation of the star product
For many purposes the integral definition is very useful. The integral representations
are helpful to make a connection to the path integral approach, e.g. see [58]. It is
3Strictly speaking, the Planck’s constant is divided by a variable with matching dimensions and
that variable is taken to infinity so that there is no confusion with the constant status of ~. We
will always talk as if the Planck’s constant can be varied with a word of caution in the back of our
minds.
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also used in practical calculations involving exponential functions. Most importantly,
the integral representation does not demand differentiability but integrability. This
can come in handy when discontinuous, sharp potentials are involved.
Let us define a symplectic product in the phase space4:
x1 ∧ x2 =
∑
i
(∂q1,i∂p2,i − ∂p1,i∂q2,i) . (2.34)
Now we can show that the differential and the integral definition are equivalent:
(f ∗ g)(q, p) = exp
{
−i~
2
∂x1 ∧ ∂x2
}(
f(x1)g(x2)
)∣∣∣∣
p1=p2=p
q1=q2=q
= (2.35)∫
dx′dx′′
{
e−
i~
2
∂x1∧∂x2f(x1)g(x2)
}
δ(x′ − x)δ(x′′ − x) .
We use the Fourier transforms of the functions
f(q, p) =
∫ +∞
−∞
eiσx+iτpf˜(τ, σ)dτdσ (2.36)
and the inverse Fourier transform
f˜(σ, τ) =
∫ +∞
−∞
e−iσx
′−iτp′f(x′, p′)dx′dp′ (2.37)
and perform all the integration over the primed variables to obtain
(f ∗ g)(x) =
∫
dx1dx2
pi2~2
f(x1)g(x2)e
− 2i~ [p(q1−q2)+p1(q2−q)+p2(q−q1)] , (2.38)
which is exactly the expression (2.27) for the star product.
4The product can be generalized to include symplectic manifolds other than R2n. The product
then has the form x ∧ y = (ω−1)ijxiyj where ω−1 is the inverse of the symplectic form.
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The noncommutativity is explicit if we rewrite our integral as
(f ∗ g)(q, p) =
∫
dudvdwdz
pi2~2
f(q + u, p+ v)g(q +w, p+ z) exp
[
2i
~
(uz − vw)
]
(2.39)
since in this form the asymmetry in the arguments is apparent. For example one can
calculate the Heisenberg canonical commutation relation:
x ∗ p− p ∗ x = i~ . (2.40)
One can give a certain geometric interpretation of the star product. The integral is
weighted by the exponentiated symplectic area of the triangle spanned by the origin,
x− x1 and x− x2
(f ∗ g)(~x) =
∫
d~x1d~x2
pi2~2
f(~x1)g(~x2) exp
[
4i
~
A (~x, ~x1, ~x2)
]
. (2.41)
2.4 The Wigner function
The Wigner function can be introduced as a quasi-probability distribution that gives
the measure on the phase space. However a great deal can be learned if we exploit the
numerous relationships with the operator approach. Both points of view are beneficial
to the understanding of the Wigner function so they will be presented. The easiest
way is, again, coming from standard operator quantum mechanics.
Let us assume that whatever system we are interested in has Hamiltonian Hˆ. It
is described by a known wave function Ψ(x, t) that we found solving the Schro¨dinger
equation HˆΨ = i~∂tΨ. The Wigner function is defined as
ρ(q, p; t) =
∫
dy
2pi
e−ipyΨ∗
(
q − ~y
2
, t
)
Ψ
(
q +
~y
2
, t
)
, (2.42)
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where the case of a 2-dimensional phase space is considered for simplicity. For now
we consider stationary Wigner functions. We treat the time dependence in a later
section.
The Wigner function has a central role in deformation quantization. Conceptually
it will replace the wave function, or more generally the density matrix as means to
define the state of a quantum system. We will now discuss its properties.
Let us start with an example: the simple harmonic oscillator (m = ω = 1). The
Wigner function for the ground and first excited states can be found using Gaussian
integral:
ρ0(q, p) =
1√
pi~
∫
dy
2pi
e−ipye−
1
2
(q−~y/2)2e−
1
2
(q+~y/2)2 =
1
pi~
e−
1
~ (p
2+q2) . (2.43)
Similarly after integration by parts we can find the Wigner function corresponding to
the first excited state:
ρ1(q, p) = − 2
pi~2
(
p2 + q2 − ~/2) e− 1~ (p2+q2) . (2.44)
The ground state is a non-negative integrable phase space function and it can be
normalized, i.e. it defines a probability distribution. However the first, and in fact
all other excited states, can assume negative values. This example shows us the
feature that physicists mistook for a serious shortcoming – its negative values. A
probability distribution is Lebesgue integrable (ours are more or less obviously such)
non-negative function, i.e. ρ(q, p) ≥ 0. The Wigner distribution is therefore not
a probability distribution. However it encodes the right physics as we will keep
convincing ourselves. For that reason we will call it a quasi-probability distribution.
The negative parts of the Wigner function are fundamentally important since it
will lead to the Heisenberg principle. It is not a disadvantage of the theory - on the
contrary quantum effects will not be described correctly in this formalism without this
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feature. Also Wigner function is not observable directly, much like the wave function.
Instead we can construct coordinate space “shadow” that is indeed a probability
distribution in the coordinate space. Let us consider a pure state with energy En
5
1
2pi~
∫
dp ρn(q, p) =
1
2pi~
∫
e−iξp/~dξdp〈q + ξ/2|n〉〈n|q − ξ/2〉 (2.45)
= 〈q|n〉〈n|q〉 = |ψn(q)|2 .
In a similar way we can find the momentum shadow integrating the alternative defi-
nition of Wigner function (q and p switched)
1
2pi~
∫
dx ρn(q, p) = 〈p|n〉〈n|p〉 = |ψ˜n(p)|2 . (2.46)
Therefore the projections are true probability distribution in the coordinate and mo-
mentum space spaces. They provide us with measures in the coordinate and momen-
tum space. Therefore the q- and p-projections, or marginal probability distributions,
P{a ≤ q ≤ b} =
∫ b
a
dq
∫
dp ρ(q, p), P{α ≤ p ≤ β} =
∫ β
α
dp
∫
dq ρ(q, p) (2.47)
have the form from statistical mechanics, using phase space integrals, and yet recover
the familiar results of operator quantum mechanics.
So far we have worked with the wave function, i.e. with pure states. In operator
quantum mechanics the mixed states are treated in terms of the density operator.
Recall that the density operator is used instead of the wave function when there
is entanglement or our knowledge of the system is limited or statistical in nature.
The wave function formalism is not sufficient to describe some phenomena that are
physically interesting. This includes dissipation which will be of interest to us in
the last chapter, where we consider a subsystem interacting with a larger system
5Later we will show the probabilistic interpretation of the general Wigner function.
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or a reservoir. However the size of the system is not that important even for the
case of two particle system we need to use density operator if we treat one of the
particles as a system of interest only. To introduce the density operator is quite
natural. Let us consider two systems A and B with their corresponding Hilbert
spaces Hα = span{|i〉α|α ∈ Iα} , where α = A,B and I is some indexing interval.
In the case when the two systems are interacting we can write the Hilbert space as
HA ⊗HB and any pure state will then be written as:
|ψ〉AB =
∑
i,j
Cij|i〉A ⊗ |j〉B . (2.48)
The density matrix of the system of interest A is obtained by a partial trace over the
system B from the density operator for the pure state of the entire system ρAB =
|ψ〉AB〈ψ|AB6
ρˆA = TrB(|ψ〉AB〈ψ|AB) =
∑
i,j;k
CikC¯jk|i〉A〈j|A . (2.49)
Choosing a basis in which the density operator is diagonal we can write it in the form:
ρˆA =
∑
α
pα|ψα〉〈ψα|, 0 ≤ pα ≤ 1.
∑
α
pα = 1 . (2.50)
The density operator therefore can be interpreted as describing an incoherent mixture
of possible pure states with additional weight coming from probabilities. In other
word we can see it as ensemble of states which the system can assume with certain
probabilities. This means that the relative phases cannot be found experimentally.
These probabilities are due to the system B and unlike the probabilities associated
with pure states. This means that naturally in deformation quantization mixed states
6More generally we can prepare a statistical mixture of pure states. This will also require a
density matrix, however it does not necessarily arise as a partial trace. Since we recover the form
(2.50) in both cases, it will not affect the definition of the Wigner function.
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will be represented by Wigner transform (2.21) of the general density operator:
ρ
def
=
W(ρˆ)
2pi~
. (2.51)
This definition would not have been available if deformation quantization was the
first approach discovered. The Wigner function would simply come as a generalization
of the classical density. Bear in mind though, that after postulating the physical
requirements and the corresponding equations from first principles and generalizations
of the classical theory we would not have to relate to the operator approach to describe
physics. Here it is done so that the transition is in the more familiar language of
operator quantum mechanics.
2.5 Moyal equation. Mean value and Ehrenfest
theorem. The Heisenberg principle.
Here we discuss the generalizations that lead to the dynamical equation of motion for
the Wigner function – the Moyal equation. Also we discuss features of the theory that
connect deformation quantization to classical mechanics, as well as the differences.
We will see how known phenomena like the Ehrenfest theorem and the Heisenberg
principle bring new interpretation to phase space and relationship between classical
physics and deformation quantization.
The Moyal equation
Knowing the Wigner function can tell us everything about the system, but how do we
find it for a given Hamiltonian? Let us recall that the Wigner function is the Wigner
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transform of the density operator. Now consider that the density operator satisfies
i~
∂ρˆ
∂t
+ [ρˆ, Hˆ] = 0 . (2.52)
A straightforward application of the Wigner transform on the above equation will
produces the dynamical equation for the time dependent Wigner function:
i~
∂ρ
∂t
+ [ρ,H]∗
def
= i~Lρ = 0 , (2.53)
where [f, g]∗
def
= f ∗ g − g ∗ f is known as the Moyal bracket. The above equation
(2.53) is called Moyal equation and it plays a central role in deformation quantization.
Its significance is the same as the time-dependent Schro¨dinger equation for operator
quantum mechanics. Using (2.53) we can determine the evolution of the system
without the need for computing the wave functions or density matrix first.
A significant point is that the equation can be simply postulated just as the
Schro¨dinger equation is postulated in operator quantum mechanics. We already know
that the observables will satisfy a ~-corrected algebra and we know that the probabil-
ity distribution describing a classical system will be generalized to a quasi-probability
distribution in the quantum case. The Moyal equation simply comes as a generaliza-
tion of its classical counterpart. The form of the equation is remarkably similar to
the Liouville theorem for the classical phase space density:
∂ρc
∂t
+ {ρc, H} = 0 . (2.54)
In fact this is by far the most obvious and conceptually clear transition from classical
equations of motion to quantum equations of motion. The quantization scheme
{f, g} → 1
i~
[f, g]∗ (2.55)
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can be directly applied to the classical equation of motion without any modification,
as a direct generalization from classical and statistical mechanics.
Average value. Ehrenfest theorem. Phase-space interpretation
Expectation values in deformation quantization are calculated as phase space inte-
grals:
〈f〉 =
∫
dqdpf(q, p)ρ(q, p) . (2.56)
In fact this is one of the primary motivations for deformation quantization. An
average must be a phase space integral with a measure that is determined in the
spirit of statistical mechanics. In an independent approach this would have been
postulated as a generalization of statistical mechanics.
Let us show that the definition (2.56) is equivalent to the one given in standard
quantum mechanics as long as we use Wigner functions as defined by (2.51). In
general we can write the average as weighted sum over all possible values
〈f〉 =
∑
n
Pnfn , (2.57)
with the probabilities Pn being the weights. In operator quantum mechanics we can
write them, in the case of pure states, as Pn = |〈n|ψ〉|2 – the probability to find the
particle in a state for which f assumes value fn. Note that (2.57) does not depend
on the fact that the physical values of f are represented here by the eigenvalues of an
operator.
We will now provide the relationship between the two approaches. For a mixed
state, provided we use a basis in which the density matrix is diagonal we have an
incoherent mixture of states:
ρ =
∑
α
pα|ψα〉〈ψα| (2.58)
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we have probabilities associated with the possible pure states |ψα〉〈ψα|. This leads to
the well known trace formula for mixed states:
〈f〉 =
∑
α
pα〈ψα|fˆ |ψα〉 = Tr(ρˆfˆ) . (2.59)
Both formulations are consistent and give the same result. Using the Wigner-Weyl
correspondence and the trace formula (2.59) we can easily see that:
〈f〉 =
∫
dq dpf(q, p)ρ(q, p) = (2.60)∫
dx dy dz e−ipy 〈q + ~y/2| fˆ |q − ~y/2〉 e−ipz 〈q + ~z/2| ρˆ |q − ~z/2〉 =∫
dξ dη 〈ξ| fˆ |η〉 〈η| ρˆ |ξ〉 = Tr(ρˆfˆ) .
The cyclic property of the trace has its equivalent in phase space:
∫
dxf(x) ∗ g(x) =
∫
dx g(x) ∗ f(x) =
∫
dxf(x)g(x) . (2.61)
This is easy to see since the surface terms are integrated out for all physical observ-
ables.
With this as a prerequisite we can explore the equivalent of the Ehrenfest theorem
and the consequences in phase space. The evolution of the mean value of a function
that does not have an explicit time dependence is given by
i~
d〈f〉
dt
= i~
∫
dx
∂ρ
∂t
∗ f =
∫
dx [H, ρ]∗ ∗ f =
∫
dxρ [f,H]∗ = 〈[f,H]∗〉 (2.62)
by the virtue of the cyclic property (2.61) we then have “Heisenberg equation” for
the physical quantity:
i~
df
dt
= [f,H]∗ . (2.63)
35
Clearly this is a Wigner-Weyl transform of the operator version.
However there a few features that are unique to the deformation quantization.
Deformation quantization provides corrections to the classical motion that depend on
the Planck’s constant:
i~
df
dt
= {f,H}+ (...)~+ (...)~2 +O(~3) , (2.64)
where the ellipses in the brackets stand for expressions depending on derivatives of f
and H only. Moreover classical mechanics tells us that the classical probability flows
like an incompressible fluid according to the Liouville equation:
dρcl
dt
=
∂ρcl
∂t
+ q˙
∂ρcl
∂q
+ p˙
∂ρcl
∂p
= 0 . (2.65)
That can no longer be said in the quantum case in quantum mechanics. For some
region V we want to see how the probability will change in time:
d
dt
∫
V
dx dp ρ(q, p) =
∫
V
dx dp
(
1
i~
[H, ρ]∗ − {H, ρ}
)
6= 0 . (2.66)
The last expression can be zero if V is the whole phase space but in general is nonzero.
Therefore the probability of the particle being in a certain region of phase space will
change.
Wigner trajectories
The analogy with classical mechanics can be pushed further in some cases – we can
define trajectories in deformation quantization as in classical mechanics. To see that,
let us consider the Moyal equation explicitly, written for a few terms only:
∂ρ
∂t
= − p
m
∂ρ
∂q
+
∂V
∂q
∂ρ
∂p
+O(~) . (2.67)
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Clearly in the case when V (q) is at most a quadratic polynomial, as in free particle
and simple harmonic oscillator, the O(~) term is identically zero. Equation (2.67)
is in fact classical. Moreover, it implies that the dynamical equations for the phase
space coordinates are the Hamiltonian equations, even for the quantum case:
q˙ = p/m, p˙ = −∂qV (q) . (2.68)
In fact the last is true for every Hamiltonian that can be written as H = p2/2m+V (q)
since the evolution of the phase space coordinates according to (2.63) is simply:
q˙ = [q,H]∗ = −∂pH, p˙ = [p,H]∗ = −∂qH , (2.69)
which is identical to (2.68). In other words deformation quantization and classical
mechanics are exactly the same as far as the evolution of the phase space coordinates
is concerned. However in classical mechanics these equations determine the state
since the phase space is space of states and in deformation quantization that is not
the case. Therefore the interpretation is very different.
Let us consider a general potential (not linear or quadratic). We can write the
equation of motion (2.67) in the form of classical equation
∂ρ
∂t
= − p
m
∂ρ
∂q
+
∂Veff(q)
∂q
∂ρ
∂p
. (2.70)
Here however the ∗-product does not terminate and we need to define an effective
potential Veff(q) in order to achieve (2.70). Comparing with the Moyal equation the
effective potential must satisfy
∂qVeff(q)∂pρ =
∞∑
n=0
(
~
2i
)2n
∂2n+1Veff(q)
∂q2n+1
∂2n+1ρ
∂p2n+1
. (2.71)
37
Using the new potential we can write the equations of motion of the phase space
coordinates in terms of the new effective potential just as before
q˙ = p/m, p˙ = −∂qVeff(q) . (2.72)
The Wigner function now satisfies the equation of motion trivially just like in the
quadratic case. The curves defined by the above equations are called Wigner trajec-
tories and are the generalization in the case of quantum systems.
Is that not a contradiction with the common lore? To answer that let us notice
that (2.71) involves the Wigner function. In fact we need to solve simultaneously
for the Wigner function and the effective potential. In other words this method will
not provide any simplification in general. Moreover effective potential may not even
exist for generic V (q) and thus Wigner trajectories will not exist either, reconciling
deformation quantization with standard quantum mechanics.
However in the case of semi-classical systems we can write a zeroth order approx-
imation of the Wigner function. Using approximation techniques one can find both
ρ(q, p, t) and Veff making it possible for the Wigner trajectories to be found using
(2.72). The trajectories will make sense now but only as much as the Bohr orbits do
in relation to the hydrogen atom.
The Heisenberg principle
The Heisenberg principle is one of the cornerstones in quantum mechanics. Let us
now derive it for deformation quantization and discuss its implications.
A star-square f ∗ f does not have a positive average, unless f is real. Instead we
can write 〈f ∗ f¯〉 ≥ 0. Let us now choose the function appropriately, as in [78], i.e.
to be a first order polynomial in the phase space coordinates
g(q, p) = a+ bq + cp . (2.73)
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Expanding the expression 〈g ∗ g¯〉 in terms of the arbitrary constants a, b and c we get
a bi-linear form
aa¯+ bb¯〈q ∗ q¯〉+ cc¯〈p ∗ p¯〉+ (a¯b+ b¯a)〈q〉+ (a¯c+ c¯a)〈p〉 (2.74)
+c¯b〈p ∗ q〉+ b¯c〈q ∗ p〉 ≥ 0 . (2.75)
That is positive semi-definite. According to the Sylvester’s criterion the matrix of
this bi-linear form 
1 〈q〉 〈p〉
〈q〉 〈q ∗ q〉 〈p ∗ q〉
〈p〉 〈q ∗ p〉 〈p ∗ p〉
 (2.76)
will have non-negative leading principal minors. In particular that is true for the
determinant to be non-negative. Defining the variances in the usual way
(∆q)2 = 〈(q − 〈q〉)2〉, (∆p)2 = 〈(p− 〈p〉)2〉 (2.77)
and evaluating the ∗-products in (2.76) leads to the inequality
(∆q)2(∆p)2 ≥ ~
2
4
+
(
〈(q − 〈q〉)(p− 〈p〉)〉
)2
. (2.78)
The Heisenberg principle is a direct consequence of the above.
The fact that the momentum and the position cannot be measured with infinite
accuracy simultaneously means that points of phase space cannot be identified. While
in statistical mechanics points in phase space have the meaning of states (with as-
sociated probabilities) in deformation quantization such interpretation is impossible.
However we can still think of the states of the system as the probability distributions
associated to them, as mentioned in the first section.
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2.6 Star products. C-equivalence
The Moyal product is not the only star product that one can construct given a
particular phase space. Here we will discuss different star products on Rn and how
they are related.
Let us recap. Quantization will be considered a procedure which takes a classical
system and produces a quantum system. In the Hamiltonian formalism a phase space
with Poisson bracket, a Poisson manifold, will represent the possible states that the
system can assume. The most prominent difference between that and the quantum
mechanics is the existence of the Heisenberg uncertainty principle. The implications
of it are tremendous: as the coordinate and the momentum are no longer measurable
simultaneously the concept of the phase space as a space of states is no longer sensible.
In quantum mechanics states cannot be represented as points in the phase space! The
quantum algebra of observables is no longer commutative. The multiplication of the
algebra of observables has to be changed in a transition from classical to quantum
mechanics. More generally we want the quantum observable to be smooth functions
on a phase space or Poisson manifold. To account for the quantum behaviour of the
system we introduce an abstract product in the algebra of the observable – the star
product.
Physical properties (postulates) that an abstract star product must obey are listed
below.
1. In the classical limit the star product needs to recover the pointwise multipli-
cation.
lim
~→0
f ∗ g = fg . (2.79)
2. The dynamics of the system in the case of the Moyal product is given by the
star-commutator while classically it is given by the Poisson bracket. Therefore we
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provide a connection between the classical and the quantum system in the classical
limit
lim
~→0
1
i~
[f, g]∗ = {f, g} . (2.80)
Mathematically it means that the new structure defined by the star product is an-
chored by the Poisson structure on the manifold.
3. Another requirement is that the product is associative which is a natural
property if we want to have sensible products of more than two observables.
An abstract star product is a deformation of the classical product and the quantum
algebra is a deformation of the classical one too. It can formally be written as
f ∗ g =
∞∑
n=0
(i~)nDn(f, g) = fg + i~D1(f, g) +O(~2) . (2.81)
A noncommutative product in the algebra of functions on a Poisson manifold will
then be called a star product if
1. D0(f, g) = fg , (2.82)
2. D1(f, g)−D1(g, f) = {f, g} ,
3.
∑
i+j=n
Di(Dj(f, g), h) =
∑
i+j=n
Di(f,Dj(g, h)) .
In many cases we use a Hermitian star product, i.e. a star product that satisfies
f ∗ g = g¯ ∗ f¯ . Recall that the Moyal star product is a Hermitian product. While Her-
mitian products are almost exclusively considered in physics, non-Hermitian products
can be very useful as we will discuss in relation to dissipation.
In the mathematical literature the existence of ∗-products on manifolds with Pois-
son structure has been proven by Kontsevich [53]. On a flat phase space all the pos-
sible star products are equivalent in the sense that for two different star products an
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invertible transition operator T exists that relates them via
f ∗′ g = T−1(Tf ∗ Tg) . (2.83)
The equivalence is called c-equivalence, where “c” stands for Chevalley cohomology
[2].
Two star products used in physics, other than the Moyal star product, are the
standard star product:
f ∗S g = fei~
 
∂q

∂pg, T = e−
i~
2
∂q∂p (2.84)
and the normal star product:
f ∗N g = fei~
 
∂a

∂ a¯g, T = e−
~
2
∂a∂a¯ , (2.85)
where the functions a and a¯ are the holomorphic variables which correspond to the
creation and annihilation operators. One can also invert the direction of the action
of the derivatives to get antistandard and antinormal ∗-products. According to [45],
in R2n ∗-products can be parametrized as:
f ∗ g = f exp[2ν
 
∂a

∂a +2λ
 
∂a¯

∂a¯ +(µ+ ~/2)
 
∂a

∂a¯ +(µ− ~/2)
 
∂a¯

∂a]g . (2.86)
The transition operator that defines the equivalence and will take us from the Moyal
product to this one is
T = exp[µ∂a∂a¯ + ν∂
2
a + λ∂
2
a¯] . (2.87)
Recall that the Wigner-Weyl correspondence dictates the form of the Moyal ∗-product.
Different orderings give rise to different star products and different Weyl maps. In
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general we can write the Weyl map in the form [46]
W−1λ (f) =
1
4pi2
∫
d ξ dη dq dpf(q, p)e−i(qˆ−q)−i(pˆ−p)eλ(ξ,η) . (2.88)
The argument of the extra exponential factor eλ(ξ,η) is a quadratic form of the inte-
gration variables
λ(ξ, η) =
~
4
(αη2 + βξ2 + 2iγξη) . (2.89)
For different values of the parameter we recover the case of Weyl ordering (2.14)
qp→ 1
2
(qˆpˆ+ pˆqˆ), α = β = γ = 0 , (2.90)
standard ordering
qp→ qˆpˆ, α = β = 0, γ = 1 , (2.91)
and antistandard ordering
qp→ pˆqˆ, α = β = 0, γ = −1 . (2.92)
When we work with holomorphic coordinates the same formula will give us the normal
ordering
aa¯→ aˆaˆ†, α = 1, β = −1, γ = 0 , (2.93)
and the antinormal ordering
aa¯→ aˆ†aˆ, α = −1, β = 1, γ = 0 . (2.94)
However one can write ∗-products which are not directly associated with an operator
ordering and yet can be useful for physical application. For example the Husimi
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∗-product discussed in [71] is given by:
f ∗H g = f ∗ e ~2 (s2
 
∂q

∂q+s−2
 
∂p

∂p)g, T = e
~
4
(s2∂2q+s
−2∂2p) ., (2.95)
Physically, it introduces coarse graining of the phase space. This is easily seen if we
write the Husimi distribution as
ρH(q, p; t) =
1
pi~
∫
dp′dq′ ρ(q, p; t) e−(q−q
′)2−(p−p′)2 , (2.96)
explicitly showing a Gaussian smoothing of the features of the Wigner function.
Another example is the Dito-Turrubiates ∗-product which introduces dissipation
that we will study in the fourth chapter. The ∗-product in question can be viewed as
a deformation of the Moyal ∗-product in terms of the dissipation parameter and as
far as we know cannot be related to a sensible operator ordering.
The c-equivalence (cohomological equivalence) introduced by the transition oper-
ator T is, therefore, not necessarily a physical equivalence. It is purely mathematical
and the particular star product used must be chosen by physical consideration.
Let us point out that the different distributions can be related to each other
directly. A list of formulae can be found in [56].
2.7 The dynamical equations for deformation quan-
tization
In deformation quantization the Schro¨dinger equation for the wave functions are re-
placed by the Moyal equation for the Wigner function. In order to describe a system
in the framework of deformation quantization one should solve the Moyal equations
and not use the Wigner-Weyl transform, except to compare. The equations of motion
in deformation quantization are more complicated than the Schro¨dinger equation but
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due to the ∗-product one can develop techniques similar to their operator counter-
parts. The Moyal equation has the form
i~
∂ρ
∂t
+ [ρ,H]∗
def
= i~Lρ = 0 . (2.97)
As the equation of motion is first order in time any physically acceptable initial
condition will determine the evolution of the system. For Hamiltonians that depend
on the coordinates and the momenta only, the superoperator i~L is also independent
of time. Therefore if we have the Wigner function of the system at time t = 0 it
evolves according to the formula:
ρ(q, p, t) = exp{tL}ρ(q, p, 0) . (2.98)
This expression is trivially obtained from (2.97) and is only a formal solution.
Let us find an explicit formula for ρ(t). The form of (2.97) demands that we write
the Wigner function in a factorized form just as in the operator formalism:
ρ(q, p, t) = U(q, p, t) ∗ ρ(q, p, 0) ∗ U(q, p, t) , (2.99)
with U¯ the complex conjugate7. Plugging (2.99) in (2.97) we get an equation for the
factorizing function U
i~ ∂tU(t) = H ∗ U(t) . (2.100)
We can solve this equation easily if we introduce a star exponential:
Exp[∗](x) ≡ Exp∗(x) def=
∞∑
n=0
1
n!
(−i
~
)n
x∗n , (2.101)
7In fact here we can substitute U¯ with U(−t) then we are dealing with dissipative systems since
we no longer have unitary evolution.
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where we have used the notation x∗n = x ∗ ... ∗ x︸ ︷︷ ︸
n times
. Formal integration will give us the
time evolution function for a time independent Hamiltonian:
U(q, p, t) = Exp∗(tH) =
∞∑
n=0
1
n!
(−it
~
)n
H∗n . (2.102)
The star exponential determines the evolution of the system and has the Hamiltonian
as generator. That agrees with the operator formulation, since the ∗-exponential of
the Hamiltonian is the symbol of the propagator. The unitary property of the time
evolution function is expressed by a simple complex conjugation:
U(q, p, t) ∗ U(q, p, t) = U(q, p, t) ∗ U(q, p, t) = 1 , (2.103)
along with U(q, p, t) = U(q, p,−t). Let us point out that the equation (2.100) has the
form of the Schro¨dinger equation, however it cannot be found directly via Wigner-
Weyl transform due to the presence of the wave function versus the density operator.
When the ∗-exponential converges to a distribution on the phase space, we can
rewrite the solution in terms of Fourier-Dirichlet series ([2], [3]), where λ is a param-
eter taking values in some complex sequence that depends on the system:
Exp∗(tf) =
∑
λ∈Λ
piλ(q, p)e
−iλt/~ . (2.104)
The piλ(q, p)’s are just differentiable complex functions on the phase space and they
are called projectors. Just like in Schro¨dinger quantum mechanics, a spectrum Λ of
f can be defined and the values that λ take are the eigenvalues of f . In other words,
a version of the spectral theory is emerging, one that does not require operators. For
the Hamiltonian we have the following version
Exp∗(tH) =
∑
E
ρE(q, p)e
−iEt/~ . (2.105)
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Plugging that into the equation of motion (2.100) we get:
∑
E
ρE(q, p)Ee
−iEt/~ =
∑
E
H ∗ ρE(q, p)e−iEt/~ . (2.106)
Taking into account that the exponentials are independent we get that in deformation
quantization we can find stationary states solving
H ∗ ρE(q, p) = E ρE(q, p) . (2.107)
Now applying the same idea but to the equation of motion for the conjugate U(t):
ρE′(q, p) ∗H = E ′ ρE′(q, p) . (2.108)
The hermiticity of the star and the reality if the energies allows us to identify ρ′
and ρ¯ for the same energies E which can also be found using that the evolution
function is unitary. Any possible star-eigen (∗-eigen) states will be idempotent and
in particular orthogonal. To see this Let us have the diagonal Wigner functions for a
given Hamiltonian H. Consider the expression ρE ∗H ∗ ρE′
(ρE ∗H) ∗ ρE′ = EρE ∗ ρE′ , ρE ∗ (H ∗ ρE′) = E ′ρE ∗ ρE′ , (2.109)
By the virtue of associativity however those two expressions are the same so (E −
E ′)ρE ∗ ρE′ = 0 which is an orthogonality condition for non-degenerate states. In
other words if E 6= E ′ then ρE ∗ ρE′ = 0, the compact form being
(ρE ∗ ρE′)(q, p) = δEE′ρE(q, p) . (2.110)
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Therefore we can expand the Hamiltonian in terms of the stationary states:
H(q, p) =
∑
E
EρE(q, p) , (2.111)
which trivializes the ∗-eigenvalue equations. Now, finally, we can write the complete
solution in terms of the stationary Wigner functions using (2.99)
ρ(q, p, t) =
∑
EE′
e−it(E−E
′)/~ρE(q, p) ∗ ρ(q, p, 0) ∗ ρ′E(q, p)
def
=
∑
EE′
C
EE′ρEE′(q, p)e
−it(E−E′)/~ .
It is fairly obvious that we can use the Wigner transform on the Schro¨dinger equa-
tion and its generalization for density matrix. The functions ρ
EE′ correspond to the
Wigner transform of |E〉〈E ′|, i.e. the non-diagonal matrix elements of the density
operator. The non-diagonal Wigner functions ρ
EE′ satisfy
(H ∗ ρ
EE′)(q, p) = E ρEE′ , (2.112)
(ρ
EE′ ∗H)(q, p) = E ′ ρEE′ ,
with the relation ρE = ρEE now becoming clear. They also satisfy orthogonality
conditions [26]
ρ
E1E′1
∗ ρ
E2E′2
= ~−1δ
E1E′2
ρ
E2E′1
. (2.113)
Let us point out that this presentation lacks mathematical rigor. However the
intention is to show that a physicists with the mathematics of the 20th century could
have easily worked their way through the quantum theory without a reference to
Schro¨dinger equation whatsoever.
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Integral form of the dynamical equations
When dealing with quantum mechanical systems, very often we get a Hamiltonian of
the form Hˆ = p2/2m+ V (q). The explicit form of equation (2.97) is
i~
∂ρ
∂t
= −i~p
m
∂ρ
∂q
+
∞∑
n=0
2
(2n+ 1)!
(
i~
2
)2n+1
∂2n+1V
∂q2n+1
∂2n+1ρ
∂p2n+1
. (2.114)
The form suggests it is valid if all the derivatives of the potential exist. However
we will encounter various walls and barriers, which are discontinuous. This problem
creates a curious phenomenon. The Wigner functions found via the Wigner-Weyl
correspondence and the Wigner functions found by solving the ∗-eigenvalue equations
with the bulk Hamiltonian are different. This is because the non-linearity of the
equations produces highly nontrivial effects on the boundary. Mathematically, the
derivatives of the sharp potentials may exist as distributions. Due to the pseudo-
differential nature of the ∗-product, it may have infinite number of non-zero derivative
terms. Solving the equations piece-wise will ignore those boundary terms. This will
change drastically the way matching is done in deformation quantization as we will
see in the next chapter.
However deformation quantization is well equipped to tackle this problem. If we
insist on differential forms of the dynamical equations we can proceed to the next
chapter where some of the issues are discussed and resolved. On the other hand,
recall that an integral form of the star product exists and it does not require the
functions to be differentiable, instead it only requires them to be integrable. Using
the integral representation (2.39) of the ∗-product we can write (2.97) as
∂ρ
∂t
= − p
m
∂ρ
∂q
+
∫ +∞
−∞
dη ρ(q, p+ η)K(q, η) (2.115)
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with a kernel we can calculate from the potential:
K(q, η) =
i
pi2~2
∫ +∞
−∞
dζ[V (q + ζ)− V (q − ζ)]e− 2i~ η ζ . (2.116)
This form of the dynamical equation may be more difficult to solve but it has a more
general form8 that includes all integrable potentials of physical interest [56], e.g. step
potentials, finite wells, delta function, etc.9
Schro¨dinger equation as underlying structure for the Moyal star product
The Wigner-Weyl transform can relate deformation quantization results to standard
operator quantization results. Moreover if deformation quantization is taken as the
primary quantization technique one can still derive the Schro¨dinger equation within
the phase space quantum mechanics framework. Let us see how the Schro¨dinger
equation emerges as an underlying structure of the Moyal equation
Suppose we have any coordinate and time-independent potential as it is customary
in quantum mechanics - H(q, p) = p
2
2m
+ V (q). The ∗-eigenvalue equations will then
be:
H∗ρ = Eρ⇔
(
p2
2m
− E
)
ρ− ~
2
8m
∂2qqρ−
i~p
2m
∂qρ+
∞∑
n=0
1
n!
(
i~
2
)n
∂nq V ∂
n
p ρ = 0 , (2.117)
ρ ∗H = E ′ρ⇔
(
p2
2m
− E ′
)
ρ− ~
2
8m
∂2qqρ+
i~p
2m
∂qρ+
∞∑
n=0
(−1)n
n!
(
i~
2
)n
∂nq V ∂
n
p ρ = 0 .
(2.118)
Solving the equations in this form can be very challenging. However there is an
8Recall that an integral form of the ∗-product exists for integrable functions and therefore it is
more general. Only in the case when the functions are smooth the integral and pseudodifferential
forms are equivalent [56].
9Note that this equation cannot treat infinite wall for example, since it is not integrable. However
it is physically important. The solution of this problem and related topics will be discussed this in
detail in the next chapter. However, the short answer is that we need to modify the equations or
the Hamiltonian. Alternatively we can recover the infinite wall as a limit of smooth potentials.
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apparent asymmetry between q and p that suggests the use of Fourier transform for
p only.
−1
4
∂2qqf(q, ξ)− ∂2qξf(q, ξ)− ∂2ξξf(q, ξ) + [V (q + ξ/2)− E]f(q, ξ) = 0 , (2.119)
−1
4
∂2qqf(q, ξ) + ∂
2
qξf(q, ξ)− ∂2ξξf(q, ξ) + [V (q − ξ/2)− E ′]f(q, ξ) = 0 , (2.120)
where Fξ(ρ(q, p)) = f(q, ξ) is the Fourier transform of the Wigner function. The
PDE’ s can be written in their canonical form using the following transformations:
u = q − ξ/2, v = q + ξ/2:
∂2uuf(u, v) + [E − V (u)]f(u, v) = 0 , (2.121)
∂2vvf(u, v) + [E
′ − V (v)]f(u, v) = 0 . (2.122)
We recover the Schro¨dinger equation. So, in a sense, even if we first discovered defor-
mation quantization, we would have to deal with the Schro¨dinger equation instead of
the ∗-eigenvalue equations for simplicity. This is something we have already seen in
the case of Korteweg-de Vries equation and seems to be the case for other nonlinear
integrable systems.
It is interesting to notice that when we deal with supersymmetric quantum me-
chanics the Schro¨dinger equation appears again ( see Appendix A). The method we
use in dealing with factorisable Hamiltonians is called the Darboux construction and
in some form has been around since the 19th century. The point is that even if defor-
mation quantization happened to be the first approach to have been discovered the
Schro¨dinger equation would still play a central role even if just for technical reasons.
Also a direct integration over the coordinates or the momentum can give us the reg-
ular interpretation of the wave function. From this argument is not clear whether or
not operators follow naturally from deformation quantization. So far we have shown
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that they are not needed so the most likely answer is “no”. However a scenario like the
above has one very attractive feature. Its postulates are straightforward generaliza-
tions of classical physics and the wave functions and their probabilistic interpretation
are derived from those. This will also allow the physical boundary conditions to be
imposed on the wave function that we know from textbook quantum mechanics.
2.8 Simple harmonic oscillator
The simple harmonic oscillator is a perfect example to illustrate those techniques
because it is not too complicated and yet non-trivial. For simplicity we set m = ω = 1.
Therefore the system will have Hamiltonian given by H = (p2 + q2)/2.
Analytic method
The simple quadratic form of the Hamiltonian suggests that using Bopp shifts (2.32)
is the easiest way to write the ∗-product of the Hamiltonian and the Wigner function:
[
1
2
(
p+
i~
2
∂q
)2
+
1
2
(
q +
i~
2
∂p
)2]
ρ = Eρ. (2.123)
Explicitly we can write the above equation as a a polynomial in ~ thus recovering the
same result as if we used (2.31):
1
2
(q2 + p2)ρ+
i~
2
(q∂pρ− p∂qρ)− ~
2
8
(∂2qq + ∂
2
pp)ρ = Eρ. (2.124)
For the harmonic oscillator the equation is relatively simple due to the fact that the
Hamiltonian is a quadratic polynomial in q and p. The infinite series of derivatives
in the expression for the star product terminates after the third term.
To solve (2.124) note that the diagonal eigenstates are Wigner function is real
for pure states. Therefore, we can separate the real from the imaginary part of the
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equation. Since the Wigner function does not have an imaginary part the equations
decouple:
(q∂p − p∂q) ρ = 0 , (2.125)
[ q2 + p2 − 1
4
(∂2q + ∂
2
p)− 2E ] ρ = 0 . (2.126)
The first equation can be solved using the characteristics method. Along the char-
acteristics partial differential equations become ordinary. In this case q2 + p2 = C,
where C is a constant, gives a one-parameter family of curves and the variable we
use to parametrize a characteristic turns out to be the Hamiltonian. Therefore
ρ(q, p) = ρ((q2 + p2)/2) = ρ(H). Using the substitution z = 4H/~ we transform
equation (2.126) into an ordinary differential equation
(z/4− ∂z − z∂2zz − E/~)ρ = 0 . (2.127)
This equation can be explored for asymptotic solutions in order to suggest what form
the will solutions have. At z →∞ we find that the equation and solutions are:
∂2zzρ−
ρ
4
= 0, ρ(z) = C1e
z/2 + C2e
−z/2 . (2.128)
For normalizable Wigner function we must discard the unbounded solution, i.e. put
C1 = 0. Now we can factorize ρ(z) into an exponential part and a part that we need to
determine from the original differential equation. This equation can be transformed
using the substitution ρ(z) = exp(−z/2)f(z) into a known ordinary differential equa-
tion [
z∂2zz + (1− z)∂z + E/~− 1/2
]
f(z) = 0 , (2.129)
which has two independent solutions - the Laguerre functions and the Tricomi con-
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fluent hypergeometric function:
f(z) = C1LE/~−1/2(z) + C2U(−E/~+ 1/2, 1, z) . (2.130)
However only for integer values of E/~ − 1/2 we have normalizable solutions - the
Laguerre polynomials:
Ln(z) =
ez
n!
∂n(e−zzn)
∂zn
. (2.131)
They are relatively easy to find for small n
L0 = 1, L1(z) = 1− z, L2(z) = 1− 2z + z2/2 , (2.132)
L3(z) = 1− 3z + (3z2)/2− z3/6 , ... (2.133)
A pattern is already emerging for the explicit formula for every n ∈ N:
Ln(z) =
n∑
k=0
(−1)k
k!
(
n
n− k
)
zk . (2.134)
The final solution for the states and the corresponding energies can be written as
ρn(z) =
(−1)n
pi~
e−2H/~Ln(4H/~), En = (n+ 1/2)~, n ∈ N . (2.135)
The significance of this calculation is in the fact that we did not at any point use
operators or wave functions. From the classical Hamiltonian following deformation
quantization techniques only we derived the spectrum for the simple harmonic oscil-
lator. Also using the quasi-probability distributions we just found we can calculate
anything that we can in operator formalism.
Let us point out that for many simple potentials this program works well, while
for others the equations of motion, will be too complicated to be approached like
this. For example even for simple harmonic oscillator we encounter difficulties when
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we try to apply the outlined method in the case of non-diagonal eigenfunctions.
The off-diagonal Wigner functions have imaginary parts which we have to take into
account. That leads to a system of two equations for the real and imaginary part that
are coupled and complicated. Clearly different methods will be effective in different
situations.
Algebraic method
We will now present a re-formulation of the algebraic method from operator quantum
mechanics. This alternative method based on the factorization of the Hamiltonian.
The transition to phase space quantum mechanics is almost trivial so we will not
include much detail. However it is useful toy model to study since its basic idea of
factorization can be extended for so-called supersymmetric potentials (see [79]). For
an example, please see Appendix A, where the non-trivial problem of deformation
quantization for Morse potential is treated.
We first define the holomorphic variables in order to factorize the Hamiltonian,
i.e. to write it as a ∗-product of two functions. For simplicity we take m = ω = 1:
a =
1√
2~
(q + ip) , a¯ =
1√
2~
(q − ip) . (2.136)
Clearly those variables are the counterparts of the creation and annihilation operators.
They satisfy commutation relations identical to the operator versions, except that the
operator product is replaced by the ∗-product
[a, a¯]∗ = a ∗ a¯− a¯ ∗ a = 1 . (2.137)
The Hamiltonian can now be be represented as a factor of those two using the ∗-
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product and its form is identical to operator counterpart
H = ~(a¯ ∗ a+ 1/2) . (2.138)
What follows is essentially a repetition of the standard textbook argument so we
omit it. However note that now we can explicitly compute the ground state Wigner
function
a ∗ ρ0 = ρ0 ∗ a¯ = 0 . (2.139)
The equations can be written explicitly using the Bopp shifts as before. Solving those
simultaneously
xρ+
~
2
∂ρ
∂q
= 0, pρ+
~
2
∂ρ
∂p
= 0 , (2.140)
will, of course reproduce the ground state from before ρ ∝ e−(q2+p2)/~. From this
expression every excited state can be calculated by differentiating the ground state
certain amount of times:
ρmn ∝ a¯m ∗ ρ0 ∗ an . (2.141)
The star exponential method
This example will illustrate how in certain cases is easy enough to determine all the
states just form the spectral decomposition of the evolution function. We start with
the equation (2.100) and solve directly for the star exponential. The explicit form is
4i~∂tExp∗(tH) =
[
4H − ~2ω2∂H − ~2ω2H∂2H
]
Exp∗(tH) . (2.142)
We then get the solution:
Exp∗(tH) =
e
2H
i~ω tan
ωt
2
cos(ωt/2)
. (2.143)
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To find the Fourier-Dirichlet expansion we use the fact that the exponential above is
in the form of a generating function:
1
1 + s
exp
(
zs
1 + s
)
=
∞∑
n=0
(−s)nLn(z) . (2.144)
which then gives the stationary states as projectors after we compare the correspond-
ing terms
ρn(q, p) = 2(−1)ne−2H/~ωLn (4H/~ω) . (2.145)
Clearly, the simple harmonic oscillator is simple enough to be treated in any of
those approaches. That is what makes it a perfect example to illustrate some of the
techniques one can use in deformation quantization. In general, a direct application
of any of those might be difficult – an example of a system that cannot be treated as
above is the Morse potential, discussed in the next chapter. Finding general solutions
in pure deformation quantization fashion is a challenging problem.
2.9 Fermionic star products
So far we have been concerned with building the deformation quantization method
consistently, without reference to operator mechanics, except to show correspon-
dences. We also pointed out what the relationships are. There is an obvious omission,
however. To be an independent quantum formulation deformation quantization must
include the treatment of spin. There are two methods that reproduce spin.
2.9.1 The Stratonovich-Weyl quantization technique
Here we will present a spin-1
2
particle as treated in deformation quantization, using
a method first introduced by Stratonovich. Simply put, we choose a two dimensional
sphere as the phase space, define a Wigner-Weyl map from physical considerations
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and then write the ∗-product that corresponds to that map.
To understand why this program makes sense let us recall some basic facts in
relation to coadjoint orbits. Recall that a Lie group G defines an inner automorphism
A(g) : h→ ghg−1, g, h ∈ G . (2.146)
Consider a differentiable map between manifolds f : M → N . The differential
(tangent) map at point p is an induced map f∗p : TpM → Tf(p)N defined via
(f∗pv)(g) = v(g ◦ f) , v ∈ TpM , (2.147)
where g ∈ F(N) is any test smooth function. In other words the tangent map acting
on a vector v its just the directional derivative with respect to v.
In the Lie algebra g of G that defines the map Ad(g)
def
= A∗e(g) : g → g. The
adjoint representation is the map g 7→ Ad(g). It is a homomorphism between G and
Aut(g) and also a differentiable map. All abstract Lie groups are locally isomorphic
to matrix groups. In terms of matrices we can write it as
Ad(g)X = gXg−1 , g ∈ G and X ∈ g . (2.148)
Let us now consider a representation pi of the group G in a linear space V . The
dual representation (pi∗, V ∗) is defined as follows
pi∗(g) def= pi(g−1)∗, (2.149)
where the asterisk indicates dual: V ∗ is the dual space to V and the dual operator is
defined via
〈pi∗f, v〉 = 〈f, piv〉, v ∈ V, f ∈ V ∗ . (2.150)
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For deformation quantization the representation of interest is the coadjoint rep-
resentation K of G in g∗ which is simply the dual of the adjoint one, i.e K(g) def=
Ad∗(g) = Ad(g−1). The orbits of G in g∗ are called coadjoint orbits. The orbit
method was developed by Kirillov and the most complete and comprehensive work
on the subject is his book [51]. Coadjoint orbits are even-dimensional manifolds with
a “natural way” of defining a symplectic structure ω, i.e. they are symplectic mani-
folds. “Natural way” means that we do not need to introduce a new structure on the
coadjoint orbit Ω:
ωΩ,F (K∗(X)F,K∗(Y )F ) = 〈F, [X, Y ]〉, X, Y ∈ g, F ∈ g∗ , (2.151)
where K∗ is the infinitesimal version of the coadjoint representation, i.e. the one of
g in g∗. The symplectic form defined with this equation is also G-invariant.10 For
all our purposes phase spaces are symplectic manifolds11 and therefore the coadjoint
orbits can be thought as phase spaces.
Let us recall that in standard operator quantum mechanics j-spin, j ∈ {1
2
, 1, 3
2
, ...},
can be represented by operators
J2|jm〉 = j(j + 1)|jm〉, Jz|jm〉 = m|jm〉, (~ = 1) (2.152)
acting on 2j+ 1 dimensional complex linear spaces C2j+1. The eigenstates |jm〉 form
an orthonormal basis. Each linear space C2j+1 carries a representation pij of the Lie
group SU(2). The coadjoint orbits of SU(2) are simply spheres with different radii.
The symplectic form on a sphere is given locally by the 2-form
ω(~n) = dφ ∧ sin θ dθ, ~n def= (θ, φ) (2.153)
10For details see Appendix B.
11Star products exist more generally on Poisson manifolds. as shown by Kontsevich [53].
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in a fixed chart.
In classical mechanics R2n is the phase space in the majority of the cases. When
systems with constrains are involved we can have curved noncompact symplectic
manifolds as phase spaces. However compact manifolds are considered unphysical. In
quantum mechanics this is clearly not the case. If the symmetry group has compact
coadjoint orbits then the relevant phase space will be compact. The emergence of S2
follows from G = SU(2), however we can generalize this technique for other groups
of physical interest.
Let us recap - the most important feature of deformation quantization is that we
do not work with operators. Instead we work with functions on the phase space.
The Wigner transform gives us a way to switch from operator quantum mechanics to
quantum mechanics on phase space. The properties of the Wigner transform that we
studied in the spin zero case are not going to be changed much. The new “Wigner-
Weyl” correspondence fˆ ↔ W(fˆ) def= f(θ, φ) = f(~n) must satisfy some physical and
mathematical properties (see [69], [74] and [39]) in order to be a generalization of the
bosonic Wigner-Weyl map.
1. Linearity: W(λfˆ+µgˆ) = λW(fˆ)+µW(gˆ). One may be tempted to drop the lin-
earity property in attempt to obtain a more general map in deformation quantization
of particles with non-zero spin. However, a non-linear Wigner-Weyl correspondence
leads to inconsistencies and insurmountable difficulties with the probability interpre-
tation.
2. W is bijective map. In other words for all operators fˆ an imageW(fˆ) will exists
in the algebra of the phase space functions. The opposite will also be true. This is
essential since we want the quantum mechanics to be operator and wave function free
as in the R2n case. A crucial observation is that the Wigner- Weyl correspondence
is a homomorphism and we would like to preserve that property in the case of the
compact phase space S2.
60
3. Reality: W(fˆ †) = W(fˆ). The reality of the Wigner function needs to be
guaranteed. Since we do not have the explicit form of the Stratonovich-Weyl corre-
spondence we need to impose that as a condition. In other words the symbol of an
operator can be real if and only if the operator is Hermitian.
4. Traciality. Physically, we expect to recover the same average for a physical ob-
servable using operator quantum mechanics and phase space averaging in deformation
quantization, using the density operator. More generally:
Tr(fˆ gˆ) =
2j + 1
4pi
∫
S2
d~nW(fˆ)W(gˆ) = 2j + 1
4pi
∫
S2
d~nf(~n)g(~n), (2.154)
where the normalization constant is put in for later convenience. Unlike the R2n case
where the boundary terms disappear so we have (2.61), in the S2 case we need to
construct the ∗-product this way.
5. Standardization.
Tr(fˆ) =
2j + 1
4pi
∫
S2
d~nW(fˆ) . (2.155)
This can be easily obtained from (4.) in the finite-dimensional space. However, in
general we need to add this condition in order to relate the identity operator to unity
as we are used to.
6. Covariance. This property will reflect the spherical symmetry of the system:
W(g · fˆ) = g · W(fˆ) , (2.156)
relating the transformation properties of the operator algebra
g · fˆ = pij(g) fˆ pi−1j (g) (2.157)
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to those of the functional algebra on the sphere
g · f(~n) = f(g−1 · ~n) . (2.158)
We used here a particular representation of SU(2) — pij(g) and we rewrote the trans-
formation of a scalar function in a form similar to the operator transformation.
We will use the term Stratonovich-Weyl correspondence to replace Wigner-Weyl
correspondence in the spin case. Also we define the Stratonovich-Weyl symbol of fˆ to
be f
def
= W(fˆ) obeying the above properties.
Before we continue and show how the symbol can be found, let us give the explicit
form for the Weyl map:
fˆ =
√
2j + 1
4pi
∫
S2
f(~n)
2j∑
l=0
l∑
m=−l
Cj∗lm Ylm(~n) d~n =
=
2j∑
l=0
l∑
m=−l
Cj∗lm
√
2j + 1
4pi
∫ 2pi
0
∫ pi
−pi
f(θ, φ)Ylm(θ, φ) sin θ dθ dφ (2.159)
where Cj∗lm are given matrices, whose matrix elements (up to a sign) are the Clebsch-
Gordan coefficients. The Wigner transform on S2 is then expressed in trace form
using the Stratonovich-Weyl quantizer:
f(~n) = Tr
(
fˆ
2j∑
l=0
l∑
m=−l
Cj∗lm Ylm(~n)
)
, (2.160)
where Ylm(θ, φ) are the spherical harmonics.
Stratonovich-Weyl operator kernel
We will show how can we find the form of the Stratonovich-Weyl correspondence.
Assume that for a particular representation of SU(2) — pij(g) an operator wˆj(~n)
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exists such that
f
def
= W(fˆ) = Tr
(
fˆ wˆj(~n)
)
, (2.161)
in close analogy with the R2n case. The operator valued map on the sphere wˆj(~n)
is called Stratonovich-Weyl operator kernel. Now we can use the properties 1.– 6.
we postulated earlier. Let us point out that we can write the operator knowing its
symbol
fˆ =
2j + 1
4pi
∫
S2
d~n f(~n)wˆj(~n), (2.162)
using the same kernel. Now the problem of showing that the homomorphism between
the operator algebra and the functional algebra with the properties the properties 1.–
6. translates into a problem for the kernel wˆj(~n).
Taking the conjugate of f and using the reality condition (3.) we determine that
i. wˆ†j(~n) = wˆj(~n),∀~n ∈ S2 , (2.163)
i.e. the kernel is a self-adjoint operator for all real symbols. Now we can substitute
1ˆ for fˆ and we get
ii.
∫
S2
wˆj(~n)d~n = 4pi1ˆ/(2j+1) . (2.164)
The traciality condition can be incorporated if we use the representation of the oper-
ator (2.162) in (2.161):
f(~n) = Tr(fˆ wˆj(~n)) =
2j + 1
4pi
∫
S2
d~mTr[wˆj(~n)wˆj(~m)]f(~m) . (2.165)
Now using (2.161) one more time:
Tr(fˆ wˆj(~n)) =
2j + 1
4pi
∫
S2
d~mTr[wˆj(~n)wˆj(~m)]Tr[wˆj(~m)fˆ ] . (2.166)
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Taking the trace acting on the fˆ term out of the integral and eliminating it from both
sides leads to
iii. wˆj(~n) =
2j + 1
4pi
∫
S2
d~mTr[wˆj(~n)wˆj(~m)]wˆj(~m) .
(2.167)
The final property can be derived trivially by using (6.) and the definition of action
of SU(2) on the operator algebra. After switching from g to g−1 we get
iv. wˆj(g · ~n) = pij(g)wˆj(~n)pi−1j (g) , (2.168)
i.e. the transformation rule for the Stratonovich-Weyl operator kernel.
Existence of the Stratonovich-Weyl kernel
We need to implement those conditions in a way that will give us the explicit form
of the kernel. To do that we will write it in an arbitrary basis and see what happens
to the matrix elements when i. – iv. are imposed.
wˆj(~n)
def
=
j∑
i,k=−j
Zjik(~n)|ji〉〈jk| . (2.169)
Imposing (iv.) relates the matrix elements of the kernel to those of the representation
pij via the formula
Zjik(g · ~n) = 〈ji|wˆj(g · ~n)|jk〉 =
j∑
m,n=−j
DjimDj
∗
knZ
j
mn(~n) . (2.170)
Now we can use that a product of two matrix elements Djmn(g) = 〈jm|pij(g)|jn〉 can
be expressed as sum over D’s using the Clebsch-Gordan coefficients:
DjimDj
∗
kn =
2j∑
l=0
2l + 1
2j + 1
Cj l ji,k−i,kC
j l j
m,n−m,nDj
∗
k−i,n−m . (2.171)
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We can now rewrite (2.170) using the above formula and relabel the indices:
Zjik(g · ~n) =
2j∑
l=0
∑
p,n
(−1)2j−i−mCj j li,−k,i−kCj j lm,−m−n,−nDj
∗
k−i,n(g)Z
j
m,n+m(~n) . (2.172)
The point of this whole exercise is that mathematical quantities with the above trans-
formation properties on the sphere are already known. To see that we define
Y˜lm(g · ~n) def=
j∑
n=−j
(−1)j−nCj j ln,−n−m,−mZjn,m+n(~n) , (2.173)
which using the orthogonality properties of the Clebsch-Gordan coefficients leads to
the transformation rule obeyed by the spherical harmonics:
Y˜lm(g · ~n) =
j∑
n=−j
Dj∗mn(g)Y˜ln(~n) . (2.174)
If clkmn are the matrix elements of the intertwiner of pik and pij by Schur’s lemma we
get clkmn = λ
j
l δlkδmn and therefore Y˜lm = λ
j
lYlm With that in mind we can write 2
2j
different kernels. In [74] one can find that the constants can be further constrained
to be:
λlj = ε
l
j
√
4pi/(2j + 1), λ0j =
√
4pi/(2j + 1), εlj = ±1 . (2.175)
Finally we chose εlj = 1 to recover the known physics.
We can now invert (2.173) to find the expression for the matrix elements of the
Stratonovich-Weyl operator kernel
Zjrs(~n) = (−1)j−r
2j∑
l=0
λjlC
j j l
r,−s,r−sYl,s−r(~n) . (2.176)
To further streamline the expression and eliminate the explicit basis dependence, we
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use the Clebsch-Gordan coefficients to define the following matrices:
〈jr|Cj∗lm|js〉 = (−1)j−rCj j lr,−s,−m . (2.177)
Finally we arrive at the expression for the Stratonovich-Weyl operator kernel (quan-
tizer)
wˆj(~n) =
2j∑
l=0
j∑
m=−j
√
4pi
2j + 1
Cj
∗
lmYlm(~n). (2.178)
and the equations (2.159) and (2.160).
Clearly the deformation quantization program can be applied here, since we have
an analog of the Wigner-Weyl correspondence which allows us to work with functions
on the sphere only, without reference to operators.
Stratonovich-Moyal star product
Let us now determine what ∗-product will emerge from the Stratonovich-Weyl corre-
spondence. Recall that the Moyal product defines a homomorphism between the
operator algebra and the algebra of phase space functions. We will exploit the
homomorphism property to relate the product of operators to the product of two
Stratonovich-Weyl symbols.
(W(fˆ gˆ))(~n) = Tr[wˆj(~n)fˆ gˆ] ∝
∫
S2
d~m
∫
S2
d~kTr[wˆj(~n)wˆj(~m)wˆj(~k)]f(~m)g(~k) (2.179)
after we have substituted (2.162) for the operators fˆ and gˆ. From here we can derive
the integral representation of the Moyal ∗-product counterpart. Let us first define
the kernel using the matrix elements of the Stratonovich-Weyl operator kernel
Kj(~k, ~m,~n) =
(2j + 1)2
16pi2
j∑
r,s,t=−j
Zjrs(~n)Z
j
st(~m)Z
j
tr(~k) . (2.180)
66
With this we can write the Stratonovich-Moyal ∗-product in the familiar form:
(f ∗ g)(~n) =
∫
S2
d~m
∫
S2
d~kKj(~k, ~m,~n)f(~m)g(~k) . (2.181)
Now it is relatively easy using the properties of the kernel to derive the tracial property
of the ∗-product: ∫
S2
d~n(f ∗ g)(~n) =
∫
S2
d~nf(~n)g(~n) , (2.182)
as well as to show that it is covariant:
(f ∗ h)(g · ~n) = f(g · ~n) ∗ h(g · ~n), ∀g ∈ SU(2). (2.183)
Those two conditions are very important – as we discussed previously (2.182) reflects
the cyclic property of the trace and (2.183) simply states that the ∗-product preserves
the transformation property of functions. Another important property is rotational
invariance:
Kj(g · ~k, g · ~m, g · ~n) = Kj(~k, ~m,~n) . (2.184)
This property constrains the form of the kernel and provides alternative method to
find it (see [74] for j = 1/2 example).
A differential form of the ∗-product can be derived from the integral representa-
tion. The full derivation can be found in [52]; here we only outline the ideas behind it.
Let us assume as usual that the ∗-product can be written as a bi-differential operator
f ∗ g = Dˆj(f, g) . (2.185)
Any two operators fˆ and gˆ can be expanded in terms of Cj∗lm since the latter form a
basis. Then the idea is to express a product fˆ gˆ in terms of the basis and express it via
the corresponding Stratonovich-Weyl operator kernel. Comparing with the equation
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(2.185) above one can write the bi-differential operator in the form
Dˆj(f, g) = f
[∑
i
←
S
(i)
+ F˜ (L
2)
(2j + 1)(−1)iF˜−1(L2)
i!(2j + i+ 1)
→
S
(i)
− F˜ (L
2)
]
g . (2.186)
The notation used is explained below. The Casimir operator L2 on the sphere is given
by
L2 = − ∂
2
∂θ2
− cot θ ∂
∂θ
− 1
sin2 θ
∂2
∂φ2
, (2.187)
L2Ylm(~n) = l(l + 1)Ylm(~n) . (2.188)
The function F˜ is not specified - it can be any function that satisfies
F˜ (L2)Ylm(~n) =
√
(2j + l + 1)!(2j − l)! Ylm(~n) (2.189)
and the explicit form can be ignored when particular calculation is performed. Finally
we have
S
(i)
± =
i−1∏
k=0
(
k cot θ − ∂
∂θ
∓ i
sin θ
∂2
∂θ2
)
. (2.190)
The arrows in (2.186) indicate which function is affected by which differential opera-
tor, i.e. the direction of the action of the derivatives.
Physical application and examples
Now that we ensured that a ∗-product on the sphere S2 actually exists let us return
to our physical problem. How does spin appear from this program?
In deformation quantization we expect that the Stratonovich-Weyl symbols of the
spin to satisfy a relation analogous to their operator counterparts:
Jx ∗ Jx + Jy ∗ Jy + Jz ∗ Jz = j(j + 1) . (2.191)
68
Let us check this property using the explicit forms of the symbols and the ∗-product.
The first step is to find the symbols Ji in terms of θ and φ. We can write the z-
component in the basis in which its diagonal Jˆz =
∑j
m=−jm|jm〉〈jm|. It follows
directly from (2.169) and (2.161) that Zjrs(~n) = (W(|js〉〈jr|))(~n) and therefore, in
terms of the matrix elements Z, we write
Jz =
j∑
m=−j
mZjmm(~n) . (2.192)
The diagonal matrix elements can be written simply in terms of the Legendre poly-
nomials:
Zjmm(~n) =
2j∑
l=0
2l + 1
2j + 1
Cj j lm 0 mPl(cos θ) . (2.193)
To find the explicit form we use that the Clebsch-Gordan coefficients satisfy orthog-
onality relations and we insert Cj 1 jm 0 m = 3m/(2j + 1)
√
j(j + 1) into the previous
equation. Similarly we can find Jx and Jy:
Jz =
√
j(j + 1) cos θ , (2.194)
Jx =
√
j(j + 1) sin θ cosφ , (2.195)
Jy =
√
j(j + 1) sin θ sinφ . (2.196)
Now before we find the ∗-products in (2.189) we need to point out the orthogonality
condition for the Z-functions that follow directly from the properties of the operator
kernel:
2j + 1
4pi
∫ 2
S
d~nZjrs(~n) = δrs,
2j + 1
4pi
∫ 2
S
Zjrs(~n)Z
j
pq(~n) = δrqδsp. (2.197)
With these we can now write the ∗-products between Z-functions and of Jz with
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Z-functions:
Zjrs ∗ Zjpq = δspZjrq, Jz ∗ Zjrs = rZjrs, Zjrs ∗ Jz = sZjrs. (2.198)
As in (2.195) we incorporate the Clebsch-Gordan coefficients using that
Cj 2 jm 0 m = [3m
2 − j(j + 1)]
√
j(j + 1)(2j − 1)(2j + 3) (2.199)
in order to take advantage of the orthogonality properties. It is straightforward using
(2.198) to calculate the ∗-products for all the components
Jz ∗ Jz = j(j + 1)
3
+
3m2 − j(j + 1)
2j(j + 1)(2j − 1)(2j + 3)(cos
2 θ − 1/3) , (2.200)
Jx ∗ Jx = j(j + 1)
3
+
3m2 − j(j + 1)
2j(j + 1)(2j − 1)(2j + 3)(sin
2 θ cos2 φ− 1/3) , (2.201)
Jy ∗ Jy = j(j + 1)
3
+
3m2 − j(j + 1)
2j(j + 1)(2j − 1)(2j + 3)(sin
2 θ sin2 φ− 1/3) . (2.202)
Adding all the terms together will reproduce (2.191) as we hoped. Having a physically
sensible ∗-product on the sphere allows the deformation quantization of particles in
spin. Star-exponential, ∗-eigenvalue equations, etc. can be defined as in the previous
sections. The j-spin particle will evolve along the classical trajectories as in the
bosonic case, at least for a Hamiltonian of the type H ∝ ~B(t) · ~J .
As a conclusion let us point out that this method can be generalized to other
groups of interest. The arguments leading to the choice of S2 are valid in the case
when SU(2) is replaced by a different Lie group as in [39]. Recall that we consider
other manifolds besides R2n as phase spaces, for example when we deal with systems
with constraints. In a sense we only identify the right phase space for the spin particle
and do not need to introduce additional structures to describe spin. However we have
to deal with curved spaces - a feature that can be viewed as a disadvantage.
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2.9.2 Quantization using Grassmann variables
Deformation quantization of particles with spin can be done using the same con-
structs as in the bosonic case, but with Grassmann variables instead. In other words
“classical” quantities will be constructed using anticommuting variables – elements of
Grassmann algebra. This is a situation already encountered in quantum field theory.
The path integral approach also requires a “classical” counterparts to the fermionic
fields which leads naturally to non-commuting variables. A Grassmann algebra is an
algebra with n generators θi that satisfy
θiθj + θjθi = 0, i 6= j = 1, ..., n and θ2i = 0 , (2.203)
and commute with ordinary numbers. The Grassmann algebra is a graded algebra,
where the degree of a monomial is determined by the number of independent genera-
tors used in it: deg(θi) = 1, deg(θ1θ2) = 2, etc. We can construct a 2n+1-dimensional
linear space where a distinguished basis is
1, θ1, ..., θn, θi1θi2 , θi1θi2θi3 , θ1...θn . (2.204)
Therefore we can write a generic function of Grassmann variables as the polynomial:
f(θ) = 1 +
n∑
i=1
fiθi +
n∑
i,j=1
fijθiθj + ...+ f1, ... ,nθ1...θn , (2.205)
with completely antisymmetric coefficients. As a consequence we cannot have a func-
tion of Grassmann variables that is not a polynomial since a formal Taylor series will
terminate once the degree of a monomial exceeds n, because of repetitions of at least
one θi.
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Differentiation is defined purely algebraically using the simple rules
∂
∂θi
θi = 1 ,
∂
∂θi
θj = 0 , (i 6= j) (2.206)
and additivity. Since we need to anticommute the variables in order to bring them
to the derivatives corresponding to them we write a generalized Leibniz rule
∂
∂θi
f1f2 =
∂f1
∂θi
f2 + (−1)deg(f1)f1∂f2
∂θi
. (2.207)
Similarly we define integration on the simplest elements
∫
dθi = 0 ,
∫
θidθi = 1 (2.208)
and use the additivity property to generalize to generic polynomials. It is easy to
see that integration and differentiation (up to a minus sign) are in fact the same
operation.
Wigner-Weyl correspondence
In deformation quantization we need a set of Grassmann variables pii, i = 1, ..., n, that
correspond to the momenta. Also we assume that the program we followed for bosons
is going to be the same for fermions. Indeed there is a Wigner-Weyl correspondence
and a ∗-product for functions of Grassmann variables with the desired properties.
Standard operator quantization for fermions replaces commutators for creation and
annihilation operators with anti-commutators. We can define symbols of the Fermi
operators using Fourier transform
f˜(ξ, ζ) =
∫
f(θ, pi) e−iθξ−ipiζdθdpi , (2.209)
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f(θ, pi) =
∫
f˜(ξ, ζ) eiθξ+ipiζdθdpi , (2.210)
where dθ = dθ1, ..., dθn and θξ =
∑n
i=1 θiξ1, etc. Then the Weyl map for fermionic
degrees of freedom is defined as in (2.19) via the Fourier transform (2.209) and (2.210)
fˆ =
∫
f(θ, pi) ei(θˆ−θ)ξ+i(pˆi−pi)ζdθdpidξdζ . (2.211)
We can identify the Stratonovitch-Weyl kernel or quantizer from the above
wˆ(θ, pi) =
∫
ei(θˆ−θ)ξ+i(pˆi−pi)ζdθdpi . (2.212)
Similarly to the Stratonovich method we can now invert the Weyl map to get the
Wigner transform:
f(θ, pi) = Tr [fˆ wˆ(θ, pi)] . (2.213)
The Wigner function is again defined to be proportional to the symbol of the density
operator.
The ∗-product of two symbols f ∗ g can be found as in the bosonic case, using
the Wigner-Weyl correspondence to relate it to fˆ gˆ. From this we can derive an
integral representation and then using Taylor series to get the pseudo-differential
form. However free from the complications of the curved phase space in Stratonovich
method, the Grassmann variable method is so close to the bosonic case that we can
simply guess the correct form of the ∗-product:
f ∗ g = f exp
{
i~
2
( 
∂θ

∂pi +
 
∂pi

∂θ
)}
g . (2.214)
We have used the exponentiation of the Grassmann-variable Poisson bracket as a
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definition similarly to equation (2.28)
{f, g}F =
n∑
i=1
(
∂f
∂θi
∂g
∂pii
+
∂f
∂pii
∂g
∂θi
)
. (2.215)
A systematic derivation of this ∗-product can be found in [40]. However we will simply
provide the integral representation as a reference:
f ∗ g = −~
2
4
∫
f(θ1, pi1)g(θ2, pi2)e
− 2i~ [pi(θ1−θ2)+pi1(θ2−θ)+pi2(θ−θ1)]dpi1dθ1dpi2dθ2 . (2.216)
Example
Let us now see how can this quantization technique works for a simple system. Fol-
lowing Berezin and Marinov (see [7]) for a non-relativistic spin we can write the
Hamiltonian in the form:
H(θ, pi) = −iωθ1θ2 . (2.217)
The Lagrangian associated to this system is
L(θ, θ˙) =
i
2
(θ1θ˙1 + θ2θ˙2) + iωθ1θ2 , (2.218)
and therefore the canonical momenta are given in terms of θ: pii = −iθi/2. Using this
expression we can rewrite the Hamiltonian in the form:
H(θ, pi) = ω(θ1pi2 − θ2pi1) . (2.219)
This expression is proportional to the angular momentum, which corresponds to the
spin – H = ωS3.
As before we can define star-exponentials, ∗-eigen value equations and projectors.
While the generalizations turn out to be almost identical to the bosonic case, the
derivations are quite interesting, so one can refer to [7], [41],[40] and [45] for the full
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detail. For our purposes we will only need the star-exponentials in order to find the
states and the corresponding energies:
Exp∗(tH) = ρ1/2e−itω/2 + ρ−1/2e−itω/2 . (2.220)
Where the states and the energies are given by
ρ±1/2 = 1/2∓ iθ1θ2/~, E±1/2 = ±ω/2 . (2.221)
One can now find the projections of the spin and their average values, the Moyal
equations of motion for the Wigner function and the spin, etc.
The Grassmann variable method presents an algebraic version of spin quanti-
zation. While it lacks the geometric insight of the Stratonovich quantization, it
is simpler and the resemblance with the bosonic case is obvious. Also, unlike the
Stratonovich formulation, the connection with quantum field theory is direct. That
relationship is exploited in the ∗-product formulation of quantum field theory – an
active and interesting field of research. However that is outside of the scope of this
work
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Chapter 3
Contact interactions
In this chapter we will address the problems associated with point interaction and
reflective walls, i. e. contact interactions. We will refer to interactions as con-
tact interactions whenever they are described with a potential with discontinuities.
As mentioned earlier deformation quantization requires smooth potentials when the
pseudodifferential form of the equations are used1 or integrable ones in the case of the
integral form of the equations. Either way a potential like the infinite wall or infinite
step presents a certain challenge. At first glance they cannot be treated in deforma-
tion quantization. However their importance demands a solution in the deformation
quantization framework. More generally, infinite potentials need to be included in
deformation quantization. Here we present possible resolutions of that problem.
3.1 The problem with sharp potentials
Sharp potential features are tricky in phase space. The vanishing width of point
interactions and reflecting walls results in discontinuous classical phase-space trajec-
tories. The quantum situation seems better. In operator quantum mechanics, phase
space is not central, and one only needs to impose appropriate boundary conditions
1We can allow distributions to be used in order to include more potentials
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on wave functions in coordinate space. The boundary conditions conserve probability
and can be understood as necessary for self-adjointness of Hermitian operators, like
the Hamiltonian, or extensions thereof.2
However, if one insists on doing quantum mechanics in phase space (or deformation
quantization) with sharp potential features, the problem is not as easily fixed [29, 54,
30, 55, 31]. The ∗-eigenvalue equations are defined only for smooth potentials. At
least in principle, for sharp but finite potentials this problem can be dealt with,
since they are integrable and the integral form of the ∗-product is defined. However
that is not applicable when infinite potentials are involved, the reason being that
the formal expression for the ∗-product is not convergent. Here we will investigate
this phenomenon, in both phase-space quantum mechanics and Schro¨dinger wave
mechanics. We believe that such extreme examples can tell us something interesting.
For simplicity, we will restrict attention to the non-relativistic quantum mechanics of
a single particle, moving in one spatial dimension.
Arguably, the simplest example of a sharp potential feature that illustrates the
problem of interest is an infinite potential wall. Equivalently, we can consider a
particle restricted to the half-line. In either case, however, the dynamics that is
important for us is sharp, i.e. it takes place at a single point. The corresponding
potential has a feature of vanishing width, w = 0, or infinite sharpness, α := 1/w =
∞.
A remarkable phenomenon helps us to understand the origin of the complications
in phase-space quantum mechanics brought about by sharp potential features [75].
For particle energy exceeding a discontinuous potential, so-called non-Newtonian scat-
tering occurs [10]. Quantum mechanically, there is a non-zero probability of reflection
off the sharp feature, even though the process does not occur classically.3 Most strik-
2 See [11] for nice expositions of the theory of self-adjoint extensions, and [17] for intriguing
properties of contact interactions.
3 It should be noted, however, that this is a wave phenomenon, and so will be present in the
Koopman-von Neumann operator formulation of classical mechanics. In the presence of sharp po-
77
ingly, the probability is independent of Planck’s constant, and so does not vanish as
~→ 0.
This indicates that the zero-width limit (w → 0) and the classical limit (~ →
0) do not commute. This non-commutativity of limits is hard to incorporate into
phase-space quantum mechanics, or deformation quantization. Recall that in it, the
algebra of quantum observables is realized as an ~-deformation of the classical one in
phase space. Non-Newtonian scattering cannot be described by simply ~-deforming
canonical classical mechanics.
Dias and Prata [29] confronted this problem in phase-space quantum mechan-
ics, for the special case of Dirichlet boundary conditions for the Schro¨dinger wave
functions. To describe the complication they found, recall that the Wigner function
ρ(q, p) is the central object in phase-space quantum mechanics (see section 4 below,
and [79, 43], e.g.). At finite α, it can be found two ways. First, one can start from the
wave functions ψ(q), and build the corresponding density operator. Then a Wigner
transform will yield the Wigner function; denote the result ρα[ψ](q, p). Alternatively,
one can use the dynamical equations of phase-space quantum mechanics. The ∗-
eigenvalue equations can be solved, with a solution we denote by ρα[∗](q, p). As long
as α <∞, we must have
ρα[ψ](q, p) = ρα[∗](q, p) . (3.1)
Dias and Prata treated the case α =∞, and found
ρ∞[ψ](q, p) 6= ρ∞[∗](q, p) . (3.2)
They assumed that the Wigner transform ρ∞[ψ](x, p) was physical and added a
boundary potential so that the ∗-eigenvalue equations were compatible. That is,
tential features, then, the latter formulation is not equivalent to the canonical one.
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they modified the ∗-eigenvalue equations so that their solutions were ρ˜∞[∗](q, p) =
ρ∞[ψ](q, p).
In an effort to justify their somewhat ad hoc procedure, alternatives to the ∗-
eigenvalue equations were found in [54]. Dias and Prata then demonstrated [30]
that the use of the alternative, so-called ∗-eigen-∗ value equations, had a certain
equivalence to their treatment. Since the ∗-eigen-∗ value equations were derived,
rather than postulated, those arguments provided an indirect justification of their
procedure.
A more direct argument can follow by noting that zero-width (or sharp) features
must be understood fundamentally as α → ∞ limits of nonzero-size (smooth) ones.
That is, the sharp case is an idealization, whose treatment should provide a shortcut
to the results obtained in the physical limit.
In that spirit, the infinite potential wall was described by a limit of the Liouville
potential in [30]. There it was shown that the Wigner transform of the wave functions
with Dirichlet boundary conditions was indeed physical, as was assumed by Dias and
Prata [29]. That is,
lim
α→∞
ρα[ψ](q, p) = lim
α→∞
ρα[∗](q, p) = ρ∞[ψ](q, p) . (3.3)
The first equality was guaranteed, by (3.1), but the second was not. If the limit had
produced ρ∞[∗](q, p) instead, for example, then the Wigner transform would have had
to be modified, rather than the ∗-eigenvalue equations.
Dirichlet boundary conditions are only a special case of the possible Robin (or
mixed) boundary conditions, studied in [75], however. In this work, we will extend
the result of [55] to the general case of Robin boundary conditions.
We should also mention that in [55], the connection was first made between self-
adjoint extensions of the Hamiltonian and the problem (3.2) found by Dias and Prata
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[29]. Subsequently, those authors were able to show that the Hamiltonians that
included the boundary potentials they introduced were indeed self-adjoint [31].
We will first present in more detail the Kryukov-Walton ∗-eigen-∗ equations, fol-
lowed by an outline of Dias and Prata’s work. A short overview of non-standard
walls is provided to clarify the connection between boundary condition, operator ex-
tensions and physics. Finally we will present in full how, at least for the infinite wall,
the problems associated with sharp features can be handled using the Morse potential
as in [5].
This last problem is essentially the core of this chapter. Robin boundary condi-
tions for wave functions are derived by taking a limit of a piece-wise flat potential,
following [68, 38]. There, mass-dependent fine tuning of the potential is necessary to
realize a non-standard wall, i.e. to avoid the standard Dirichlet boundary conditions.
We point out that this fine tuning is equivalent to selecting a reflection resonance, as
defined in [12].
Instead of just explaining the one sharp potential feature of an infinite wall, how-
ever, a discontinuous piece-wise flat potential introduces more. An analogous calcu-
lation is carried out for a smooth Morse potential. The Robin boundary conditions
are recovered, again with the same kind of mass-dependent fine tuning already found
in [68, 38]. In the smooth case, we also show that reflection resonances are again
selected.
We also consider Wigner functions for the Morse potential are considered. The
∗-eigenvalue equations they obey are converted to difference equations by a Mellin
transform and the solutions are found. In section 5, the Wigner transform of the Morse
wave functions is performed. Also the general solution to the ∗-eigenvalue equations
is written and shown to be the same as the corresponding Wigner transforms. Most
importantly, we show that in the appropriate limit, those Wigner functions reduce to
the expected ones [75].
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3.2 Deformation quantization techniques for con-
tact interactions
In this section we consider two equivalent independent methods treating the infinite
wall potential. We modify the equations of motion of deformation quantization,
keeping the Hamiltonian intact or equivalently we change the form of the Hamiltonian
in order to conserve the form of the dynamical equations. In both methods we modify
the dynamics in order to allow deformation quantization treatment of the infinite wall.
3.2.1 Dias-Prata method
In [29] Dias and Prata consider the infinite well in deformation quantization by chang-
ing the equations of motion for the Wigner function and the boundary conditions
associated with them. We provide a short summary of some of the important results.
There are two ways of approaching the problem of a particle confined on a finite
interval [a, b]. One is to solve in the bulk and then impose boundary conditions from
physical consideration while keeping the wave function identically zero outside of the
bulk. This is shown not to work in deformation quantization since the non-locality in
the dynamical equations results in nontrivial effects on the boundaries. The Wigner
functions defined from the corresponding wave functions via the Wigner transform
do not satisfy the ∗-eigenvalue equations on the bulk [29].
Alternatively, we can introduce a potential that accounts for the boundaries and
consider a system without constraints. That recipe is more suited to be applied for
Wigner functions. Using the connection with operator quantum mechanics Dias and
Prata derive a boundary correction to the bulk Hamiltonian along with the relevant
boundary conditions.
Let us consider the pure state wave function ψ(q) = 〈q|ψ〉, with |ψ〉 an eigenvector
81
of the bulk Hamiltonian H. The Baker function will satisfy
ψ∗(q − y)ψ(q + y) = 0 unless a < q − y < b and a < q + y < b. (3.4)
Defining auxiliary Wigner functions via
ρ1(q, p) = lim
→a+0
1
pi~
∫ −q
q−
dye−2ipy/~ψ∗(q − y)ψ(q + y) , (3.5)
ρ2(q, p) = lim
→b−0
1
pi~
∫ q−
−q
dye−2ipy/~ψ∗(q − y)ψ(q + y) , (3.6)
we can use step functions to the left and right of the center of the wall4
θL(q) = θ(q − a)− θ(q − (a+ b)/2) , (3.7)
θR(q) = θ(q − (a+ b)/2) + θ(b− q) , (3.8)
to express he Wigner function as
ρ(q, p) = θL(q)ρ1(q, p) + θR(q)ρ2(q, p) . (3.9)
Dias and Prata show that the Wigner function and ρ1,2 satisfy Dirichlet boundary
conditions as long as the boundaries are approached from the interior of the interval,
since the integrals are improper and the boundary conditions are defined as limits as
the argument approaches a and b.5 In fact the boundary conditions do not affect the
Wigner function but the derivatives only. For example for wave functions satisfying
4The step function θL(q) = 1, q ∈ (a, (a+ b)/2) and 0 otherwise. Analogously for the right side
of the interval we can define θR(q)
5We will show later that this result is true in general but other, more general boundary conditions
are also admissible in certain cases.
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Dirichlet boundary conditions (realized as limits) we get
lim
→0
∂qρ(a+ , p) = lim
→0
∂qρ(b− , p) = 0. (3.10)
The result (3.9) allows us to determine the boundary terms that complement the
bulk Hamiltonian in order to recover the Wigner functions using Wigner-Weyl cor-
respondence. One has to point out that we assume the Wigner-Weyl correspondence
is unchanged by the boundary effects. This will be shown to be true in the later
sections. We get the following “corrected” ∗-eigenvalue equation
H ∗ ρ(q, p)− ~
2
2m
δ′(q − a) ∗ ρ(q + , p) + ~
2
2m
δ′(q − b) ∗ ρ(q − , p) = Eρ(q, p) . (3.11)
This construction provides a better understanding of the contact interactions at least
for infinite well. However it is difficult to apply in general for particular calculations
and other potentials with sharp features. Also ultimately the Shro¨dinger equation
and the Wigner-Weyl correspondence are at the base of this argument. This is why
a motivation that comes from within deformation quantization is desirable, also one
that is easier to implement in practice. Another question arises – it is known that
Dirichlet boundary conditions are not the only admissible boundary conditions in
operator quantum mechanics. Is it then possible to recover more general boundary
conditions using different method?
3.2.2 The ∗-eigen-∗ equations
In this section we show that starting with a conveniently chosen smooth potential one
can derive an equation to substitute the ∗-eigenvalue equation in the case of sharp
potentials constructed by walls and delta functions.
Let us consider an infinite wall. We will pick the Liouville potential HL = p
2+e2αq,
(m = 1/2 for simplicity) and take the limit α → ∞ to recover an infinite wall. The
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Wigner function for this potential can be shown to satisfy a fourth order differential
equation in that limit:
∂4qρ(q, p)/16 + (p
2 + E)∂2qρ(q, p)/2 + (p
4 − 2k2p+ k4)ρ(q, p) = 0. (3.12)
The equation can be written in terms of the free particle Hamiltonian
(p2 − E) ∗ ρ(q, p) ∗ (p2 − E) = 0. (3.13)
This equation is called ∗-eigen-∗ equation and turns out ([54]) to be relevant to wider
class of potentials. Choosing the potential
Hα = p
2 + e−2α(q+1) + e2α(q−1) , (3.14)
allows us to recover the infinite well potential in the limit α → 0. In [54] one can
see that in the large α limit one recovers the same equation (3.12) as for the infinite
wall potential. In other words in the bulk where the particle is free the ∗-eigenvalue
equation does not hold – instead (3.12) is satisfied. Kryukov and Walton show the
same result for the case when the potential is a delta function (analogously recovered
as a limit of an exponential function).
More generally one can write a potential that is a sum of walls, delta functions
and a regular function V (x) and ask the same question. What is the equation that
replaces the ∗-eigenvalue equation? For the infinite wall one finds
1
16
∂4qρ+
1
2
(p2 + E)∂2qρ+ (p
4 − 2k2p+ k4)ρ+ (p2 − E)Re(V ∗ ρ)− (3.15)
p ∂qIm(V ∗ ρ)− 1
4
∂2qRe(V ∗ ρ)− Im(V ∗ p ∂qρ) + Im[V ∗ Im(V ∗ ρ)] +
Re[V ∗ Re(V ∗ ρ)] + Re
[
V ∗
(
p2ρ− Eρ− 1
4
∂2qρ
)]
= 0 .
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This may look very complicated but it can be written as a ∗-eigen-∗ equation for
the bulk Hamiltonian (away from the wall) – H = p2 + V (q)
(H(q, p)− E) ∗ ρ(q, p) ∗ (H(q, p)− E) = 0 . (3.16)
as shown in [75]. The ∗-eigen-∗ equation can be further generalized when non-
stationary states are involved. Also it is still valid for a theta-function potential,
where the the potential is sharp but finite.
Finally (3.16) can be used for Hamiltonians of the form
H = p2 + θ(q)q2 . (3.17)
In other words, when we match two potentials without sharp features
V− = 0, q < 0 and V+ = q2, q > 0 , (3.18)
having discontinuity at the first or higher order derivatives. Dias and Prata showed
certain equivalence between those two methods. Also the second method in a sense
justifies the first since it is derived within deformation quantization and from first
principles.
To conclude let us point out that the Liouville potential used to recover the walls
always produces Dirichlet boundary conditions, i. e. standard walls. However non-
standard wall are physical and need to be included. We will consider nonstandard
walls in operator quantum mechanics in the next section.
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3.3 Non-standard walls. Self-adjoint extensions
and their physical significance
An infinite potential wall where the Dirichlet boundary conditions are imposed on
the wave function is called a standard wall. We are concerned with is the non-
standard walls which include the Neumann boundary conditions and more general
Robin boundary conditions. The latter are a linear combination of Dirichlet and
Neumann, so they include them as particular cases
ψ(0) + Lψ′(0) = 0 . (3.19)
We will show that non-standard walls arise naturally. They have physical interpreta-
tion and not considering them may result in overlooking important physics.
Let us consider the infinite well as treated by [14]. An infinitely deep potential
well is equivalent to a free particle confined on the interval −a ≤ x ≤ a. The energy
and momentum, in coordinate representation, are given by the operators
Hˆ = pˆ2/2m, pˆ = −i~ ∂
∂q
. (3.20)
We are used to assume that observables are self-adjoint operators, however that state-
ment can be misleading and even wrong. In order an operator to be self adjoint, its
domain must coincide with the domain of the adjoint operator, a condition that is
very often neglected. Let us clarify with the following example
(f, pˆ g)− (pˆf, g) =
∫ a
−a
dq(f¯ pˆ(g)− pˆ(f)g) = −i~ [f(a)g(a)− f(−a)g(−a)] , (3.21)
the operator pˆ is self-adjoint only if we demand that two arbitrary wave functions
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f(q) and g(q) satisfy the condition
[f(a)/f(−a)]∗ = g(−a)/g(a) . (3.22)
Therefore all functions that are included in the domain of pˆ are of the form
f(a) = e−2ipiαf(−a), α ∈ [0, 1) . (3.23)
This simply means that not all functions on the interval x ∈ [−a, a] can be taken as
wave functions. For every α there will be a different set of admissible wave functions
and therefore α parametrizes a family of possible domains for the operator pˆ formally
given by (3.20). The difference between the definitions of symmetric and self-adjoint
operators now proves to be significant, since every domain defined by (3.23) defines
a different self-adjoint extension of the momentum. Not only is the self- adjoint
extension is not unique, but we find infinitely many extensions instead.
Now to show that this is not just of purely mathematical interest let us present
Capri’s example [14]. We pick a domain corresponding to α = 1/2, i.e. twice differ-
entiable anti-periodic functions with eigenstates and spectrum given by
fn(q) =
eipi(n+1/2)q/a√
2a
, pn =
pi~(n+ 1/2)
a
. (3.24)
The same states are eigenstates for the Hamiltonian except that all the eigenvalues
are doubly degenerate:
Hˆfn(q) = pi
2~2(n+ 1/2)2/2ma2fn(q) , (3.25)
Hˆf1−n(q) = pi2~2(n+ 1/2)2/2ma2f1−n(q) .
The ground states are not eigenstates for the parity and time reversal operators. Since
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they commute with the Hamiltonian but do not leave the ground states invariant those
are spontaneously broken symmetries. If we attempt to restore those symmetries
by taking linear combination of the ground states, the new ground states are not
translationally invariant since they are not eigenstates of the momentum.
A one-dimensional crystal with alternating atoms we will have boundary condi-
tions that are periodic from a fixed atom to its next nearest neighbor. Therefore the
nearest neighbor can have anti-periodic boundary condition. That is why the states
are not translationally invariant or time/position reversal invariant.6. This simple
example shows how different self-adjoint extensions can describe different physics.
Therefore it is important to consider the Robin boundary conditions and not just
from a mathematical point of view.
How can we determine if a self-adjoint extension of the operator exists and if it
does is it unique or there are many of them as in the case of the momentum operator
for infinite well? A theorem by Weyl generalized by von Neumann answers that
question (see [11]).
Let us define the deficiency subspaces N± of an operator Aˆ
N+ = {ψ ∈ D(Aˆ†) , Aˆ†ψ = z+ψ , Imz+ > 0} , (3.26)
N− = {ψ ∈ D(Aˆ†) , Aˆ†ψ = z−ψ , Imz− < 0} , (3.27)
where D(Aˆ†) is the domain of Aˆ†. The dimensions of those spaces are called deficiency
indices of the operator A and they are denoted by (n+, n−), dim(N±) = n±. The
deficiency indices, therefore, do not depend on the particular representative z± and
can be simply chosen to be ±iλ with arbitrary λ > 0.
Von Neumann theorem: a necessary and sufficient condition for an operator
Aˆ with deficiency indices (n+, n−) to have
6For further detail see [14]
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1.) an unique self-adjoint extension is n+ = n− = 0. In other words the operator
is self-adjoint.
2.) infinitely many self-adjoint extensions is n+ = n− > 0. The self adjoint
extensions are parametrized by an n× n matrix, where n+ = n− = n
3.) no self-adjoint extensions is n+ 6= n−. The operator is not self-adjoint.
That theorem may give us the general answer but finding the self-adjoint operator
is not trivial. For examples see [14] and [11]. In those papers several nontrivial
examples are available.
In the case we are interested in – particle on the half line – the possible extensions
of the Hamiltonian exist only if the Robin boundary condition exist and they are
parametrized by a single parameter. We will discuss that in more detail later.
3.4 Robin boundary conditions from a
discontinuous potential
Consider a non-relativistic quantum particle that is confined to the positive half-line
with coordinate x, but is otherwise free. Its wave function must satisfy the Robin
boundary conditions
ψ(0) + Lψ′(0) = 0 (3.28)
for some real length parameter L ∈ (−∞,∞)∪{∞}. The Robin, or mixed boundary
conditions generalise the Dirichlet (L = 0) and Neumann L→ ±∞) ones. They con-
serve probability and realize the self-adjoint extension of the Hermitian Hamiltonian
H = p2/2m on the half-line.
Even though there is no mathematical reason other than simplicity to prefer them,
Dirichlet boundary conditions are the most commonly applied. For that reason,
infinite walls with other boundary conditions imposed are known as non-standard
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walls [38].
The real wave function
ψk(q) = sin(kq + φ) (3.29)
obeys the boundary condition (3.28) if the phase is chosen so that
kL = tanφ . (3.30)
It is appropriate for an unbound particle of energy ~2k2/2m. For the same dynamics,
one bound state also exists, with (unnormalized) wave function e−q/L and energy
−~2/2mL2, provided L > 0.
The bound state provides the length scale L: its energy defines it, and its wave
function has range L. This does not work for L < 0, however. A more democratic
interpretation is provided by the Wigner time delay (advance)
δt = 2~
dφ
dE
= − 2mL
~k(1 + k2L2)
, (3.31)
for L > 0 (L < 0).7
Let us now consider a particle moving on the (whole) real line with coordinate q
and Hamiltonian
H = p2/2m + V (q) . (3.32)
A particle with energy 2mE = ~2k2 has a time-independent wave function ψ(q)
satisfying the stationary Schro¨dinger equation
− ~
2
2m
d2ψ(q)
dx2
+ V (q)ψ(q) =
~2k2
2m
ψ(q) . (3.33)
We will show that the Robin boundary conditions can arise from the limit of a smooth
7 See [38] and references therein.
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potential. This generalises the derivation of Dirichlet boundary conditions from the
α → ∞ limit of the Liouville potential Vα(q) = (~2κ2/2m) e−2αq. In the context of
deformation quantization, the latter result was obtained in [55].
To prepare for that calculation, we’ll first study a discontinuous, piece-wise flat
potential:
Vα(q) =

∞ , q < 0,
−~2κ2
2m
α` (α` + 1) , 0 ≤ q < 1/α ,
0 , q > 1/α.
(3.34)
Here `, 1/α and 1/κ are lengths, with κ2 > 0 controlling the overall strength of
the potential. Sˇeba [68] showed that when this potential becomes an infinite wall as
α→∞, Robin boundary conditions are recovered.
To see this, solve the Schro¨dinger equation piece-wise to get
ψα(q) =

0 , q < 0 ,
sin
(
q
√
k2 + κ2 α` (α` + 1)
)
, 0 ≤ q < 1/α
A sin(kq + φ) , q > 1/α
(3.35)
for an energy E = ~2k2/2m > 0. Notice that the boundary conditions at q = 0 are
Dirichlet. Those at q = 1/α, however, are of the mixed type, i.e., Robin. We can
therefore derive Robin boundary conditions at q = 0+ := limα→∞ 1/α. From the
point of view of the physical wave function outside the resulting point interaction, it
is the Robin (instead of the Dirichlet) boundary conditions that must be imposed.
Matching the wave-function values and derivatives at q = 1/α gives
sin
(
1
α
√
k2 + κ2 α` (α` + 1)
)
= A sin(k/α + φ) ,√
k2 + κ2 α` (α` + 1) cos
(
1
α
√
k2 + κ2 α` (α` + 1)
)
=
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Ak cos(k/α + φ) . (3.36)
For large α, these equations become
sin(κ`) = A sinφ + O(α−1) ,
ακ` cos(κ`) +
κ
2
cos(κ`) − κ
2`
2
sin(κ`) = Ak cosφ + O(α−1) . (3.37)
Clearly, the order α term in the second equation must vanish, so that cos(κ`) = 0,
implying
κ = κn :=
pi
`
(
n+
1
2
)
, n ∈ Z . (3.38)
Then sin(κn`) = (−1)n, and we find
A = An :=
√
1 +
pi4(n+ 1
2
)4
4k2`2
, tanφ = tanφn = − 2k`
pi2(n+ 1
2
)2
. (3.39)
Comparing to (3.30), we get
L = Ln :=
2`
pi2(n+ 1
2
)2
(3.40)
for the Robin length scale.
So the Robin boundary conditions are found for q = 0+, but only barely: there are
solutions only for a discrete set of values of κ, indexed by the integer n. The strength of
the potential needs to be finely tuned, tuned differently for different particle masses,8
and the non-standard Robin boundary conditions arise for a very limited subset of
possible parameters.
What is the physical significance of the fine tuning? It selects a resonance. Al-
though for this potential the probability of reflection is always one, a reflection reso-
nance can still be defined, by a rapid change of pi in the phase shift [12]. From the
8 For the standard wall with Dirichlet boundary conditions, this mass dependence is not present.
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matching conditions (3.36) we can derive
tan(j/α)
j/α
=
tan(k/α + φ)
k/α
, (3.41)
where j := [k2 + κ2α`(α`+ 1)]
1/2
. Demanding that 0 = d
2φ
dk2
, and selecting the maxima
of dφ
dk
, leads to tan(j/α) =∞, or
j
α
=
[k2 + κ2α`(α`+ 1)]
1/2
α
=
(
n+
1
2
)
pi , n ∈ Z . (3.42)
In the α→∞ limit, the fine-tuning condition (3.38) is recovered.
Let us note that the reflection resonance condition (3.42) corresponds to Neumann
boundary conditions at q = 1/α, even before the α→∞ limit is taken. Of course, the
requirement (3.38) for Robin boundary conditions does not select Neumann boundary
conditions. Substituting (3.38) yields
j
α
=
(
n+
1
2
)
pi + (αLn)
−1 + O(α−2) , (3.43)
using (3.40). This shows that the fine tuning is to near a reflection resonance; how it
is approached in the α → ∞ limit determines the Robin length scale Ln and so the
boundary condition that is realized.
Let us also consider the bound states of the Sˇeba potential in the α→∞ limit. For
the negative energy states the wave function will decay exponentially in the interval
q ∈ (1/α,∞). Therefore the right hand sides of the matching conditions (3.36) will be
replaced by their exponential versions. In general we can find the discrete energies as
solutions to a transcendental equation following from the matching conditions. The
exact energies, therefore, cannot be written in closed terms. Luckily, we only need to
determine them for α→∞. Dividing the matching conditions for the wave function
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and its derivative yields
√
−2m|E|/~2 + κ2 α` (α` + 1) cot
(
1
α
√
−2m|E|/~2 + κ2 α` (α` + 1)
)
= (3.44)
−
√
2m|E|/~2 .
As before we can compare the coefficients in front of the different powers of α. The
only possible energy is then E = −~2κ4`2/8m. Taking into account that (3.38-3.40)
are needed for the Robin boundary conditions to arise, we obtain the correct energy
−~2/2mL2 in the α → ∞ limit. The bound state energy is recovered from the Sˇeba
potential, for L > 0. We can also verify that, for the same values of the parameters,
the (unnormalized) wave function of the unique bound state is e−q/L in the limit.
One criticism of these results could be that Dirichlet boundary conditions were
assumed, not derived for the infinite wall (with no extra structure) at x = 0 in the
Sˇeba potential. In addition, infinite potential walls are only idealisations of very
high, but finite walls, and so the infinite wall should be treated as the limit of a finite
wall. However, similar results were obtained later in [38] but with a finite wall, and
no particular boundary conditions assumed. Robin boundary conditions were again
obtained, with non-standard walls arising only when a mass-dependent fine tuning
was imposed.
Furthermore, our primary motivation is the study of contact interactions (point
interactions and reflecting walls) in phase-space quantum mechanics. So, it is the
sharpness of the interactions that is most important to us, not their finiteness. We
will therefore study here a non-sharp, or smoothed version of the Sˇeba potential,
rather than of the potential in [38].
The authors of [38] speculate that a better choice than their piece-wise flat, discon-
tinuous potential might eliminate the peculiar mass-dependent fine tuning required
for non-standard walls. Presumably, it could also be argued to be possible for the
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Sˇeba potential [68]. We will find, however, that the mass-dependent fine tuning re-
mains necessary in a smoothed version of Sˇeba’s potential. In retrospect, this should
perhaps not be surprising, at least for Schro¨dinger quantum mechanics. The limit
that squeezes and stretches the potentials into an infinite wall is so extreme, it seems
unimportant whether the original potential has corners or is smoothed.
3.5 Wave functions with Robin boundary
conditions from a Morse potential
To study how Robin boundary conditions arise in deformation quantization we will
carry out an analysis similar to that of the previous section, but for a smooth potential.
The spectrum is first found for a potential with undetermined parameters. Then we
consider a certain limit of the parameters, demanding that we recover the infinite
wall, and that the states recovered coincide with the eigenstates for the infinite wall,
with Robin boundary conditions obeyed. For a smooth potential, it is guaranteed that
the same potential that works for wave functions will also be suitable in deformation
quantization.
The Sˇeba potential, with its sharp, zero-width features would cause the same
kind of problem found when trying to quantize an infinite potential wall in phase
space. Therefore it can only provide a guideline and we need to replace it with a
similar smooth potential. A suitable candidate must depend continuously on a free
parameter α as in (3.34), so that we recover the infinite potential wall in the α→∞
limit. With its short range repulsion and longer range attraction, the smooth Morse
potential is a rough approximation to Sˇeba’s. Motivated by the shape resemblance it
is natural to choose
V (q) =
~2κ2
2m
(
e−2αq − b e−αq ) . (3.45)
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Besides α, two more parameters are needed – κ determines the overall potential
strength, b ≥ 0 the position of the well, and together they fix its depth. We will need
to impose conditions on the coefficients in order to obtain Robin boundary conditions
in the large α limit.
To provide insight into the possible behaviour of the coefficients in that limit, we
compare the properties of the Sˇeba and Morse potentials. The latter has depth equal
to Vmin = V (qmin) = −~2b2κ2/8m with qmin = − ln(b/2)/α. The area between the
curve and the q-axis can be found by integrating from its sole zero q0 = − ln b/α to
infinity: ~2κ2b2/4mα. A comparison with the Sˇeba potential leads us to expect that
κ ∼ α and b ∼ α0 (i.e. it is a dimensionless finite number), to leading order in α, for
α→∞.
The previous section indicates that we need only show that Robin boundary condi-
tions apply at q = , where epsilon is very small, but beyond the features of the Morse
potential when α→∞. For the unbound wave functions, therefore, we need only re-
quire that the relevant wave functions have the asymptotic form ψ(q) ∼ A sin(kq+φ)
as q →∞, with φ variable.
To do that we first need to find the unbound wave functions. Following Matsumoto
[59], we can solve the stationary Schro¨dinger equation for the Morse potential (3.45).
The substitution ψ(q) = φ(z), z = exp(−αq), changes the Schro¨dinger equation into
z2φ′′ + zφ′ +
1
α2
[
2mE
~2
− κ2z2 + κ2b z
]
φ = 0 . (3.46)
This can be further transformed into canonical form (without a first derivative term)
using the substitution φ(z) = z−1/2 F (z). Changing the variables to y := 2κz/α
leads to the so-called Whittaker equation, treated in [77], Chapter XVI:
f ′′ +
{
−1
4
+
bκ
2α
1
y
+
1
y2
[
1
4
−
(
ik
α
)2]}
f = 0 , (3.47)
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where f(y) := F (αy/2κ) and, as before, k =
√
2mE/~. The two linearly independent
solutions are defined in [62], p.755. They are called Whittaker functions and can be
expressed in terms of the Tricomi confluent hypergeometric function U(µ, ν, z) and
the Kummer confluent hypergeometric function M(µ, ν, z): 9
Mlm(z) = z
m+1/2e−z/2M(1/2 +m− l, 1 + 2m; z) , (3.48)
Wlm(z) = z
m+1/2e−z/2 U(1/2 +m− l, 1 + 2m; z) . (3.49)
For our purposes, we only need the definitions of those functions
M(µ, ν; z) =
∞∑
n=0
(µ)n
(ν)n
yn
n!
, (3.50)
U(µ, ν; z) =
Γ(ν − 1)
Γ(µ)
z1−νM(1 + µ− ν, 2− ν; z)
+
Γ(1− ν)
Γ(µ− ν + 1)M(µ, ν; z) . (3.51)
Here we use the Pochhammer symbol (µ)n := µ(µ+ 1)...(µ+ n− 1), (µ)0 := 1.
Now the wave function can be written as
ψk(q) = e
αq/2
[
C1M bκ
2α
, ik
α
(y(q)) + C2W bκ
2α
, ik
α
(y(q))
]
. (3.52)
Demanding a real wave function yields C1 = 0. The second term has real values and
it has physical asymptotic behaviour: it becomes a free wave for large positive q. It
has a sinusoidal behaviour with a phase that depends on the potential parameters.
For negative q, far from the origin, there is the expected rapid exponential decay of
9 The Whittaker function Mlm(z) should not be confused with the Kummer function M(µ, ν, z)
in the above equation. Subscripts are used to denote the parameters of the Whittaker functions in
the literature, and the explicit bracket notation is used for confluent hypergeometric functions. For
further information involving the hypergeometric functions see [62], p.753 and [1], p.503-506.
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a classically forbidden region. The wave function is therefore
ψk(q) = Ce
αq/2W bκ
2α
, ik
α
(
2κ
α
e−αq
)
. (3.53)
With the help of equation (3.51) we can rewrite this result in a form similar to
that given by Matsumoto in [59] for a Morse potential with b = 2. The wave function
is manifestly real in this form:
ψ(y) = Ce−y/2 A˜ yik/αM
(
1
2
− bκ
2α
+
ik
α
, 1 +
2ik
α
; y
)
+
+ Ce−y/2 A˜∗ y−ik/αM
(
1
2
− bκ
2α
− ik
α
, 1− 2ik
α
; y
)
, (3.54)
with C∗ = C a normalization constant. The constant A˜ is significant because it will
determine the phase:
A˜ =
Γ(−2ik
α
)
Γ
(
1
2
− bκ
2α
− ik
α
) . (3.55)
Let us now examine the asymptotic behaviour of the wave function and how it de-
pends on the parameters. In the limit α→∞, exp(−y/2) ∼ exp(−e−αq) approaches
the step function, so the dynamics will be restricted to the positive half-line. The
limit q →∞ corresponds to y → 0. Using (3.54) and (3.51) we obtain
ψ(q) ∼ C|A˜| cos
[
k q − arg(A˜)
]
. (3.56)
The phase can be calculated from (3.55) and Euler’s infinite product formula
1
Γ(u)
= ueγu
∞∏
n=1
[(
1 +
u
n
)
e−u/n
]
. (3.57)
98
A short calculation shows that
arg(A˜) =
pi
2
+
γk
α
− (3.58)
∞∑
n=0
{
k
α(n+ 1)
− tan−1
[
2k
α(n+ 1)
]
+ tan−1
[
2k
(2n+ 1)α− bκ
]}
.
Apart from the pi/2, all terms will vanish in the α → ∞ limit, except those of the
form tan−1 [2k/ ((2n+ 1)α− bκ)]. For one such term to survive the limit, we need
κ = O(α1), as expected from our earlier analysis. If the strength κ does not have
this form, we will recover Dirichlet boundary conditions, i.e. the standard wall. Now,
since it is bκ that is relevant, we let b absorb the proportionality constant, and use
κ = α +O(α0). Finally, because the terms of order α0 and lower will not affect the
results, we drop them, and put κ = α from now on.
In order to realize Robin boundary conditions (3.28), the parameter b must be of
the special form
b = (2n+ 1)− 2L−1/α + O(α−2) . (3.59)
Here L is a fixed length, independent of α. Then we find
kL = tan arg(A˜) (3.60)
in the large α limit, so that the wave function (3.54) does indeed satisfy the Robin
boundary conditions (3.28) in the limit α→∞.
At large α the term 2L−1/α is negligible compared to the other two. While
the parameter b approaches an odd integer the second infinitesimal term is crucial.
Apparently we need to fine tune the parameter b to recover the Robin boundary
conditions. A version of this phenomenon has already been encountered in [38] where
the parameters can only take very limited values. The authors argue that fine tuning
may be a result of the particular choice of potential they are using, possibly because
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it is not smooth. Since our analysis, using a smooth potential, produces a version of
fine tuning as well, fine tuning cannot be related to discontinuity alone.
Let us see how the other extreme case, i.e. Neumann boundary conditions, arise.
Using (3.55) we get that for α→∞
arg(A˜) ∼ (3.61)
pi
2
+ arg
(
1
2
− bκ
2α
− ik
α
)
+
∞∑
n=1
arg
(
1 +
1/2− bκ/2α− ik/α
n
)
.
Taking into account that arg(z) has a branch cut on the negative real axis and that
the energy E is given (k is fixed) we can now take the limit α→∞.
Since κ = α, if we want non-standard walls to survive, the parameter b = 0 will
give phase pi/2 coming from the first term. For b = 1 there will be a contribution
−pi/2 from the second term so that the overall phase will vanish. The sum will start
to contribute for b > 1 and for each n < b−1
2
we need to add (b/2− 1)pi to the phase.
In other words for all even integers we will get an integer multiple of pi which can at
most change the sign in the cos(k q + phase) function plus a pi/2 which will turn the
cos(k q+phase) into a sin(k q). Thus the boundary conditions will always be Dirichlet.
For odd integers we use the same argument except we will pick up additional pi/2
when n = b−1
2
. In that case the wave function’s asymptotics will be a cosine one, i.e.
Neumann boundary conditions will arise.
Different limits result for different values of b because the width and the depth
of the potential both depend on it. Generically, Dirichlet boundary conditions are
realized. For non-standard walls, we must fine-tune the parameters so that we are
near Neumann boundary conditions. Notice that this is precisely as it was for the
Sˇeba potential of sect. 2 (see (3.43) and nearby). Put another way, the fine-tuning is
again to a reflection resonance, or slightly off its peak.
Let us now consider the bound states and their behaviour at large α. Their wave
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functions are given in [37] as
ψ(q) ∝ exp(−κe−αq/α)e−α(ν−bκ/2α+1/2)qLbκ/α−2ν−1ν (2κe−αq/α) , (3.62)
where
Lλn(q) =
n∑
m=0
(−1)m
(
n+ λ
n−m
)
qm
m!
(3.63)
are the associated Laguerre polynomials Lλn(q). The energies are
Eν = −~
2α2
2m
(ν − bκ/2α + 1/2)2 , (3.64)
for integer ν ∈ [0, bbκ/2αc], where bac is the smallest integer less than a.
Consider now the α → ∞ limit. The Laguerre polynomials are normalized to
one at zero argument, and exp(−κe−αx/α) turns into the step function. The only
term that remains to be analyzed is e−α(ν−bκ/2α+1/2)x. Clearly, −α(ν − bκ/2α + 1/2)
must be a negative constant (independent of α) so that we have a normalizable wave
function that does not disappear in the large α limit. Again we can set κ = α, and
the solving for b yields precisely equation (3.59). Analyzing the bound states provides
an alternative way of deriving the fine tuning condition.
On the other hand, let us give particular values to the constants in (3.59), i.e. fix
b. All the bound states will vanish for x > 0 except the one that has highest quantum
number ν = bb/2c. This is because the maximal integer will cancel the integer part
of b and leave only the fine tuning part −2(Lα)−1. The bound state wave function
∼ e−q/L will be recovered with the correct energy −~2/2mL2.
To summarize, in this section we demonstrated that the α→∞ limit of the Morse
potential (3.45) can be used to generate Robin boundary conditions. Fine tuning is
necessary, however: the parameter b must be an odd non-negative integer plus a
term with asymptotics 1/α that determines the length scale L of the Robin boundary
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condition. If the fine tuning is absent or if the integer part of b is not an odd integer,
then we can only recover Dirichlet boundary conditions, i.e. standard walls. A new
observation is that the fine-tuning selects a reflection resonance.
Notice that the definition of κ involves the particle mass. So, if the particle mass
changes, so must the potential. The fine tuning required is also mass dependent.
The situation is very similar to that for the discontinuous Sˇeba potential [68]
treated in sect. 2, and to the results of [38]. The mass-dependent fine-tuning that
is necessary for non-standard (Robin boundary condition) walls seems to be more
than an artifact of the choice of potential. In particular, just smoothing out the
discontinuities of a piece-wise flat potential is not sufficient to avoid this property.
As already stated, this is perhaps reasonable in hindsight: it seems that the limit
that squeezes and stretches the potentials into an infinite wall is so extreme that it
is unimportant whether the original potential has corners or is smoothed.
3.6 Deformation quantization with a Morse
potential
Let us recall the definition of Wigner functions and the Wigner-Weyl correspondence
(see [79, 43], e.g.). The Wigner function is related to the density operator of canonical
quantization. More generally, every operator Qˆ has a Weyl symbol Q(x, p) defined by
Q(q, p) = WQˆ = 1
(2pi)2
∫ ∞
−∞
dξdη Tr
[
Qˆ e−i(ξqˆ+ηpˆ)
]
eiξq+iηp
=
1
2pi
∫ ∞
−∞
dy e−iyp 〈q + ~y/2|Qˆ|q − ~y/2〉 . (3.65)
the Wigner transform is a map W : Qˆ 7→ Q(x, p), from operators to phase space
functions/distributions. It is a homomorphic map from the algebra of operators to
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the ∗-algebra of symbols:
W( Qˆ Rˆ ) = W(Qˆ) ∗ W(Rˆ) . (3.66)
Here the symbols are multiplied using the Moyal ∗-product,
∗ = exp
{
i~
2
( ←
∂q
→
∂p −
←
∂p
→
∂q
)}
(3.67)
for consistency with the Wigner transform (3.65). We will also use here the inverse
map W−1, i.e. the Weyl map:
Qˆ =: W−1Q(x, p) = 1
(2pi)2
∫ ∞
−∞
dξ dη dq dp Q(q, p)eiξ(qˆ−q)+iη(pˆ−p) . (3.68)
In this section we turn our attention to the Wigner function. Recall that up to
normalization, the Wigner function ρ(x, p) is defined as the Wigner transform of the
density operator ρˆ:
ρ(q, p) :=
1
2pi~
W ( ρˆ ) , (3.69)
and it describes the state of the system.
We consider the equation of motion for the Wigner function:
i~ ∂tρ(q, p, t) = [H, ρ(q, p, t)]∗ , (3.70)
where [H, ρ]∗ = H∗ρ−ρ∗H. It can be expressed as a linear combination of stationary
Wigner functions with time-dependent coefficients:
ρ(q, p, t) =
∑
EL,ER
CELERe
−i(EL−ER)t/~ρELER(q, p) . (3.71)
Here ρELER = W(|EL〉〈ER|)/2pi~ denotes the Wigner transform of a matrix element
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of the density operator in the energy basis. As ∗-eigenfunctions, they can be found
by solving the system of equations:
H ∗ ρELER(q, p) = EL ρELER(q, p) , (3.72)
ρELER(q, p) ∗H = ER ρELER(q, p) . (3.73)
Alternatively, the Wigner transform
ρELER(q, p) =
∫ ∞
−∞
dy eiyp 〈q + ~y/2|EL〉〈ER|q − ~y/2〉 (3.74)
allows them to be determined from the wave functions, if known. In the case of smooth
potentials, the resulting Wigner functions are known to agree. Provided ρELER are
found using (3.72-3.73) we can indeed show that equation (3.70) is satisfied by (3.71).
For discontinuous potentials, however, that is not necessarily the case [29]. The
example relevant here is the infinite wall, or equivalently, a particle confined to the
half-line. AS we saw earlier, Dias and Prata [29] showed that the Wigner transform of
the density operator only satisfies the ∗-eigenvalue equations if the free Hamiltonian
is modified. No independent motivation was given for the change to the Hamiltonian,
however. It was also assumed that the Wigner transform itself did not need to be
adjusted.
An independent motivation was first suggested in [55]: self-adjointness of the
Hamiltonian. The free Hamiltonian on the half-line is not self-adjoint. It does
have self-adjoint extensions, however, and these correspond precisely to the possi-
ble boundary conditions (3.28) (see [11], e.g.). Subsequently, the self-adjointness of
the Dias-Prata modified Hamiltonian was demonstrated in [31].
Here we are concerned with the assumption of an unmodified Wigner transform.
That is, does the unmodified Wigner transform of the density operator provide the
physical Wigner function? In [55], we answered in the affirmative, by treating the
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infinite wall as the limit of a smooth, Liouville potential. Only the standard Dirichlet
boundary conditions were recovered, however. Here we will show that non-standard
walls can be realized in a similar way, using the Morse potential, and that the na¨ıve
Wigner transform does indeed work, for all Robin boundary conditions, describing
both non-standard and standard walls.
The Wigner transforms of the density operator elements relevant to Robin bound-
ary conditions have already been computed, in [75]. So, we need to solve the ∗-
eigenvalue equations (3.72, 3.73) for the Morse Hamiltonian, take the limit α → ∞
as described in the last section, and compare.
The goal is therefore to perform “pure” deformation quantization by solving the ∗-
eigenvalue equations directly, without reference to operators or wave functions. This
will be done for the Morse potential considered in the previous section. We will use
the Mellin transform to convert the ∗-eigenvalue equations to difference equations.
Let us first indicate that the Morse potential (3.45) with b = 2 has already been
treated in [37]. The Wigner functions of the bound states were obtained from the
known wave functions (3.62) using the integral transform (3.74). Equation (3.63)
provides us with a way to evaluate the integral in closed terms using the modified
Bessel functions Kν(q). The substitutions z = 2 exp (−αq) and w = exp(−α~y/2) in
(3.74) and the integral representation
Kν(z) =
1
2
∫ ∞
0
dw w−(ν+1)e−
1
2
z(w+1/w) (3.75)
yields
ρ(z, p) ∝ z2ν−b+1
ν∑
l1,l2=0
(
b− ν − 1
ν − l1
)(
b− ν − 1
ν − l2
)
(−z)l1+l2
l1! l2!
Kl1−l2−2ip/α(z) . (3.76)
We will use this idea later when dealing with Wigner transforms ourselves.
However, the authors of [37] do not obtain the bound-state Wigner functions by
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solving their dynamical equations. We will do that here, and also find the unbound-
state Wigner functions in the same way.
We’ll use a new method that produces difference equations for potentials that
are polynomials of an exponential in x.10 This is important in its own right since
solutions to the ∗-eigenvalue equations are difficult to find. Let us start with a more
general Hamiltonian and then concentrate on the Morse potential in particular.
H(q, p) ∗ ρ
kLkR
(q, p) = EL ρkLkR(q, p) =:
~2k2L
2m
ρ(q, p) ,
ρ
kLkR
(q, p) ∗H(q, p) = ER ρkLkR(q, p) =:
~2k2R
2m
ρ(q, p) . (3.77)
These equations will be of infinite order in momentum-derivatives for a generic Hamil-
tonian of the form p2/2m+ V (q):
(
p2 − ~2k2L
2m
)
ρ− ~
2
8m
∂2qρ−
i~p
2m
∂qρ+
∞∑
n=0
1
n!
(
i~
2
)n
∂nq V ∂
n
p ρ = 0 , (3.78)
(
p2 − ~2k2R
2m
)
ρ− ~
2
8m
∂2qρ+
i~p
2m
∂qρ+
∞∑
n=0
(−1)n
n!
(
i~
2
)n
∂nq V ∂
n
p ρ = 0 . (3.79)
However the exponential form of the Morse potential (3.45) allows them to be written
as differential-difference equations since the exponentials will generate translations in
the momentum. Their explicit form becomes
~2
8m
∂2qρ+
i~p
2m
∂qρ = (3.80)
~2α2
2m
e−2αqρ(q, p− i~α)− b~
2α2
2m
e−αqρ
(
q, p− i~α
2
)
+
(
p2 − ~2k2L
2m
)
ρ
10 Strictly speaking, a difference equation is obtained for any potential that is a linear combination
of exponentials, exp(−αiq), i = 1, . . . , n, say. That is not likely to be helpful, however, unless all
the ratios αi/αj are rational.
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and
~2
8m
∂2qρ−
i~p
2m
∂qρ = (3.81)
~2α2
2m
e−2αqρ(q, p+ i~α)− b~
2α2
2m
e−αqρ
(
q, p+
i~α
2
)
+
(
p2 − ~2k2R
2m
)
ρ .
The integral transform technique leads to further simplifications. Suppose the
Wigner function can be written as
ρ(q, p) = R(u, p) , u := 16e4αq . (3.82)
The Mellin transform of the Wigner function is
W (s, p) := M{R}(s, p) =
∫ ∞
0
us−1R(u, p) du . (3.83)
To transform (3.80) and (3.81) into difference equations for W (s, p) we consider the
inverse Mellin transform
R(u, p) =
1
2pii
∫ c+i∞
c−i∞
u−sW (s, p) ds , (3.84)
where the constant c can be any constant for which the transform converges according
to the Mellin inversion theorem.
3.6.1 Solution for the Liouville potential
We will first apply the method to the Liouville potential
VL(q) =
~2κ2
2m
e−2αq . (3.85)
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It is the simplest case as it can be viewed as a Morse potential for b = 0. Also, we
can check our results since the Wigner functions for this potential have already been
found in [24].
The ∗-eigenvalue equations (3.77) imply the difference equations
(p/~+ 2iαs)2W0(s, p) + (2α)2W0(s− 1/2, p− iα~) = k2LW0(s, p) ,
(p/~− 2iαs)2W0(s, p) + (2α)2W0(s− 1/2, p+ iα~) = k2RW0(s, p) . (3.86)
Let us now assume that the solution is factorized into two parts – “left” and “right”
factors – each depending on kL or kR only:
W (s, p) = N wL
(
s− ip
2α~
, kL
)
wR
(
s+
ip
2α~
, kR
)
, (3.87)
with N a normalization constant. For the left factor we find
(p/~+ 2iαs)2wL(s− ip/2α~) + (2α)2wL(s− ip/2α~− 1) = (3.88)
= k2LwL(s− ip/2α~)
and for the right factor
(p/~− 2iαs)2wR(s+ ip/2α~) + (2α)2wR(s+ ip/2α~− 1) = (3.89)
= k2R wR(s+ ip/2α~) .
Using the substitution t = s− ip/2α~ we arrive at
w(t− 1, kL) =
[
t2 +
k2L
(2α)2
]
w(t, kL) . (3.90)
Equation (3.89) also leads to the above equation if we use t = s + ip/2α~ and kR
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instead. Therefore we can only work with (3.88) and the solutions will differ only by
a translation of the argument and the label of k.
The solution of (3.90) is
w(t, kL) = Γ(−t+ ikL/2α) Γ(−t− ikL/2α) , (3.91)
by the defining property Γ(z + 1) = zΓ(z) of the gamma function. Tracing back to
equations (3.87-3.88), (3.84) and (3.82), we can write the Wigner function in terms
of the inverse Mellin transform:
ρ
kLkR
(q, p) ∝
∫ c+i∞
c−i∞
ds
(
16e4αq
)−s × (3.92)∏
±,±′
Γ
(
−s+ i(p/~± kL)
2α
)
Γ
(
−s− i(p/~±
′ kR)
2α
)
.
This last is an integral representation of the Meijer G-function. Using equation (43)
on p.353 in [35] we can write the Wigner function as 11
ρ
kLkR
(q, p) ∝ (3.93)
G4004
(
e−4αq
16
∣∣∣∣i(p/~+ kL)2α , i(p/~− kL)2α ,−i(p/~− kL)2α ,−i(p/~+ kL)2α
)
.
We also used the identity
G4004 (u|1− a1, 1− a2, 1− a3, 1− a4) = G4004 (1/u|a1, a2, a3, a4) . (3.94)
As it should, the formula for the Wigner function (3.94) coincides with the one ob-
tained using different methods in [24]. It describes the phase-space quasi-distribution
for a particle in a Liouville potential. The advantage of the method proposed here is
11 This result can also be found using supersymmetric quantum mechanics. In deformation
quantization, the ladder operators are replaced by functions and a star product is used, however the
transition is fairly straightforward [24].
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that it can be generalized to the Morse potential.
3.6.2 Solution for the Morse potential
Now let us go back to the original problem of finding the Wigner function for the
potential (3.45). Applying the same techniques we can treat any potential that is
a polynomial in exp(−αq). Therefore we can transform the differential equations of
infinite order in p for the Morse potential into translations of the momentum and
eventually into difference equations. The left ∗-eigenvalue equation has the form
(p/~+ 2iαs)2Wb(s, p) + (2α)2Wb(s− 1/2, p− iα~) (3.95)
− b
2
(2α)2 Wb(s− 1/4, p− iα~/2) = k2LWb(s, p) .
We also have the complex conjugate (right) equation, with kL replaced by kR =
√
2mER/~. To solve the new left difference equation (3.95), we substitute the ansatz
(3.87) to obtain
(p/~+ 2iαs)2wL(s− ip/2α~, kL) + (2α)2wL(s− ip/2α~− 1, kL) (3.96)
− b
2
(2α)2wL(s− ip/2α~− 1/2, kL) = k2LwL(s− ip/2α~, kL) .
Using the same substitution t = s − ip/2α~ as in (3.89) and switching to wb = wL
to account for the parameter dependence, we arrive at the difference equation for the
Morse potential:
wb(t− 1, kL)− b
2
wb(t− 1/2, kL) =
[
t2 +
k2L
(2α)2
]
wb(t, kL) . (3.97)
This equation has a trivial solution for b = 0, since that is simply the Liouville
case. The right factor satisfies an identical equation with kL replaced by kR and
t = s+ ip/2α~.
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For b = 1 the solution can be written in terms of gamma functions, as in the b = 0
case
w1(t, k) ∝ Γ
(
−t+ ik
2α
)
Γ
(
−t+ 1
2
− ik
2α
)
+ (3.98)
Γ
(
−t+ 1
2
+
ik
2α
)
Γ
(
−t− ik
2α
)
.
The inverse Mellin transform then gives us the Wigner function:
ρ
kLkR
(q, p) ∝ (3.99)
G4004
(
1
u
∣∣∣∣ ip2α~ + ikL2α , 12 + ip2α~ − ikL2α ,− ip2α~ + ikR2α , 12 − ip2α~ − ikR2α
)
+
G4004
(
1
u
∣∣∣∣ ip2α~ + ikL2α , 12 + ip2α~ + ikL2α , 12 − ip2α~ + ikR2α ,− ip2α~ − ikR2α
)
+
G4004
(
1
u
∣∣∣∣12 + ip2α~ + ikL2α , ip2α~ − ikL2α ,− ip2α~ + ikR2α , 12 − ip2α~ − ikR2α
)
+
G4004
(
1
u
∣∣∣∣12 + ip2α~ + ikL2α , ip2α~ − ikL2α , 12 − ip2α~ + ikR2α ,− ip2α~ − ikR2α
)
.
This b = 1 Wigner function will correspond to Neumann boundary conditions in the
α→∞ limit, as we will show in the next section, in agreement with eqn. (3.59) and
the arguments preceding it.
Another solution that is easy to find12 is for b = 2:
w2(t, k) ∝ (t+ 1/4)
∏
±
Γ
(
−t± ik
2α
)
−
∏
±
Γ
(
−t+ 1
2
± ik
2α
)
. (3.100)
It can be written in a different form which shows a pattern shared with the case b = 1:
w2(t, k) ∝ (2ik/α + 1) Γ (−t+ ik/2α) Γ (−t+ 1− ik/2α) + (3.101)
4ik
α
Γ (−t+ 1/2 + ik/2α) Γ (−t+ 1/2− ik/2α) +
(2ik/α− 1) Γ (−t+ 1 + ik/2α) Γ (−t− ik/2α) .
12 This can also be confirmed using supersymmetric quantum mechanics.
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The Wigner function can be found with a trivial but lengthy calculation that is
essentially identical to the b = 0 and b = 1 cases. Since it recovers the Dirichlet
boundary condition the exact combination of Meijer G-functions is not of interest to
us.13
A useful observation is that the left factors (for different b) can be written as:
w1 = C1w0(t− 1/4, k + iα/2) + C2w0(t− 1/4, k − iα/2) (3.102)
and
w2 = C1w0(t− 1/2, k + iα) + C2w0(t− 1/2, k) + C3w0(t− 1/2, k − iα) . (3.103)
A closer examination of the known solutions suggests that by choosing the constants
correctly we can write the solution for any integer b:
wb(t, k) ∝
∑
n=− b
2
,− b
2
+1,..., b
2
Cbnw0 (t− b/4, k − inα) . (3.104)
We can substitute this ansatz into the equation (3.97) using undetermined coefficients.
In principle, comparison of the coefficients of independent terms can determine Cbn
for any b. This seems to fail, however, in the case of non-integer b. Furthermore,
even for the simplest cases this program is very difficult to carry out. Clearly we need
an algorithm that reproduces the constants directly and allows a generalization to
include all Morse potentials of the form (3.45).
3.6.3 Systematic solution of the difference equations
In order for our method to be a fully-fledged pure deformation quantization treatment,
we need an algorithm that reproduces the solutions for all values of b. We now present
13 We will derive a general expression that includes this one later on.
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such an algorithm and find the relevant solutions for the Morse potential. We exploit
once again the property of the Mellin transform to relate differential equations and
their solutions to difference equations and their solutions.
To convert our difference equation (3.97) into a differential equation we use the
following two properties of the Mellin transform:
M{τ 2f ′′(τ) + τf(τ)}(s) = s2M{f(τ)}(s) , (3.105)
M{τaf(τ)}(s) =M{f(τ)}(s+ a) . (3.106)
If we apply the inverse Mellin transform directly to (3.97), we end up with an equa-
tion that we cannot solve. This is because the Mellin transform converts argument
translations into powers of the argument via (3.106). To eliminate fractional powers,
we use the substitution s = 2t. The new equation for w˜b(s) = w(t(s))
w˜b(s− 2)− b
2
w˜b(s− 1) =
[(s
2
)2
+
k2
(2α)2
]
w˜b(s) (3.107)
results in a simpler, integrable equation:
τ 2f ′′(τ) + τf ′(τ) +
[
(k/α)2 − 4/τ 2 + 2b/τ]f(τ) , (3.108)
where w˜(s) = M{f(τ)}(s). The solution f(τ) of this equation can be found if we
make the substitution f(τ) = τ−1/2g(τ) and then u(z) = g(t(z)), where z = 1/τ . The
new function u(z) solves the Whittaker equation already encountered, so we skip the
details. The solution is:
f(τ) = C1τ
1/2M b
2
, ik
α
(4/τ) + C2τ
1/2W b
2
, ik
α
(4/τ) . (3.109)
This is the general solution and it therefore depends on two arbitrary constants. We
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know from the previous subsections, however, that we must set C1 = 0 to obtain the
physical states.14
Let us confirm that (3.109) indeed recovers (3.91, 3.98, 3.101) and (3.104). For
b ∈ N we can write the WhittakerW -function in terms of the modified Bessel functions
Wn
2
, µ(y) =
y
n+1
2√
pi
(
1− n
2
+ µ
)
n
× (3.110)
×
n∑
k=0
(−1)n+k(2k − n+ 2µ)(−n)n−k
Γ(n− k)(k − n+ 2µ)n+1 K−k+
n
2
−µ
(y
2
)
.
With the help of the integral representation of the Bessel functions (effectively finding
the inverse Mellin transform),
Kν(z) =
1
4pii
∫ c+i∞
c−i∞
Γ(s)Γ(s− ν)
(z
2
)ν−2s
ds , (3.111)
we can find the solution of (3.107) for integer b:
wb(t, k) ∝
b∑
n=0
C˜bn Γ (−t+ n/2 + ik/2α) Γ (−t− n/2 + b/2− ik/2α) . (3.112)
This is nothing more than (3.104) with a shifted summation index. The coefficients
are now explicit, however:
C˜bn =
(−1)n(2n− b+ 2ik/α)(−b)b−n
(b− n)!(n− b+ 2ik/α)b+1 . (3.113)
The Wigner function can be found the same way as in the preceding two subsec-
tions, with result
ρ
kLkR
(q, p) =
b∑
m,n=0
C˜bmC˜
b
n × (3.114)
14 That is, after the relevant integral transformations; this solution itself does not have a direct
physical meaning.
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×G4004
(
z4
16
∣∣∣∣ n2 + i(p/~+ kL)2α , b2 − n2 + i(p/~− kL)2α ,
m
2
− i(p/~− kR)
2α
,
b
2
− m
2
− i(p/~+ kR)
2α
)
.
Bound states can also be treated this way; one only needs to consider imaginary
k, for energies E < 0. The resulting form of the Wigner functions appears to differ
from (3.76), however. To reconcile the two results, recall that the energies are given
by (3.64) and we can write
f(τ) ∝ τ 1/2W b
2
, ik
α
(4/τ) = τ 1/2W b
2
, b
2
−ν− 1
2
(4/τ) . (3.115)
The relationship
Wa,a−ν− 1
2
(z) = (−1)νν! za−νe−z/2L2a−2ν−1ν (3.116)
(for integer ν) and (3.63) allow us to write the solution as
f(τ) ∝ e−2/τ
ν∑
l=0
(−1)l
l!
(
b− ν − 1
ν − l
)(
4
τ
)l+b/2−ν−1/2
. (3.117)
Transforming the above we find the corresponding factor:
w(t) ∝
ν∑
l=0
(−2)l22t
l!
(
b− ν − 1
ν − l
)
Γ (−2t+ l + b/2− ν − 1/2) . (3.118)
With the help of the inverse Mellin transform we recover (3.76) the same way as in
the unbound case, using (3.111) and (3.84).
Now that we have confirmed that our results agree with those previously obtained,
let us proceed to the case of non-integer b. For b ∈ R, we will reap the full benefits
of our method, by finding an explicit and closed expression for the solution of the
difference equation. We start by rewriting the solution of the differential equation
115
(3.108) in terms of hypergeometric functions:
f(τ) = e−2/ττ−ik/αU
(
1
2
− b
2
+
ik
α
, 1 +
2ik
α
;
4
τ
)
. (3.119)
This is necessary in order to perform the inverse Mellin transform of f(τ) in closed
terms, which presents a technical problem if we use the Whittaker function.
We use the relationship (3.51) between the Kummer and Tricomi hypergeometric
function and the integral expression
e−σxM(β, γ;λx) =
∫ c+i∞
c−i∞
ds x−sσ−s Γ(s) 2F1(β, s ; γ ;λσ−1) (3.120)
to make it possible to find the inverse Mellin transform of (3.119). It is given in term
of the Gauss hypergeometric function 2F1. Switching back to our original variable t
we find
wb(t) ∝ 4
t+ik/2αΓ(−2ik/α)
Γ(1/2− b/2− ik/α)Γ(−2t+ ik/α)× (3.121)
2F1 (1/2− b/2 + ik/α,−2t+ ik/α; 1 + 2 ik/α; 2) +
4t−ik/2αΓ(2ik/α)
Γ(1/2− b/2 + ik/α)Γ(−2t− ik/α)×
2F1 (1/2− b/2− ik/α,−2t− ik/α; 1− 2 ik/α; 2) .
This is the solution of the difference equation (3.97) for any b ∈ R including the ones
we already found earlier.
Let us point out that, while of secondary interest to the problem of Robin bound-
ary conditions, the method used here allows us to produce exact solutions of the
∗-eigenvalue equations for a family of potentials. In deformation quantization, this is
important because exact solutions are not easy to find; non-local pseudo-differential
equations are difficult to solve directly. The corresponding difference equations are less
difficult and they allow systematic treatment. After factoring and then performing
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an inverse Mellin transform, the problem of solving a pseudo-differential equation15
boils down to solving an ordinary differential equation. It is likely that this technique
can work for other potentials.
3.7 Wigner functions for Robin boundary
conditions from a Morse potential
The Wigner function for unbound states in the Morse potential can now be written.
Below we will verify that for q > 0, its α → ∞ limit produces the expected result
[75], the Wigner transform of the density operator built from the wave functions (3.29,
3.30):
ρ(q, p) ∝ sin [2(p/~− k)q]
(p/~− k) +
sin [2(p/~+ k)q]
(p/~+ k)
+ 2 cos(2kq − δk)
sin 2~p q
p/~
. (3.122)
Recall that for the Morse potential the Wigner function can be written in contour
integral form (3.82, 3.84) using the inverse Mellin transform. By (3.87) the kernel of
the transform is a product of left and right functions, so that
ρ
kLkR
(q, p) ∝
∫ c+i∞
c−i∞
ds
(
16e4αq
)−s
wL(s, kL)wR(s, kR) . (3.123)
From (3.122), the left factor can be written as
wL(t, kL) ∝ A˜Γ
(
−t+ i(p/~+ kL)/2α
)
Γ
(
−t+ i(p/~+ kL)/2α + 1/2
)
× (3.124)
2F1
(
1/2− b/2 + ikL/α,−2t+ i(p/~+ kL)/α; 1 + 2 ikL/α; 2
)
+
A˜∗ Γ
(
−t+ i(p/~− kL)/2α
)
Γ
(
−t+ i(p/~− kL)/2α + 1/2
)
×
2F1
(
1/2− b/2− ikL/α~,−2t+ i(p/~− kL)/α~; 1− 2 ikL/α; 2
)
.
15 Equivalently, we find an integro-differential equation, if we use the integral representation of
the ∗-product.
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Here we have defined A = 4ik/αA˜, with A˜ as in (3.55), and used the identity Γ(2z) ∝
22z−1Γ(z)Γ(z + 1/2). Similarly, the right factor is found to be
wR(t, kR) ∝ A˜Γ
(
−t− i(p/~− kR)/2α
)
Γ
(
−t− i(p/~− kR)/2α + 1/2
)
× (3.125)
2F1
(
1/2− b/2 + ikR/α,−2t− i(p/~− kR)/α; 1 + 2 ikR/α; 2
)
+
A˜∗ Γ
(
−t− i(p/~+ kR)/2α
)
Γ
(
−t− i(p/~+ kR)/2α + 1/2
)
×
2F1
(
1/2− b/2− ikR/α,−2t− i(p/~+ kR)/α; 1− 2 ikR/α; 2
)
.
Equations (3.123-3.125) display our general solution of the ∗-eigenvalue equations of
phase-space quantum mechanics, for unbound states in a Morse potential (3.45) with
arbitrary parameter b ∈ R.
Following [55], we use the residue theorem to find the limit of the Wigner function
when α → ∞. Since the calculation is straightforward but lengthy, we omit the
details. The expression under the integral (3.122) has 4 terms, one proportional to
A˜2, one to A˜∗2 and two to |A˜|2. The |A˜|2-terms yield contributions proportional
to [ e2iq(p/~−k) − e−2iq(p/~−k)]/(p/~ − k) and [ e2iq(p/~+k) − e−2iq(p/~+k)]/(p/~ + k). The
A˜2-term and the A˜∗2-term yield
~[ e2i arg A˜+2iqp/~−2iqk − e2i arg A˜−2iqp/~−2iqk]/p
and
~[ e−2i arg A˜+2iqp/~+2iqk − e−2i arg A˜−2iqp/~+2iqk]/p.
Note that all the terms arising from residues at i(±p/~±′k)/2α+1/2 produce decaying
exponential factors and therefore do not contribute. Also, the Gauss hypergeometric
function 2F1(a, b; c; z) is analytic with respect to its second argument and ∞˜ is its
only singularity. The contributions from 2F1(a, b; c; z) will manifest themselves as a
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multiplication by constants in all cases. In particular, for those terms that survive in
the limit of interest, the constant is 1.
The algebra can now be completed to reproduce the Wigner function for an in-
finite, but possibly non-standard wall (3.122) as we hoped. The Robin boundary
conditions are indeed recovered using the Morse potential. We have outlined how the
calculation is done for diagonal elements of the symbol of the density operator, but
the non-diagonal case works in similar fashion.
As a check on our results, we’ll now derive the Wigner functions for the unbound
states using the Wigner transform. We will simplify equation (3.53) so that it is
possible to perform the integral of (3.123) in closed terms. To do this we use (3.110)
again, so that we must restrict consideration to b ∈ N. The wave function, therefore,
can be written in terms of u = 2e−αq as
ψ(q) = N e−αbq/2
b∑
n=0
C˜bnK−n+b/2−ik/α(u(q)/2) , (3.126)
with normalization constant
N = C(−1)b2(b+1)/2pi−1/2(1/2− b/2 + ik/α)b , (3.127)
where C is the same constant as in (3.53), and the coefficients C˜bn are given by (3.113).
Using the substitution w = eα~y/2, z = e−αq, we can rewrite (3.123) in terms of wave
functions:
ρ
kLkR
∝ zb
∑
m,n
C˜bmC˜
b
n
∫ ∞
0
dw w−2ip/α~−1K−n+ b
2
− ikL
α
( z
w
)
K−n+ b
2
− ikR
α
(zw) . (3.128)
The last integral can be evaluated with the help of (25) in [35], vol. 2, pg. 375:
∫ ∞
0
dw wλ−1Kµ (aw)Kν
(
b
w
)
= (3.129)
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2λ−3
aλ
G4004
(
α2b2
16
∣∣∣∣ ν2 ,−ν2 , λ+ µ2 , λ− µ2
)
.
After a long but straightforward calculation we arrive at the final result
ρ
kLkR
(q, p) =
b∑
m,n=0
C˜bmC˜
b
n ×
×G4004
(
z4
16
∣∣∣∣ n2 + i(p/~+ kL)2α , b2 − n2 + i(p/~− kL)2α ,
m
2
− i(p/~− kR)
2α
,
b
2
− m
2
− i(p/~+ kR)
2α
)
.
the Wigner function is a linear combination of Meijer G-functions, as expected. We
can easily see that, at least for b ∈ N, we recover the solutions from the previous
section.
To find the Wigner function for real b 6∈ N is not so trivial. We were unable
to perform the integral of the Wigner transform when it is expressed in terms of
Whittaker or Kummer functions. It is possible to expand the integrand, however, and
then integrate to derive an infinite-sum expression for the Wigner function. Using
the substitutions w = e−α~y/2 and u = 2e−αq, we can write
ρ(q, p) ∝
∫ ∞
0
dww2ip/α−1e−
1
2
u(w+1/w) × (3.130)
×[A˜2 u2ik/αM(χ, ς, u/w)M(χ, ς, zw) +
|A˜|2w−2ik/αM(χ, ς, u/w)M(χ¯, ς¯ , uw) +
|A˜|2w2ik/αM(χ¯, ς¯ , u/w)M(χ, ς, uw) +
(A˜∗)2 u−2ik/αM(χ¯, ς¯ , u/w)M(χ¯, ς¯ , uw)
]
.
Here χ := 1/2−b/2+ik/α and ς := 1+2ik/α, and χ¯, ς¯ , A˜∗ are the complex conjugates
of χ, ς, A˜. Now using the definition (3.51) of the Kummer function, and the integral
120
expression
Kν(z) =
1
2
∫ ∞
0
dw w−(ν+1)e−
1
2
z(w+1/w) , (3.131)
we obtain
ρ(q, p) ∝
∞∑
m,n=0
um+n
m!n!
[
A˜2u2ik/α
(χ)m(χ)n
(ς)m(ς)n
Kn−m−2ip/~α(u) + (3.132)
|A˜|2 (χ)m(χ¯)n
(ς)m(ς¯)n
Km−n+2i(k−p/~)/α(u) +
|A˜|2 (χ¯)m(χ)n
(ς¯)m(ς)n
Km−n−2i(k+p/~)/α(u) +
(A˜∗)2u−2ik/α
(χ¯)m(χ¯)n
(ς¯)m(ς¯)n
Kn−m−2ip/~α(u)
]
.
The form of the Wigner function just obtained should be compared with eqns.
(3.123-3.125) above. Let us sketch how to show the two expressions agree. After
substituting (3.124) and (3.125) into (3.123), use the integral representation (3.111)
of the Bessel functions to perform the integral over s. Then the definition
2F1(a, b; c; z) =
∞∑
n=0
(a)n (b)n
(c)n
zn
n!
(3.133)
of the Gauss hypergeometric function recovers the result we get using the Wigner
transform (3.132).
As a check, we will show now that the expression (3.132) just derived also reduces
to (3.122) in the α→∞ limit, as does (3.123-3.125). Let us focus on different terms
in the sum of (3.132). Combining the first and last summands we get
[
A˜2e−2ikq
(χ)m(χ)n
(ς)m(ς)n
+ A˜∗2e2ikq
(χ¯)m(χ¯)n
(ς¯)m(ς¯)n
]
Kn−m−2ip/~α(z) =∣∣∣∣(χ)m(χ)n(ς)m(ς)n
∣∣∣∣ cos
(
2kq − arg A˜
2(χ¯)m(χ¯)n
(ς¯)m(ς¯)n
)
Kn−m−2ip/~α(z) . (3.134)
To determine the behaviour of the Wigner function for z ∼ 0, we use the asymptotic
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expansion of the modified Bessel functions
2Kν(z) ∼ Γ(−ν)(z/2)ν + Γ(ν)(z/2)−ν , (3.135)
and take the limit α→∞. Only the zeroth order terms in (3.134) will survive
|A˜|2
∣∣∣∣Γ(−2ipα~
)∣∣∣∣ ei arg Γ(− 2ipα~ )e2ipq/~ cos(2kq − 2 arg A˜)+
|A˜|2
∣∣∣∣Γ(2ipα~
)∣∣∣∣ ei arg Γ( 2ipα~ )e−2ipq/~ cos(2kq − 2 arg A˜)→
2|A˜|2 cos
(
2kq − 2 arg A˜
) sin(2p q/~)
p/~
, (3.136)
up to a normalization constant depending on α and ~. A similar calculation shows
that the second and third terms of (3.132) can be combined and in the limit α→∞
they become
|A˜|2
[
sin (2q(p/~− k))
p/~− k +
sin (2q(p/~+ k))
p/~+ k
]
. (3.137)
Putting (3.137, 3.136) together we obtain (3.122), with δk = 2 arg(A˜), as shown
already. We conclude that the Robin boundary conditions are recovered for all b ∈ R.
3.8 Conclusion to contact interactions
In this chapter we concluded the treatment of infinite walls in phase space quan-
tum mechanics by including the non-standard ones. Those were realized as limits of
smooth potentials. It provides an alternative to the Dias-Prata and ∗-eigen-∗ equa-
tion. Some of the results are independent of the formulation and are applicable in
operator quantum mechanics.
Let us summarize our results. They are of two types: those untied to phase-space
quantum mechanics, and those directly related to it. That is, some results involve
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wave functions only, and others pertain to Wigner functions. We will list and discuss
them in turn.
Wave functions
In section 4, we repeated Sˇeba’s analysis [68] and showed that Robin boundary con-
ditions (for wave functions) could be realized by a limit (α→∞) of a discontinuous,
piece-wise flat potential, eqn. (3.34). We pointed out that standard walls (Dirichlet
boundary conditions) are generically realized in the limit, and non-standard walls
arise only if a mass-dependent fine-tuning (3.38) is imposed; these observations are
in agreement with those made in [38], for the limit of a similar, but everywhere finite,
potential. The independent derivation of the fine-tuning condition from a study of the
bound states, instead of just the continuum, is perhaps new. Also, we point out that
the parameters are fine-tuned to a reflection resonance in the limit. If the fine-tuning
is imposed, then non-standard walls can be realized, and the Robin length scale L is
determined by exactly how the limit resonance is approached (see eqn. (3.43)).
The analysis of the piece-wise flat Sˇeba potential was repeated with a qualitatively
similar, but smooth potential, the Morse potential of eqn. (3.45). Remarkably, the re-
sults were almost unchanged. Analysis of both the unbound and bound states yielded
a mass-dependent fine tuning (3.59) required for non-standard boundary conditions.
Again, a reflection resonance is selected by the fine tuning, and how the resonance is
approached in the α→∞ limit determines the precise boundary conditions realized,
i.e., the Robin length scale L.
The results for the piece-wise flat Sˇeba potential and the smooth Morse potential
are likely so similar because the limit required to obtain Robin boundary conditions
is quite severe. The potential must be pinched and stretched to such extremes that
it is not important whether the potential is smooth or has corners.
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Let us comment on the fine tuning phenomenon. As mentioned in the introduction,
the infinite reflecting wall is perhaps the simplest example of a so-called contact
interaction. For such, the interaction imposes boundary or matching conditions, such
as the Robin boundary conditions on the half line. Alternatively, the same conditions
can be found by demanding that the Hamiltonian or its extension be self-adjoint (see
[11]).
It has been emphasized that the non-standard versions of such interactions should
not be ignored, since they may describe interesting physics [14, 38]. However, con-
siderations of symmetry (such as time-reversal invariance, e.g.) can eliminate possi-
bilities in some cases [23]. Can the physical possibilities be restricted in other ways?
Here we have assumed that contact interactions can only be realized physically as
limits of smoother, less localized interactions. In agreement with the results of others
[68, 38], mass-dependent fine tuning was found to be necessary for non-standard
walls to emerge. We believe that this fine tuning explains why standard quantum
walls, with their Dirichlet boundary conditions, are standard. Non-standard walls are
unlikely to be realized physically, because the required fine tuning is improbable.16
It would be interesting to see if the realizations of other contact interactions as lim-
its require similar fine tuning, and if there are so-called standard boundary/matching
conditions selected that way.
Wigner functions
Our primary motivation came from phase-space quantum mechanics, or deforma-
tion quantization. In that context, we made some progress on solving the dynamical
equations of Wigner functions. We pointed out that the Mellin transform can con-
vert the ∗-eigenvalue equations (3.77-3.79) into simpler difference equations, if the
16 This is reminiscent of the result of [13], where the renormalization of a different singular
interaction was shown to select a preferred self-adjoint extension.
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potential is polynomial in an exponential. Exploiting this method, we found easily
the known [24] stationary Wigner functions (3.93, 3.94) for the Liouville potential.
The ∗-eigenvalue equations for the Morse potential, eqns. (3.80, 3.81), were then
studied. Their Mellin transform yields difference equations, eqn. (3.95) and its com-
plex conjugate. Factorization was then assumed, and a simple difference equation
(3.97) with parameter b resulted. The Liouville solution works for b = 0, and new
solutions were found directly for b = 1 and b = 2. They led to a general ansatz, eqn.
(3.104), that would be verified later.
To find general solutions, after the Mellin transform and factorization, the inverse
Mellin transform was applied, to obtain a solvable differential equation, (3.108). For
b ∈ Z, a solution (3.114, 3.113) to the ∗-eigenvalue equation was found. The more
general solution, valid for all b ∈ R, was written in 3.123, 3.124, 3.125).
Our solutions of the Morse ∗-eigenvalue equations were confirmed by calculating
the Wigner transform of the density operator using the known wave functions.
Finally, we were able to demonstrate that in the sharp limit, our Wigner functions
become those constructed by the Wigner transform from wave functions with Robin
boundary conditions. Specifically, we showed that when α → ∞, equations (3.123,
3.124, 3.125) reduce to the expected Wigner function, eqn. (3.122) [75], x > 0. This
justifies the assumption that the Wigner transform is unmodified for these examples
of contact interactions.
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Chapter 4
Dissipative quantum mechanics via
deformation quantization
In this chapter we study dissipative phenomena in terms of phase space distributions
and star products in the framework of deformation quantization. We first present a
short review of some relevant well-known techniques. We then develop a treatment
of damped harmonic oscillator based on a modified star product originally proposed
in [32] a few years ago. It is our belief that deformation quantization is a natural
language for the treatment of dissipative systems and its applications to the subject
should be further investigated. Used by itself or together with the standard operator
and path integral treatments it can provide a better understanding of dissipative
physics.
4.1 Introduction
The quantum mechanics of dissipative systems has been studied intensively; for re-
views, see [28, 66, 76]. Work started soon after the birth of quantum mechanics and
continues today. There are various methods developed to treat dissipative systems.
Perhaps the most fundamental approach is to consider the system of interest as in-
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teracting with an appropriate reservoir. Then the well-known quantization methods
that are valid for non-dissipative, closed systems can be applied to the system plus
reservoir as a whole. Effective equations of motion for the system can then be found
by integrating out the reservoir degrees of freedom, while making appropriate phys-
ical assumptions. We will present the Caldeira-Leggett treatment as an example.
Conceptually clear and physically compelling as this program is, it presents us with
a problem known from statistical physics. As the size of the reservoir increases, so
does the complexity of the mathematical description. Clearly for particular problems
it would be beneficial to have effective approaches that allow us to extract the correct
physics as an approximation to the program proposed earlier.
The effective approach technique is to work backwards, and derive the effec-
tive equations by adapting quantization procedures to non-dissipative systems. The
adapted quantization procedures should, in the end, agree with more fundamental
treatments. Provided they do, they would be helpful, as shortcuts for the more fun-
damental derivations, and possibly more. Curiously enough the methods used are
remarkably inhomogeneous, in both ideas and mathematical description, compared
to their non-dissipative counterparts. The effective treatment of such systems is more
difficult, both classically and quantum mechanically. Overall we tend to stick to ideas
that are proven to be effective, like the Hamiltonian formalism. However we have to
give up certain features of the formalism to accommodate dissipation. The question
is then which features of the non-dissipative physics are physically important and
which are not and what will replace the latter.
This chapter is organized as follows. The first section will provide a brief but
hopefully self-contained summary of some of the approaches to quantization of dis-
sipative systems. Canonical (operator) quantization has been adapted to dissipative
systems either by using time-dependent Hamiltonians, complex Hamiltonians, or by
modifying the canonical Poisson brackets, and the corresponding operator commuta-
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tors.1 Dekker’s complex Hamiltonian, Caldeira-Leggett, Bateman’s Hamiltonian and
the Lindblad equation are some of the treatments we will discuss. We will compare
those with the deformation quantization method discussed in the second part. Of
course we will leave out an enormous amount of information since it is impossible to
fit it in an introductory chapter. However we have observed certain properties arising
from the deformation treatment that point to possible relationships with the above.
As already mentioned, in the second section we concern ourselves with a different
quantization method: quantum mechanics in phase space, or deformation quantiza-
tion. Specifically, we study Dito and Turrubiates’ [32] recent adaptation of defor-
mation quantization to the paradigmatic dissipative system, the damped harmonic
oscillator. The important innovation they introduce is a non-Hermitian γ-deformation
of the Moyal star product of non-dissipative deformation quantization, where γ de-
notes the damping constant. Their damped star product is built in turn on a γ-
deformation of the classical Poisson bracket, and so recalls the modified brackets of
canonical operator quantum mechanics adapted to dissipation that were just men-
tioned. Perhaps this is not surprising, since canonical classical mechanics is a key
ingredient of deformation quantization; the algebra of quantum observables is de-
scribed as an ~-deformation of the classical Poisson algebra on phase space. Unlike in
other schemes, the one proposed by Dito and Turrubiates only modifies the classical
bracket and thereby the corresponding quantum star product – it uses the undamped
Hamiltonian, for example. The Dito-Turrubiates proposal is at least economical, since
in other formulations involving modified brackets, extra structure must be input. At
the end we will discus some emerging problems and possible solutions for them. We
will point out what remains to be done and possible future work on the subject.
1 Some relatively recent works with the latter approach are [49, 42, 34, 9].
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4.2 Dissipation – a brief review of quantization
techniques
We will present several quantization techniques that share certain features with the
deformation quantization method discussed in the next section. Some of those meth-
ods may be somewhat limited but they provide a variety of ideas that can be applied
in different situations.
4.2.1 Hamiltonian description. Equivalent Hamiltonians
When we deal with classical mechanics we usually think in terms of Hamiltonian
mechanics. As we already discussed the Hamiltonian of a closed classical system is
the energy of the system and is a conserved quantity. This statement already presents
a problem when dissipative systems are involved and energy is lost. If the Hamiltonian
still represents the energy of the system then it cannot be a conserved quantity and
vice-versa.
We present here the inverse method of analytical dynamics applied to the damped
harmonic oscillator, i.e. we find the Hamiltonian of the system from the equation of
motion. The central question is then how do we find a Hamiltonian for a dissipative
system knowing the force that is causing the dissipation or the equations of motion.
We will be interested in the damped harmonic oscillator. The equation of motion is
q¨ + 2γq˙ + ω2q = 0 (4.1)
Using the standard Poisson bracket (2.4) we can recover (4.1) if we take either of the
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following Hamiltonians2:
H1(q, p) =
p2
2m
e−2γt +
mω2q2
2
e2γt (4.2)
or
H2(q, p) = −γqp− ln cos(ω
′qp)
x
(4.3)
with ω′2 = ω2 − γ2. From this example we see that a unique way of associating a
Hamiltonian to the damped harmonic oscillator might not exist.
To illustrate the problem we consider a force f(q, q˙, t) acting on a single particle
moving in one dimension. We assume the Hamiltonian equations
p˙ = −∂qH, q˙ = ∂pH
still hold for dissipative system. Therefore we must recover the Newton’s equation
mq¨ = f(q, q˙, t). (4.4)
if a function is to be the Hamiltonian. In other words we can express the Hamilton
equations in terms of the coordinate only and compare with (4.4). That will allow us
to write an equation for the Hamiltonian itself
∂2ptH + ∂
2
pqH ∂pH − ∂2ppH ∂qH = m−1f(q, ∂pH). (4.5)
The equation is highly nonlinear and the general solution is unknown. For a given
force Hamiltonians may not exist, a unique Hamiltonian may exist or it might be
possible to write an infinite number of them. Even for the simplest systems the
problem is very challenging.
2For more details refer to [66] - an excellent book on the subject
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Different Hamiltonians are by no means physically equivalent. Many of them have
unphysical properties and must be rejected. Even when a solution is acceptable as a
physical Hamiltonian, it can generate the same motion in the coordinate space but
not in the momentum space, i.e. the phase space evolution is not the same. Those
are known as q-equivalent Hamiltonians. Similarly when the phase space picture
is the same for two Hamiltonians they are called qp-equivalent. All q-equivalent
Hamiltonians are related via canonical transformations.
For example (4.2) and (4.3) are both solutions. The asymmetry with respect to
time reversal is a feature we would expect from a dissipative Hamiltonian, so they may
both generate physically sensible evolution. However if we insist on the interpretation
of the Hamiltonian as the energy of the system we must discard H2 because it is a
conserved quantity. On the other hand only H2 is translationally invariant.
Clearly we can treat dissipative systems in the framework of closed systems. We
consider a system of interest A interacting with an environment E and use the Hamil-
tonian formalism for a closed system. Our purpose here however, is to demonstrate
the fact that effective approaches are problematic even at the classical level. This
will carry over to the quantum case. In a sense we will have to make choices about
which feature are crucial and which are to be abandoned based on physical intuition
and following already successful techniques for similar problems. In the end only
experiment can tell if an effective approach has merit or not.
4.2.2 Damped-amplified pair of simple harmonic oscillators.
Bateman’s Hamiltonian
This method for quantization of the damped harmonic oscillator is due to Bateman.
He proposes a simple model where we are dealing with two interacting systems, one
of which loses energy and the other acquires the same amount of energy from the
first one. Since the whole system is closed we can use the Hamiltonian formalism to
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describe it without the complications we discussed previously. The entire treatment
can be found in [66] in great detail. The proposed Lagrangian has the form
L(q1, q˙1; q2, q˙2) = mq˙1q˙2 +mγ(q1q˙2 − q˙1q2)−mω2q1q2 (4.6)
to recover the equations of motion of a couple of oscillators. The equations of motion
are those of the damped harmonic oscillators with different damping constants:
mq¨1 + 2mγq˙1 +mω
2q1 = 0, (4.7)
mq¨2 − 2mγq˙2 +mω2q2 = 0. (4.8)
The first equation describes the damped harmonic oscillator as usual. The second
equation has the sign of the damping parameter reversed. It describes a system that
will acquire energy rather than dissipate it. This way the energy of the system as a
whole (both oscillators) is conserved. The two systems are coupled by the dissipation
constant (even though the equations are decoupled), much like using normal coordi-
nates for coupled simple harmonic oscillators. The Hamiltonian of the whole system
can be obtained from the Lagrangian. It is the well known Bateman Hamiltonian
and has the form
H(q1, p1; q2, p2) =
p1p2
2m
− γ(q1p1 − q2p2) +m(ω2 − γ2)q1q2 (4.9)
The Hamiltonian does not depend on time explicitly and it is a constant of motion
dH/dt = 0. We will use this Hamiltonian for quantization.
The standard canonical quantization is now performed to find the spectrum. We
will use the factorization method that has served us so well in the undamped case.
The natural thing to do is to try to rewrite the Hamiltonian as a sum (or in this case
difference) of two simple harmonic oscillator Hamiltonians plus a dissipative part
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coming from the interaction between them. We can achieve that if we define the
ladder operators to be:
aˆ = (4mω~)−1/2[(pˆ1 + pˆ2)− imω′(qˆ1 + qˆ2)] , (4.10)
aˆ† = (4mω~)−1/2[(pˆ1 + pˆ2) + imω′(qˆ1 + qˆ2)] , (4.11)
bˆ = (4mω~)−1/2[(pˆ1 − pˆ2)− imω′(qˆ1 − qˆ2)] , (4.12)
bˆ† = (4mω~)−1/2[(pˆ1 − pˆ2) + imω′(qˆ1 − qˆ2)] . (4.13)
This choice leads to the usual commutation relations between creation and annihila-
tion operators:
[aˆ, aˆ†] = [bˆ, bˆ†] = 1, [aˆ, bˆ] = [aˆ†, bˆ†] = 0 (4.14)
We can express the Hamiltonian in terms of (4.12-4.13) and it assumes the form
Hˆ = ~ω(aˆ†aˆ− bˆ†bˆ) + i~γ(aˆ†bˆ† − aˆbˆ) (4.15)
We expect when the dissipation constant is zero to have two independent oscillators.
In particular we want the dissipative system (the system of interest) to become the
simple harmonic oscillator. Clearly the second term in (4.15) disappears. However
we need to set the amplified oscillator in the ground state in order to obtain a simple
harmonic oscillator for the dissipative oscillator. In other words if |nA, nB〉 are the
eigenvectors for the Bateman Hamiltonian we recover the usual simple harmonic
oscillator states if bˆ|nA, 0〉 = 0. Note that without the last condition the Hamiltonian
will not be bounded from below for γ = 0.
Finding the spectrum of the Hamiltonian is not straightforward. However, we can
use the Schwinger representation of the angular momentum. A crucial observation
will be that the creation and annihilation operators can be combined into operators
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with angular momentum-like commutation relations. They are defined as follows
φˆ0 = (aˆ
†aˆ− bˆ†bˆ)/2, (4.16)
φˆx = (aˆ
†bˆ† + aˆbˆ)/2, (4.17)
φˆy = i(aˆ
†bˆ† − aˆbˆ)/2, (4.18)
φˆz = (aˆ
†aˆ+ bˆ†bˆ)/2. (4.19)
The commutation relations are
[φˆx, φˆy] = iφˆz, [φˆz, φˆy] = iφˆx, [φˆx, φˆz] = iφˆy. (4.20)
The zeroth operator commutes with all the other operators similarly to the magnitude
of the angular momentum. A direct calculation shows that
φˆ20 +
1
4
= φˆ2z − φˆ2x − φˆ2y. (4.21)
This observation is important since we can now apply techniques that are similar to
those already known, i.e. when rotations are involved in quantum mechanics. For
this purpose we define the eigenstates for the operators (4.16-4.19) to be
φˆ0|jm〉 = j|jm〉, φˆz|jm〉 = (m+ 1/2) |jm〉 . (4.22)
The goal is to express the eigenvalues and eigenvectors of the Hamiltonian in terms
of (4.22). We substitute the operators in the Hamiltonian to express it in terms of
φˆ’s. There is a problem since the Hamiltonian is not directly expressed in terms of
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the z-component. Instead we have
Hˆ = 2~ωφˆ0 + 2~γφˆy . (4.23)
Now we will have to express the eigenstates it in terms of those of φˆz. We can check
that the following is true using the Baker-Campbell-Hausdorff formula:
φˆy = ±ie∓piφˆx/2φˆze±piφˆx/2 . (4.24)
One can now see that the states
|ψ±jm〉 = exp
(
∓pi
2
φˆx
)
|jm〉 (4.25)
are the eigenstates for the operator φˆy:
φˆy|ψ±jm〉 = ±i (m+ 1/2)) |ψ±jm〉 . (4.26)
With this relationship we can produce the eigenstates for the Hamiltonian. The
equation of motion
Hˆ|ψ±jm〉 = i~∂t|ψ±jm〉 (4.27)
can be written in terms of the operators φˆ and that will give us an equation for |ψ±jm〉
which we can solve in terms of |jm〉
|ψ±jm〉 = exp
[
−2iωjt± ~γ(2m+ 1)t∓ piφˆx/2
]
|jm〉 . (4.28)
Now let us see what the spectrum of the Hamiltonian looks like. First define the
lowering and raising operators as in the simple harmonic oscillator case:
φˆ± = φˆx ∓ φˆy, [φˆx, φˆ±] = ±φˆ± . (4.29)
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The ladder operator can be used to generate the eigenvectors. We expect the spectrum
to be bounded so let us assume that for m0 we have:
φˆ±|ψ±jm0〉 = 0 (4.30)
Next we multiply by φˆ∓ from the left and substitute (4.29) and (4.21) to express the
result in terms of φˆ0 and φˆy as we did for the eigenstates. The result is
(1/4− φˆ20 − φˆ2y + iφˆy)|ψ±jm0〉 = 0 . (4.31)
Acting with operators will result in the relationship between m20 = j
2. The ladder
operators can then be used to obtain the rest of the values for m
m = |j|, |j|+ 1/2, |j|+ 1, ... (4.32)
Comparing our notations |jm〉 and |nA, nB〉 and recalling that system B has to be in
ground state (|nA, nB〉 = |nA, 0〉) to recover simple harmonic oscillator for γ = 0 we
can write
2j = 2m = nA := n (4.33)
With this in mind we can write the spectrum in terms of one quantum number only:
E±n = n~ω ± i~γ(n+ 1) . (4.34)
The Bateman’s Hamiltonian is a very informative toy model. Dissipation is re-
garded as a result of transfer of energy from one part of the system to another. It is
exactly solvable and the quantization is standard (although tricky), using canonical
quantization without change to the Hamiltonian or the quantization scheme. However
the ”reservoir” consists of one particle only so the model is mostly of theoretical value.
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Also the amplified oscillator must occupy the ground state in order to recover simple
harmonic oscillator in the undamped limit. Interestingly, the deformation quantiza-
tion model presented later shares some of the damped - amplified pair characteristics.
4.2.3 A classical particle coupled to a heat bath.
Caldeira-Leggett Hamiltonian
Clearly for any problems of practical interest we must allow a bigger system, a reser-
voir, to absorb the energy lost from the simple harmonic oscillator. This reservoir
can have different physical natures and can be coupled with a system in different
way. The physics that follows from that of course will be different. Our goal however
is not to describe any particular system but to show that macroscopic dissipation
can be recovered from a microscopic Hamiltonian. Also we want to demonstrate the
complications that arise even for the simplest classical systems.
We consider a Hamiltonian of the form HA +HE +HI , where A is the dissipative
system of interest, E is the environment or a reservoir and finally HI is an interaction
Hamiltonian. Physically we are interested in the case of an oscillating particle with
quadratic potential. However for now we will allow a more general Hamiltonian as in
[76] and [66]
HA =
p2
2m
+ V (q) . (4.35)
System A will interact with and transfer energy to the reservoir which consists of N
simple harmonic oscillators with a total Hamiltonian
HE =
N∑
i=1
Hi =
N∑
i=1
p2i
2mi
+
miω
2
i q
2
i
2
. (4.36)
The interaction is given in terms of generalized forces and is linear with respect to
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the reservoir coordinates:
HI = −
N∑
i=1
Fi(q)qi + U(q) . (4.37)
The “counter-term” included needs to be specified so that the Hamiltonian is trans-
lationally invariant (i.e. it counters the breaking of translational symmetry):
U(q) =
∑
i
F 2i (q)
2miω2i
. (4.38)
The total Hamiltonian can be written in a simpler form if we assume a separable
interaction defined as Fi(q) = ciF (q), i.e. the forces change with q at the same rate
for the different particles. Those restrictions result in the so called Caldeira-Leggett
Hamiltonian (for linear force):
HCL =
p2
2m
+ V (q) +
1
2
N∑
i=1
[
p2i
mi
+miω
2
i (xi − ciF (q)/miωi)2
]
. (4.39)
From this Hamiltonian we can find the equations of motion for the system and
the reservoir
mq¨ + V ′(q) +
N∑
i=1
c2iF (q)F
′(q)
miω2i
= F ′(q)
∑
i
ciqi . (4.40)
miq¨i + V
′(q) +miω2i qi = ciF (q) . i ∈ [0, N ] (4.41)
This system of equations can be decoupled so that we obtain an equation of motion
for the system of interest A only. With the use of the Green’s function for (4.41) we
can write an explicit solution for the reservoir coordinates
qi(t) = q0,i cos(ωit) +
p0,i
miωi
sin(ωit) +
ci
miωi
∫ t
0
dτ sin[ωi(t− τ)]F (q(τ)) , (4.42)
where q0,i and p0,i are the initial conditions for the trajectory of the reservoir in phase
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space. After integration by parts we substitute the result in (4.39). Let us now further
assume that the force is linear F (q) = q. Now the equations for the system A involve
the q and its derivatives only:
mq¨ + V ′(q) +m
∫ t
0
dτγ(t− τ)q˙(τ) = f(t) . (4.43)
This is known as the generalized Langevin equation. One of the new quantities
involved is the memory kernel
γ(t) =
θ(t)
m
∑
i
c2i cos(ωit)
miω2i
, (4.44)
which introduces memory, i.e. dependence on previous times. Another is the gener-
alized force coming from the reservoir initial conditions and the linear force in terms
of the coefficients ci
f(t) =
∑
i
ci
[
q0,i cos(ωit) + p0,i sin(ωit)/miωi
]−mγ(t)q(0) . (4.45)
Classically, the force has zero average value and its correlations, being delta functions,
are zero for different times.
To recover the damped harmonic oscillator we must assume the so called Ohmic
damping, defined as the case when the Fourier transform of the memory kernel is not
dependent on the frequency i.e. γ˜(ω) = γ. This implies that the memory kernel is
a delta function which plugged in the Langevin equation (4.43) gives the classical
equation of motion for the damped harmonic oscillator (4.7). Finally we choose all
the particles to be originally in their equilibrium state, i.e. the initial conditions
q(0) = qi(0) = pi(0) will eliminate the force f(t). Of course we can choose any other
initial conditions – it will simply result in a different system and not the damped
harmonic oscillator.
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This a very good example to illustrate the complexity of the problem even at
the classical level. The system is closed, the Hamiltonian can be written in terms
of operators and standard techniques apply. The quantization then is conceptually
clear, however it is technically a difficult problem, considering the size of the reservoir.
One can see that the complications coming from the introduction of the reservoir are
are sometimes too problematic and even in the case of damped harmonic oscillator it
is justified to consider simpler effective treatments.
4.2.4 Complex Hamiltonians
The effective method presented here departs from the canonical formalism in two
ways. It involves a complex Hamiltonian and therefore it is not identified with the
energy of the system. The phase space coordinates are also complex. The idea was
first introduced by Dekker, see [66], for both classical and quantum description. We
will present a later result by Rajeev, who revisits Dekker’s idea in [65] and provides
a different quantization of the damped harmonic oscillator.
The idea is fairly simple. To illustrate let us take a typical Hamiltonian of the
form p2/2m + V (q) and add to the potential energy a complex constant to define a
new potential Veff (0) := V (q) − iΓ. Its easy to see now that the probability to find
the particle will decay exponentially:
P (t) =
∫ ∞
−∞
|ψ(q, t)|2dx = e−t/τ , (4.46)
where the decay time τ depends on the constant Γ. Similarly when energy is lost and
we expect decaying states we can expect that imaginary parts in the Hamiltonian will
cause the decay.
Let us now apply that program to the damped harmonic oscillator. The classical
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equations of motion is given, as usual, by
q¨ + 2γq˙ + ω2q = 0, γ > 0 . (4.47)
To switch over to Hamiltonian formalism we rewrite the equation in terms of the
phase space coordinates
q˙ = p, p˙ = −2γp− ω2q. (4.48)
Strictly speaking this is not a canonical treatment. The ”Hamiltonian” is taken as
usual to be the energy of the system, H = p/2m + ω2m2q2/2, and on the damped
trajectory it decreases as time passes, i.e. our system exhibits a physically sensible,
dissipative behaviour.
dH
dt
∝ pp˙+ ω2qq˙ = −2γp2 ≤ 0 . (4.49)
However H is not a true Hamiltonian because it does not generate the equations of
motion using the usual Poisson bracket. We introduce a new set of coordinates
z = −iAp+ A(ω1 − iγ)q , (4.50)
(where A is a normalization constant) and their complex conjugate z¯ so that we can
write the equations of motion in diagonal form
dz
dt
= (−γ + iω1)z, ω1 =
√
ω2 − γ2 , (4.51)
assuming we are only considering the under-damped case.
The Poisson bracket for the canonical variables {x, p} = 1 becomes {z, z¯} =
2iω1|A|2 for the new variables. We can set the normalization so that the bracket
is simply {z, z¯} = i. This starts to remind us of the algebraic method for simple
harmonic oscillator and we are going to exploit that similarity. Using the usual
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bracket we can recast Hamilton’s equation of motion into the usual form if we define
the Hamiltonian of the system to be the complex function
H = (ω1 + iγ)zz¯ . (4.52)
This form resembles the form of the Hamiltonian when creation and annihilation
operators are used. The equations of motion then are the Hamilton equations:
dz
dt
= {H, z}, dz¯
dt
= {H, z¯} . (4.53)
The quantization then follows the spirit of the canonical quantization where we replace
the coordinates with operators. Rajeev uses the following rules to associate operators:
z 7→ aˆ† := z, z¯ 7→ ~aˆ := ~ ∂
∂z
. (4.54)
This association leads to the usual commutation relations and to a Hamiltonian that
is very similar to the simple harmonic oscillator one:
[aˆ, aˆ†] = 1, Hˆ = ~(ω1 + iγ)aˆ†aˆ . (4.55)
The anti-Hermitian part is responsible for the dissipation and it disappears when the
damping parameter vanishes, as expected.
The eigenvalue equation still makes sense in the non-Hermitian case as long as the
Hermitian and anti-Hermitian parts commute. Following the algebraic method as in
the simple harmonic oscillator we find that the eigenvalues are given by
En = (ω1 + iγ)n, n ∈ N. (4.56)
142
We can use them to write the evolution of a given state:
|ψ〉 =
∑
n
ψ|n〉 7→ |ψ〉 =
∑
n
ψei~ω1nte−~γnt|n〉. (4.57)
In other words this model predicts that every possible state will decay to the ground
state if enough time passes. All excited states decay and the more excited the state
is the more rapid the decay will be. This is in agreement with physical intuition and
is similar to the classical result.
To conclude this section let us refer the reader to [65] and the references therein for
further information. Rajeev’s work includes comparisons with the Caldeira-Leggett
approach.
4.2.5 Quantum maps and Lindblad equation
Rajeev’s method deals with a very simple system and the applicability to more com-
plicated and physically interesting systems is still unclear. This section will mostly
follow [44], [63] and [57] is an attempt to provide a very brief, simplified and com-
pletely self-contained overview of one of the most popular effective approaches - the
quantum map approach and the Lindblad equation. This approach is an approxi-
mation so we will set the physical restrictions for its applicability. Let us start with
evolution of the density operator.
Let us remind that unitary evolution of the density operator of a closed system A
with a given Hamiltonian H is given by
ρˆ(t+ τ) = Uˆ(τ)ρˆ(t)Uˆ †(τ), Uˆ(τ) = e−iτHˆ/~ . (4.58)
The above equation states that there is a rule, or a superoperator, that takes a density
operator ρˆ(t) in the past t and transforms it into a density operator ρ(t + τ) in the
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future t+ τ . Formally we can write (4.58) as
ρˆ(t+ τ) = Φτ (ρˆ(t)) . (4.59)
Our goal is to generalize that map to include non-unitary evolution of a system A in
contact with another system B. A physically meaningful map ΦA,t is called a quantum
map and it has to satisfy certain conditions.
1.) A quantum map should be a linear map so that it preserves coherent mixtures
of pure states:
ΦA(a1ρA,1 + a2ρA,2) = a1ΦA(ρA,1) + a2ΦA(ρA,2) . (4.60)
This condition is sometimes challenged as too restrictive and one is tempted to in-
clude nonlinear maps. However, the nonlinearity needs to be compatible with the
probability interpretation which is problematic [63].
Since the quantum map should preserve the set of density operators we need to
impose the following
2.) ΦA transforms a density operator into density operator which is Hermitian.
Therefore we need the quantum map to preserve hermiticity.
(ΦA(ρˆA))
† = ΦA(ρˆA) . (4.61)
3.) A density operator must have an unit trace as a consequence of the probability
interpretation. Therefore the quantum map needs to preserve that property:
Tr (ΦA(ρˆA)) = 1 . (4.62)
4.) The last condition is positivity. The matrix elements of the density matrix are
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populations and coherences and therefore positive. This means that for any basis in
the Hilbert space {|i〉A ∈ HA|i ∈ I} the matrix elements of the transformed density
matrix are non-negative:
A〈i|ΦA(ρˆA)|i〉A ≥ 0 . (4.63)
Let us now assume that there is a system B that does not interact with A but
sometime in the past was entangled with it. The system B is isolated so it does
not evolve. At this point this may seem as a very restrictive requirement, since it
is possible there are no physical systems that satisfy it. A valid question is whether
such setup even exists? The answer is that, at least as an approximation to a physical
system, one can find systems that satisfy the above condition. For additional infor-
mation one can refer to the paragraph in this section, treating the Lindblad equation.
We can construct a superoperator that acts on ρˆAB and describes the evolution of
A+B. It is reasonable to assume that this superoperator will be ΦA ⊗ 1B acting on
the density operator in HA ⊗HB. However we cannot claim that the superoperator
is a quantum map since it may not preserve the positivity property of the density
operator. We must insist on the stronger condition:
AB〈φ|(ΦA ⊗ 1B)(ρˆAB)|φ〉AB ≥ 0, ∀ |φ〉AB ∈ HA ⊗HB . (4.64)
The quantum map ΦA is then called completely positive and positivity is usually
replaced by complete positivity. More detail can be found in [63] and [44].
Complete positivity is not unanimously accepted as a necessary condition for an
evolution superoperator. The reason is that we cannot assume that the physical states
are those that lie in the tensor product HA ⊗HB. This assumption must be viewed
as an approximation to avoid inconsistencies. In many cases it is justified as we will
discuss later in this section. However to assume complete positivity is too restrictive,
as pointed out by Pechukas and Weiss, and may lead us to discard important physi-
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cally sensible cases. For a full discussion we refer to [61] and [76]. However, complete
positivity is a necessary condition for the Lindblad approximation we will use here
to derive the Lindblad master equation. Therefore we will use the term quantum
map only for completely positive evolution superoperators. Whenever the complete
positivity condition cannot be imposed we simply cannot use the Lindblad equation
to describe the evolution of the density operator.
Krauss sum representation theorem
We will now show that there is a simple way of writing a completely positive map in
a finite dimensional Hilbert space3
ΦA(ρA) =
∑
µ
MµρAM
†
µ . (4.65)
Let us have two systems A and B with Hilbert spaces HI , dimHI = NI , I = A,B.
Assume they are originally entangled in the state expressed in an orthogonal basis:
|Ψ〉AB =
∑
i
|i〉A ⊗ |i〉B , (4.66)
a pure state from the Hilbert space HA ⊗ HB. This means that A is not entangled
with the environment initially. Now we assume that we have taken B far away and
we have put A in contact with the environment. We can now express the evolution of
the system in terms of the quantum map ΦA⊗1B since the system B is not evolving.
Now we can show that there is a way to express the quantum map ΦA acting on A
only in terms of ΦA ⊗ 1B.
To do that let us define partial inner product as a map HA ⊗HB 7→ HA
|φ〉A = B〈φ∗|ψ〉AB , (4.67)
3We consider finite dimensional space for simplicity. For the case of infinite dimensional Hilbert
space one can refer to the original paper: [57] which treats the more general case.
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where the state |φ∗〉B is called index state and it produced by the anti-linear map:
|φ〉A =
∑
i
ai|i〉A 7→ |φ∗〉B def=
∑
i
a¯i|i〉B . (4.68)
Here it is now apparent that we will need to prepare a system B for which NA ≤ NB
so that the map is injective. Now let us apply the quantum map ΦA ⊗ 1B to a pure
state |ΨAB〉:
(ΦA ⊗ 1B)(|Ψ〉AB〈Ψ|AB) = (ΦA ⊗ 1B)
∑
ij
|i〉A〈j|A ⊗ |i〉B〈j|B (4.69)
=
∑
ij
ΦA(|i〉A〈j|A)⊗ |i〉B〈j|B ,
where we use normalization AB〈Ψ|Ψ〉AB = NA. We use 〈i|A and A〈i| indiscriminately,
depending on the situation. Now we use an arbitrary index state |φ∗〉B =
∑
i a¯i|i〉B
to “sandwich” the density operator in (4.69), using the partial inner product (4.67)
much like when we evaluate the matrix elements of an operator:
∑
ij
ΦA(|i〉A〈j|A)
∑
k,l
ak B〈k|i〉B a¯l B〈j|l〉B = ΦA(|φ〉〈φ|) . (4.70)
The other portion of the equation (4.69) is simply 〈φ∗|(ΦA⊗1B)|Ψ〉ABAB〈Ψ|φ∗〉. This
leads to the expression for the quantum map of A only from the full quantum map
ΦA(|i〉A〈j|A) = B〈φ∗|
[
(ΦA ⊗ 1B)(|Ψ〉AB〈Ψ|AB)
] |φ∗〉B . (4.71)
Now let us remember that the state we chose is described by a density operator and
so is its image under the quantum map. Therefore it can be written as an ensemble
of pure states |Φµ〉AB〈Φµ|AB with associated probabilities Pµ, i.e.:
ΦA(|φ〉A〈φ|A) =
∑
µ
Pµ B〈φ∗|Φµ〉AB AB〈Φµ|φ∗〉B . (4.72)
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The last step is to notice that the map
Mµ : |φ〉A 7→
√
Pµ B〈φ∗|Φµ〉AB (4.73)
is linear and therefore defines an operator in HA. We can extend this linearity for
density matrices that do not represent pure states by the linearity of the quantum
map. Finally the trace preserving property of the quantum map will lead to:
∑
µ
MˆµMˆ
†
µ = 1ˆA . (4.74)
Note that this argument requires complete positivity of ΦA in order to claim that
ΦA ⊗ 1B is positive and therefore the image of a density operator is still a density
operator and therefore can be written as in (2.50). Also it depends on the assumption
that a quantum map is linear. The Krauss sum representation is crucial for the
Lindblad equation so let us rewrite (4.65) more explicitly to use it later
ρˆ(t+ τ) = ΦA,τ (ρˆ(t)) =
∑
µ
Mˆµ(τ)ρˆ(t)Mˆ
†
µ(τ) . (4.75)
The Lindblad master equation
The quantum map program may have a lot of merit to it but it is difficult to apply in
practical calculations. In practice we need an algorithm to find the density operator
of a given system usually by solving a differential equation. The Krauss sum repre-
sentation may be a remarkable result but not very helpful because the operators in
the sum depend on the final time in the evolution. We will now show that with the
help of the Krauss sum we can derive a differential equation for the density operator.
We have to keep in mind that in order for that equation to have physical meaning we
might only be justified in applying it when certain conditions are met.
We expect the equation of motion for non-unitary evolution to be a generalization
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of those for the unitary case
dρˆ(t)
dt
= − i
~
[Hˆ, ρˆ] . (4.76)
Therefore we expect the equations to be of first order with respect to time. This means
that the evolution is local in time. Physically, we can only apply local equations to a
system for which we can ignore the memory effects. Crudely speaking we can ignore
the memory effects when the system’s evolution is such that the time it takes to go
back into the equilibrium state is much larger than the typical time needed for the
system A to interact with the reservoir E. On the other hand we need that time to
be very small compared to the overall time. Then we can write
dρˆA(t)
dt
=
ρˆA(t+ τ)− ρˆA(t)
τ
=
ΦA,τ (ρˆA(t))− ρˆA(t)
τ
. (4.77)
This cannot be taken to be exact as a limτ→∞ for the reasons stated above but is still a
good approximation for very small time increments in the above sense. Approximation
that is local in time is called “Markovian”. A big system E will have a wide energy
range ∆E = ~∆ω ([44] and [21]). The correlation time τc is of order ~/∆ω. Markov
approximation implies τc  T , where T is the time scale of the observables’ evolution.
According to [44], if V is the order of the matrix elements of HAE, the Markovian
evolution τc  T is guaranteed when τc  ~/V .
For the quantum map in the above equation to reproduce ρA(t) we need one of
the operators to be of zeroth order in terms of τ :
Mˆ0 = 1ˆ− iKˆτ +O(τ 2), Kˆ = ~−1Hˆ − iJˆ (4.78)
Here Kˆ is just any operator that is constant with respect to τ (of course it does not
depend on t either). We split into its Hermitian and anti-Hermitian part. Keeping
only the fist order terms we can substitute the operator Mˆ0 into the Krauss sum
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representation so we get:
Mˆ0ρˆAMˆ
†
0 = ρˆA −
iτ
~
[Hˆ, ρˆA]− τ(Jˆ ρˆA + ρˆAJˆ) (4.79)
This sorts out the zeroth term and the first term coming from Mˆ0. However there is
a first order contribution from all the other operators Mˆµ, µ 6= 0 therefore we can
write them as Mˆµ =
√
τLˆµ, where the operators Lˆµ do not depend on τ . Now we
apply the normalization condition which written in terms of the new operators is
∑
µ
MˆµMˆ
†
µ = 1ˆ− 2τ Jˆ + τ
∑
µ 6=0
Lˆ†µLˆµ = 1ˆ (4.80)
which allows us to find Jˆ in terms of Lˆµ:
Jˆ =
1
2
∑
µ 6=0
Lˆ†µLˆµ. (4.81)
Plugging (4.81) and (4.79) in (4.77) we get the Lindblad equation:
dρˆA(t)
dt
= − i
~
[Hˆ, ρˆA] +
∑
µ 6=0
(
LˆµρˆA(t)Lˆ
†
µ −
1
2
Lˆ†µLˆµρˆA(t)−
1
2
ρˆA(t)Lˆ
†
µLˆµ
)
(4.82)
Let us note that the Lindblad equation depends crucially on the existence of the
Krauss representation. The Krauss representation in turn depends on the factoriza-
tion of the density operator. In other words we assume
ρˆAE(t) = ρˆA(t)⊗ ρˆE (4.83)
with ρˆE unchanging under the interaction between the two systems. Clearly this is
not the case in general. The dissipative system is in generally entangled with the
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environment and the density operator can be written as
ρˆAE = ρˆA(t)⊗ (ρˆE + δρˆE(t)) + δρˆAE(t). (4.84)
However if the system E is big enough so that its fluctuation δρˆE(t) is negligible and
also the coupling is weak enough so that correlation δρˆAE(t) is negligible then the
factorization (4.83) will be well justified.
The environment fluctuation and and the correlation between the two systems
have correlation time that is of order τc so if we restrain the applicability of the
Lindblad equation to a coarse-grained time evolution where the time scale τ  τc the
high frequency oscillations will not influence the evolution since the effects will only
be noticeable at shorter times, i.e. τc  τ  T .
4.3 The damped harmonic oscillator in phase-
space quantum mechanics
We start in this section with a review of the Dito and Turrubiates [32] model of damp-
ing in a quantum harmonic oscillator in phase space, with comments added. A new
contribution will then be described: our incorporation of Wigner functions and their
evolution. First, a na¨ıve proposal will be examined, and rejected, since it leads to an
unacceptable evolution equation. The equation of motion will then be modified, and
explained. Finally, its consequences are outlined. One such consequence is that the
Wigner function of the damped harmonic oscillator follows the canonical flow. This
property is also common to all non-dissipative systems having quadratic Hamiltoni-
ans, including the simple (undamped) harmonic oscillator. Since the damped and
undamped harmonic oscillator and such systems are treated similarly in some other
approaches, this seems physically reasonable.
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4.3.1 Dissipation as deformation of the Poisson bracket
Dito and Turrubiates [32] describe the damped harmonic oscillator using the Hamil-
tonian of the undamped simple harmonic oscillator. In a sense then, they describe its
dissipation as kinematics. More precisely, the dissipation is encoded in a deformation
of the classical Poisson bracket of the harmonic oscillator and its consequent quantum
∗-product.
The initial observation is that the classical equations of motion of the damped
harmonic oscillator can be written as
q˙ = {q,H}γ = p/m ; p˙ = {p,H}γ = −mω2q − 2γp (4.85)
using the undamped Hamiltonian p2/2m+mω2q2/2. The price paid is that we must
use a deformed Poisson bracket
{ f, g }γ := {f, g} − 2γm∂pf ∂pg
= f
(←
∂ q
→
∂ p −
←
∂ p
→
∂ q − 2γm
←
∂ p
→
∂ p
)
g , (4.86)
with the damping constant γ as deformation parameter. Notice that the deformed
bracket is no longer skew,4 and doesn’t obey the Jacobi identity (and therefore is not
a product in a Lie algebra).
This proposal certainly makes sense at classical level. The energy of the system
can still be given by the Hamiltonian except now it will not be conserved on the
classical trajectory as in [65]:
dH
dt
= {q,H}γ = −2γ
m
p2(t) ≤ 0 . (4.87)
4 The deformed bracket can be obtained from the Poisson bracket by the substitutions
←
∂ q→
←
∂ q
−2αmγ ←∂ p and
→
∂ q→
→
∂ q +2βmγ
→
∂ p, for any real α and β such that α+ β = 1. The sign difference
in front of γ between the substitutions for the left- and right-acting derivatives foreshadows our
proposal (4.124).
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Moreover for a physical observable given by t 7→ ft(q, p) we have the usual form of
the equation of motion, except the Poisson bracket is now replaced by the modified
bracket:
dft(q, p)
dt
=
df(q(t), p(t))
dt
= {f,H}γ(q(t), p(t)) . (4.88)
This result applies to a general class of classical systems: if we use any Hamiltonian
of the form
H˜ =
p2
2m
+ V (q) , (4.89)
with an arbitrary potential V (q), the same damping term 2mγq˙ is still the only
modification of the equation of motion for q(t). We will restrict attention here to the
simple harmonic oscillator and its damped version, however.
4.3.2 The star-gamma product and Dito-Turrubiates’ treat-
ment of damped harmonic oscillator
Just as the Moyal product is related to the Poisson bracket, the Dito-Turrubiates
damped ∗-product is obtained by exponentiation of the deformed classical bracket
(4.86):
∗γ := exp
[ i~
2
(
←
∂ q
→
∂ p −
←
∂ p
→
∂ q −2γm
←
∂ p
→
∂ p)
]
= ∗ e−i~γm
←
∂ p
→
∂ p . (4.90)
Why exponentiate? In the undamped case, it is necessary for the homomorphism
of the ∗-algebra with the operator algebra. Also, the Moyal ∗-product is the unique
associative deformation of the point-wise multiplication of functions on R2n, up to
isomorphism (by transition operators – see below). No similar result for the damped
product is known; neither is the operator algebra for the damped case. Exponentiation
is therefore an assumption.
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On the other hand, suppose that we posit
∗γ := F
(
i~
2
(
←
∂ q
→
∂ p −
←
∂ p
→
∂ q −2γm
←
∂ p
→
∂ p)
)
, (4.91)
for some function F . Since {·, ·}γ → {·, ·} as γ → 0, requiring that limγ→0 ∗γ = ∗
selects the exponential function. The possibility that the form (4.91) is too restrictive
remains, however.
We can derive an integral representation for the ∗γ-product just like in the un-
damped case. Using the integral representation we find that the ∗γ-product defers
from the Moyal product by a correction in the symplectic volume term:
(f∗γg)(q, p) =
∫
dq′dq′′dp′dp′′
pi2
f(q′, p′)g(q′′, p′)× (4.92)
exp
{
−2i[p(q′ − q′′) + p′(q′′ − q) + p′′(q − q′)]} exp{−4iγ(q′′ − q)(q′ − q)}
One key result of [32] is
T ( f ∗ g ) = (Tf) ∗γ (Tg) , (4.93)
with
T = exp
( −i~mγ
2
∂ 2p
)
. (4.94)
To show this we use that the relationship between equivalent ∗-products T˜ (f ∗ g) =
(Tf)∗˜(Tg) can be rewritten using the Leibniz rule to read
∗˜ = ∗T˜−1[←∂ ]T˜ [
←
∂ +
→
∂ ]T˜
−1[
→
∂ ], (4.95)
where
←
∂ stands for either
←
∂ p or
←
∂ q,
T˜ [
←
∂ +
→
∂ ] := T˜ |
∂→←∂ +
→
∂
(4.96)
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and similarly for T−1[
←
∂ ] and T˜−1[
→
∂ ]. That is, the Dito-Turrubiates damped star
product is c-equivalent to the Moyal star product. As discussed in the previous
section, c-equivalence does not imply physical equivalence, and so the damped star
product has the potential to describe the dissipation of a damped harmonic oscillator.
So, what effect does the Dito-Turrubiates transition operator T have? First, it is
clear that T does more than change the ordering, since it has no fixed bi-grade in the
powers of p and q. Its effect is therefore more profound. An important example is
T
(
p2
2m
+ V (q)
)
=
p2
2m
+ V (q) − i~γ
2
; (4.97)
(see also (4.106) ).5 T transforms a real Hamiltonian into a complex one.
For such a conversion to be possible, it is necessary, but not sufficient, that T 6= T .
Another consequence of a non-real transition operator is that ∗γ is not Hermitian:
a ∗γ b = b ∗−γ a 6= b ∗γ a . (4.98)
Its c-equivalence with the Moyal star product ensures that the damped star prod-
uct ∗γ is associative, for any value of the damping constant γ. For example, ∗−γ will
be useful later because of (4.98), and it is also associative. However, problems exist
if any two different damping parameters γ and γ′ are used. Care must be taken with
regard to the order of multiplications. Clearly,
f ∗γ ( 1 ∗γ′ g ) 6= ( f ∗γ 1 ) ∗γ′ g , (4.99)
if γ 6= γ′, for example. A unique product such as a∗γb ∗−γ c does not (automatically)
exist.
5 This last result is also interesting in its own right, since it recalls a different approach to damped
systems that uses complex Hamiltonians (see [28, 66], and also [65]).
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Use of a na¨ıve substitution
{a, b}γ ?→
[ a , b ]∗γ
i~
(4.100)
leads to
0 =
∂ργ
∂t
+
1
i~
[ργ, H]∗γ , (4.101)
where ργ indicates the Wigner function of the damped harmonic oscillator. This
equation of motion integrates to
ργ(p, q; t) = Uγ(p, q; t) ∗γ ργ(p, q; 0) ∗γ Uγ(p, q;−t) . (4.102)
Here
Uγ(p, q; t) :=
∞∑
n=0
1
n!
(−itH
~
)∗γn
= Exp[∗γ]
(−itH
~
)
(4.103)
satisfies the damped analogue of (2.100), i.e.
i~∂t Uγ(p, q; t) = H ∗γ Uγ(p, q; t) . (4.104)
Dito-Turrubiates solve (4.104), without discussing the evolution of Wigner func-
tions. They then Fourier-Dirichlet expand the solution to find the spectrum of eigen-
values and eigenfunctions of
H ∗γ ργ,E = Eγ ργ,E . (4.105)
Using (5.11), one finds
Uγ(p, q; t) = Exp[∗γ]
(−itH
~
)
= T
(
Exp[∗]
(−itT−1(H)
~
) )
= T
(
Exp[∗]
(−it[H + i~γ/2]
~
) )
= eγt/2 T
(
U(p, q; t)
)
. (4.106)
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Using the explicit form for the ∗-exponential
U(q, p; t) =
1
cos(ωt/2)
exp
{
2H tan(ωt/2)
i~ω
}
(4.107)
and (4.94), this gives [32]
Uγ(p, q; t) =
exp(γt/2)
cos(ωt/2)
[
1 + 2γ
ω
tan(ωt/2)
]
× exp
{
2 tan(ωt/2)
i~ω
(
p2
2m[1 + 2γ
ω
tan(ωt/2)]
+
1
2
mω2q2
)}
. (4.108)
Using the equivalence operator T and the spectral decomposition of (4.107) we find
the expansion of Uγ
Exp[∗γ]
(−itH
~
)
(q, p) = exp(γt/2)
∞∑
n=0
exp[−i(n+ 1/2)ωt]T (ρEn) . (4.109)
That gives the solutions of (4.105) in terms of the simple harmonic oscillator analogues
and the corresponding energies:
ργ,n = T
(
ρEn
)
, (4.110)
with
Eγ,n = En + i
~γ
2
=
~
2
[(2n+ 1)ω + iγ] . (4.111)
The spectrum is now complex which is a result of the non-Hermitian nature of the
∗γ-product. It will correspond to a non-Hermitian Hamiltonian in operator represen-
tation. For example, for n = 0 Dito and Turrubiates [32] find
ρE
γ,0
=
2√
1− 2iγ/ω
× exp
{
− 2
~ω
(
p2
2m[1− 2iγ/ω] +
1
2
mω2q2
)}
. (4.112)
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We can find the rest of the states alternatively using the familiar factorization method.
First we express the Hamiltonian using the holomorphic and anti-holomorphic vari-
ables with the help of the ∗γ-product
H = ~ω(a¯∗γa+ 1/2 + iγ/2ω). (4.113)
The ∗γ-commutation relations are similar to the simple harmonic oscillator ones:
[a,H]∗γ = −iωa, [a¯, H]∗γ = iωa¯, [a, a¯]∗γ = 1/i~ . (4.114)
Now we can write the general solution as ρEnEm = a¯∗γ...∗γ a¯︸ ︷︷ ︸
n times
∗γρ0∗γ a∗γ...∗γa︸ ︷︷ ︸
m times
. However
these Wigner functions’ complex values present an physical interpretation problem.
4.3.3 Problems associated with the ∗γ-product quantization.
Modified equations of motion.
Dito-Turrubiates’ treatment is simple and elegant but it has two serious flaws. There
is a fundamental problem with the basic equation of motion, eqn. (4.101). For the
damped harmonic oscillator it yields
0 =
∂ργ
∂t
+
1
i~
[ργ, H]∗γ =
∂ργ
∂t
+
1
i~
[ργ, H]∗ + iγ~ ∂p∂qργ . (4.115)
Notice that the term proportional to the damping constant γ is not real. But the
eigenvalues of the density matrix are the populations, and they must be real. Time
evolution must preserve the reality of the density matrix. The imaginary damping
term in (4.115) means that a real density matrix does not remain real as it evolves.
An equally important flaw is revealed by the limit
lim
~→0
1
i~
[H, ργ]∗γ = {H, ργ} 6= {H, ργ}γ . (4.116)
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This is a direct consequence of the c-equivalence of ∗γ and ∗. But this shows that
there is no damping in the classical limit. The classical limit of (4.101) is not correct!
To try to understand better the origin of the difficulties with the purported equa-
tion of motion (4.101), let us consider how it might be “derived”. Notice that (4.101)
would result from the undamped evolution equation (4.76) by the substitution
ργ
?
= T ( ρ ) , (4.117)
a generalization of (4.110). This simple identification is appealing in part because it
is similar to
ρH(q, p; t) = THρ(q, p; t) (4.118)
used to define the Husimi phase-space distribution ρH(p, q; t). Recall that the Husimi
distribution does not encode the same physics as the Wigner function. The explicit
form of (4.118)
ρH(q, p; t) =
1
pi~
∫
dp′dq′ρ(q′, p′; t) exp
{
−1
~
[
(q − q′)2
s2
+ s2(p− p′)2
]}
(4.119)
indicates that the Husimi distribution is a smoothed version of the Wigner func-
tion, coarse grained by a squeezed6 Gaussian weighting in phase space. Also recall
that we need to use a c-equivalent star product - the Husimi star product ∗H -
instead of Moyal star- product. The Husimi equation of motion is found directly
from that for the Wigner function, by substituting (4.118). Additional terms arise
in the Husimi equation of motion compared to that for the Wigner function, since
the coarse-graining evolves in time [70]. Just as the “twisting” by TH modifies the
equation of motion, so does application of the Dito-Turrubiates transition operator
6More precisely, the distribution functions for general s were introduced in [16], [?], while the
Husimi distribution has s=1. We call the Gaussian weighting of (4.119) squeezed because it is
proportional to the Wigner transform of a squeezed state.
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T . The physical damping is meant to be introduced that way.
Following (4.119), one might hope for an interpretation of T (ρ) as the Wigner
distribution coarse-grained in momentum space. That point of view is not sensible,
however, since the weighting would have to be Gaussian-like with an imaginary expo-
nent. This does point to the origin of the main problem, however: unlike the Husimi
transition operator TH , the Dito-Turrubiates T is not real.
As a consequence, eqn. (4.97) can hold: T transforms a real Hamiltonian into
a complex one. That is the crucial point here, we believe. Compare to a similar
situation – if a non-self-adjoint Hamiltonian is used, the equation of motion of the
density operator is modified,7 to
0 = i~
∂ρˆ
∂t
+ ρˆ Hˆ − Hˆ† ρˆ . (4.120)
By analogy, we should consider 8
− i~ ∂ργ
∂t
= ργ ∗γ H − ργ ∗γ H . (4.121)
Notice that the right-hand side of this equation is purely imaginary, so that
∂ργ
∂t
= − 2
~
Im ( ργ ∗γ H ) . (4.122)
This implies that the reality of the Wigner function
ργ = ργ (4.123)
7 See [36], for example, where the analogous modified equation of motion for a Heisenberg
operator was shown to lead to a quantum anomaly.
8 This form may possibly be related to the bi-orthogonal quantum mechanics discussed by Cur-
tright and Mezincescu [25]. For related work in phase space, see [27] and [67].
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is preserved in evolution.9 We can therefore also write
− i~ ∂ργ
∂t
= ργ ∗γ H − H ∗−γ ργ . (4.124)
With this prescription it is easy to show that the classical limit makes sense for the
simple harmonic oscillator Hamiltonian:
lim
~→0
ργ ∗γ H − H ∗−γ ργ
i~
=
{ργ, H}γ − {H, ργ}−γ
2
= {ργ, H}γ . (4.125)
We emphasize that the relation (4.117) is then not obeyed.
Let us now attempt to argue for (4.124) from other grounds. As a starting point,
let us assume that the Liouville Theorem still holds, and try to modify the argument
that led to
i~
∂ρ
∂t
+ [ρ,H]∗ = 0 (4.126)
to justify the damped equation of motion (4.124). An important advantage of the
Dito-Turrubiates method is that it only modifies the classical brackets. That advan-
tage would be lost if we need to input something to replace the Liouville Theorem.
Therefore, we assume the equation of motion is
dργ,c
dt
=
∂ργ,c
∂t
+ { ργ,c, H }γ = 0 . (4.127)
The phase-space version of the Dirac quantization rule {a, b} → [a, b]∗/i~ above
should therefore be deformed to
{a, b}γ → a ∗γ b − a ∗γ b
i~
=
a ∗γ b − b ∗−γ a
i~
(4.128)
for real observables a and b, in order to recover the equation of motion (4.121).
9 According to (4.122), if ργ had a non-zero imaginary part, it would not evolve.
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One might be tempted to write
ργ(p, q; t)
?
= Uγ(p, q; t) ∗γ ργ(p, q; 0) ∗−γ Uγ(p, q; t) (4.129)
as a real solution to the equation of motion (4.124). But this expression is ambiguous
at best, as shown by the discussion around eqn. (4.99).
Luckily, however, a formal solution to (4.124) can be written, by deforming the
undamped solution of
i~
∂ρ
∂t
= adH [∗]ρ := i~Lρ (4.130)
written as
ρ(q, p; t) = exp
{
−it
~
adH [∗]
}
ρ(q, p; 0) = exp {tL} ρ(q, p; 0) (4.131)
where we define adf [∗]g := [f, g]∗s. If we define
ad
(γ)
∗ [f ] g := f ∗−γ g − g ∗γ f , (4.132)
then (4.124) is
i~
∂ργ
∂t
= ad
(γ)
∗ [H] ργ =: i~Lγ ργ . (4.133)
The solution is just
ργ(p, q; t) = exp
{ −it
~
ad
(γ)
∗ [H]
}
ργ(p, q; 0) = exp { tLγ } ργ(p, q; 0) . (4.134)
There is no associative ambiguity in this explicit solution.
A more explicit result can be given immediately for the damped harmonic oscil-
lator, having
Lγ = mω2q ∂
∂p
− p
m
(
∂
∂q
− 2mγ ∂
∂p
)
. (4.135)
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The quantum evolution is (4.124), but that reduces to (4.127), with ργ,c → ργ. The
quantum Wigner function satisfies the classical equation of motion. The Wigner
function at time t is therefore simply
ργ(p, q; t) = f ( pc(−t), qc(−t) ) , (4.136)
where pc(t) and qc(t) characterize the classical (damped) trajectories in phase space.
Thus the quantum damped harmonic oscillator follows the classical backward flow of
the phase-space coordinates. Perhaps this is not surprising, since for any quadratic
Hamiltonian, such as that of the undamped simple harmonic oscillator, the same
results holds (see [79], e.g.).
4.4 Discussion and open questions regarding ∗γ-
product and dissipation
The presented methods of quantization have their merits and disadvantages. Dis-
sipative systems in quantum mechanics are difficult to treat. Nevertheless physical
systems with dissipation are successfully quantized in the operator and path integral
approaches. Deformation quantization, therefore, has to be able to provide a phase
space quantization version of dissipative systems. This important for two reasons
– first, to test deformation quantization as an alternative quantization technique.
Secondly, to check if the unique features of deformation quantization will make the
description of dissipative systems easier. Let us summarize.
We have shown how to describe the dynamics of Wigner functions in the Dito-
Turrubiates scheme [32]. The non-Hermitian damped star product ∗γ is c-equivalent
to the Moyal product ∗. Therefore, if the evolution equation of the damped Wigner
function only involves ∗γ-commutators, only Poisson brackets survive in the classical
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limit, rather than the damped bracket {·, ·}γ. The classical limit would then be
damping-free, and therefore incorrect.
However, the damped transition operator T transforms the simple harmonic os-
cillator Hamiltonian into a complex one, according to (4.97). Consequently, the evo-
lution equation does not involve ∗γ-commutation, but must instead be (4.124). This
ensures that a real Wigner function remains real as it evolves, and the classical limit
is correct. Not only is the classical limit correct, it is exact. The damped harmonic
oscillator in this formalism therefore follows the classical flow, a property shared with
non-dissipative systems in phase space having quadratic Hamiltonians.
Most helpful to us were (i) comparisons of the damped star product ∗γ with other
physical star products that are also c-equivalent to the Moyal ∗, viz. the standard
product ∗S, and the Husimi product ∗H ; and (ii) the Heisenberg equation of motion
for an operator observable modified for a non-Hermitian Hamiltonian (see [36], e.g.).
Let us now conclude with a few of the many questions that remain. We hope
progress can be made toward their answers.
Should the damped ∗γ-product be obtained by exponentiating i~{·, ·}γ/2? In the
case at hand, much of the structure of the γ-deformed star product is irrelevant.
Since we use the quadratic Hamiltonian p2/2m+mω2q2/2, the only terms that enter
are those that are up to quadratic in
←
∂ and
→
∂ . In this sense, our main result has a
certain robustness. More work on this question would be helpful, however.
Is there a deformed structure analogous to the Heisenberg-Weyl group that is rel-
evant to the damped case? In the undamped case, the Heisenberg-Weyl group is
the structure of paramount importance. The Moyal ∗-product simply provides a ∗-
realization of that group. As discussed around (4.99), associativity can be a problem
in the damped case. But if (4.134) is an appropriate guide, perhaps
exp
{
ad
(γ)
∗ [ap+ bq]
}
ecp+dq = ecp+dq e−i~(ad−bc+2mγac) (4.137)
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can serve the purpose. Here a, b, c and d are constants, so that eap+bq and ecp+dq
∗-represent elements of the Heisenberg-Weyl group. When γ → 0 in (4.137), a form
of the defining ∗-relations of the Heisenberg-Weyl group is recovered.
Can a solution to the damped equation of motion (4.124) analogous to the un-
damped formula
ρ(q, p; t) =
∑
E,E′
RE,E(0) exp
[−i(E − E ′)t
~
]
ρ
E,E′(q, p)
be written? It is clear from (4.134) that the ∗-eigen equation of ad(γ)∗ [H] is relevant, so
one can start there. One possible ansatz follows, although it may only have relevance
for very small γ. Suppose we find the time-independent off-diagonal Wigner matrix
elements ρ
γ;E,E ′ = ργ;E,E ′(p, q) satisfying
H ∗−γ ργ;E,E ′ = E ργ;E,E ′ , ργ;E,E ′ ∗γ H = E ′ ργ;E,E ′ , (4.138)
where the complex eigenvalues10 are
E = E + iλ , E ′ = E ′ + iλ′ , (4.139)
with E,E ′ ∈ R, and λ, λ′ ∈ R+. If the real eigenfunctions of (4.138) exist and are
complete at all times t, then we can expand
ργ(p, q; t) =
∑
E,E ′
RE,E ′(t) ργ;E,E ′(p, q) . (4.140)
10 For the role such complex eigenvalues play in another description of the damped harmonic
oscillator, see [19]. Wigner functions involving such eigenvalues are considered in [18].
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The equation of motion then yields
ργ(p, q; t) =
∑
E,E ′
RE,E ′(0) exp
[−i(E − E ′)t
~
]
ρ
γ;E,E ′(p, q)
=
∑
E,E ′
RE,E ′(0) exp
[−i(E − E ′)t
~
]
exp
[−(λ+ λ′)t
~
]
ρ
γ;E,E ′(p, q) . (4.141)
If this conjecture is correct, then the physically important ∗-eigen equations are those
given in (4.138). It would not be clear then that the phase-space functions of (4.110)
are directly relevant.
The ansatz of (4.138-4.141) reduces to the undamped system when ~ → 0. It
is also devoid of unphysical stationary states – the imaginary parts of eigenvalues λ
and λ′ both contribute to the damping of the dynamics. Furthermore, the system
is consistent with (4.136) if (E − E ′)/~ is independent of ~. Such eigenvalues were
obtained in [32], as indicated in (4.111). However, the corresponding solutions (4.110)
are not real – see (4.112), e.g.
Can the Dito-Turrubiates scheme be related to other quantization methods for
dissipative systems (see [28, 66, 75])? Certainly, hints of connections with other
models are apparent. For example, Dekker’s use of a complex Hamiltonian is recalled
by T (H) = H − i~γ/2. Bateman’s doubled system of a damped and anti-damped
oscillator comes to mind from ad
(γ)
∗ [H]ρ = H∗γρ − ρ ∗−γ H; in this last expression,
however, the anti-damped (γ → −γ) system is dual rather than extra/auxiliary. The
importance of resonances has been emphasized by [18, 19] and others, and seems
relevant to the ∗γ- and ∗−γ-eigen equations of the previous paragraph. Finally, if
the correspondence (4.117) were correct, then we would be able to define a damped
Wigner transform
Wγ := T−1W = W Tˆ−1 , (4.142)
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where
Tˆ−1 = exp
{
−im
2~
(
ad[xˆ]
)2}
. (4.143)
The form of this Tˆ appears to be consistent with Tarasov’s [72] proposal to include
superoperators in the operator formulation of quantum mechanics in order to adapt
it to dissipative systems.
Can other dissipative physical systems be treated in a similar way? One very useful
example might be spin systems, with relaxation.
Instead of dissipation, might other physical effects, such as decoherence, be de-
scribable in the Dito-Turrubiates manner?
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Chapter 5
Conclusion
Let us conclude this thesis with a concise account of our results, and a discussion of our
expectations and open questions. We pushed the limits of deformation quantization
applying it to two extreme types of systems where quantization is subtle in general.
Let us start with contact interactions.
Robin boundary conditions for the infinite wall potential
In [5] and [6] we considered the infinite wall in relation to deformation quantization.
In addition to pure deformation quantization problems we obtained results that are
valid in quantum mechanics in general regardless of the approach used. These results
along with a short treatment of background material were presented in chapter three
of this thesis.
Let us remind that for systems with boundaries or discontinuous potentials the
symbol of the density operator does not satisfy the ∗-eigenvalue equations for the
bulk Hamiltonian. As a consequence if we solve the ∗-eigenvalue equations we can-
not perform matching as in operator quantum mechanics. One way of resolving this
problem is to modify the Hamiltonian. Equivalently, we can replace the ∗-eigenvalue
equations with higher order ones, to account for the interaction introduced by the
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boundaries. Our treatment is based on the understanding that in quantum mechanics
discontinuous potentials are only idealizations of physical potentials – the discontinu-
ous potentials only have physical meaning as limits of smooth potentials. In the case
of the infinite wall potential we can take the limit of the Liouville potential (3.85):
lim
α→∞
~2κ2
2m
e−2αq . (5.1)
Quantization of this potential is possible, however it only realizes the standard wall.
The Robin boundary conditions (3.28)
ψ(0) + Lψ′(0) = 0, L 6= 0 (5.2)
are not realized. We can use the Sˇeba potential (3.34), but it is discontinuous and
therefore will not be convenient for deformation quantization. The Morse potential
(3.45) is a generalization of the Liouville potential and it resembles the shape of the
Sˇeba potential:
VM(q) =
~2κ2
2m
(
e−2αq − b e−αq ) . (5.3)
This potential recovers the nonstandard walls in the limit α → ∞ as long as the
parameters are taken to be
b = (2n+ 1)− 2L−1/α + O(α−2) , κ = α . (5.4)
The constant b can assume only very limited values or (5.3) recovers the standard
wall just as the Liouville potential does. This choice of a very special form is known
as “fine tuning” and it has been observed for the Sˇeba and finite step potentials. The
finite discrete part is similar to the cases when Sˇeba finite step potential are used.
The infinitesimal, α-dependent part is an addition specific to the Morse potential
only.
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The physical significance of the fine tuning is that it selects a resonance. At
energies that select the fastest change in the phase, in the α → ∞ limit, the fine-
tuning condition (3.38) is recovered. We expect that the Morse potential shares that
property.
Let us point out that now we can see that (5.3) has explicit mass dependence.
We need different potentials for particles with different masses. Again, the above
mentioned potentials share this property, as well.
Let us consider deformation quantization now. The symbol of the density matrix
for Robin boundary conditions is (3.122)
ρ(q, p) ∝ sin [2(p/~− k)q]
(p/~− k) +
sin [2(p/~+ k)q]
(p/~+ k)
+ 2 cos(2kq − δk)
sin 2~p q
p/~
. (5.5)
However this Wigner function does not satisfy the ∗-eigenvalue equations in the bulk.
One can recover this result using pure deformation quantization of the Morse potential
(5.3) for a finite α
ρ
kLkR
(q, p) ∝
∫ c+i∞
c−i∞
ds
(
16e4αq
)−s
wL(s, kL)wR(s, kR) . (5.6)
with wL(s, kL) and wR(s, kR) given by (3.124) and (3.125), and taking the limit α→
∞. The limit of this Wigner function is (5.5) similarly to the operator mechanics
case.
Finally let us recap. Non-standard walls can be realized as a limit of the Morse
potential. This way in deformation quantization we can quantize first and then take
the α → ∞ limit, thus avoiding the original problem. Mass dependence and fine
tuning may arise but they have their physical explanation in terms of reflection res-
onance. It is now clear that Dirichlet boundary conditions are called standard since
they occur in all cases except for a very limited subset of the values of the parameters.
Let us now discuss some open questions in relation to contact interactions. It
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is not clear in general that the fine tuning and the mass dependence are inevitable
when discontinuous potentials are modeled by smooth ones. An integrable finite
smooth potential would be interesting to be worked out, perhaps for the finite step
using a tanh-potential. For finite potentials we can apply the integral form of the
equations (2.116) and compare with the existing approaches. They should, at least in
principle, agree and point us towards a Dias-Prata type solution but from within the
deformation quantization framework. On the other side the infinite wall is special,
since it is not an integrable function and the integral equations will not hold. It is
therefore desirable to compare sharp finite potentials with sharp infinite potentials.
Deformation quantization of the damped harmonic oscillator
The fourth chapter contains the treatment of the damped harmonic oscillator. The
work of Dito and Turrubiates [32] introduces a treatment of the classical oscillator
using a modification of the Poisson bracket:
{ f, g }γ = f
(←
∂ q
→
∂ p −
←
∂ p
→
∂ q − 2γm
←
∂ p
→
∂ p
)
g , (5.7)
Just as the Poisson bracket is responsible for the evolution of a closed system the γ-
deformed bracket determines the classical motion for the damped harmonic oscillator
q˙ = {q,H}γ = p/m ; p˙ = {p,H}γ = −mω2q − 2γp . (5.8)
This bracket leads to the equation of motion of the damped Harmonic oscillator with
Hamiltonian p2/2m+mω2q2/2, i.e. unmodified simple harmonic oscillator one.
Similarly to (2.31), define a ∗γ-product by exponentiating the γ-deformed bracket
(4.90)
∗γ := exp
[ i~
2
(
←
∂ q
→
∂ p −
←
∂ p
→
∂ q −2γm
←
∂ p
→
∂ p)
]
. (5.9)
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It is a product related to the Moyal ∗-product via
∗γ = ∗ e−i~γm
←
∂ p
→
∂ p (5.10)
and moreover it is a c-equivalent to the Moyal ∗-product. Recall that means that an
invertible operator exists that satisfies
T ( f ∗ g ) = (Tf) ∗γ (Tg) , (5.11)
with
T = exp
( −i~mγ
2
∂ 2p
)
. (5.12)
This new ∗γ-product is used to quantize the system – to find Wigner functions,
energies, etc.
However the Dito-Turrubiates methods suffers two shortcomings. Firstly, the
classical limit (4.116) is wrong:
lim
~→0
1
i~
[H, ργ]∗γ = {H, ργ} 6= {H, ργ}γ . (5.13)
This simply means that in the classical limit the dissipation disappears which con-
tradicts the starting point. Secondly the equations of motion
0 =
∂ργ
∂t
+
1
i~
[ργ, H]∗γ =
∂ργ
∂t
+
1
i~
[ργ, H]∗ + iγ~ ∂p∂qργ (5.14)
contain an imaginary damping term which means that a real density matrix does not
remain real as it evolves. This is also physically unacceptable. So how do we fix
these two problems without changing the spirit of this method, which is using the
∗γ-product.
Let us consider operator quantum mechanics and a Hamiltonian that is not self
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adjoint. The equation of motion for a density operator will have the form
0 = i~
∂ρˆ
∂t
+ ρˆ Hˆ − Hˆ† ρˆ . (5.15)
This points to the modification of equations of motion
− i~ ∂ργ
∂t
= ργ ∗γ H − H ∗−γ ργ . (5.16)
needed in order to obtain the classical limit [ργ, H]γ → {ργ, H}γ. Also it preserves
the reality of the Wigner functions as one can see from the following
∂ργ
∂t
= − 2
~
Im ( ργ ∗γ H ) . (5.17)
As Dito-Turrubiates’ and our work shows, deformation quantization is applicable
in systems with dissipation. The damped harmonic oscillator treatment shows that
dissipation can be introduced in a very economical way, by further deforming the alge-
bra of observables with the dissipation parameter added to the Planck’s constant as a
second deformation parameter. Also the Wigner function is preferable to the density
operator in many cases. While this example may be just a toy model, we believe that
deformation quantization and the Wigner function are a natural setting for systems
with dissipation. More complicated phenomena could be include by modifying the
Hamiltonian and the ∗-product even further. In general, however it is interesting
how different ∗-products may reproduce different physical phenomena? How general
is this program? Is it always an effective approach, applicable only within certain
limitations or is there a more general underlying structure to be explored?
Outside of the scope of this thesis remain many topics related to deformation
quantization. While non-relativistic quantum mechanics is almost fully developed in
the bosonic case, fermionic ∗-products are still actively studied. Different ∗-products
173
are extensively used in relation to quantum field theory, string theory, etc. both
in the mathematical and physical literature. The elegant geometric formulation of
deformation quantization may provide valuable insight in those areas, where the more
familiar approaches are not straightforward.
In conclusion, deformation quantization clearly has a lot to offer in terms of ideas,
unique relation to its classical limit, calculational power and interpretation. Gener-
alizations of the star products discussed here, are increasingly used in string theory,
noncommutative geometry, etc. It is a field of research that is expanding quickly and
will provide a lot of open questions for future research.
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Appendix A
Darboux construction of Wigner
functions for Morse potential
In the third chapter we found the Wigner functions for a very general family of Morse
potentials. In this appendix we will do the same for a special case of the Morse poten-
tial using a different technique. The method is directly adapted from supersymmetric
quantum mechanics1 and can be used in operator or deformation quantization in al-
most identical fashion, the relation being the Wigner-Weyl correspondence. However
we are only interested in the calculational aspect of it, and in particular, in what is
known as Darboux construction.
Let us consider a single particle Hamiltonian on the real line in operator quantum
mechanics:
Hˆ1 =
pˆ2
2m
+ V1(qˆ) . (A.1)
A general Hamiltonian may factorized in two operators in a way similar to the alge-
braic method for simple harmonic oscillator:
Hˆ1 = Aˆ
†Aˆ, Aˆ =
i~
2m
d
dq
+W (q), Aˆ† = − i~
2m
d
dq
+W (q) . (A.2)
The operators can be determined by comparing with (A.1). That leads to the iden-
tification:
V1(q) = W
2(q)− ~√
2m
W ′(q) . (A.3)
The differential equation is known as Riccati equation and a formula exist to be recast
in a more manageable second order linear equation, namely the Schro¨dinger equation:
− ~
2
2m
∂2qψ0 + V1(q)ψ0 = 0 (A.4)
with the use of the substitution
W (q) = − ~√
2m
ψ′0(q)
ψ0(q)
. (A.5)
1For an exhaustive review of the subject refer to [22].
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This reflects the fact that when the ground state ψ0(q) has zero energy E
(1)
0 = 0, no
nodes and its zero at ±∞ we can find the potential
V1(q) =
~2
2m
ψ′′0(q)
ψ0(q)
. (A.6)
An important observation is that when we find a state that satisfies Aˆψ0 = 0 we
actually find a solution to the Schro¨dinger equation for zero energy: H1ψ0(q) =
Aˆ†Aˆψ0(q) = 0. Then is a trivial matter to find the function W (q) using the equation
(A.5). W (q) is called superpotential.
Now why is that an useful endeavor? Note that if we know the whole spectrum
E
(1)
n of Hˆ1 and the corresponding wave functions ψ
(1)
n (q), (n ∈ N) then any function
ψ(2)n = Aˆψ
(1)
n (q) (A.7)
will be a solution to the Schro¨dinger equation for a different Hamiltonian
Hˆ2 = AˆAˆ
† =
pˆ2
2m
+ V2(q) (A.8)
where the second Hamiltonian is now obtained via an equation very similar to (A.3):
V2(q) = W
2(q) +
~√
2m
W ′(q) . (A.9)
Of course this it is now trivial to find the potential V2(q) since we are not solving a
differential equation. Let us see how the tho operators and their eigenfunctions and
eigenvalues are related:
Hˆ1ψ
(1)
n = E
(1)
n ψ
(1)
n (A.10)
Hˆ2Aˆψ
(1)
n = AˆAˆ
†Aˆψ(1)n = E
(1)
n (q)Aˆψ
(1)
n . (A.11)
Since the ground state is annihilated by the operator Aˆ the ground state for Hˆ2 will
be the first nontrivial state namely Aˆψ
(1)
1 . Therefore the two Hamiltonians are almost
isospectral due to the fact that the ground state for the original Hamiltonian does
not have a corresponding eigenstate of the SUSY partner Hamiltonian except ψ0(q) .
The connection between the different states for the two are given by:
ψ(2)n =
Aˆψ
(1)
n+1√
E
(1)
n
, (A.12)
ψ(1)n =
Aˆ†ψ(2)n−1√
E
(2)
n−1
,
E(2)n = E
(1)
n+1, E
(1)
0 = 0 .
Before we turn to Wigner functions let us point out that supersymmetry had
nothing to do with this brief review. However this property of the Hamiltonians
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can be understood from the underlying algebraic structure. Since it is beyond the
scope of this work we are only going to show how to relate the Darboux construct to
supersymmetry but we encourage the interested reader to look for more information
in [22] and the references therein.
Let us now construct the operators:
H :=
(
Hˆ1 0
0 Hˆ1
)
, Q :=
(
0 0
Aˆ 0
)
, Q† :=
(
0 Aˆ†
0 0
)
, (A.13)
Now we can reproduce all the commutation and anticommutation relations to recog-
nize the superalgebra sl(1/1):
[H,Q] = [H,Q†] = {Q,Q} = {Q†Q†} = 0 , (A.14)
{Q,Q†} = H . (A.15)
How supersymmetry is responsible for the isospectral property, shape invariance and
much more can be found in [22].
Let us turn our attention back to deformation quantization. The Darboux method
was first applied to deformation quantization in [24]. Consider the symbol of the
Hamiltonian and factorize with respect to the star product in the algebra of phase
space functions:
H1 =
p2
2m
+ V1(q) = A¯ ∗ A (A.16)
with the factorizing functions being the corresponding symbols from the operator
version. Now comparing as before:
p ∗ p
2m
+ iW (q) ∗ p√
2m
− i p√
2m
∗W (q) +W (q) ∗W (q) = H1 . (A.17)
This lead us back to equation (A.3) and the corresponding Schro¨dinger equation.
This is the second time a Schro¨dinger equation emerges naturally from deformation
quantization. We have to be careful because the interpretation following (A.4) will
not be valid here since the states are not the wave functions but the Wigner functions.
Now lets take a Wigner function ρ(q, p) that is an ∗-eigen function of the Hamiltonian
H1. It is straightforward to check that A ∗ ρ ∗ A¯ is a ∗-eigen function of the partner
Hamiltonian A ∗ A¯ for the same energy. There are analogous formulae to the ones
in the operator case. All can be trivially found or Wigner-Weyl transformed directly
from the operator versions. We will no proceed to the quantization for Morse potential
as an example for Darboux construction.
Deformation quantization of Morse potential from Liouville potential
In this section we are going to Work out a particular case of the family of Morse
potentials (3.45). In general a Morse potential has another Morse potential for super-
partner. Therefore only a degenerate Morse potential recovering a Liouville potential
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will be easier to work out. Therefore we will start with the Morse potential and see
when the superpartner is Liouville using the table in [33]. The superpotential for
Morse is
W (q) = A−Be−αq . (A.18)
We can therefore compute the two superpotentials:
V1(q) = B
2e−2αq −
(
2AB + ~Bα/
√
2m
)
e−αq + A2, (A.19)
V2(q) = B
2e−2αq −
(
2AB − ~Bα/
√
2m
)
e−αq + A2. (A.20)
Setting A = ~α/
√
8m we get a Liouville potential and B = ~α/
√
2m will turn V2(q)
in the form (3.45) up to a constant term:
VL(q) =
~2α2
2m
(
e−2αq + 1/4
)
, (A.21)
VM(q) =
~2α2
2m
(
e−2αq − 2e−αq + 1/4) . (A.22)
It is now clear that the Liouville potential will provide us with solutions for the Morse
potential via the simple relationship (A.12). The Liouville states have already been
found (e.g. see [24]) so all we need to do is strip the constant when we find the states
for (A.22) and we will find the states for (3.45) when b = 2.
ψL(q) ∝ K i
α
√
2mE
~2 −
α2
4
(
e−αq
)
. (A.23)
Now using (A.12) we can find the Morse wave functions (unbound) and setting ν :=
i
α
√
2mE
~2 − α
2
4
:
ψM(q) =
(
e−αq − ν − 1
2
)
Kν
(
e−αq
)
+ e−αqKν+1
(
e−αq
)
. (A.24)
Stripping the extra α2/4 coming from the constant term we arrive at the solution for
(3.45). Very similarly we can find the Wigner functions for Morse form the Wigner
function for Liouville (3.94 ). The calculation is long but straightforward. We calcu-
late explicitly the ∗-products in ρm(q, p) = A¯ ∗ ρL ∗ A or alternatively we transform
the wave functions using the Wigner-Weyl correspondence. In both cases we get the
result given by (3.114) for b = 2. A direct check shows that while calculationally
heavy and long this solution is trivially found.
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Appendix B
Phase space for particle with spin
from the orbit method
In the second chapter we chose the sphere as the phase space for particles with spin.
The sphere is a symplectic manifold that has a Lie group acting on it that leaves the
symplectic form invariant. A possible motivation for the choice of phase space comes
from the orbit method.
The orbit method is also important because it can be used to find the equivalence
classes of unitary irreducible representations of Lie groups. We cannot cover the
orbit method here since whole books are written on the subject. A very complete
and understandable account of the orbit method can be found in the book [51]. More
condensed version of the book can be found in [50]. Also [73] has an interesting
non-rigorous treatment of the orbit method in the case of infinite dimensional Lie
algebras. The orbit method works best for nilpotent groups. Nevertheless it is still
applicable for compact Lie groups, non-compact Lie groups, infinite dimensional or
quantum groups – more generally all cases in which the notion of coadjoint orbits
makes sense.
However, we are more interested in the fact that a Lie group will naturally act
on the coadjoint orbits in precisely the way we described earlier, with a symplectic
form arising naturally from the Lie group structure. It is then easy to identify the
phase spaces with the coadjoint orbits for a particular symmetry Lie group. The orbit
method is used in [8] to describe open strings. In [15] the spin particle is treated as an
example of a more general program – a particle with phase space a symplectic manifold
with invariance group a Lie group preserving the symplectic structure. Finally [39]
treats several examples with different Lie groups.
Here we will provide the derivation of the sphere as a coadjoint orbit and hence a
phase space, i.e. symplectic manifold invariant under the SU(2) group. Those details
were omitted in the introduction chapter. They are provided here for the sake of
clarity and completeness. We will find the symplectic forms of the orbits explicitly
for SU(2). The method works with minimal changes for any compact Lie group.
Let us consider SU(2,C) – the Lie group of all 2 × 2 unitary matrices with unit
determinant. Imposing those conditions we find the general form of an element of the
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group is:
g(u, v) =
(
u v
−v¯ u¯
)
, |u|2 + |v|2 = 1 . (B.1)
The Lie algebra of SU(2) is denoted by su(2) and is the algebra of 2 × 2 traceless
anti-Hermitian matrices. For our purposes SU(2) = exp{su(2)}. Let us consider the
basis1
X =
i
2
σ2 =
1
2
(
0 1
−1 0
)
, Y =
i
2
σ1 =
1
2
(
0 i
i 0
)
, Z =
i
2
σ3 =
1
2
(
i 0
0 −i
)
, (B.2)
Therefore an element
A(x, y, z) = xX + yY + zZ =
1
2
(
iz x+ iy
−x+ iy −iz
)
. (B.3)
We can define duality via the linear functional F (X)
def
= Tr(FX). The dual su(2)∗
space is isomorphic to su(2), so the covectors will look the same as the vectors. Let us
now find the dual basis {Fj}j=1,3 to {X, Y, Z} (also we use Xi, i = 1, 2, 3 respectively)
using the definition 〈Fi, Xj〉 = δij, where the action is defined as
〈Fi, Xj〉 def= Fi(Xj) and F1(X) def= Tr(F ·X) . (B.4)
The last definition can be applied to Y and Z as well. Explicitly the action definition
and the duality condition produce a system of linear equations for the matrix elements
of F1. The same type of calculation gives us the other two co-vectors. Therefore, we
find that the dual basis is
F1 =
(
0 −1
1 0
)
, F2 =
(
0 −i
−i 0
)
, F3 =
(−i 0
0 i
)
. (B.5)
The generic dual element then is given as the matrix:
F (a, b, c) = aF1 + bF2 + cF3 =
( −ic −a− ib
a− ib ic
)
. (B.6)
to recover the appearance of the usual euclidean scalar product:
〈F,A〉 = tr(F .A) = ax+ by + cz. (B.7)
To find the coadjoint orbits we use that the exponentiation of the algebra recovers
the connected part of the group that contains the unit element. A general element
can be written as a composition of the type2
g(α, β, γ) = exp (αX) exp (βY ) exp (γZ) . (B.8)
1The multiplicative constants are chosen for convenience – the imaginary unit is in order for the
basis to be anti-Hermitian and 1/2 is customary in the physics notation.
2The exponentiation should be of the generic element xX+yY +zZ. However any factors arising
from commutation relations will involve exponents of the basis. In fact going from exp(xX+yY +zZ)
to (B.8) is equivalent to a change of local coordinates on the group manifold.
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Let us first determine the action of the one-parameter elements. We explicitly com-
pute the exponent that has β = γ = 0:
gα
def
= g(α, 0, 0) = exp (αX) =
(
cos α
2
sin α
2− sin α
2
cos α
2
)
. (B.9)
The coadjoint action on the basis Fi, i = 1, 2, 3 is given by
K(gα)F = gαFg
−1
α . (B.10)
After finding the matrix product and writing it explicitly in the basis we find that
the coordinates of the new vectors are (0, cosα, sinα).
K(gα)(1, 0, 0) = (1, 0, 0) ,
K(gα)(0, 1, 0) = (0, cosα, sinα) , (B.11)
K(gα)(0, 0, 1) = (0,− sinα, cosα) .
Therefore gα is a rotation around x ( in the zy-plane) at an angle α. We can complete
the same type of calculation for the rest of the elements gβ = g(0, β, 0) and gγ =
g(0, 0, γ) to find out that they are indeed rotations around y- and z-axis respectively.
This means that the invariant space under the transformation (B.8) is a sphere with
fixed radius:
Ωr = {F (a, b, c) = a2 + b2 + c2 = r2}. (B.12)
In other words the coadjoint orbits are 2-spheres parametrized by their radii.
Let us now find the natural symplectic form on the orbit Ωr = S
2
r . To do that we
use equation (2.151) from chapter two to write it globally:
ωΩr,F (K∗(X)F,K∗(Y )F ) = 〈F, [X, Y ]〉, X, Y ∈ su(2), F ∈ su(2)∗ , (B.13)
where K∗ is the infinitesimal coadjoint action. The form is determined using the
Killing form in the matrix space only and no additional structures are introduced on
the manifold.
For practical calculations, however, it is more convenient to write the form terms
of local coordinates. First let us find the expression for the coadjoint action of su(2)
on su(2)∗ in terms of the local coordinates. To do that we calculate the coadjoint
action on a general element of su(2)∗ in local coordinates using (B.8) and (B.6) and
the fact that rotations around an axis leave the basis vector associated with that axis
invariant.
K1(g)(a, b, c) = a cos β cos γ − b cos β sin γ + c sin β , (B.14)
K2(g)(a, b, c) = a(cosα sin γ − sinα sin β cos γ)
+b(cosα cos γ − sinα sin β sin γ)− c sinα cos β ,
K3(g)(a, b, c) = a(sinα sin γ − cosα sin β cos γ)
+b(sinα cos γ + cosα sin β sin γ) + c cosα cos β .
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Taking the derivatives at the unit element of the group allows us to find the expressions
for the infinitesimal representations of the basis elements in su(2) on su(2)∗ in terms
of the coordinate basis:
K∗(X) = b∂c − c∂b, K∗(Y ) = c∂a − a∂c, K∗(Z) = a∂b − b∂a . (B.15)
Now let us find the symplectic form from equation (B.13). Using the definition
for the action of a differential form on vector fields
(ω1 ∧ ... ∧ ωn)(X1, ..., Xn) =
∣∣∣∣∣∣∣
ω1(X1) . . . ω1(Xn)
...
. . .
...
ωn(X1) . . . ωn(Xn)
∣∣∣∣∣∣∣ , (B.16)
we can write a system of linear equations for the components of the symplectic form.
This is done by applying the local coordinate representation of the differential form
on all possible pairs constructed from (B.15).
ω =
a
a2 + b2 + c2
db ∧ dc+ b
a2 + b2 + c2
dc ∧ da+ c
a2 + b2 + c2
da ∧ db. (B.17)
This is the “natural’ symplectic form on the coadjoint orbit. “Natural” means that
we used only the algebraic structures already existing on SU(2).
To write it in a more familiar form we switch to spherical coordinates:
a = r cos θ cosφ , (B.18)
b = r cos θ sinφ ,
c = r sin θ .
Now we can write the symplectic form (B.17) in the usual way
ω = r cos θ dφ ∧ dθ . (B.19)
The form is rotationally invariant. More generally, for any group G the forms defined
by (B.13) are G-invariant.
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