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Abstract
The performance of Differential Evolution (DE) largely depends on the choice of trial
vector generation strategy and the values of its control parameters. In the past years,
quite a few DE variants have been developed to adaptively adjust the strategy and con-
trol parameters during the search process. However, these variants may not perform
satisfactorily when coping with computationally expensive problems (CEPs), for which
a satisfying solution needs to be obtained with very limited ﬁtness evaluations (FEs).
In this paper, we demonstrate that not only can surrogate models be used to approxi-
mate the ﬁtness function, they can also provide a good alternative method to adapt the
strategy and control parameters of DE, and thus propose a framework called DE with
Surrogate-assisted Self-Adaptation (DESSA). DESSA generates multiple trial vectors
using different trial vector generation strategies and parameter settings, and then em-
ploys a surrogate model to identify the potentially best trial vector to undergo real
ﬁtness evaluation. As each trial vector corresponds to a unique combination of strat-
egy and parameter setting, the surrogate model acts like a strategy/parameter setting
selector that aims to identify the most suitable strategy and parameter setting for each
target vector. Since DESSA can be easily combined with different DE variants, three
concrete DE variants, namely DESSA-CoDE, DESSA-SaDE, and DESSA-CoDE*, are
proposed. Comprehensive empirical studies demonstrate that DESSA can lead to supe-
rior performance over the compared adaptive DE variants. More important, it is shown
that DESSA has the potential of accommodating more search strategies, which may
lead to novel DE variants with even more competitive performance.
Keywords: Differential Evolution, Self-adaptation, Computationally Expensive
Problems, Surrogate Model.
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1. Introduction
Differential Evolution (DE), proposed by Storn and Price in 1995 [1], is well rec-
ognized as an Evolutionary Algorithm (EA) for solving real-parameter optimization
problems. Owing to its simplicity and powerful search ability, DE has got a wide vari-
ety of real-world applications and exhibited excellent performance on many problems
in diverse ﬁelds [2, 3, 4].
For DE, there exist many trial vector generation strategies and different problems
may prefer different strategies [5]. Moreover, the control parameter settings also have
great inﬂuence on DE’s performance [6]. Therefore, when using DE to solve a partic-
ular problem, it is generally necessary to try through various strategies and ﬁne-tune
the control parameters. However, such a trial-and-error procedure is often very time-
consuming. To address this issue, researcher have proposed numerous DE variants in
the past years [7, 8, 9, 10, 5, 11, 4, 12, 13, 14].
The majority of these DE variants intended to design self-adaptation schemes that
can automatically ﬁnd the suitable strategy or parameter setting during the search pro-
cess, such as jDE [9], self-adaptive differential evolution (SaDE) [8, 5], self-adaptive
differential evolution with neighborhood search (SaNSDE) [10], JADE [11], PM-AdapSS-
DE [15], generalized adaptive DE (GaDE) [12], DE with Fitness-based Area-Under-
Curve Bandit (F-AUC-Bandit) [16], and ensemble of mutation strategies and control
parameters in DE (EPSDE) [13]. Though they look different from one another, the
self-adaptation schemes of these DE variants can be considered designed with a simi-
lar methodology. That is, the strategy or control parameters are adjusted according to
the information accumulated during the search process, and those with better perfor-
mance in the previous generations are more likely to be used for generating new trial
vectors.
More recently, a novel DE variant, namely composite DE (CoDE), was proposed
in [14]. The underlying concept of CoDE is very different from the above-mentioned
DE variants. To be speciﬁc, CoDE does not make use of self-adaptation schemes but
relies on researchers’ experience [14]. It adopts three well-studied strategies and three
control parameter settings. For each individual (called target vector) in the current pop-
ulation, CoDE generates one trial vector using each strategy with a randomly selected
parameter setting. Then, the three generated trial vectors are evaluated with the ﬁtness
function and the best one is reserved as the ﬁnal trial vector. The empirical studies
in [14] showed that CoDE outperformed several well-known DE variants and non-DE
variants.
Although the above-mentioned efforts have signiﬁcantly advanced the potential of
DE, those DE variants do not meet the requirements of computationally expensive
problems (CEPs), which broadly exist in complex engineering design ﬁelds [17, 18,
19, 20, 21]. In CEPs, one ﬁtness evaluation can take many hours of computer time. For
example, one function evaluation involving the solution of the Navier-Stokes equations
can take many hours of computer time in aerodynamic wing design [20]. Therefore, for
such problems, a satisfactory solution is usually required to be obtained using very lim-
ited number of ﬁtness evaluations (FEs). However, the aforementioned self-adaptation
schemes may require a lot of FEs to accumulate sufﬁcient information for reliable self-
adaptation. The simulation results on low dimensional problems in [11] have indicated
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that the adaptation scheme of JADE did not function efﬁciently within the small num-
ber of generations. Moreover, parameters or strategy in SaDE and SaNSDE are only
adapted after some learning period, e.g. 50 generations in [5]. On the other hand,
CoDE requires multiple (i.e., three) FEs to generate an offspring each time, and thus is
not cost-effective in the context of CEPs. Actually, it would be better if it can be found
out what makes a best strategy/parameter setting for different problems like the inno-
vation method [22]. The innovation method was proposed to unveil salient knowledge
about properties which make a solution optimal by analyzing the commonality and dif-
ference of a set of near-Pareto-optimal solutions for the multi-objective optimization
problem. The information can later be employed to solve a new related optimization
problem at hand. However, it is much more complicated to analyze why a trial vector
generation strategy/control parameter setting is best, which depends on not only the
ﬁtness landscape but also the evolutionary state.
In this paper, we propose that surrogate models can provide a good method of
adapting the trial vector generation strategy and control parameters of DE, and a frame-
work named DE with Surrogate-assisted Self-Adaptation (DESSA) is proposed. Sur-
rogate models are computationally efﬁcient models, and can be used in lieu of the real
ﬁtness function to reduce computational cost [20, 23]. For example, surrogate models
can be interpolation or regression models that are built to approximate the real ﬁtness
function using some input output pairs evaluated by the ﬁtness function. The main
idea of DESSA is to maintain a pool of trial vector generation strategies and a pool
of control parameter settings. For each target vector in the current population, a trial
vector is generated using each combination of strategy and parameter setting. Then, a
surrogate model is built and used to pick out the most promising trial vector, which will
be regarded as the ﬁnal trial vector and undergo real ﬁtness evaluation. It is important
to note that the use of surrogate models in this paper is very different from the sole
purpose of ﬁtness approximation, which was done in a lot of existing work, and the
key role of surrogate model in our paper is to select the most promising combination
of trial vector generation strategy and control parameter setting. The motivation here
actually shares some similarity to those behind IFEP [24], where it tried to identify the
most promising mutation operator, and PAP [25], where it tried to identify the most
promising algorithm.
Similar to the other self-adaptive variants of DE, DESSA also makes use of the
information accumulated during the search process. However, instead of adapting the
strategy and parameter settings based on their performance in the previous generations,
DESSA directly focuses on employing surrogate models to compare different trial vec-
tors that are generated using different strategies and parameter settings. It is well ac-
knowledged that the performance of a strategy/parameter setting may change during
the search process [13]. Therefore, predicting the performance of strategies/parameter
settings can be expected to be more difﬁcult than modeling the real ﬁtness function.
In other words, the latter task, though still non-trivial, might require fewer FEs to ob-
tain a model that is beneﬁcial and thus can suit the CEPs better. When compared to
CoDE, DESSA only requires one FE in generating an offspring, and hence can be more
cost-effective.
In fact, some initial studies have been conducted to incorporate surrogate models
into DE in the literature [26, 27, 28, 29, 30, 31]. However, none of them investigate
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the utility of surrogate model from the perspective of self-adaptation. Moreover, most
of these studies were dedicated to speciﬁc DE variants. In contrast, this paper mainly
concerns the role of surrogate models from the perspective of self-adaptation, and its
contributions include:
• It is suggested that a surrogate model might provide a promising way for the
self-adaptation of the trial vector generation strategy and control parameters of
DE.
• A new self-adaptation scheme that employs surrogate model is proposed, which
is conceptually different from existing self-adaptation schemes for DE.
• The potential of the proposed self-adaptation scheme is explored by combining
it with different DE variants, which clearly demonstrates that this new scheme
can be combined with any DE variant that involves multiple search strategies.
The rest of this paper is organized as follows. Section 2 gives a brief introduction
to DE and some state-of-the-art DE variants. In Section 3, the DESSA framework
and its instantiation based on CoDE are described. In Section 4, experimental results
and analysis are presented to evaluate the efﬁcacy of the DESSA framework. Finally,
Section 5 concludes this paper.
2. Related Work
In this section, the framework of DE, several representatives of self-adaptive DE
algorithms, and CoDE will be brieﬂy reviewed. Interested readers are referred to [4]
for a comprehensive survey on recent advance in DE.
2.1. Differential Evolution (DE) Algorithm
Without loss of generality, we assume the optimization problem has the following
formulation.
min
x
f(x) (1)
where x is a vector of n design variables in a continuous decision spaceΩ =
∏n
i=1[Li, Ui],
and f : Ω ⊆ n →  is called the objective function.
The procedure of DE for solving such optimization problems is given in Algo-
rithm 1. DE begins with a randomly generated population in the decision space,
PG = {xi,G|i = 1, 2, ..., popsize}. Then, DE iteratively uses the trial vector gen-
eration strategy (i.e., mutation and crossover operators) and the selection operator to
evolve the population until a stopping criterion is met.
For the mutation operator, there are ﬁve frequently used mutation schemes for gen-
erating a mutant vector:
• “DE/rand/1” [2]
vi,G = xr1,G + F · (xr2,G − xr3,G) (2)
• “DE/best/1” [2]
vi,G = xbest,G + F · (xr1,G − xr2,G) (3)
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Algorithm 1 The Framework of DE
1: Initialize a population PG = {xi,G|i = 1, 2, ..., popsize}
2: Evaluate PG
3: while the stopping criterion is not met do
4: for each xi,G in PG do
5: vi,G = Mutate(PG)
6: ui,G = Crossover(xi,G, vi,G)
7: PG+1 = PG+1
⋃
Select(xi,G, ui,G)
8: end for
9: Set G = G+ 1
10: end while
• “DE/target-to-best/1” [3]
(i.e., “DE/rand-to-best/1” [2] or “DE/current-to-best/1” [11])
vi,G = xi,G + F · (xbest,G − xi,G) + F · (xr1,G − xr2,G) (4)
• “DE/best/2 [2]
vi,G = xbest,G + F · (xr1,G − xr2,G) + F · (xr3,G − xr4,G) (5)
• “DE/rand/2” [5]
vi,G = xr1,G + F · (xr2,G − xr3,G) + F · (xr4,G − xr5,G) (6)
where the indices r1, r2, r3, r4, and r5 are distinct integers randomly chosen from
the range [1, popsize] and also differ from i, and xbest,G is the best individual at the
G-th generation. The parameter F is called the scale factor and typically ranges on the
interval [0.4, 1.0] according to [4].
For the crossover operator, there exist two crossover schemes for creating a trial
vector with the mutant vector vi,G and the target vector xi,G, i.e., exponential and
binomial crossover schemes, and the latter is the more frequently used one, which can
be described by the following formula:
uj,i,G =
{
vj,i,G, if rand j(0, 1) ≤ CR or j = jrand
xj,i,G, otherwise
(7)
where j = 1, 2, ..., n, jrand is a randomly selected integer ∈ [1, n], rand j(0, 1) repre-
sents a number drawn uniformly between 0 and 1, xj,i,G, uj,i,G, and vj,i,G denote the
j-th element of xi,G, ui,G, and vi,G, respectively. CR ∈ [0, 1] is called the crossover
rate.
In conjunction with the binomial crossover scheme, the above-mentioned mutation
schemes yield a total of ﬁve trial vector generation strategies. They are “DE/rand/1/bin”,
“DE/best/1/bin”, “DE/target-to-best/1/bin”, “DE/best/2/bin”, “DE/rand/2/bin”, respec-
tively.
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After crossover, each generated trial vector ui,G undergoes boundary constraint
check. If the j-th element of ui,G is out of the boundary, it is reset as follows:
uj,i,G =
{
min{Uj , 2Lj − uj,i,G}, if uj,i,G < Lj
max{Lj , 2Uj − uj,i,G}, if uj,i,G > Uj
(8)
At last, the selection operator is performed to select the better one between xi,G
and ui,G to enter the next generation:
xi,G+1 =
{
ui,G if f(ui,G) ≤ f(xi,G)
xi,G otherwise
(9)
2.2. DE with Self-Adaptation Schemes
As mentioned above, DE has multiple trial vector generation strategies and three
control parameters, i.e., population size popsize , scale factor F , and crossover rateCR.
Recognizing that some problems are very sensitive to the setting of them, researchers
have investigated various self-adaptation schemes to automatically ﬁnd the suitable
settings during the search process. Usually, self-adaptation is applied to the trial vector
generation strategy, F , and CR. In the following part of this subsection, the key points
of some self-adaptive DE variants, jDE, JADE, SaDE, SaNSDE, PM-AdapSS-DE, DE
with F-AUC-Bandit, GaDE, and EPSDE, are summarized in the following part of this
subsection.
Brest et al. [9] proposed jDE for adapting F and CR, in which F and CR are
encoded with the individual. It is believed that better control parameter values lead
to better individuals that in turn, are more likely to survive. Thus, jDE adapts the
encoded control parameters by propagating better parameter values to the next gener-
ation. Speciﬁcally, 90% of offspring individuals inherit the F or CR value from their
separate parents at each generation. In other words, a successful F or CR value has
the probability of 0.9 to be selected to generated an offspring at the next generation.
Here, a successful F or CR value means that the offspring generated with this F or
CR value successfully enters next the generation.
JADE [11] generates new F values according to a truncated Cauchy distribution
and new CR values according to a normal distribution. The parameters of the Cauchy
distribution and the normal distribution are updated using new successful F and CR
values at each generation, respectively.
SaDE [8, 5], for the ﬁrst time, adapts the trial vector generation strategy along with
the control parameters. In SaDE, multiple trial vector generation strategies exist. The
probability of selection of each strategy is updated proportionally to its success rate
with relation to the others. The success rate of one strategy is the rate of the trial vectors
generated by this strategy and successfully entering the next generation over previous
learning period generations. Besides, SaDE generates a new CR for each target vector
according to a Gaussian distribution, whose mean is updated every generation based
on the successful CR values in previous learning period generations.
SaNSDE proposed by Yang et al. [10] can be considered as an improved version of
SaDE. In SaNSDE, two different distributions are used to generate new F values. The
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probability of selection of each distribution is updated proportionally to its success rate
with relation to the other. Also, the ﬁtness improvement (the improvement achieved by
the offspring over its parent) related to each successful CR is taken into consideration
in SaNSDE in updating the mean of the Gaussian distribution for generating new CR.
PM-AdapSS-DE [15] keeps an empirical quality estimate for each trial vector gen-
eration strategy, and updates it based on the absolute average of the relative ﬁtness
improvement (normalized by the ﬁtness of the best-so-far individual) recently received
by the corresponding strategy. Then, the probability to select each strategy is updated
proportionally to its empirical estimate with relation to the others.
In [16], the authors coupled a comparison-based technique, the F-AUC-Bandit [32],
with DE to make DE adapt the strategy automatically and be invariant with relation
to monotonous transformations over the ﬁtness function. The generated DE variant
keeps an empirical quality estimate for each strategy, which is updated by using the
AUC paradigm and the rank of ﬁtness of the offspring recently generated by the corre-
sponding strategy. And, the probability to select each strategy is updated based on its
empirical quality estimate.
In [12], a generalized parameter adaptation scheme was employed to design a new
adaptive DE variant, GaDE, for large-scale optimization problems. In GaDE, new F
and CR are generated for each target vector according to different probability distribu-
tions, whose parameters are updated every generation based on good F and CR values
and the corresponding ﬁtness improvements in previous generations, respectively.
Considering that different mutation strategies with different parameter settings can
be appropriate during different stages of the evolution, Mallepeddi et al. [13] pro-
posed EPSDE for adapting combination of mutation scheme and parameter setting. In
EPSDE, combinations of mutation scheme and parameter setting are generated at the
individual level and better combinations are propagated to the next generation.
2.3. CoDE
CoDE was proposed by Wang et al. [14] to improve DE through combining three
trial vector generation strategies with three different control parameter settings, which
have distinct advantages conﬁrmed by other researchers’ studies.
Speciﬁcally, the three strategies used in CoDE are:
• “DE/rand/1/bin”
• “DE/rand/2/bin”
• “DE/current-to-rand/1” [33],
and the three parameter settings are:
• [F = 1.0,CR = 0.1]
• [F = 1.0,CR = 0.9]
• [F = 0.8,CR = 0.2].
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In CoDE, for each target vector, a trial vector is generated using each strategy and a
randomly selected parameter setting. Then, the three trial vectors will be evaluated
with the real ﬁtness function, and the best one is returned as the ﬁnal trial vector.
In this section, we have introduced some representatives of DE variants that adjust
the trial vector strategy and its control parameters during the search process. Besides
these representatives, there are many other DE variants proposed in various research
aspects. The interested readers are referred to [4] for details.
3. A new self-adaptation scheme using surrogate models
In this section, we propose a new scheme to adapt the strategy and control parame-
ter setting for DE. The main idea of this scheme is to select the potentially best strategy
and parameter setting by building surrogate models to select the most promising one
among multiple trial vectors generated using several trial vector generation strategies
and control parameter settings. Furthermore, a generalized framework of DE that em-
ploys the newly proposed scheme, DESSA, is proposed.
3.1. The DESSA Framework
Algorithm 2 DESSA
1: Initialize a population PG = {xi,G|i = 1, 2, ..., popsize}
2: Evaluate PG
3: Archive all exact evaluations into a database DB
4: while computational budget is not exhausted do
5: if database building phase does not end then
6: Evolve PG with DE operators using exact evaluations
7: else
8: for each xi,G in PG do
9: Generate multiple trial vectors using several strategies and parameter set-
tings
10: Build a surrogate model S based on DB
11: Select the best trial vector (denoted as ui,G) according to S and evaluate it
12: PG+1 = PG+1
⋃
Select(xi,G, ui,G)
13: end for
14: end if
15: Archive all exact evaluations into DB
16: Set G = G+ 1
17: end while
The outline of the proposed DESSA framework is given in Algorithm 2. DESSA
begins with an initialized population of decision vectors. During the database building
phase, the population is evolved with mutation, crossover and selection operators using
exact evaluations for a certain number of generations, and all exact evaluations are
archived into a databaseDB . After this, surrogate models are involved. For each target
vector, several trial vector generation strategies and several control parameter settings
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are used to generate multiple trial vectors. Then, a surrogate model is built based on the
evaluated points in the database. According to the surrogate model, the trial vector that
appears the best is selected to undergo exact evaluation and competes with the target
vector. This process is repeated until the computational budget is used up.
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Figure 1: (a) A generalized framework for existing self-adaptive DE variants. (b) The generalized framework
of CoDE. (c) The workﬂow of DESSA.
The main stages of DESSA are also illustrated in Fig. 1 along with the generalized
frameworks of existing self-adaptive DE algorithms and CoDE. It can be observed from
Fig. 1 that the main idea of DESSA is quite different from those of CoDE and existing
self-adaptive variants of DE.
3.2. DESSA-CoDE
The newly proposed self-adaptation scheme can be directly incorporated with CoDE,
thereby leading to a new self-adaptive DE variant. Algorithm 3 presents the detailed
steps of the new algorithm, namely DESSA-CoDE.
DESSA-CoDE uses the same strategies and parameter settings as CoDE. This
yields a total of 3 × 3 = 9 combinations of strategies and parameter settings. DESSA-
CoDE begins with a randomly generated population and evolves it as CoDE does in
[14] for MaxGdb generations. At each generation G (G > MaxGdb), each of the 9
combinations is used to create a trial vector for each target vector. As the surrogate
model is built to select the most promising trial vector, we consider ranking models
in the implementation, which seem more applicable compared to interpolate or regres-
sion models when the best individuals need to be selected [34, 35], and use Rank-SVM
[36] as the surrogate model, which was also used in [34, 35]. To build a Rank-SVM
model S, we select min(k, |DB |) nearest evaluated points for each generated trial vec-
tor based on the Euclidean distance and combine them together, 80% of which are
chosen uniformly as the training set and the remaining 20% form the set for validating
the prediction quality. If the prediction accuracy of S is larger than 0.5 (the accuracy
of a random approach), the trial vector appears the best according to S is further eval-
uated with the exact objective function, otherwise a trial vector is randomly selected
for evaluation, which will enter the next generation if it is better than the target vector.
This process iterates until all FEs are used up.
According to Algorithm 3, DESSA-CoDE can automatically select a promising
combination of strategy and parameter setting for each target vector without extra FEs,
and thus can be more cost-effective than CoDE.
9
Algorithm 3 DESSA-CoDE
Input:
the objective function, f ;
maximal number of FEs, MaxEval ;
candidate strategies: “DE/rand/1/bin”, “DE/rand/2/bin”, and “DE/current-to-
rand/1”;
candidate parameter settings: [F = 1.0, CR = 0.1], [F = 1.0,CR = 0.9], and
[F = 0.8,CR = 0.2];
1: Set popsize , MaxGdb, G = 0, eval = 0, DB = Φ
2: Initialize a population PG = {xi,G|i = 1, 2, ..., popsize}
3: Archive all (xi,G, f(xi,G)) into DB
4: eval = eval + popsize
5: while eval < MaxEval do
6: if G < MaxGdb then
7: Generate PG+1 based on PG as CoDE does
8: else
9: for each xi,G in PG do
10: Generate nine trial vectors using the nine combinations of strategies and
parameter settings
11: Build a ranking model S based on DB
12: if The prediction accuracy of S is larger than 0.5 then
13: Select the best trial vector according to S (denoted as ui,G)
14: else
15: Randomly select one trial vector as ui,G
16: end if
17: Evaluate ui,G with f
18: PG+1 = PG+1
⋃
Select(xi,G, ui,G)
19: eval = eval + 1
20: end for
21: end if
22: Archive all exact evaluations into DB (like step 3)
23: G = G+ 1
24: end while
Output:
the best individual in the current population, xbest,G;
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3.3. Discussion
It should be noted that DESSA-CoDE in this paper serves as an instantiation of
DESSA. In general, DESSA can also be combined with any other DE variant that
involve multiple search strategies, and thus generating other instantiations of DESSA,
which will be further investigated in our experimental section. Moreover, according
to Fig. 1, incorporating more strategies and parameter settings into DESSA will only
lead to more trial vectors generated for each target vector, while no additional FEs will
be induced as all newly generated trial vectors are to be ﬁrst ﬁltered by the surrogate
model. Therefore, DESSA may easily accommodate more strategies and parameter
settings. In fact, other ways to select the training set and other modeling techniques
can also be used in the implementation of DESSA-CoDE. However, considering that
it is the effect of combining DE and surrogate models that is the key in this paper, no
more attention will be paid to this in the following sections.
As mentioned above, there exist a few attempts to incorporate surrogate models
with DE in literature [26, 27, 28, 29, 30, 31]. In [28], classiﬁcation models are built
to estimate whether offspring are better than their separate parents and the worse ones
are prevented from being evaluated with the real ﬁtness function. Based on this work,
CRADE was proposed in [29] by incorporating classiﬁcation and regression techniques
to construct a more effective surrogate model. In [26, 27], DE-AEC was proposed
based on jDE by generating multiple offspring for each parent and selecting one to
compete with the parent according to a surrogate model. The main difference between
our work and DE-AEC is that we considers multiple trial vector strategies and param-
eter settings while DE-AEC considers only one strategy and parameter setting for each
target vector. The authors in [31] enhanced DE by generating multiple trial vectors
with several trial vector strategies and building surrogate models to select the most
promising one. Unlike their work, our work considers different strategies as well as
different control parameter settings. In [30], a surrogate model-assisted EPSDE algo-
rithm, SMA-EPSDE, was proposed by generating a competitive trail vector for each
target vector. The difference between SMA-EPSDE and DESSA is that SMA-EPSDE
stops generating trial vectors for a target vector once obtaining a competitive trial vec-
tor according to the surrogate model while DESSA employs surrogate models to select
the best one among multiple trial vectors. Furthermore, none of the aforementioned
surrogate-assisted DE studies investigate the role of surrogate models in DE from the
perspective of self-adaptation, and most of them take into account only one DE variant.
4. Empirical Study
To assess the performance of the new self-adaptation scheme, we have carried out
different experiments using a test suite proposed in the CEC2005 special session on
real-parameter optimization. The test suite consists of 25 benchmark functions, in-
cluding:
• unimodal functions f1-f5,
• basic multimodal functions f6-f12,
• expanded multimodal functions f13-f14, and
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• hybrid composition functions f15-f25.
A detailed description of them can be found in [37]. The focus of this study was to
check whether the new self-adaptation scheme can suits CEPs better, and we studied
the performance of DESSA-CoDE along this direction. We also studied the efﬁciency
of this new scheme by comparing it with the self-adaptation scheme of SaDE.
The dimensionality of the test functions was set to 30 throughout the experiments.
Considering that only limited computational resources are allowable to solve CEPs, all
the algorithms in our experiments were assigned with 3000 FEs. For each algorithm,
the average and standard deviation of the minimum function error values it can ﬁnd on
each test function over 25 independent runs using 3000 FEs were recorded for mea-
suring its performance. The function error value of a solution equals to the function
value of the solution minus the minimal value of the objective function. To make a
comparison between one algorithm and another, we conducted the Wilcoxon rank-sum
test at a 0.05 signiﬁcance level.
4.1. Performance of DESSA-CoDE
To assess the efﬁcacy of DESSA-CoDE, performance comparisons have been made
between it and eight state-of-the-art DE variants including CoDE, four self-adaptive
DE variants (i.e., jDE, SaDE, JADE, and EPSDE), one DE variant with accelerated
convergence rate (i.e., DEahcSPX [38]), and two surrogate model-assisted DE vari-
ants (i.e., SMA-EPSDE and CRADE). In DEahcSPX, an adaptive local search opera-
tion with a hill-climbing heuristic was employed to improve the performance of DE.
Also, DESSA-CoDE was compared with one non-DE approach, the standard covari-
ance matrix adaptation evolution strategy (CMA-ES) [39], which is a very efﬁcient and
well-known ES.
It should be noted here that the ideas behind CRADE and the DESSA framework
are quite different. CRADE, speciﬁcally designed for solving CEPs, attempts using
surrogate models to check whether an offspring is worthy of real ﬁtness evaluation,
and thus prevent wasting ﬁtness evaluations on unpromising offsprings. On the other
hand, DESSA builds surrogate models to select the best one among multiple gener-
ated trial vectors along with the best strategy and parameter setting so as to generate
better offsprings without extra ﬁtness evaluations. In fact, the idea of CRADE can
be directly incorporated into DESSA by introducing surrogate models of CRADE to
decide whether the trial vectors selected by DESSA should undergo real ﬁtness evalu-
ations. As this work aims to investigate the performance of DE in solving CEPs from
the perspective of self-adaption, we focused the experimental studies on testing the
effectiveness of surrogate models in this background. Thus, the comparison between
CRADE and DESSA-CoDE serves primarily as a reference.
The parameters of all the compared algorithms except SaDE were directly set the
same as in their original papers. In [5], the learning period (LP) was set 50 for SaDE,
which means the parameter and strategy are adapted after the initial 50 generations.
This seems not a best setting when only 3000 FEs are available. To make a fair com-
parison, we run SaDE 25 times on each test function with 3000 FEs and six different
different LPs of 1, 5, 15, 25, 35, 50, and then SaDE with the best performing LP value
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was selected for comparison. Note that the other parameters of SaDE were set the same
as in [5].
Table 1 summarizes the average and standard deviation of the function error values
that SaDE obtained with six different LPs. Through the Wilcoxon rank-sum test, we
found that, overall, SaDE with LPs of 1 and 5 performed best. So, SaDE with LP of 5
was used for the comparison between SaDE and DESSA-CoDE.
Table 1: Experimental results of SaDE with six different LPs over 25 runs with 3000 FEs on 25 test functions
of 30 variables
Func LP=1 LP=5 LP=15 LP=25 LP=35 LP=50MeanError±StdDev MeanError±StdDev MeanError±StdDev MeanError±StdDev MeanError±StdDev MeanError±StdDev
f1 5.27e+003±1.67e+003 5.05e+003±1.31e+003 5.09e+003±1.25e+003 5.05e+003±1.09e+003 5.56e+003±7.99e+002 6.32e+003±9.56e+002
f2 2.22e+004±3.84e+003 2.34e+004±4.69e+003 2.38e+004±4.90e+003 2.32e+004±4.87e+003 2.31e+004±4.04e+003 2.44e+004±3.76e+003
f3 7.97e+007±2.72e+007 8.76e+007±3.01e+007 9.54e+007±2.99e+007 1.06e+008±3.66e+007 1.12e+008±3.95e+007 1.48e+008±4.10e+007
f4 2.87e+004±6.15e+003 2.68e+004±4.98e+003 2.89e+004±3.63e+003 2.78e+004±4.19e+003 3.01e+004±5.53e+003 2.95e+004±5.06e+003
f5 1.73e+004±1.83e+003 1.70e+004±1.41e+003 1.67e+004±1.40e+003 1.73e+004±1.70e+003 1.76e+004±1.83e+003 1.75e+004±1.52e+003
f6 7.02e+008±2.86e+008 5.02e+008±2.05e+008 6.25e+008±1.99e+008 5.16e+008±2.34e+008 6.59e+008±1.70e+008 8.19e+008±2.52e+008
f7 1.16e+003±2.27e+002 1.21e+003±2.02e+002 1.08e+003±2.45e+002 1.15e+003±2.78e+002 1.20e+003±3.16e+002 1.37e+003±2.95e+002
f8 2.12e+001±4.98e-002 2.12e+001±5.33e-002 2.11e+001±6.99e-002 2.11e+001±5.52e-002 2.12e+001±5.48e-002 2.11e+001±6.39e-002
f9 2.20e+002±1.73e+001 2.29e+002±1.55e+001 2.42e+002±1.97e+001 2.43e+002±1.28e+001 2.49e+002±1.94e+001 2.45e+002±1.83e+001
f10 3.10e+002±2.35e+001 3.02e+002±1.80e+001 3.03e+002±1.92e+001 3.07e+002±2.18e+001 3.08e+002±1.64e+001 3.12e+002±2.16e+001
f11 4.22e+001±1.25e+000 4.27e+001±1.36e+000 4.34e+001±1.31e+000 4.40e+001±1.51e+000 4.34e+001±1.54e+000 4.34e+001±1.70e+000
f12 5.73e+005±7.02e+004 5.51e+005±9.24e+004 5.50e+005±1.09e+005 5.99e+005±1.08e+005 5.86e+005±1.07e+005 6.32e+005±9.88e+004
f13 1.98e+001±2.09e+000 2.06e+001±1.63e+000 2.10e+001±1.14e+000 2.17e+001±2.04e+000 2.17e+001±1.84e+000 2.30e+001±1.32e+000
f14 1.39e+001±1.45e-001 1.39e+001±1.91e-001 1.39e+001±2.11e-001 1.40e+001±1.15e-001 1.40e+001±1.76e-001 1.40e+001±1.86e-001
f15 6.90e+002±8.79e+001 7.01e+002±7.67e+001 7.08e+002±7.87e+001 7.01e+002±7.82e+001 7.19e+002±7.79e+001 7.06e+002±8.64e+001
f16 4.08e+002±6.74e+001 4.09e+002±6.06e+001 3.85e+002±4.69e+001 4.19e+002±6.67e+001 4.10e+002±6.74e+001 4.18e+002±6.78e+001
f17 4.80e+002±7.18e+001 5.04e+002±8.32e+001 4.78e+002±7.70e+001 4.75e+002±7.54e+001 4.80e+002±5.58e+001 5.34e+002±1.06e+002
f18 1.08e+003±1.79e+001 1.07e+003±1.48e+001 1.07e+003±1.84e+001 1.08e+003±1.92e+001 1.08e+003±1.43e+001 1.08e+003±1.86e+001
f19 1.08e+003±2.20e+001 1.07e+003±2.29e+001 1.07e+003±1.74e+001 1.07e+003±1.52e+001 1.08e+003±2.28e+001 1.07e+003±2.63e+001
f20 1.07e+003±2.13e+001 1.08e+003±2.10e+001 1.07e+003±1.62e+001 1.08e+003±1.85e+001 1.07e+003±2.40e+001 1.08e+003±2.31e+001
f21 1.17e+003±7.04e+001 1.17e+003±4.36e+001 1.17e+003±3.70e+001 1.15e+003±7.16e+001 1.17e+003±4.77e+001 1.19e+003±3.42e+001
f22 1.18e+003±4.03e+001 1.20e+003±2.94e+001 1.18e+003±4.18e+001 1.19e+003±3.27e+001 1.18e+003±3.84e+001 1.22e+003±3.65e+001
f23 1.18e+003±4.34e+001 1.17e+003±5.14e+001 1.17e+003±4.58e+001 1.18e+003±3.85e+001 1.17e+003±4.35e+001 1.19e+003±3.72e+001
f24 1.24e+003±6.55e+001 1.23e+003±4.74e+001 1.20e+003±7.22e+001 1.22e+003±5.47e+001 1.25e+003±4.09e+001 1.24e+003±3.98e+001
f25 1.33e+003±6.55e+001 1.29e+003±1.10e+002 1.27e+003±1.02e+002 1.29e+003±5.62e+001 1.30e+003±6.27e+001 1.29e+003±1.11e+002
The parameters of DESSA-CoDE were set as: popsize = 30, k = n2/9. Note that
the population size popsize of DESSA-CoDE was set the same as that of CoDE, and
the product of k and the number of the generated trial vectors for each target vector
is approximately proportionate to (n + 1)(n + 2)/2, which is the minimum number
of data points required to build a quadratic regression model, while k was set to be
moderate considering the complexity of training a model. The maximum number of
iterations of the SVM learning algorithms was set to 50000
√
n. The constraint weights
Ci were set to 106(0.8k − i)2, which implies that the cost of constraint violation
quadratically increases for the points ranking the top. Here, 0.8k is the number of
training points used to build an Rank-SVM model. Moreover, we employs the RBF
kernel function and the kernel width was set to the average distance between training
points. It is worth noting that, since we aim at a suitable self-adaptive scheme for
solving CEPs, i.e., problems that may cost fromminutes to hours of computational time
per evaluation, the overhead for identifying the nearest k points and building surrogate
models are considered to be insigniﬁcant. The setting of MaxGdb indicates how many
data points are accumulated before a surrogate model is involved in the search process.
In our experimental study, we run DESSA-CoDE 25 times on each test function with
3000 FEs and six different MaxGdb values of 0, 1, 2, 3, 5, 8. Table 2 summarizes
the average and standard deviation of the function error values that DESSA-CoDE
obtained with six different MaxGdb values. Through the Wilcoxon rank-sum test, it is
found that, DESSA-CoDE works best with MaxGdb value of 0.
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Table 2: Experimental results of DESSA-CoDE with six different MaxGdb over 25 runs with 3000 FEs on
25 test functions of 30 variables
Func MaxGdb=0 MaxGdb=1 MaxGdb=2 MaxGdb=3 MaxGdb=5 MaxGdb=8MeanError±StdDev MeanError±StdDev MeanError±StdDev MeanError±StdDev MeanError±StdDev MeanError±StdDev
f1 3.63e-001±1.56e-001 6.27e-001±4.66e-001 6.87e-001±1.81e-001 1.18e+000±5.97e-001 1.74e+000±3.89e-001 3.73e+000±1.32e+000
f2 9.39e+003±2.17e+003 1.17e+004±2.84e+003 1.06e+004±2.19e+003 1.04e+004±4.13e+003 1.01e+004±3.32e+003 1.25e+004±4.58e+003
f3 1.41e+007±5.70e+006 1.60e+007±7.60e+006 1.66e+007±8.11e+006 1.72e+007±5.57e+006 2.35e+007±1.37e+007 2.77e+007±1.18e+007
f4 2.24e+004±5.68e+003 2.05e+004±6.82e+003 2.36e+004±5.79e+003 2.23e+004±5.10e+003 1.99e+004±5.53e+003 2.59e+004±9.81e+003
f5 4.81e+003±7.20e+002 4.47e+003±1.00e+003 5.11e+003±7.35e+002 5.16e+003±8.78e+002 5.42e+003±8.32e+002 5.60e+003±9.65e+002
f6 4.73e+003±6.82e+003 5.12e+003±3.84e+003 6.60e+003±4.79e+003 3.91e+003±2.29e+003 3.61e+003±2.05e+003 1.12e+004±5.88e+003
f7 1.42e+001±8.61e+000 1.60e+001±9.19e+000 1.54e+001±7.48e+000 1.93e+001±8.45e+000 2.30e+001±5.78e+000 3.29e+001±1.59e+001
f8 2.12e+001±6.53e-002 2.12e+001±5.17e-002 2.12e+001±5.39e-002 2.11e+001±4.00e-002 2.11e+001±6.53e-002 2.12e+001±6.62e-002
f9 1.66e+002±9.71e+000 1.79e+002±5.11e+000 1.66e+002±1.35e+001 1.80e+002±1.34e+001 1.69e+002±1.75e+001 1.83e+002±1.38e+001
f10 2.43e+002±2.15e+001 2.45e+002±1.49e+001 2.48e+002±1.69e+001 2.46e+002±2.12e+001 2.44e+002±2.52e+001 2.42e+002±1.27e+001
f11 4.18e+001±1.57e+000 4.16e+001±1.35e+000 4.12e+001±1.53e+000 4.25e+001±9.44e-001 4.12e+001±1.79e+000 4.20e+001±1.85e+000
f12 7.39e+004±5.68e+004 5.86e+004±2.81e+004 1.09e+005±7.04e+004 1.20e+005±1.06e+005 8.38e+004±4.55e+004 1.48e+005±1.30e+005
f13 1.62e+001±1.19e+000 1.61e+001±1.72e+000 1.78e+001±1.76e+000 1.74e+001±1.50e+000 1.67e+001±1.66e+000 1.75e+001±1.76e+000
f14 1.39e+001±1.48e-001 1.39e+001±1.69e-001 1.40e+001±1.26e-001 1.40e+001±2.06e-001 1.39e+001±1.40e-001 1.40e+001±1.08e-001
f15 3.55e+002±5.98e+001 3.59e+002±4.25e+001 3.73e+002±5.14e+001 3.37e+002±9.04e+001 4.24e+002±8.33e+001 4.23e+002±6.44e+001
f16 3.19e+002±8.15e+001 3.10e+002±6.45e+001 3.01e+002±5.38e+001 3.24e+002±8.52e+001 2.82e+002±5.47e+001 2.81e+002±4.64e+001
f17 3.48e+002±6.28e+001 3.96e+002±8.83e+001 3.63e+002±5.95e+001 3.91e+002±8.58e+001 3.73e+002±7.05e+001 3.58e+002±5.62e+001
f18 9.15e+002±3.27e+000 9.16e+002±2.57e+000 9.15e+002±3.31e+000 9.06e+002±3.17e+001 9.17e+002±3.74e+000 9.21e+002±3.15e+000
f19 9.15e+002±2.34e+000 9.16e+002±2.44e+000 9.15e+002±3.08e+000 9.16e+002±2.96e+000 9.17e+002±2.26e+000 9.20e+002±3.90e+000
f20 9.16e+002±3.44e+000 9.15e+002±2.74e+000 9.14e+002±2.16e+000 9.15e+002±2.92e+000 9.18e+002±4.33e+000 9.18e+002±3.86e+000
f21 5.00e+002±1.89e-001 5.01e+002±8.80e-001 5.01e+002±5.58e-001 5.01e+002±3.52e-001 5.01e+002±5.21e-001 5.02e+002±1.01e+000
f22 9.97e+002±2.69e+001 9.93e+002±3.44e+001 9.80e+002±2.83e+001 9.84e+002±2.97e+001 9.85e+002±2.62e+001 1.02e+003±3.66e+001
f23 5.35e+002±1.33e+000 5.34e+002±3.42e-001 5.35e+002±2.08e+000 5.85e+002±1.48e+002 5.36e+002±1.53e+000 5.41e+002±8.19e+000
f24 2.03e+002±3.76e+000 2.02e+002±1.01e+000 2.03e+002±2.75e+000 2.03e+002±1.93e+000 2.13e+002±1.07e+001 2.15e+002±2.17e+001
f25 2.52e+002±1.54e+001 2.65e+002±5.02e+001 2.55e+002±1.11e+001 2.56e+002±2.69e+001 2.59e+002±1.17e+001 2.70e+002±3.11e+001
Table 3: Experimental results of CoDE and DESSA-CoDE over 25 runs with 3000 FEs on 25 test functions
of 30 variables, +, −, and ≈ denote that the result of CoDE is better than, worse than, and comparable to
that of DESSA-CoDE, respectively
Func CoDE DESSA-CoDEMeanError±StdDev MeanError±StdDev
f1 1.02e+004±2.92e+003 − 3.63e-001±1.56e-001
f2 3.84e+004±6.36e+003 − 9.39e+003±2.17e+003
f3 2.07e+008±6.65e+007 − 1.41e+007±5.70e+006
f4 4.79e+004±8.80e+003 − 2.24e+004±5.68e+003
f5 1.81e+004±1.74e+003 − 4.81e+003±7.20e+002
f6 9.03e+008±4.77e+008 − 4.73e+003±6.82e+003
f7 2.02e+003±4.86e+002 − 1.42e+001±8.61e+000
f8 2.12e+001±4.35e-002 ≈ 2.12e+001±6.53e-002
f9 2.43e+002±1.76e+001 − 1.66e+002±9.71e+000
f10 3.43e+002±2.56e+001 − 2.43e+002±2.15e+001
f11 4.33e+001±1.45e+000 − 4.18e+001±1.57e+000
f12 7.48e+005±1.14e+005 − 7.39e+004±5.68e+004
f13 3.25e+001±4.88e+000 − 1.62e+001±1.19e+000
f14 1.40e+001±1.97e-001 − 1.39e+001±1.48e-001
f15 6.79e+002±7.37e+001 − 3.55e+002±5.98e+001
f16 4.12e+002±5.30e+001 − 3.19e+002±8.15e+001
f17 4.56e+002±4.83e+001 − 3.48e+002±6.28e+001
f18 1.05e+003±2.03e+001 − 9.15e+002±3.27e+000
f19 1.06e+003±2.03e+001 − 9.15e+002±2.34e+000
f20 1.04e+003±1.80e+001 − 9.16e+002±3.44e+000
f21 1.18e+003±4.34e+001 − 5.00e+002±1.89e-001
f22 1.22e+003±3.84e+001 − 9.97e+002±2.69e+001
f23 1.20e+003±3.83e+001 − 5.35e+002±1.33e+000
f24 1.19e+003±5.63e+001 − 2.03e+002±3.76e+000
f25 9.30e+002±2.78e+002 − 2.52e+002±1.54e+001
− 24
+ 0
≈ 1
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Figure 2: Evolutionary curves of CoDE and DESSA-CoDE
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Table 4: Experimental results of jDE, SaDE, JADE, EPSDE, and DESSA-CoDE over 25 runs with 3000 FEs
on 25 test functions of 30 variables, +, −, and ≈ denote that the result of the corresponding algorithm is
better than, worse than, and comparable to that of DESSA-CoDE, respectively
Func jDE SaDE JADE EPSDE DESSA-CoDEMeanError±StdDev MeanError±StdDev MeanError±StdDev MeanError±StdDev MeanError±StdDev
f1 1.71e+004±3.25e+003 − 5.05e+003±1.31e+003 − 4.01e+003±7.13e+002 − 3.09e+003±1.42e+003 − 3.63e-001±1.56e-001
f2 6.15e+004±9.33e+003 − 2.34e+004±4.69e+003 − 3.74e+004±5.47e+003 − 6.21e+004±1.60e+004 − 9.39e+003±2.17e+003
f3 4.41e+008±9.80e+007 − 8.76e+007±3.01e+007 − 1.91e+008±3.96e+007 − 4.03e+008±1.94e+008 − 1.41e+007±5.70e+006
f4 7.15e+004±1.18e+004 − 2.68e+004±4.98e+003 − 5.04e+004±9.77e+003 − 8.27e+004±2.52e+004 − 2.24e+004±5.68e+003
f5 2.00e+004±1.90e+003 − 1.70e+004±1.41e+003 − 1.24e+004±1.13e+003 − 1.76e+004±4.05e+003 − 4.81e+003±7.20e+002
f6 3.52e+009±9.66e+008 − 5.02e+008±2.05e+008 − 1.86e+008±7.10e+007 − 3.02e+008±3.04e+008 − 4.73e+003±6.82e+003
f7 2.89e+003±3.32e+002 − 1.21e+003±2.02e+002 − 7.12e+002±1.16e+002 − 6.78e+002±2.03e+002 − 1.42e+001±8.61e+000
f8 2.11e+001±5.11e-002 ≈ 2.12e+001±5.33e-002 ≈ 2.12e+001±4.99e-002 ≈ 2.11e+001±4.95e-002 ≈ 2.12e+001±6.53e-002
f9 2.76e+002±1.81e+001 − 2.29e+002±1.55e+001 − 2.28e+002±1.53e+001 − 2.45e+002±2.12e+001 − 1.66e+002±9.71e+000
f10 3.82e+002±2.59e+001 − 3.02e+002±1.80e+001 − 2.89e+002±1.68e+001 − 3.03e+002±1.93e+001 − 2.43e+002±2.15e+001
f11 4.30e+001±1.72e+000 − 4.27e+001±1.36e+000 ≈ 4.39e+001±1.28e+000 − 4.43e+001±1.14e+000 − 4.18e+001±1.57e+000
f12 8.58e+005±1.42e+005 − 5.51e+005±9.24e+004 − 6.79e+005±8.53e+004 − 9.02e+005±1.22e+005 − 7.39e+004±5.68e+004
f13 7.31e+001±1.81e+001 − 2.06e+001±1.63e+000 − 2.64e+001±1.94e+000 − 3.20e+001±1.19e+001 − 1.62e+001±1.19e+000
f14 1.40e+001±1.08e-001 − 1.39e+001±1.91e-001 ≈ 1.39e+001±1.41e-001 ≈ 1.42e+001±1.74e-001 − 1.39e+001±1.48e-001
f15 7.84e+002±7.97e+001 − 7.01e+002±7.67e+001 − 6.52e+002±9.54e+001 − 8.63e+002±3.90e+001 − 3.55e+002±5.98e+001
f16 4.87e+002±5.20e+001 − 4.09e+002±6.06e+001 − 3.54e+002±5.08e+001 − 4.17e+002±1.00e+002 − 3.19e+002±8.15e+001
f17 5.61e+002±6.48e+001 − 5.04e+002±8.32e+001 − 3.96e+002±8.06e+001 − 4.96e+002±8.11e+001 − 3.48e+002±6.28e+001
f18 1.10e+003±3.19e+001 − 1.07e+003±1.48e+001 − 9.69e+002±1.17e+001 − 9.49e+002±3.90e+001 − 9.15e+002±3.27e+000
f19 1.09e+003±3.21e+001 − 1.07e+003±2.29e+001 − 9.72e+002±9.87e+000 − 9.46e+002±3.56e+001 − 9.15e+002±2.34e+000
f20 1.10e+003±2.06e+001 − 1.08e+003±2.10e+001 − 9.69e+002±1.01e+001 − 9.40e+002±2.31e+001 − 9.16e+002±3.44e+000
f21 1.23e+003±1.91e+001 − 1.17e+003±4.36e+001 − 1.05e+003±8.38e+001 − 9.70e+002±3.21e+001 − 5.00e+002±1.89e-001
f22 1.28e+003±5.38e+001 − 1.20e+003±2.94e+001 − 1.11e+003±3.21e+001 − 8.22e+002±1.52e+002 + 9.97e+002±2.69e+001
f23 1.24e+003±1.49e+001 − 1.17e+003±5.14e+001 − 1.03e+003±7.64e+001 − 9.74e+002±3.47e+001 − 5.35e+002±1.33e+000
f24 1.27e+003±2.87e+001 − 1.23e+003±4.74e+001 − 1.01e+003±6.09e+001 − 4.05e+002±1.07e+002 − 2.03e+002±3.76e+000
f25 1.45e+003±3.58e+001 − 1.29e+003±1.10e+002 − 1.02e+003±2.13e+002 − 5.39e+002±2.37e+002 − 2.52e+002±1.54e+001
− 24 22 23 23
+ 0 0 0 1
≈ 1 3 2 1
Table 5: Experimental results of DEahcSPX, SMA-EPSDE, CRADE, CMA-ES, and DESSA-CoDE over
25 runs with 3000 FEs on 25 test functions of 30 variables, +, −, and ≈ denote that the result of the
corresponding algorithm is better than, worse than, and comparable to that of DESSA-CoDE, respectively
Func DEahcSPX SMA-EPSDE CRADE CMA-ES DESSA-CoDEMeanError±StdDev MeanError±StdDev MeanError±StdDev MeanError±StdDev MeanError±StdDev
f1 8.63e+003±2.58e+003 − 1.44e+004±2.44e+003 − 2.34e+000±5.56e-001 − 2.36e+004±5.49e+003 − 3.63e-001±1.56e-001
f2 2.71e+004±3.68e+003 − 3.47e+004±5.43e+003 − 1.89e+004±5.75e+003 − 2.71e+004±3.13e+004 − 9.39e+003±2.17e+003
f3 1.73e+008±7.25e+007 − 2.40e+008±7.36e+007 − 7.38e+007±1.97e+007 − 4.76e+008±3.89e+008 − 1.41e+007±5.70e+006
f4 3.74e+004±6.10e+003 − 5.23e+004±8.27e+003 − 2.52e+004±6.76e+003 ≈ 2.52e+006±2.91e+006 − 2.24e+004±5.68e+003
f5 1.81e+004±2.36e+003 − 2.12e+004±2.37e+003 − 4.03e+003±7.02e+002 + 2.27e+004±3.42e+003 − 4.81e+003±7.20e+002
f6 8.35e+008±4.43e+008 − 2.17e+009±7.21e+008 − 1.15e+007±7.14e+006 − 3.86e+009±2.74e+009 − 4.73e+003±6.82e+003
f7 2.28e+003±5.21e+002 − 2.46e+003±3.87e+002 − 1.19e+001±6.71e+000 ≈ 2.13e+000±7.21e-001 + 1.42e+001±8.61e+000
f8 2.12e+001±4.94e-002 ≈ 2.11e+001±8.20e-002 ≈ 2.11e+001±7.38e-002 ≈ 2.15e+001±9.80e-002 − 2.12e+001±6.53e-002
f9 2.84e+002±3.14e+001 − 3.02e+002±1.78e+001 − 1.87e+002±2.95e+001 − 4.60e+002±8.90e+001 − 1.66e+002±9.71e+000
f10 3.19e+002±3.64e+001 − 3.34e+002±2.76e+001 − 2.18e+002±1.91e+001 + 3.47e+002±6.80e+001 − 2.43e+002±2.15e+001
f11 4.36e+001±1.40e+000 − 4.06e+001±1.61e+000 + 3.83e+001±5.14e+000 + 4.05e+001±1.37e+001 ≈ 4.18e+001±1.57e+000
f12 8.17e+005±1.70e+005 − 6.18e+005±2.65e+005 − 1.47e+006±2.22e+005 − 2.31e+005±4.13e+005 ≈ 7.39e+004±5.68e+004
f13 2.70e+001±2.51e+000 − 1.74e+001±1.78e+000 − 1.93e+001±1.61e+000 − 1.88e+001±4.84e+000 − 1.62e+001±1.19e+000
f14 1.39e+001±2.02e-001 ≈ 1.40e+001±1.44e-001 − 1.40e+001±1.07e-001 − 1.47e+001±2.29e-001 − 1.39e+001±1.48e-001
f15 6.43e+002±8.80e+001 − 6.37e+002±9.18e+001 − 3.59e+002±6.25e+001 ≈ 8.42e+002±1.60e+002 − 3.55e+002±5.98e+001
f16 3.94e+002±6.29e+001 − 3.60e+002±5.75e+001 − 2.88e+002±9.25e+001 ≈ 7.07e+002±2.17e+002 − 3.19e+002±8.15e+001
f17 4.67e+002±7.19e+001 − 4.67e+002±7.66e+001 − 3.51e+002±1.20e+002 ≈ 8.26e+002±4.89e+002 − 3.48e+002±6.28e+001
f18 1.06e+003±2.80e+001 − 1.09e+003±2.72e+001 − 9.12e+002±2.76e+000 + 1.12e+003±3.96e+001 − 9.15e+002±3.27e+000
f19 1.07e+003±3.17e+001 − 1.08e+003±2.43e+001 − 9.14e+002±3.29e+000 + 1.10e+003±4.44e+001 − 9.15e+002±2.34e+000
f20 1.07e+003±2.34e+001 − 1.09e+003±2.28e+001 − 9.13e+002±4.33e+000 ≈ 1.13e+003±4.48e+001 − 9.16e+002±3.44e+000
f21 1.16e+003±4.58e+001 − 1.16e+003±7.03e+001 − 5.45e+002±1.69e+002 − 1.26e+003±2.98e+001 − 5.00e+002±1.89e-001
f22 1.21e+003±5.22e+001 − 1.21e+003±4.89e+001 − 9.54e+002±2.22e+001 + 1.34e+003±9.58e+001 − 9.97e+002±2.69e+001
f23 1.19e+003±4.37e+001 − 1.19e+003±4.12e+001 − 5.62e+002±1.06e+002 ≈ 1.26e+003±2.67e+001 − 5.35e+002±1.33e+000
f24 1.14e+003±6.02e+001 − 1.20e+003±9.07e+001 − 2.01e+002±5.23e-001 ≈ 1.28e+003±5.42e+001 − 2.03e+002±3.76e+000
f25 8.24e+002±3.14e+002 − 1.37e+003±4.24e+001 − 2.45e+002±9.34e+000 ≈ 2.20e+002±2.04e+001 + 2.52e+002±1.54e+001
− 23 23 9 21
+ 0 1 6 2
≈ 2 1 10 2
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Tables 3, 4 and 5 summarize the average and standard deviation of the function
error values obtained by the 10 algorithms on all the test functions. The results of
the corresponding Wilcoxon rank-sum tests are presented in the last three rows of the
tables.
As can be seen from the last three rows of Table 3, DESSA-CoDE outperformed
CoDE on 24 test functions while CoDE failed to surpass DESSA-CoDE on any test
function. Furthermore, when looking at the evolution curves of CoDE and DESSA-
CoDE, it can be observed that the evolution curves of DESSA-CoDE always lie beneath
CoDE on almost all the test functions. Fig. 2 shows the evolution curves of CoDE and
DESSA-CoDE on some representative test functions. This substantiates our claim that
DESSA-CoDE is more cost-effective than CoDE.
By comparing DESSA-CoDE to the four self-adaptive DE variants (i.e., CoDE,
jDE, SaDE, JADE, and EPSDE), we have found that DESSA-CoDE overall performed
better than them. Speciﬁcally, it can be seen from Table 4 that DESSA-CoDE ob-
tained better solutions than each of jDE, SaDE, JADE and EPSDE on more than 20
test functions, while only EPSDE outperformed DESSA-CoDE on only 1 test func-
tion. When compared to DEahcSPX, DESSA-CoDE achieved better results than it
on 23 test functions, while DEahcSPX did not outperform DESSA-CoDE on any test
function. Moreover, looking at the the last three rows of Table 5, DESSA-CoDE even
showed competitive performance in comparison with SMA-EPSDE and CMA-ES, and
comparable results in contrast to CRADE.
4.2. Comparison with the self-adaptation scheme of SaDE
According to the above comparisons, DESSA-CoDE exhibited overall better per-
formance than the compared four self-adaptive DE variants. However, as DESSA-
CoDE applies a different set of search strategies compared to the four self-adaptive
DE variants, the observation can not clearly establish that the newly proposed self-
adaptation scheme is better than the existing self-adaptation schemes. In order to
clearly evaluate the potential of the new scheme, we further compared it with the
self-adaptation scheme applied in SaDE. In this comparison, we embedded the new
scheme into SaDE to adapt the trial vector generation strategy instead of the origi-
nal self-adaptation scheme and compared the resulted algorithm, DESSA-SaDE, with
SaDE. Speciﬁcally, in DESSA-SaDE, four trial vectors are generated with four trial
vector generation strategies that are used in SaDE and a Rank-SVM model is built to
select the most promising one for each target vector, while the rest of the algorithm is
exactly the same as SaDE. The parameter setting of SaDE is the same as in Section
4.1. The parameters of DESSA-SaDE were set as: popsize = 50, MaxGdb = 0. As
the number of generated trial vectors for each target vector in DESSA-SaDE is 4, k is
set to n2/4 instead of n2/9. Note that the population size of DESSA-SaDE was set the
same as that of SaDE.
Table 6 demonstrates the average and standard deviation of the best function error
values achieved by SaDE and DESSA-SaDE on each test function over 25 independent
runs using 3000 FEs and the results of the Wilcoxon rank-sum tests conducted to com-
pare them. From the comparison results in the last three rows of Table 6, it can be seen
that DESSA-SaDE overall gives better results than SaDE.
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Table 6: Experimental results of SaDE and DESSA-SaDE over 25 runs with 3000 FEs on 25 test functions
of 30 variables, +, −, and ≈ denote that the result of SaDE is better than, worse than, and comparable to
that of DESSA-SaDE, respectively
Func SaDE DESSA-SaDEMeanError±StdDev MeanError±StdDev
f1 5.05e+003±1.31e+003 − 9.55e+001±3.97e+001
f2 2.34e+004±4.69e+003 − 1.47e+004±2.77e+003
f3 8.76e+007±3.01e+007 − 3.69e+007±1.20e+007
f4 2.68e+004±4.98e+003 ≈ 2.53e+004±5.42e+003
f5 1.70e+004±1.41e+003 − 7.95e+003±7.91e+002
f6 5.02e+008±2.05e+008 − 4.07e+006±4.16e+006
f7 1.21e+003±2.02e+002 − 1.88e+002±5.39e+001
f8 2.12e+001±5.33e-002 ≈ 2.11e+001±6.91e-002
f9 2.29e+002±1.55e+001 − 2.16e+002±1.16e+001
f10 3.02e+002±1.80e+001 − 2.56e+002±2.06e+001
f11 4.27e+001±1.36e+000 ≈ 4.31e+001±1.36e+000
f12 5.51e+005±9.24e+004 − 1.54e+005±9.21e+004
f13 2.06e+001±1.63e+000 − 1.92e+001±1.57e+000
f14 1.39e+001±1.91e-001 ≈ 1.39e+001±1.76e-001
f15 7.01e+002±7.67e+001 − 4.50e+002±5.69e+001
f16 4.09e+002±6.06e+001 − 2.85e+002±2.75e+001
f17 5.04e+002±8.32e+001 − 3.67e+002±9.11e+001
f18 1.07e+003±1.48e+001 − 9.37e+002±4.11e+001
f19 1.07e+003±2.29e+001 − 9.55e+002±1.22e+001
f20 1.08e+003±2.10e+001 − 9.45e+002±3.67e+001
− 21
+ 0
≈ 4
In addition to the quality of the ﬁnal solution, the evolution curves of SaDE and
DESSA-SaDE on some representative test functions are presented in Fig. 3. The Fig. 3
shows that the evolution curves on almost all the test functions obtained by DESSA-
SaDE lie beneath their respective ones obtained by SaDE in the whole search process.
Furthermore, the dynamics of the true rank of the trial vector that was selected
by the adaptation scheme in the search process of both SaDE and DESSA-SaDE are
plotted in Figs. 4, 5 and 6, where the X-axis represents the number of generations
and the Y-axis represents the average rank of the selected trial vectors. Note that, if the
selected trial vector is actually the best one among all the generated trail vectors, its true
rank is 1. For each generation, the average rank of the selected trial vectors is calculated
by averaging over all selected trial vectors ﬁrst and then averaging over 25 runs. From
Figs. 4, 5 and 6, it can be seen that both the self-adaptation scheme of SaDE and
that of DESSA-CoDE can not play positive roles in the optimization of f8 and f14.
Except f8 and f14, the curve of SaDE on each test function shows a general descending
trend. Nevertheless, SaDE failed to select good trial vectors in almost the ﬁrst half of
the whole search process as the average rank of the selected trial vectors in such a
period showed a slight ﬂuctuation around 2.5, which is the expected rank that can be
obtained by the random selection method, thereby substantiating the claim that existing
self-adaptation schemes may not function effectively within a small generations. In
contrast, the self-adaptation scheme of DESSA-SaDE can select signiﬁcantly better
trial vectors in the early stage even the whole search process one the other 23 test
functions. Overall, the newly proposed self-adaptation scheme performed better than
that of SaDE, and thus is more appropriate for CEPs.
All the above observations from Table 6 and Figs. 3- 6 constituently establish the
newly proposed scheme as a competitive self-adaptation scheme for DE to solve CEPs.
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Figure 3: Evolutionary curves of SaDE and DESSA-SaDE
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Figure 4: Change curves of the true rank of the selected trial vectors in the search process of SaDE and
DESSA-SaDE on f1 − f9
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Figure 5: Change curves of the true rank of the selected trial vectors in the search process of SaDE and
DESSA-SaDE on f10 − f18
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Figure 6: Change curves of the true rank of the selected trial vectors in the search process of SaDE and
DESSA-SaDE on f19 − f25
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4.3. More strategies and parameter settings for DESSA
In Section 3, it has been stated that DESSA may easily accommodate more strate-
gies and parameter settings. Therefore, we also conducted some experiments to check
whether the performance of DESSA can be further boosted by incorporating more
strategies and parameter settings.
First, we formed a new instantiation of DESSA by introducing another strategy
and two other parameter settings into DESSA-CoDE, which is referred to as DESSA-
CoDE*. As none of the strategies used in DESSA-CoDE rely on the best solution
found so far, we selected DE/target-to-best/2 as the added strategy. The two added
parameter settings are: [F = 0.5,CR = 0.9] and [F = 0.5,CR = 0.3], which are
commonly suggested settings of F and CR [8, 11, 13], while suitably considering
the parameter settings of DESSA-CoDE. Then, performance comparisons were made
between DESSA-CoDE and DESSA-CoDE* on the 25 test functions.
Table 7: Experimental results of DESSA-CoDE and DESSA-CoDE* over 25 runs with 3000 FEs on 25 test
functions of 30 variables, +, −, and ≈ denote that the result of DESSA-CoDE is better than, worse than,
and comparable to that of DESSA-CoDE*, respectively
Func DESSA-CoDE DESSA-CoDE*MeanError±StdDev MeanError±StdDev
f1 3.63e-001±1.56e-001 − 7.26e-005±6.15e-005
f2 9.39e+003±2.17e+003 − 5.31e+003±8.32e+002
f3 1.41e+007±5.70e+006 − 1.09e+007±5.98e+006
f4 2.24e+004±5.68e+003 ≈ 2.57e+004±6.90e+003
f5 4.81e+003±7.20e+002 ≈ 4.97e+003±1.05e+003
f6 4.73e+003±6.82e+003 ≈ 3.89e+003±4.84e+003
f7 1.42e+001±8.61e+000 ≈ 1.04e+001±6.69e+000
f8 2.12e+001±6.53e-002 ≈ 2.12e+001±4.48e-002
f9 1.66e+002±9.71e+000 ≈ 1.70e+002±1.80e+001
f10 2.43e+002±2.15e+001 ≈ 2.37e+002±1.63e+001
f11 4.18e+001±1.57e+000 ≈ 4.15e+001±2.50e+000
f12 7.39e+004±5.68e+004 − 3.66e+004±2.51e+004
f13 1.62e+001±1.19e+000 ≈ 1.65e+001±2.22e+000
f14 1.39e+001±1.48e-001 ≈ 1.39e+001±1.46e-001
f15 3.55e+002±5.98e+001 ≈ 3.48e+002±6.14e+001
f16 3.19e+002±8.15e+001 ≈ 3.25e+002±9.03e+001
f17 3.48e+002±6.28e+001 ≈ 3.89e+002±1.13e+002
f18 9.15e+002±3.27e+000 ≈ 9.15e+002±5.34e+000
f19 9.15e+002±2.34e+000 ≈ 9.16e+002±5.94e+000
f20 9.16e+002±3.44e+000 ≈ 9.17e+002±6.02e+000
f21 5.00e+002±1.89e-001 + 5.25e+002±8.63e+001
f22 9.97e+002±2.69e+001 − 9.61e+002±2.91e+001
f23 5.35e+002±1.33e+000 ≈ 5.79e+002±1.46e+002
f24 2.03e+002±3.76e+000 − 2.00e+002±5.88e-002
f25 2.52e+002±1.54e+001 ≈ 2.86e+002±2.13e+002
− 6
+ 1
≈ 18
Table 7 presents the average and standard deviation of the best function error values
achieved by DESSA-CoDE and DESSA-CoDE* on each of the 25 test function over 25
independent runs using 3000 FEs and the results of the Wilcoxon rank-sum tests con-
ducted to compare them. It can be observed that DESSA-CoDE* performed better than
DESSA-CoDE as DESSA-CoDE* outperformed DESSA-CoDE on 6 test functions
while DESSA-CoDE is superior to DESSA-CoDE* on only 1 test function, thereby
supporting our claim that DESSA has the ability of accommodating more strategies
and parameter settings.
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5. Conclusions and Discussion
The performance of DE highly depends on its trial vector generation strategy and
control parameter values. In the past few years, great efforts have been made to auto-
mate the strategy selection or parameter tuning procedure of DE and quite a few DE
variants have emerged, such as jDE, JADE, SaDE, EPSDE, and CoDE. Although these
variants have shown certain advantages over the classical DE, they may not perform
satisfactorily on CEPs.
In this paper, we have proposed to employ surrogate models to adapt the trial vec-
tor generation strategy and control parameter setting in the search process of DE for
solving CEPs, and a generalized framework called DESSA has been proposed. For
each target vector, DESSA generates multiple trial vectors by using different strategies
and parameter settings. After that, a surrogate model is built to identify the poten-
tially best trial vector among the generated trial vectors, which will then be evaluated
with the real objective function. With this framework, three concrete DE variants,
namely DESSA-CoDE, DESSA-SaDE, and DESSA-CoDE*, have been developed.
Empirical results showed that DESSA-CoDE is more cost-effective than CoDE and
also generally outperformed CMA-ES, SMA-EPSDE and the compared self-adaptive
DE variants. By comparing DESSA-SaDE to SaDE, experimental results showed that
this novel self-adaptation scheme achieved superior performance in comparison with
the self-adaptation scheme employed in SaDE. Moreover,it is shown that DESSA has
the ability of accommodating more search strategies by comparing DESSA-CoDE*
and DESSA-CoDE. All these observations demonstrate that the new self-adaptation
scheme as a more suitable self-adaptation scheme, and DESSA as a promising frame-
work for solving CEPs.
In future work, the efﬁcacy of the proposed self-adaptation scheme will be tested
on more test functions and higher dimensions and other modeling techniques will be
considered. Also, the combination of the idea of CRADE with that of DESSA will be
tested on some benchmark functions at the expectation of obtaining a better DE variant
for solving CEPs. Since DESSA is capable of accommodating different sets of trial
vector generation strategies and control parameter settings, it is unlikely that all DE
variants designed based on DESSA will perform the same. Hence, how to identify
a good set of search strategies and parameter settings for DESSA would be another
direction for further investigation.
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