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Abstract
In this project, we propose an automatic computer vision system for patient monitoring at the
Intensive-Care Unit (ICU). These patients require constant monitoring and, due to the high costs
associated to equipment and staff necessary, the design of an automatic system would be helpful.
Depth imaging technology has advanced dramatically over the last few years, finally reaching a
consumer price point with the launch of Kinect. These depth images are not affected by the lighting
conditions and provide us a good vision, even without any light, so we can monitorize the patients
24 hours a day.
In this project, we worked on two of the parts of the object detection systems: the descriptor and
classifier.
Concerning the descriptor, we analyzed the performance of one of the most used descriptors for
object detection in RGB images, the Histogram of Oriented Gradients, and we have proposed a
descriptor designed for depth images. It is shown that the combination of these two descriptors
increases system accuracy.
As to the detection, we have done various tests. We analyzed the detection of patient body parts
separately, and we have used a model where the patient is divided into multiple parts and each part
is modeled with a set of templates, demonstrating that the use of a model helps to improve detection.
Resum
En aquest projecte, es proposa un sistema automàtic de monitorització de pacients de la Unitat
de Cures Intensives (UCI). Aquests pacients necessiten una vigilància continua i, degut als alts costos
associats al material i al personal necessari, sorgeix la necessitat de dissenyar un sistema automàtic
que garanteixi la monitorització reduïnt els costos.
Durant els darrers anys, les tècniques associades a les imatges de profunditat han avançat de
forma notòria. Arrel de la sortida al mercat de la Kinect, la qual permet obtenir aquest tipus
d’imatges a un preu assequible, les imatges de profunditat han agafat més força i s’han convertit en
una tecnología ampliament utilitzada. Degut a que les imatges de profunditat no es veuen afectades
per les condicions de llum, és possible monitoritzar al pacient durant les 24 hores del dia, sense
necessitat de cap sistema especial de visió noctura.
En aquest projecte, s’ha treballat en dues de les parts dels sistemes de detecció d’objectes: el
descriptor i el classificador.
Referent al descriptor, s’ha analitzat el funcionament d’un dels descriptor més utilitzats per
a detecció d’objectes en imatges RGB, l’Histograma de Gradients Orientats, i s’ha proposat un
descriptor pensat per a les imatges de profunditat. Podem veure que la combinació d’aquests dos
descriptor augmenta la precisió del sistema.
En quant a la detecció, s’han realitzat diverses proves. S’ha analitzat la detecció de les parts del
cos del pacient per separat i la detecció del pacient utilitzant un model creat a partir de les diferents
parts del cos, demostrant així que l’ús d’un model ajuda a millorar la detecció.
Resumen
En este proyecto, se propone un sistema automático de monitorización de pacientes de la Unidad
de Cuidados Intensivos (UCI). Estos pacientes necesitan una vigilancia continua y, debido a los
altos costes asociados al material y al personal necesario, surge la necesidad de diseñar un sistema
automático que garantice dicha monitorización reduciendo los costes.
Durante los últimos años, las técnicas asociadas a las imágenes de profundidad han avanzado
de forma notoria. A raíz de la salida al mercado de la Kinect, la cual permite obtener este tipo de
imágenes a un precio asequible, las imágenes de profundidad han tomado un papel más importante y
se han convertido en una tecnología ampliamente utilizada. Debido a que las imágenes de profundidad
no se ven afectadas por las condiciones de luz, es posible monitorizar al paciente durante las 24 horas
del día, sin necesidad de ningún sistema especial de visión nocturna.
En este proyecto, se ha trabajado en dos de las partes de los sistemas de detección de objetos: el
descriptor y el clasificador.
Referente al descriptor, se ha analizado el funcionamiento de uno de los descriptores más utilizados
para la detección de objetos en imágenes RGB, el Histograma de Gradientes Orientados, y se ha
propuesto un descriptor pensado para las imágenes de profundidad. Podemos ver que la combinación
de estos dos descriptores aumenta la precisión del sistema.
En cuanto a la detección, se han realizado diferentes pruebas. Se ha analizado la detección de las
partes del cuerpo del paciente por separado y la detección del paciente utilizando un modelo creado a
partir de las diferentes partes del cuerpo, demostrando así que el uso de un modelo ayuda a mejorar
la detección.
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1 Introduction
Artificial intelligence (AI) is a branch of computer science that studies and develops intelligent machines
and software. Artificial Intelligence seeks to study and design intelligent machines, where an intelligent
machine is a system capable of perceive, reason, learn, communicate and take actions that maximize its
chances of success.
John McCarthy, who coined the term in 1956 defined it as “The science and engineering of making
intelligent machines”.
Computer vision is a subfield of artificial intelligence. This subfield includes methods for acquiring,
processing, analyzing and understanding images and, in general, methods to obtain high-dimensional
data from the real world in order to produce numerical or symbolic information.
1.1 Computer Vision
Computer vision is a complex discipline that involves other sciences as physics, mathematics or engineer-
ing.
As a scientific discipline, computer vision is concerned about the theory behind artificial systems
that extract information from images. Image data can take many forms, such as video sequences, views
from multiple cameras, or multi-dimensional data from a medical scanner. As a technological discipline,
computer vision seeks to apply its theories and models to the construction of computer vision systems,
that are able to understand and describe the image content.
A development topic of this field, has been to simulate mathematically the visual perception process
of humans by a computer.
The Bartlane Transmission System, developed in Great Britain in 1920, was one of the first applica-
tions of digital images. Digitized newspaper pictures were sent by submarine cable between London and
New York. The Bartlane Transmission System reduced the time required to transport a picture across
the Atlantic from more than a week to less than three hours.
However, until the early 50’s did not appear the first work related to computer vision. At first, due
to the extensive work done by Roberts in 1963 and Wichman in 1967, computer vision seemed to be a
simple task and achievable within a few years. Roberts obtained a mathematical description of objects
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Figure 1.1: Relation between computer vision and other fields.
appearing in digitized images, and Wichman presented for the first time a television camera connected
to a computer. The illusion: “If visual perception and image understanding is an easy task by humans,
it should also be an easy task by computers”, was soon refuted because the limited progress made so far
could only be applied to a small number of images; besides they realize that although that vision is a task
that seems relatively trivial for humans, it is very complex to carry out by computers. Consequently, no
significant progress was made in the seventies, because a lot of investigations were abandoned.
In the eighties, some research related to computer vision reappeared, in this case aimed to the
extraction of features. Haralik proposed a texture descriptor in 1979 and Witkin obtained shapes through
textures in 1981. Furthermore, in this decade were also published numerous articles, for instance: Stereo
vision (Mayhew and Frisby), motion detection (Horn), interpretation of forms (Steven), corner detectors
(Kitechen and Rosendfekd), etc.
The most important work of the decade was the book of David Marr: “A Computational Investigation
into the Human Representation and Processing of Visual Information”, in which was introduced for the
first time a complete methodology for image analysis through a computer.
Thus, we can say that, in the 80’s, computer vision became one of the main lines of research in many
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universities and the number of international conferences increased as well as the journals specialized in
the field of computer vision.
The organization of a computer vision system is highly application dependent. Some systems are
stand-alone applications which solve a specific measurement or detection problem, while others constitute
a sub-system of a larger design which, for example, also contains sub-systems for control of mechanical
actuators, planning, information databases, man-machine interfaces, etc. The specific implementation of
a computer vision system also depends on its functionality: if it is pre-specified or if some part of it can
be learned or modified during operation. However, there are typical functions which are found in many
computer vision systems:
• Image acquisition: Is the first stage of any vision system. This process can be defined as the action
of retrieving an image from some source, usually a hardware-based source, like a simple digital
camera, tomography devices, radar, ultra-sonic cameras, etc. Depending on the type of sensor,
the resulting image data is an ordinary 2D image, a 3D volume, or an image sequence. The pixel
values, typically correspond to light intensity in one or several spectral bands (gray images or
color images), but can also be related to various physical measures, such as depth, absorption or
reflectance of sonic or electromagnetic waves, or nuclear magnetic resonance.
• Pre-processing: Before a computer vision method can be applied to image data in order to extract
some specific piece of information, it is usually necessary to process the data in order to assure that
it satisfies certain assumptions implied by the method, for example:
– Re-sampling: in order to assure that the image coordinate system is correct.
– Noise reduction: in order to assure that sensor noise does not introduce false information.
– Contrast enhancement: to assure that relevant information can be detected.
– Scale space representation: to enhance image structures at locally appropriate scales.
• Feature extraction: Image features are extracted from the image data, for example:
– Lines, edges and ridges.
– Localized interest points such as corners, blobs or points.
– Features related to texture, shape or motion.
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• Detection/segmentation: At some point in the processing, a decision is made about which image
points or regions of the image are relevant for further processing, for example:
– Selection of a specific set of interest points.
– Segmentation of one or multiple image regions which contain a specific object of interest.
• High-level processing: At this step the input is typically a small set of data, for example a set of
points or an image region which is assumed to contain a specific object. The remaining processing
deals with, for example:
– Verification that the data satisfy model-based and application specific assumptions.
– Estimation of application specific parameters, such as object pose or object size.
– Image recognition: classifying a detected object into different categories.
– Image registration: comparing and combining two different views of the same object.
• Decision making: Making the final decision required for the application, for example:
– Pass/fail on automatic inspection applications.
– Match/no-match in recognition applications.
– Flag for further human review in medical, military, security and recognition applications.
Examples of applications of computer visions include systems for:
• Controlling processes: An industrial robot, automatic inspection in manufacturing applications.
• Navigation: An autonomous vehicle or mobile robot.
Since the late 2000s, numerous major companies and research organizations have developed working
prototypes of autonomous vehicles, including Google, Continental Automotive Systems, Bosch,
Nissan, Toyota, Audi, Volvo (Figure 1.2h) , and Oxford University.
• Detecting events: Surveillance, people counting, smile detection (Figure 1.2b),etc.
• Modeling objects or environments: Medical image analysis or topographical modeling, 3D modeling
(Figure 1.2e), etc.
• Computer-human interaction. Microsoft Kinect can help people with disabilities, to perform tasks
with a computer.
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• Optical character recognition: License plates (Figure 1.2a), books digitization, etc.
• General video surveillance: Traffic control systems (Figure 1.2f), security cameras, etc.
• Recognition Tasks: Face recognition, fingerprint recognition, iris recognition (Figure 1.2i), etc.
(a) OCR for license plates (b) Smile Detection (Sony Cyber-shot® T70 Digital Still Camera)
(c) Sports (d) Face Detection (e) 3D Medical Im-
age (MRI, CT)
(f) Surveillance and traffic
monitoring
(g) Object Recognition
in supermarkets
(h) Autonomous Car (Volvo) (i) Iris Recognition
Figure 1.2: Some application examples of Computer Vision.
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1.1.1 Computer Vision Tasks
Computer vision tasks include: object detection, image and object segmentation, location, object recogni-
tion, action recognition, event detection, video tracking, learning, estimation of three-dimensional human
postures, motion estimation, image restoration, etc.
In most practical computer vision applications, the computers are pre-programmed to solve a partic-
ular task, but methods based on learning are now becoming increasingly common.
1.1.1.1 Image segmentation
Image segmentation is the task of finding groups of pixels that “go together”. In statistics, this
problem is known as cluster analysis and is a widely studied area with hundreds of different algorithms.
In computer vision, image segmentation is the process of partitioning a digital image into multiple
segments (sets of pixels, also known as superpixels). The goal of segmentation is to simplify and/or
change the representation of an image into something that is more meaningful and easier to analyze.
Image segmentation is typically used to locate objects and boundaries (lines, curves, etc.) in images.
More precisely, image segmentation is the process of assigning a label to every pixel in an image, pixels
with the same label share certain visual characteristics.
One of the areas in which applies computer vision is the broad field of medicine: To locate tumors
and other pathologies, measure tissue volume, study of anatomical structure, computer guided surgery,
etc.
There are several algorithms for image segmentation and since there is no general solution to the
problem of segmentation, it is useful combining several techniques to solve it more efficiently.
Image segmentation is one of the oldest and most widely studied problems.
1.1.1.2 Object detection
Object detection consists on scan the whole image looking for a specific object, and predict if the
object is present in the image or not. Detection based on relatively simple and fast computations, is
often used for finding smaller regions of interesting image data, which can be further analyzed by more
computationally demanding techniques to produce a correct interpretation.
Examples of object detection can be pedestrian detection, face detection, brake light detection, detect
roads or forests in satellite images, etc.
An important application is face detection. Viola-Jones algorithm [12] is the state-of-the-art in this
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field. Their method is capable of real-time face detection.
Object recognition goes further and predict what kind of object it is. It classify a detected object
into different categories. For instance, in face detection, the system seeks over the image looking for a
face and predicts if this image contains some face or not, and where is it. Face recognition consists on
classify this face, the system decides whose face is it.
Humans recognize a multitude of objects in images with little effort, despite the fact that the image
of the objects may vary somewhat in different view points, in many different sizes/scales or even when
they are translated or rotated. Objects can even be recognized when they are partially obstructed from
view. This task is still a challenge for computer vision systems in general.
1.2 Kinect
Figure 1.3: Microsoft Kinect
Kinect is a motion sensing input device created
by Alex Kipman, developed by Microsoft for
the Xbox 360 video game console and Windows
PCs. Based around a webcam style add-on
peripheral for the Xbox 360 console, it enables
users to control and interact with the Xbox
360 without the need to touch a game controller, through a natural user interface using gestures and
spoken commands. The project is aimed at broadening the Xbox 360’s audience beyond its typical gamer
base. Kinect competes with the Wii Remote Plus and PlayStation Move with PlayStation Eye motion
controllers for the Wii and PlayStation 3 home consoles, respectively. A version for Windows was released
on February 1, 2012.
Kinect was launched on November, 2010. The Kinect claimed the Guinness World Record of being
the "fastest selling consumer electronics device" after selling a total of 8 million units in its first 60 days.
24 million units of the Kinect sensor had been shipped as of January 2012. Microsoft released Kinect
software development kit for Windows 7 on June 16, 2011. This SDK was meant to allow developers to
write Kinect apps in C++/CLI, C#, or Visual Basic .NET.
1.2.1 Technology
The Kinect sensor is a horizontal bar connected to a small base with a motorized pivot and is designed to
be positioned lengthwise above or below the video display. The depth sensing technology behind Kinect
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was invented in 2005 by Zeev Zalevsky, Alexander Shpunt, Aviad Maizels and Javier Garcia.. The device
features an "RGB camera, depth sensor and multi-array microphone running proprietary software",
which provide full-body 3D motion capture, facial recognition and voice recognition capabilities.
Figure 1.4: A slide from Microsoft’s E3 Conference showing a diagram of the technologies in Kinect.
The depth sensor consists of an infrared laser projector combined with a monochrome CMOS sensor,
which captures video data in 3D under any ambient light conditions. The sensing range of the depth
sensor is adjustable, and the Kinect software is capable of automatically calibrating the sensor based on
gameplay and the player’s physical environment, accommodating for the presence of furniture or other
obstacles. Described by Microsoft personnel as the primary innovation of Kinect, the software technology
enables advanced gesture recognition, facial recognition and voice recognition. According to information
supplied to retailers, Kinect is capable of simultaneously tracking up to six people, including two active
players for motion analysis with a feature extraction of 20 joints per player. However, PrimeSense has
stated that the number of people the device can "see" (but not process as players) is only limited by how
many will fit in the field-of-view of the camera.
The default RGB video stream uses 8-bit VGA resolution (640 × 480 pixels) with a Bayer color
filter, but the hardware is capable of resolutions up to 1280x1024 (at a lower frame rate) and other color
formats such as UYVY. The monochrome depth sensing video stream is in VGA resolution (640 × 480
pixels) with 11-bit depth, which provides 2,048 levels of sensitivity. The Kinect can also stream the view
from its IR camera directly (i.e.: before it has been converting into a depth map) as 640x480 video, or
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1280x1024 at a lower frame rate. The sensor has an angular field of view of 57° horizontally and 43°
vertically, while the motorized pivot is capable of tilting the sensor up to 27° either up or down. The
microphone array features four microphone capsules and operates with each channel processing 16-bit
audio at a sampling rate of 16 kHz. Because the Kinect sensor’s motorized tilt mechanism requires
more power than the Xbox 360’s USB ports can supply, the device makes use of a proprietary connector
combining USB communication with additional power.
(a) RGB image (b) Depth image (c) Smoothed depth image
(d) RGB image (e) Depth image (f) Smoothed depth image
Figure 1.5: Some examples from [21].
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1.3 Motivation / Objectives
An Intensive Care Unit (ICU), is a special department of a hospital or health care facility, that provides
intensive-care medicine.
Intensive Care Units take care of patients with the most severe and life-threatening illnesses and
injuries; that require constant, close monitoring and support from specialist equipment and medication
in order to maintain normal bodily functions. These units are staffed by highly trained doctors, critical
care nurses who specialize in caring for seriously ill patients and many different machines will be used to
monitor their progress.
All these requirements make the ICU patient monitoring highly cost and, so, not possible in most
of the hospitals. This monitoring will require someone looking at them 24 hours a day. Most of these
patients are asleep, sedated or unconscious; they are not aware of their actions, thus they need regular
vigilance.
Depth imaging technology has advanced dramatically over the last few years, finally reaching a
consumer price point with the launch of Kinect. These depth images provide us a good vision even
without any light, so we can say we have night vision.
What we propose in this project is to analyze and create an automatic computer vision system for
the patient monitoring at ICU. The proposed system aims to work only with depth images because these
cameras work in day and night conditions.
Our aim is to create a system capable of an automatic and constant monitoring of ICU patients.
Capable to detect agitations. For instance, an ICU includes mechanical ventilators to assist breathing,
if the patient removes his ventilator by himself, the system should be able to activate an alarm; or if the
patient falls out from the bed, the program should also activate the alarm.
To can do that, we need to locate the patient in each image, locate head, arms and hands. Then,
comparing the skeletons, analyze the agitation.
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1.4 Document structure
The remaining sections of this document will discuss the part detection implementation and experiments.
Section 2 will detail the part detection as well as the different features descriptors we have used: HOG,
and a depth descriptor implemented by ourselves. Then we will discuss the way in which these features
are combined to form a good classifier. Then we will discuss the detection method used: first we use a
simple sliding window approach, then we add a gaussian distribution to this sliding window method and
finally we will use a method that creates an articulated pose estimation model. Section 3 will describe
the database used in this project and we will see some experimental results of each descriptor and each
method discussed. Section 4 will describe conclusions and future work. Finally, Section 5 contains the
annexes.
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2 Part Detection
Human part detection is a subfield of object detection. This detection relies on fit a human skeleton with
their respective articulation rules.
2.1 Method
Much work has been presented on this field since 1990. In early works were used black and white images,
later were used RGB (color) cameras and nowadays this field has greatly improved due to cameras RGBD
(color + depth). In this project, we have focused on two works of the state-of-the-art:
First. The work presented in [3], where the object is divided into multiple parts and each part is
modeled with a set of templates. This model is learned automatically.
And the method presented by Microsoft [9], which was specially designed to work with RGBD cam-
eras. The advantage provided by this latest work is the robustness offered by RGBD cameras and their
computational cost, it is very quickly and essential for real-time working.
Two important steps in object detection are:
• Feature descriptor.
• Detection.
2.2 Feature descriptor
This section describes the histogram of oriented gradients (HOG) features and introduce a complementary
feature set suited for depth images. The final descriptor consists of the concatenation of both descriptors.
2.2.1 Histogram of Oriented Gradients
HOG was proposed in 2005 by Dalal et al in [2] and currently it can be still considered one of the most
used features descriptors in the field of object detection and object recognition.
HOG descriptor was particularly presented for human detection, however, during these years has been
used for detections of all kinds of objects.
HOG counts occurrences of gradient orientation in localized portions of an image. This descriptor
divides the image into small spatial regions, called cells, and for each cell accumulating a local 1-D
histogram of gradient directions or edge orientations over the pixels of the cell.
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The combined histogram entries form the representation. For better invariance to illumination, shad-
owing, etc., it is also useful to contrast-normalize the local responses before using them. This can be
done by accumulating a measure of local histogram energy over somewhat larger spatial regions (blocks),
and using the results to normalize all of the cells in the block.
Gamma / Color Normalization: Is the first step of calculation in many feature descriptors. Some
image pre-processing to ensure normalized color and gamma values. This step can be omitted in HOG
descriptor computation because these normalizations do not have a big effect on performance.
Pixel feature maps: The computation of the gradient values.
Let θ(x, y) and r (x, y) be the orientation and magnitude of the intensity gradient at a pixel (x, y) in
an image. HOG computes gradients using finite difference filters:
[−1, 0, 1] and [−1, 0, 1]T
Dalal and Triggs [2] tested other, more complex masks, such as 3x3 Sobel masks or diagonal masks,
but these masks generally exhibited poorer performance in human image detection experiments. They
also experimented with Gaussian smoothing before applying the derivative mask, but similarly found
that omission of any smoothing performed better in practice.
For color images, HOG uses the color channel with the largest gradient magnitude.
The gradient orientation at each pixel is discretized into one of p values using either a contrast
sensitive (B1), or insensitive (B2), definition,
B1(x, y) = round
(
pθ(x, y)
2pi
)
mod p (2.1)
B2(x, y) = round
(
pθ(x, y)
pi
)
mod p (2.2)
Below we use B to denote either B1 or B2.
HOG defines a pixel-level feature map that specifies a sparse histogram of gradient magnitudes at
each pixel. Let b ∈ {0, ..., p− 1} range over orientation bins. The feature vector at (x, y) is
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F (x, y)b =

r(x, y) if b = B(x, y)
0 otherwise
(2.3)
We can think of F as an oriented edge map with p orientation channels. For each pixel we select a
channel by discretizing the gradient orientation. The gradient magnitude can be seen as a measure of
edge strength.
Spatial aggregation: Let F be a pixel-level feature map for a w xh image. Let k > 0 be a parameter
specifying the side length of a square image region. We define a dense grid of rectangular “cells” and
aggregate pixel-level features to obtain a cell-based feature map C, with feature vectors C(i, j) for 0 ≤ i ≤
b(w − 1)/kc and 0 ≤ j ≤ b(h− 1)/kc. This aggregation provides some invariance to small deformations
and reduces the size of a feature map.
The simplest approach for aggregating features is to map each pixel (x, y) into a cell (bx/kc , by/kc)
and define the feature vector at a cell to be the sum (or average) of the pixel-level features in that cell.
HOG uses a “soft binning” approach where each pixel contributes to the feature vectors in the four
cells around it, using bilinear interpolation.
Normalization and truncation: Dalal and Triggs [2] used four different normalization factors for the
feature vector C (i, j). We can write these factors as Nδ,γ (i, j) with δ, γ ∈ {−1, 1},
Nδ,γ (i, j) = (‖C(i, j)‖2 + ‖C(i+ δ, j)‖2 + ‖C(i, j + γ)‖2 + ‖C(i+ δ, j + γ)‖2) 12 (2.4)
Each factor measures the gradient “energy” in a square block of four cells containing (i, j).
Let Tα (v) denote the component-wise truncation of a vector v by α (the i-th entry in Tα (v) is
the minimum of the i-th entry of v and α). The HOG feature map is obtained by concatenating the
result of normalizing the cell-based feature map C with respect to each normalization factor followed by
truncation,
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H(i, j) =

Tα(C(i, j)/N−1,−1(i, j))
Tα(C(i, j)/N+1,−1(i, j))
Tα(C(i, j)/N+1,+1(i, j))
Tα(C(i, j)/N−1,+1(i, j))

(2.5)
Commonly used HOG features are defined using p = 9 contrast insensitive gradient orientations
(discretized with B2), a cell size of k = 8 and truncation α = 0.2. This leads to a 36-dimensional feature
vector.
Let C be a cell-based feature map computed by aggregating a pixel-level feature map with 9 contrast
insensitive orientations. Let D be a similar cell-based feature map computed using 18 contrast sensitive
orientations. We define 4 normalization factors for the (i, j) cell of C and D using C as in Eq. 2.4.
We can normalize and truncate C (i, j) and D (i, j) using these factors to obtain 4 × (9 + 18) = 108
dimensional feature vectors, F (i, j). In practice we use an analytic projection of these 108-dimensional
vectors, defined by 27 sums over different normalizations, one for each orientation channel of F , and 4
sums over the 9 contrast insensitive orientations, one for each normalization factor. We use a cell size
of k = 8 and truncation value of = 0.2. The final feature map has 31-dimensional vectors G (i, j), with
27 dimensions corresponding to different orientation channels (9 contrast insensitive and 18 contrast
sensitive), and 4 dimensions capturing the overall gradient energy in square blocks of four cells around
(i, j).
Image boundary truncation features: To make detection more robust to truncations caused by an
image boundary HOG pads each image’s feature map with a boundary region. We increase our HOG
feature vectors with an additional feature that takes the value 0 if the feature is inside the image and
1 if the feature is in the boundary region. This “boundary truncation feature” enables the learning of a
bias parameter for each filter cell that is added to the filter response if that filter cell is placed in the
boundary region.
Final HOG descriptor: As discussed above, HOG divides the image in blocks. The size of these
blocks is determined by a variable called “sbin”, which fix the number of rows and columns pixels that
each block will have.
For instance, if we set “sbin=8” and we have an image 230x320 size, we should have a HOG features
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descriptor of 30x40 blocks; however, the first and the last row, as the first and the last column will be
deleted. Consequently, HOG will return a descriptor of 28x38x32. This last 32 are composed by:
• (18). Contrast sensitive orientations.
• (4). Histograms around pixel using linear interpolation.
• (9). Energy in each block by summing over orientation.
• (1). Mask for the boundary region.
Figure 2.1: On the left the original image, on the right its HOG feature image with sbin=8
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2.2.2 Proposed descriptor
We propose a descriptor inspired by those in Lepetit et al [10]. While HOG is specially designed for color
(RGB) images, the proposed descriptor is suited for depth images. The proposed descriptor is much
simple than HOG features. Texture features are completely avoided since they are not captured in depth
images. The proposed descriptor basically computes binary comparisons between group of pixels.
This descriptor, like HOG does, divides the image into a regular grid.
It compares the median value of each block with its neighbors. Using the median (instead of mean),
we avoid the noise of some pixels generated by Kinect..
As we can see in Figure 2.2, the center block will be compared with all yellow blocks.
Figure 2.2: Three graphical examples of the blocks to compare, the center block will be compared with
all yellow blocks.
The descriptor saves 16 binary decisions for each block of the image:
1 for each block:
2 for each neighbour:
3 if median(block) < median(neighbour):
4 save 1
5 else:
6 save 0
7 end
8 end
If the median of the center block is lower than the compared block median, it saves ‘1’, and ‘0’
otherwise. “Low value means near the camera, high value means far from it”.
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In Figure 2.3 and Figure 2.4 it is shown a comparison between the original image, the HOG features
and the proposed depth descriptor. The last one shows a mean over the third dimension, (each pixel is
the mean of that block comparisons results).
(a) Original image (b) HOG (c) Depth descriptor
Figure 2.3: Head
(a) Original Image (b) HOG (c) Depth descriptor
Figure 2.4: Hand
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2.2.3 Concatenation
Concatenating the two descriptors, we make the process more efficient than if we work with the descriptors
separately. If we did not concatenate them, we would have to do some processes twice, and the results
of both processes should be merged.
As we discussed above, both descriptors have a variable called “sbin”, that set the number of pixels
of the blocks. To can do the concatenation in an easy way, both “sbin” must be the same. For instance,
setting “sbin=8”, and considering a 230x320 image: HOG will return a 28x38x32 size description, (as
described above, 2308 −2 = 28 and 3208 −2 = 38). Depth descriptor will return a 28x38x16 size description,
and finally we will have a 28x38x48 size description of the image.
Figure 2.5: Concatenation of descriptors. ’n’ indicates the number of columns blocks and ’m’ the number
of rows blocks. Final descriptor results in 48 depth matrix.
25
2.3 Human part detection
Next step is part detection. First, we are going to use a simple sliding window approach and then we
will use a code that defines a model of the body.
2.3.1 Sliding window approach
We use a method inspired in the used in [2]. We work in a single scale because in our database the
camera is always at the same distance of the patient.
Our method follows these steps:
1. It generates training data (without the test data):
(a) It saves a description of the region window which contains the part of the body we are testing
(head, right hand...).
(b) It chooses 10 samples randomly of each image, with less than 50% of overlapping with the
positive region. Descriptions of these regions will be saved as negative samples.
2. It gets all the positive samples and the same number of negative samples (randomly) of the training
data generated in 1.
3. It trains a linear SVM (Support Vector Machine) classifier.
4. For each image to test:
(a) Using a 70x60 sliding window (with a step of 8px), it scans over the entire image and saves a
description of all of these image regions.
i. Using trained SVM in 3, it computes the score of all these images.
ii. It takes the detections with a score higher than ’0’.
iii. It calculates average precision, counting true positives and false positives. AP = TruePosFalsePos+TruePos
A. True Positive: Correct detection.
B. False Positive: The system considers as positive a wrong sample.
5. Using the same method in 4 for the test, it scans the training images with a sliding window and adds
the false positive detections (up to 10 samples for each image), to the negative samples array. It
adds 5000 samples (maximum) each iteration. These “false positive” will be called “hard negatives
samples”.
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6. It repeats 3, 4 and 5, as many iterations as the user wants.
2.3.2 Adding a gaussian distribution
The Gaussian (or Normal) distribution is a continuous probability distribution, defined by the formula:
f(x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2
where:
• μ is the mean of the distribution.
• σv is the standard deviation.
Computing the average position of each part, and the standard deviation, we will be able to create a
gaussian distribution of each part of the body.
After the process done in 2.3.1, we want to do the same test but multiplying the score returned by
the classifier by the gaussian value in the central point of the detection.
2.3.3 Articulated pose estimation
The ICU patients remain the most of time in the same position, therefore, we think that if we use a
model, we can improve detection quality. Hands are always next to the arm, we think that head detection
should help shoulders detection, it should help arms detections and finally detect the hands.
We will use the model implemented by Y. Yang and D. Ramanan in [3, 4], because they have demon-
strated impressive results for the challenging task of human pose estimation. We think this method could
get good results in our database.
This model, uses a method for human pose estimation in static images based on a novel representation
of part models. Notably, they do not use articulated limb parts, but rather capture orientation with
a mixture of templates for each part. They describe a general, flexible mixture model for capturing
contextual co-occurrence relations between parts, augmenting standard spring models that encode spatial
relations.
Methodology
Let us write I for an image, pi = (x, y) for the pixel location of part i and ti for the mixture component
of part i. We write i ∈ {1, ...K}, pi ∈ {1, ...L} and ti ∈ {1, ...T}. We call ti the “type” of part i.
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Co-occurrence model: To score of a configuration of parts, first, it is defined a compatibility function
for part types that factors into a sum of local and pairwise scores:
S (t) =
∑
i∈V
btii +
∑
ij∈E
b
ti,tj
ij (2.6)
The parameter btii favors particular type assignments for part i, while the pairwise parameter b
ti,tj
ij
favors particular co-occurrences of part types. We write G = (V,E) for a K-node relational graph whose
edges specify which pairs of parts are constrained to have consistent relations.
We can now write the full score associated with a configuration of part types and positions:
S (I, p, t) = S (t) +
∑
i∈V
wtii ·φ (I, pi) +
∑
ij∈E
w
ti,tj
ij ·ψ (pi − pj) (2.7)
where φ (I, pi) is a feature vector (HOG descriptor [2] + proposed depth descriptor) extracted from
pixel location pi in image I. We write ψ (pi − pj) =
[
dx dx2 dy dy2
]T , where dx = xi − xj and dy =
yi − yj , the relative location of part i with respect to j. Notably, this relative location is defined with
respect to the pixel grid and not the orientation of part i.
Appearance model: The first sum in (2.7) is an appearance model that computes the local score of
placing a template wtii for part i, tuned for type ti, at location pi.
Deformation model: The second term can be interpreted as a “switching” spring model that controls
the relative placement of part i and j by switching between a collection of springs. Each spring is tailored
for a particular pair of types (ti, tj), and is parameterized by its rest location and rigidity, which are
encoded by wti,tjij .
Inference
Inference corresponds to maximizing S (x, p, t) from (2.7) over p and t. When the relational graph
G = (V,E) is a tree, this can be done efficiently with dynamic programming. Let kids (i) be the set of
children of part i in G. It is computed the message part i passes to its parent j by the following:
scorei (ti, pi) = b
ti
i + w
i
ti ·φ (I, pi) +
∑
k∈kids(i)
mk (ti, pi) (2.8)
mi (tj , pj) = max
ti
b
ti,tj
ij + maxpi
scorei (ti, pi) + w
ti,tj
ij ·ψ (pi − pj) (2.9)
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(2.8) computes the local score of part i, at all pixel locations pi and for all possible types ti, by
collecting messages from the children of i. (2.9) computes for every location and possible type of part
j, the best scoring location and type of its child part i. Once messages are passed to the root part
(i = 1), score1 (c1, p1) represents the best scoring configuration for each root position and type. One
can use these root scores to generate multiple detections in image I by thresholding them and applying
non-maximum suppression (NMS). By keeping track of the argmax indices, one can backtrack to find
the location and type of each part in each maximal configuration.
Computation: The computationally taxing portion of dynamic programming is (2.9). One has to loop
over L x T possible parent locations and types, and compute a max over L x T possible child locations
and types, making the computation O
(
L2T 2
)
for each part.
Learning
We assume a supervised learning paradigm. Given labeled positive examples {In, pn, tn} and negative
examples {In}, it will be defined a structured prediction objective function similar to those proposed in
[6, 8]. To do so, let us write zn = (pn, tn) and note that the scoring function (2.7) is linear in model
parameters β = (w, b), and so can be written as S (I, z) = β·Φ(I, z). We would learn a model of the
form:
arg min
w,ξi≥0
1
2
β·β + C
∑
n
ξn (2.10)
s.t. ∀n ∈ pos β·Φ (In, zn) ≥ 1− ξn
∀n ∈ neg β·Φ (In, z) ≤ −1 + ξn
The above constraint states that positive examples should score better than 1 (the margin), while
negative examples, for all configurations of part positions and types, should score less than -1. The
objective function penalizes violations of these constraints using slack variables ξn.
Optimization: The above optimization is a quadratic program (QP) with an exponential number of
constraints, since the space of z is (LT )K . Fortunately, only a small minority of the constraints will be
active on typical problems (e.g., the support vectors), making them solvable in practice. This form of
learning problem is known as a structural SVM, and there exists many well-tuned solvers such as the
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cutting plane solver of SVMStruct [7] and the stochastic gradient descent solver in [6]. They found good
results by implementing their own dual coordinate-descent solver.
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3 Results
In this section we will show the results by evaluating the methods discussed above.
All tests were done with MATLAB®, release 2011b running in Mac OS X v10.6.8.
3.1 Database
Our database consists of 6 videos that were recorded at the Hospital “Parc Taulí (Sabadell)” ICU
(Intensive-Care Unit). These videos were recorded using the Kinect camera. The Kinect camera gives a
640x480 image at 30 frames per second with depth resolution of a few centimeters. The image It at time
t comprises a 2D array of N distance measurements from the camera to the scene. Specifically, an image
I encodes a function dI(x) which maps 2D coordinates x to the distance to the first opaque surface along
the pixel’s viewing direction.
In order to handle these videos, we had extracted all the frames and we saved them as images. We
reduced these images to 320x240 pixels because they were too large and we considered 320x240 a good
resolution. Later, we labelled all these images manually. In Figure 3.1, we are showing a labelled image.
We labelled 12 points: Head, chin, shoulders, arms, elbows, forearms and hands.
Figure 3.1: Labelled Image: (1) head, (2) chin, (3) right shoulder, (4) right arm, (5) right elbow, (6)
right forearm, (7) right hand, (8) left shoulder, (9) left arm, (10) left elbow, (11) left forearm, (12) left
hand
Table 3.1 shows length and difficulty of each video, being difficulty 1 the most easy video (the patient
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remains more quiet), and difficulty 6 the most difficult one (the patient remains more agitated).
Video Nº Frames Difficulty
1 1356 1
2 1169 2
3 336 3
4 594 4
5 1683 5
6 482 6
Table 3.1: All videos with its number of frames and its difficulty
3.2 Evaluation measures
For each test below, one video has been used as a test and the other five for training. That means, the
system has been trained without the video we are testing.
In order to evaluate the different experiments we have used the Average Precision measure. This
measure compares the results of the classifier under test with the real labels. It is computed with the
follow formula:
AP =
TruePositive
FalsePositive+ TruePositive
The term positive refers to the classifier’s prediction and the terms true and false refer to whether
that prediction corresponds to:
• True Positive: Detected window as a true detection overlaps 50% or more with the correct bounding
box (labelled in database).
• False Positive: Detected window as a true detection does not overlap even 50% but the system
considers as positive.
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3.3 Sliding window
With the tests done in this section, we want to evaluate the different proposed descriptors:
• HOG descriptor: We set “sbin=8”, so HOG will divide the image in 8x8 pixels each block. The
sliding window is 60x70 size, thus HOG will return a 6x7x32 size descriptor.
• Depth descriptor implemented: We will use “sbin = 8” too, this way, the concatenation with HOG
will be easier. Our depth descriptor will return a 6x7x16 size descriptor.
• HOG + depth: Concatenating HOG and depth descriptor, we will have a 6x7x48 size descriptor.
We use a linear SVM from [22].
It is trained by:
1 X = Global variable with images descriptions
2 Linear = 1;
3 Y = Labels; // 1 for positive samples and 0 for negative samples
4 Lambda = 1;
5 [w, b] = PRIMAL_SVM(Linear ,Y,Lambda)
And images (each window) are tested by:
1 desc = image description;
2 score = sum(repmat(w,1,size(desc ,1)) .* desc ’) + b;
If score > 0, the image is a positive sample, otherwise it is a negative sample.
For each of the following tests, we will show results of the head, right hand and left hand.
We done the process three iterations, from the second iteration ahead the system only was adding
about 1000 hard negatives. We are showing in the tables the results of these three iterations (to can
observe the evolution, the progress of the system). Then we will show a graph with the results of the
third iteration, which is what really interests us.
First, some results detecting the head.
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V1 V2 V3 V4 V5 V6
IT. 0 54,80% 82,50% 51,50% 40,50% 40,40% 39,00%
IT. 1 83,80% 95,70% 92,20% 86,00% 76,90% 56,90%
IT.2 88,20% 98,00% 95,40% 90,10% 85,10% 57,30%
IT.3 88,90% 98,90% 95,30% 88,50% 84,80% 58,00%
(a) Using HOG features descriptor.
V1 V2 V3 V4 V5 V6
IT. 0 39,40% 31,60% 29,10% 14,30% 23,80% 19,60%
IT. 1 43,10% 68,70% 41,00% 44,60% 56,00% 33,20%
IT. 2 67,90% 95,10% 58,20% 62,30% 68,30% 36,30%
IT. 3 75,30% 98,10% 64,40% 64,40% 70,40% 37,60%
(b) Using the proposed depth descriptor.
V1 V2 V3 V4 V5 V6
IT. 0 64,60% 48,00% 50,90% 50,60% 52,20% 37,30%
IT. 1 78,30% 88,50% 82,00% 89,10% 82,20% 64,80%
IT. 2 82,40% 96,70% 90,70% 87,30% 85,50% 64,80%
IT. 3 74,10% 98,20% 92,70% 87,40% 85,40% 64,90%
(c) Using HOG and Depth.
Table 3.2: Average Precision of Head using different descriptors.
As we can see in Table 3.2, our system improves its results each iteration, until the results converge.
We only have one case where the results do not improve compared to the previous iteration, is the case
of video 1 in Table 3.2c from second to third iteration. HOG gets better results detecting head on video
1, 2, 3 and 4. Both descriptors only improve HOG’s results on video 5 and 6. The depth descriptor does
not get good results by itself.
In Figure 3.2, we can see graphical results of the third iteration.
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Figure 3.2: Comparison chart between HOG, depth and both descriptors testing head.
Here are some results with right hand detections.
V1 V2 V3 V4 V5 V6
IT. 0 19,50% 34,80% 27,40% 23,10% 22,80% 6,40%
IT. 1 43,90% 64,90% 57,90% 52,70% 27,90% 4,10%
IT. 2 54,70% 85,00% 83,00% 75,60% 44,00% 3,70%
IT. 3 56,70% 84,50% 75,30% 80,20% 46,50% 3,00%
(a) Using HOG features.
V1 V2 V3 V4 V5 V6
IT. 0 18,30% 18,40% 20,70% 16,90% 19,10% 4,40%
IT. 1 25,50% 45,20% 42,80% 24,70% 21,30% 3,30%
IT. 2 31,00% 58,40% 59,40% 42,70% 39,90% 1,60%
IT. 3 40,50% 52,90% 60,30% 51,40% 36,30% 1,10%
(b) Using the proposed depth descriptor.
V1 V2 V3 V4 V5 V6
IT. 0 23,70% 29,50% 29,90% 24,10% 23,40% 4,70%
IT. 1 31,50% 52,40% 56,20% 43,50% 27,00% 5,40%
IT. 2 56,20% 79,80% 81,10% 66,10% 41,20% 5,40%
IT. 3 60,70% 80,90% 81,20% 73,30% 48,00% 5,30%
(c) Using HOG and Depth.
Table 3.3: Average Precision of Right Hand using different descriptors.
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Using both descriptors together, we can see improvements in video 1, 3, 5 and 6. HOG gets better
results in video 2 and 4. As well as in head results, depth descriptor does not get good performance
by itself. We can see that in video 3 and 6, Table 3.3a, and video 2, 5 and 6, Table 3.3b, last iteration
results get worse values compared with its previous iteration. Video 6 is the perfect example: In each
iteration the system performs worse, while HOG + depth improve the results until it stabilizes.
In Figure 3.3, we are showing a graph of results after three iterations.
Figure 3.3: Comparison chart between HOG, depth and both descriptors testing right hand.
Now we are going to see some results with left hand.
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V1 V2 V3 V4 V5 V6
IT. 0 46,90% 50,60% 9,40% 39,00% 23,10% 5,80%
IT. 1 44,90% 67,20% 10,20% 43,80% 21,50% 3,90%
IT. 2 53,20% 87,50% 25,00% 65,10% 39,60% 1,40%
IT. 3 52,00% 86,70% 23,60% 58,80% 42,30% 0,80%
(a) Using HOG features.
V1 V2 V3 V4 V5 V6
IT. 0 30,30% 32,60% 13,00% 19,90% 8,20% 6,10%
IT. 1 47,50% 45,90% 6,60% 23,10% 15,10% 8,10%
IT. 2 44,90% 76,30% 21,40% 52,40% 25,60% 1,90%
IT. 3 46,60% 79,00% 29,60% 58,50% 27,90% 0,10%
(b) Using the proposed depth descriptor.
V1 V2 V3 V4 V5 V6
IT. 0 43,80% 43,20% 8,40% 21,60% 13,20% 6,90%
IT. 1 40,40% 60,10% 12,80% 33,40% 19,70% 7,60%
IT. 2 54,70% 82,10% 22,00% 59,70% 38,20% 7,00%
IT. 3 51,30% 88,60% 23,80% 74,70% 47,60% 10,40%
(c) Using HOG and Depth.
Table 3.4: Average Precision of Left Hand using different descriptors.
In Table 3.4, we can see results detecting left hand. These results are similar to results of right hand.
In video 2, 4, 5 and 6, both descriptors get better results; in video 1, HOG is the one who gets the best
performance, and in video 3, depth descriptor gets the best results. Just as with right hand, in video 6,
HOG + depth is the only option that does not get worse each iteration. In video 2, 3 and 4, Table 3.4a,
results from iteration 2 to 3, also get worse.
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Figure 3.4: Comparison chart between HOG, depth and both descriptors testing left hand.
A graph of results after three iteration is shown in Figure 3.4.
Head Right Hand Left Hand Average
HOG 85,73% (14,51) 57,70% (30,51) 44,03% (29,64) 62,49%
DEPTH 68,30% (19,57) 40,42% (21,14) 40,28% (27,40) 49,69%
HOG+DEPTH 83,78% (12,28) 58,23% (28,92) 49,40% (29,53) 63,81%
Table 3.5: Comparative table to see the performance of each tested descriptor, with each part of the
body. It is shown the mean value and its standard deviation (in brackets).
In Table 3.5, we can see a summary of all tested descriptors. HOG gets better average results of head,
a big difference with depth descriptor and a little bit better than HOG + DEPTH. For hands, HOG +
depth gets better performance. In average, HOG + depth get the best results.
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Figure 3.5: Successful examples after 3 iterations.
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Figure 3.6: Failure cases after 3 iterations.
In Figure 3.5, there are some examples of good detections and we can see failure detection examples
in Figure 3.6. We can see all kind of problems. For instance, the system confuses the head with the
knee in some cases, and also has problems with the respiratory valve because it has a similarly shape.
Problems with hands are more varied, they are detected at chest, near the head and in other locations.
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3.4 Adding gaussian distribution
This section presents the obtained results using the information of the probability of each part to be in
the place that is detected.
We have increased the standard deviation calculated with the labels to σv3 (fixed empirically) and
then we have normalized the distribution with values between 0 and 1.
(a) Head (b) Right Hand (c) Left Hand
(d) Head (e) Right Hand (f) Left Hand
Figure 3.7: Gaussian distribution of different parts of body.
In Figure 3.7 we can see the gaussian distribution for head and hands, calculated with the real labels
of our database. Red values mean high probability and blue values mean low probability.
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(a) Head
(b) Right Hand
(c) Left Hand
Figure 3.8: Gaussian distribution over an example image.
In Figure 3.8, we show the gaussian distribution over a patient picture.
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V1 V2 V3 V4 V5 V6 MEAN
WITHOUT GAUSS 74,10% 98,20% 92,70% 87,40% 85,40% 64,90% 83,78%
WITH GAUSS 78,70% 99,70% 95,70% 89,30% 88,80% 69,40% 86,93%
DIFFERENCE +4,60% +1,50% +3,00% +1,90% +3,40% +4,50% +3,15%
(a) Head
V1 V2 V3 V4 V5 V6 MEAN
WITHOUT GAUSS 60,70% 80,90% 81,20% 73,30% 48,00% 5,30% 58,23%
WITH GAUSS 61,00% 81,00% 81,30% 74,10% 50,20% 5,20% 58,80%
DIFFERENCE +0,30% +0,10% +0,10% +0,80% +2,20% -0,10% +0,57%
(b) Right Hand
V1 V2 V3 V4 V5 V6 MEAN
WITHOUT GAUSS 51,30% 88,60% 23,80% 74,70% 47,60% 10,40% 49,40%
WITH GAUSS 51,90% 88,70% 23,90% 75,50% 49,30% 10,30% 49,93%
DIFFERENCE +0,60% +0,10% +0,10% +0,80% +1,70% -0,10% +0,53%
(c) Left Hand
Table 3.6: Results applying the gaussian distribution to the trained classifier.
As we can see in Table 3.6, this function improves the head detections, since the patient is in the
same position. Thanks to this gaussian distribution, the system correct previous bad detections in the
lower part of the body. Some examples in Figure 3.9.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.9: We can see the detections without the gaussian distribution on the left. On its right, the
detections applying the gaussian distribution. As we can see, head is the only part where we can see
improvements over previous detections. We will never find a head in the lower part of the body, while
hands have a big range of movement and it is very difficult define a concrete zone without disturbing the
correct detections.
3.5 Articulated pose estimation
For the following results, we edited the code in [3], adapting it to our database.
This results have been calculated using 400 random images of each training video and all tests images.
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(a) Video 1
(b) Video 2
(c) Video 3
(d) Video 4
(e) Video 5
(f) Video 6
Figure 3.10: Resulting skeleton models.
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In Figure 3.10 there are the resulting skeletons models. One for each video.
Video 1 2 3 4 5 6 7 8 9 10 11 12 MEAN
1 99,8 99,9 98,5 99,4 98,4 55,4 40,2 94,0 95,5 96,7 72,7 64,4 84,6%
2 100 100 100 100 100 99,1 90,6 100 100 100 99,6 95,0 98,7%
3 97,7 100 100 100 100 84,0 60,4 99,0 99,2 94,7 92,2 43,1 89,2%
4 92,4 95,3 98,3 99,1 97,5 88,0 79,6 93,9 93,0 94,1 93,8 39,2 88,7%
5 90,3 94,2 94,7 95,7 95,3 82,8 68,3 95,8 95,9 94,4 92,1 77,2 89,7%
6 97,4 96,1 94,3 63,2 54,1 35,2 2,8 91,5 88,1 76,9 22,8 0,5 60,2%
Table 3.7: APK (Average Precision Key-points) results of each video using 400 random images of other
5 videos to train the system. (1) head, (2) chin, (3) right shoulder, (4) right arm, (5) right elbow, (6)
right forearm, (7) right hand, (8) left shoulder, (9) left arm, (10) left elbow, (11) left forearm, (12) left
hand
In Table 3.7, we can see results using a model. Video 6 has the worse results, over a 60%, it has good
detections with the head and shoulders but very bad results of hands. In all the other videos the results
are all over 84%, and head and shoulders are always over 90%. Video 2 has an impressive results, the
results have an average of 98,7%.
In Figure 3.11, we can see these results in a graph.
Figure 3.11: APK (Average Precision Key-points) results of each video using 400 random images of other
5 videos to train the system. (1) head, (2) chin, (3) right shoulder, (4) right arm, (5) right elbow, (6)
right forearm, (7) right hand, (8) left shoulder, (9) left arm, (10) left elbow, (11) left forearm, (12) left
hand
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In Figure 3.12, 3.13, 3.14, 3.15, 3.16 and 3.17, there are several result examples.
(a) Good detection results example.
(b) Good detection results example.
(c) Bad results: Several problems with hands.
(d) Poor performance due to the person who is attending the patient.
Figure 3.12: Examples of video 1 detections.
47
(a) Good results in some easy frames.
(b) Good results.
(c) Poor results when our patient move his hands.
Figure 3.13: Examples of video 2 detections.
(a) The system detects left hand in the forearm.
(b) Right hand is attached to the chest and it is difficult to detect.
(c) The model loose right hand in some frames.
Figure 3.14: Examples of video 3 detections.
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(a) Quite good results in easy samples.
(b) Good results in frames with a little difficulty.
(c) Bad results: Problems with hands again.
Figure 3.15: Examples of video 4 detections.
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(a) Good detection results.
(b) Good results with agitation.
(c) Bad results: We lose right hand when it goes out of bed.
(d) Bad results: We lose completely the patient.
Figure 3.16: Examples of video 5 detections.
(a) Bad results in hands, specially left one.
(b) Bad results if the patient turns around in bed.
Figure 3.17: Examples of video 6 detections.
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Head Right Hand Left Hand
Without model 86,93% (12,28) 58,80% (28,92) 49,93% (29,53)
With model 96,93% (4,01) 56,98% (31,62) 53,23% (33,24)
Difference +13,14 -1,25 +3,83
Table 3.8: Comparative table of the results using a model or without using it. The mean values and the
standard deviation (in brackets).
In Table 3.8, we show a comparative between results using a model and results without using a model.
We can conclude that the usage of a model improves the performance, especially with the head where
the system improves the detection 13,14% compared with the system when we are not using a model.
The detections of right hand do not improve with the usage of a model, as we saw before in 3.7, video 6
gets very bad results due to agitation of the patient. With left hand, the usage of a model improves the
detection in almost 4%.
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4 Conclusions and future work
In this project we have studied how to detect the patients of the intensive-care unit. We did tests with
HOG descriptor, we proposed another descriptor that did not get good results by itself and, we have
demonstrated that concatenating HOG and the proposed descriptor, the system gets better performance
than only with HOG features.
We have also concluded that using a model and detecting their skeleton, we can detect the patients
with more precision.
This project has just begun and there is still much work to do. Once we have detected the patient,
we need to understand what is he doing. We have started to work with the algorithm proposed in [11],
a temporal clustering segmentation. De la Torre et al. propose a novel temporal clustering algorithm,
Aligned Cluster Analysis (ACA), and a multi-subject correspondence algorithm for matching expressions.
This method combine DTAK (Dynamic Time Alignment Kernel) with Kernel K-Means.
I would like to do a Computer Vision Master next year, so I would like to continue this work in the
Master Thesis.
Figure 4.1: An example of temporal segmentation execution with five similar video segments.
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Figure 4.2: An example of temporal segmentation execution with four similar video segments.
Figure 4.3: An example of temporal segmentation execution with four similar video segments.
In Figure 4.1, 4.2 and 4.3 we can see an example of the execution. In each Figure it is shown a
different cluster, different fragments of different videos in which the patient is doing similar actions.
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5 Annexes
The annexed code is divided in three parts. For all demos, are attached the files resulting of the execution
because all processes take a very long time to execute.
Sliding window
A demo can be executed by executing the file:
1 /src/SLIDING_WINDOW/bootstraping.m
At the beginning of the script, there are many parameters that can be modified: The part to test,
which descriptor use, etc.
The resulting images can be found in:
1 /src/SLIDING_WINDOW/Results/IMAGES/
Sliding window using gaussian distribution
A demo can be executed by executing the file:
1 /src/SLIDING_WINDOW/g_bootstraping.m
Like with sliding window script, at the beginning of the script, there are many parameters that can
be modified.
The resulting images can be found in:
1 /src/SLIDING_WINDOW/Results/IMAGES/
Pose estimation
You can execute the demo of POSE estimation executing the file:
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1 /src/POSE /20121128 - pose -release -ver1 .3/code -full/main.m
No modification is needed to execute this demo. This script will show the 10 images of the attached
database with the detected skeletons.
The resulting images can be found in:
1 /src/POSE /20121128 - pose -release -ver1 .3/code -full/res/
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