Arabic dialects present a special problem for natural language processing because there are few Arabic dialect resources, they have no standard orthography, and they have not been studied much. However, as more and more written dialectal Arabic is found on social media, natural language processing for Arabic dialects has become an important goal. We present a methodology for creating a morphological analyzer and a morphological tagger for dialectal Arabic, and we illustrate it on Egyptian and Levantine Arabic. To our knowledge, these are the first analyzer and tagger for Levantine.
Introduction
The goal of this paper is to show how a particular type of annotated corpus can be used to create a morphological analyzer and a morphological tagger for a dialect of Arabic, without using any additional resources. A morphological analyzer is a tool that returns all possible morphological analyses for a given input word taken out of any context. A morphological tagger is a tool that identifies the single morphological analysis which is correct for a word given its specific context in a text. We illustrate our work using Egyptian Arabic and Levantine Arabic. Egyptian Arabic is in fact relatively resource-rich compared to other Arabic dialects, but we use a subset of available data to simulate a resource-poor dialect.
For Arabic and its dialects, we are faced with a set of well-known challenges (Habash, 2010) : they have a rich morphology, the orthography encourages ambiguity, and the dialects do not have standard orthographies (and are generally not well documented linguistically). However, we can also exploit similarities among the dialects and between Dialectal Arabic (DA) and Modern Standard Arabic (MSA), and in fact the writing system, while encouraging ambiguity, also reduces the differences between these variants.
The approach we present in this paper is based on the morphological annotation of a text corpus. The annotator provides for each word a conventional orthography, a segmentation, a set of features, and a lemma. We use this information to hypothesize unseen morphological forms, and use all forms to build an analyzer for the new dialect. Because of the close relationship among the variants of Arabic, we also make use of an existing analyzer for MSA, and (in the case of Levantine), an existing Egyptian analyzer. The resulting analyzer is then used in a tagger, which uses the annotated corpus to learn classifiers that choose among all possible analyses. Crucially, we do not require the corpus to be fully annotated, allowing the annotator to concentrate on the most frequent words. We are currently annotating five more dialects with this sort of corpus, with initial corpora available for two dialects (Al-Shargi et al., 2016) .
The primary contribution of this paper is that we describe a methodology for creating morphological analyzers and taggers for any Arabic dialect. We show the effectiveness of our approach by measuring performance based on training corpora of different sizes. A secondary contribution of this paper is that we present new resources for Levantine Arabic (a morphological analyzer and a morphological tagger), which to our knowledge are the first of their kinds.
While we restrict our attentions to Arabic and its dialects, we believe our approach may be relevant to other situations in which we face a large number of related low-resource languages or language variants. This paper is structured as follows: Section 2 presents related work. Section 3 presents the data we use. Section 4 discusses the creation of morphological analyzers, and Section 5 the morphological taggers. Section 6 evaluates the morphological analysis and tagging. Finally, Section 7 concludes and outlines future plans.
Related Work
There has been a considerable amount of research on MSA morphological analysis, disambiguation, part-of-speech (POS) tagging, tokenization, lemmatization and diacritization, see for example (Habash and Rambow, 2005; Zitouni et al., 2006; Diab et al., 2007; Pasha et al., 2014) .
In the early efforts on DA processing, researchers focused on exploiting MSA resources and tools. Duh and Kirchhoff (2005) adopted a minimally supervised approach that requires raw data from several DAs, and an MSA morphological analyzer. They reported a POS accuracy of ∼ 71% on a coarse-grained POS tagset (17 tags). Similarly, Chiang et al. (2006) were the first to attempt to do parsing on Arabic dialects using MSA training data. Other notable efforts to create dialectal morphological analyzers using MSA morphological analyzers include work reported by Abo Bakr et al. (2008) and Salloum and Habash (2011) .
In the last few years, an important shift in the research on DA processing occurred, as researchers started to create resources that target DA and focused less on exploiting MSA resources. This can be seen in the rise of dialectal corpora and annotations (Gadalla et al., 1997; Diab et al., 2010; Al-Sabbagh and Girju, 2012b; Mohamed et al., 2012; Maamouri et al., 2014; Bouamor et al., 2014; Jarrar et al., 2014; Masmoudi et al., 2014; Smaïli et al., 2014; Voss et al., 2014; Khalifa et al., 2016) .
In the context of morphological analysis and tagging for Arabic dialects, recent efforts focused principally on Egyptian Arabic Al-Sabbagh and Girju, 2012a; Habash et al., 2012b; . Mohamed et al. (2012) annotated a small corpus of Egyptian Arabic for morphological segmentation and learned tokenization models using memory-based learning (Daelemans and van den Bosch, 2005) . Their system achieves a 91.90% accuracy on the task of morpheme-segmentation. Al-Sabbagh and Girju (2012a) describe a supervised tagger for Egyptian Arabic social media corpora using transformation-based learning (Brill, 1995) . They report 87.6% on POS tagging. Finally, we previously created a morphological analyzer for Egyptian (Habash et al., 2012b) using the lexicon of Kilany et al. (2002) ; then we used this analyzer to create a morphological tagger . Our previous work used rich Egyptian-specific resources -the lexicon derived from the CallHome corpus for Egyptian Arabic (Kilany et al., 2002) and the Egyptian Arabic Treebank (Maamouri et al., 2014) . In contrast, we now wish to explore how much can be done with a small annotation effort. In both our previous work and our new one, we use an analyze-and-choose approach to morphological tagging, following the work of Hajič (2000) (also used by Habash and Rambow (2005) for MSA). We also compare against our previous work in our evaluation.
Data

Orthography
Arabic dialects do not have a standard orthography. This is a big challenge to the annotation process as it allows the coexistence of uninteresting orthographic variations. To address this challenge, we previously developed the Conventional Orthography for Dialectal Arabic (CODA) (Habash et al., 2012a) . The CODA choices aim at reducing differences between variants (DA and MSA) when possible while maintaining the distinctive morphological inventories of the different variants. The first CODA specifications were developed for Egyptian Arabic (henceforth EGY) and utilized in the EGY corpus which we also use (Maamouri et al., 2012) . The EGY CODA guidelines were extended to Levantine Arabic (henceforth LEV) by the creators of the LEV corpus we use (Jarrar et al., 2014) . Since the LEV corpus was annotated without diacritics, all diacritics were also stripped from the EGY corpus for the study we present in this paper. The only exception is that lemmas are represented using diacritics in the corpora for both dialects so that fine-grained distinctions between different lexemes can be made. 
Egyptian Data
Corpus We use the Egyptian Arabic corpora developed by the Linguistic Data Consortium (LDC) (Maamouri et al., 2012; Eskander et al., 2013a) . The corpora are morphologically annotated in a similar style to the annotations done at the LDC for MSA. Words are provided with contextually appropriate CODA form, lemmas, POS tags (Buckwalter, 2004) , and English glosses.
We ran the EGY corpus through our EGY morphological analyzer CALIMA Egy (Habash et al., 2012b ) in order to generate morphological features similar to the ones described in MADAMIRA (Pasha et al., 2014) . In this process, we replaced the human-annotated corpus analysis by the closest CALIMA Egy analysis when it does not match any of the CALIMA Egy analyses for a given word. In the cases where CALIMA does not produce an analysis, a word is analyzed as a proper noun as a back-off. The back-off happened in 4.9% of the words. Finally, we removed diacritics from the corpus except for the lemmas as described above.
Data Splits
We follow the corpus splits described in (Diab et al., 2013) . The whole DEV (45K words) and TEST (46K words) are used, while only a portion of 135K words of TRAIN is utilized for the purpose of this work.
Levantine Data
Corpus We use the Curras Corpus of Palestinian Arabic developed at Birzeit University (Jarrar et al., 2014) as the LEV data. Palestinian Arabic is a sub-dialect of Levantine Arabic. The Corpus is around 57,000 words, half of which come from transcripts of a TV show and the rest of which comes from a mix of sources such as Facebook, Twitter, blogs and web forums.
The corpus is morphologically annotated in a similar style to the annotations in the EGY corpus. Procedurally, the developers of the Curras Corpus used MADAMIRA Egyptian (Pasha et al., 2014) to provide a starting point for the manual annotation. In this paper, we used a version of Curras that is only 82% manually annotated. Gaps in annotation exist only in the training corpus, but not in the development or test corpora, which are fully manually annotated. At the time of this publication, the Curras corpus is fully annotated. Table 1 presents an example of a single Levantine sentence with the following associated annotations: 1 the CODA spelling, the lemma, its gloss, the full Buckwalter POS tag, two POS tags from different tagsets of Arabic and the stem. We discuss them further and evaluate against them in Section 6.
Data Splits
We divided the provided corpus into three data sets; TRAIN, DEV and TEST, corresponding to 78% (45K words), 11% (6K words) and 11% (6K words) of the corpus size, respectively. DEV is selected to be the first 371 sentences of the Facebook threads in Curras, in addition to the first four documents from the TV show Watan Aa Watar, while TEST represents the rest of the Facebook threads and the next four documents from the TV show. The remaining part of the Curras corpus forms TRAIN.
Creating the Morphological Analyzers
We build two morphological analyzers, one for EGY and one for LEV, based on the corpus annotations. The two analyzers are built in the same manner based on completing the inflectional classes (ICs) generated from TRAIN. We follow our work on the automatic extraction of morphological lexicons from corpora to build morphological analyzers given the corpus annotations (Eskander et al., 2013b) . However, the work described in (Eskander et al., 2013b) was performed only on verbs with no clitics. This would not allow us to build wide-coverage morphological analyzers. In this paper, we extend the work to cover words of any POS types, whether with clitics or without, so that we obtain complete morphological analyzers. We also apply the approach to Levantine for the first time.
For each POS, we collect all the possible morphosyntactic feature combinations found in TRAIN for words of that POS. This list of feature combinations defines the set of slots for inflected forms found in all inflectional classes (ICs) for lemmas with that POS. For each lemma in TRAIN and for all of its inflected forms found in TRAIN, we then create an inflectional class (IC) that lists the prefix, stem and suffix information in the appropriate slots in the IC. Typically, many slots remain empty for these ICs. The stem is represented as an abstraction, where the letters in the stem are replaced by placeholders, except for the letters A, Â , Ǎ , Ā , ŵ, ŷ, ', w, y and ý. This approach simulates in a simple manner the templatic (or "root and pattern") morphology of Semitic langauges. We then automatically complete the ICs to fill in the missing slots, and obtain all inflections of all the lexemes. Each IC in this set of complete ICs is associated with a set of compatible roots, such that each lexeme corresponds to a root and an IC. We do the completion process for each POS type separately (a total of 33 POS types), as every POS type has its own set of features with which it is compatible.
After completing the ICs, we create ALMOR databases (Habash, 2007) that represent the EGY and LEV morphological analyzers. The list of prefixes and suffixes are generated directly from the ICs. For the construction of the stems, each of the roots associated to an IC is plugged into the stem templates to generate the concrete stems. Finally, the compatibility tables are generated according to the correlation among the prefixes, stems and suffixes in the ICs.
We create morphological analyzers for different training sizes. In the case of EGY, the sizes of the analyzers are 5K, 15K, 45K and 135K, while the sizes of the LEV analyzers are 5K, 15K and 45K. Thus, we can evaluate the performance of the EGY and LEV analyzers at different sizes and compare them. Additionally, the big EGY analyzer of 135K words allows us to see the performance when more data is available.
The orthographic transformations between the input words and the surface-form annotations that appear in TRAIN are added into the analyzers as extensions. This allows the analyzers to convert a input in spontaneous orthography that is not in CODA into a CODA-compliant form that the analyzers know how to handle. The orthographic extensions are added for each of the prefix, stem and suffix entries, separately. However, a transformation that only appears once in TRAIN is omitted. This avoids having over-generating extensions that are due to infrequent typos.
If an input word is not given an analysis by the analyzer, we perform a back-off to a proper-noun analysis. In this case, the lemma, CODA, and stem are given the form of the input word.
Creating the Morphological Taggers
The morphological taggers were created by extending MADAMIRA for the EGY data and for LEV. MADAMIRA (Pasha et al., 2014 ) is a system for morphological analysis and disambiguation of Arabic text. It utilizes a morphological analysis component, a feature modeling component and an analysis ranking component to produce a list of analyses for each word in a given sentence. The morphological analyzer returns a list of all possible analyses (independent of context) for each word. The feature modeling component applies classifiers to derive predictions for the word's morphological features in context. The analysis ranking component then scores each word analysis list based on how well each analysis agrees with the model predictions, and then sorts the analyses based on that score.
For the purpose of this paper, two sets of MADAMIRA systems were developed using EGY and LEV analyzers and classifiers built from different sizes of data sets, as described in Section 4. We note that a MADAMIRA system already exists for EGY, which uses a large amount of training data. In this paper, we do not use that system, and artificially reduce the amount of training data to simulate a resource-poor dialect. Each system is trained on the TRAIN sets described in 3. Tuning of the individual classifiers was conducted by randomly selecting about 10% of the total word volume from TRAIN to be used as a tuning set. The tuning set was used to generate a set of feature weights that are required by the Analysis Ranking component. The tuning set was later merged back into TRAIN and the classifiers were then trained using all the training data.
Evaluation
Components of the Evaluation
In our evaluations for both the morphological analyzer and the tagger, we evaluate for the following components of the output of the analyzer or tagger:
• POS is the core POS tag of the word. We use the stem tagset in MADAMIRA, whose size is 36.
• POS5 is a reduced tag set: NOM (all nominals including adjectives and adverbs), PROP (proper nouns), VRB (verbs), PRT (all particles), and PNX (punctuation). This tagset is a variant of the Columbia Arabic Treebank tagset, which is based on traditional Arabic grammar (Habash et al., 2009 ).
• Lemma is the fully diacritized lemma.
• CODA is the undiacritized conventional spelling of the input word with normalized Alifs (Habash et al., 2012a ).
• Stem is the undiacritized stem of the word with normalized Alifs. The evaluation of this component represents the ability of the analyzer or tagger to segment a word into three parts, corresponding to all prefixes conjoined, a stem, and all suffixes conjoined.
• ALL represents the conjunction of all five preceding metrics, i.e., they all need to be correct in the same answer.
We describe the specific evaluations for the analyzers and for the taggers in the next subsections.
Evaluating the Analyzers
We now present the evaluation of the dialectal morphological analyzers created from the annotated corpora and compare them to existing state-of-the-art analyzers. Tables 2 and 3 present the results on DEV for EGY and LEV, respectively.
Metrics We use several evaluation metrics to measure the effectiveness of the analyzers. First is the Analyzer Token Recall, which measures for each token and for each analysis criterion whether the hand-tagged analysis is generated by the morphological analyzer (possibly among others). It is an upper limit on our ability to correctly tag a word. As the name implies, this metric counts all tokens, not just unique types. We apply this metric to all components listed in Section 6.1. The second metric is OOV, which represents the cases that are not recognizable by the analyzer, i.e., out of vocabulary. Finally, we present the number of Analyses per Word. This is a measure of the degree of ambiguity that should be considered together with the other two (recall and OOV). Overall we want the recall to be high, but we want the ambiguity and OOV rates to be low. Recall that if a word is OOV, a proper-noun back-off analysis is assigned, where the lemma, CODA and stem are given the form of the input word.
Systems For both EGY and LEV, we compare the use of the SAMA analyzer (Graff et al., 2009 ) (our MSA baseline); a rule-based dialect-affix extended version of SAMA (SAMA ext ) based on the work of Salloum and Habash (2014) ; and a combination of CALIMA Egy with SAMA ext . For EGY, the latter is a state-of-the-art comparison point that we do not expect to beat in all of the metrics since it was carefully developed over years, and using more data than we are. For LEV, we expect CALIMA Egy +SAMA ext to be a very good baseline (because of the similarities between EGY and LEV), but we expect to improve on it. For both EGY and LEV, we compare different training data sizes, namely 5K, 15K and 45K words. For EGY only, we add an extra step of 135K words since more data is available. For each training size, we compare three settings: (a) a Lookup baseline that assumes no learning by paradigm completion, (b) a ParaFill setting, which uses paradigm completion as discussed in Section 4, and (c) a combination of ParaFill with additional pre-existing resources. The additional resources we use for ParaFill differ by dialect. In the case of EGY, we only use SAMA ext (since we are using EGY to simulate a low-resource dialect, we cannot use CALIMA Egy ); but we use the CALIMA Egy analyzer and also SAMA ext for LEV (since for dialects other than EGY, we can always make use of the richer resources available for EGY).
Analyzer Token Recall System POS POS5 Lemma CODA Stem All OOV Table 3 : LEV Morphological Analysis Recall on DEV Results For DEV, for both EGY and LEV, as expected, among the pre-existing systems, SAMA ext outperforms SAMA; and CALIMA Egy +SAMA ext does best of the three options. Also, across all training sizes, paradigm completion outperforms lookup; and using a combination of paradigm completion with a pre-existing state-of-the-art system for MSA (in the case of EGY) or for MSA and EGY (in the case of LEV) does best in terms of token recall. There is of course no guarantee that the tagger later on will select the analysis correctly: while we see that the search space is expanding as needed, we also see that as the training size increases and as additional resources are added, the number of analyses per word increases, adding more ambiguity for the tagger to select from. Table 6 : EGY Tagger Results on DEV and TEST For some metrics, such as CODA and POS5, the baseline is rather high. Our EGY system trained on 45K words in conjunction with SAMA ext beats the highly engineered CALIMA Egy system on all metrics. In the case of LEV, our baselines are lower and we can incorporate CALIMA Egy as a pre-existing system. Our best system beats the best baseline on all metrics starting with 5K training data. We now discuss the performance on the harsh All metric, which is really the best indicator of quality overall, in more detail. For EGY, using paradigm completion on only 5K training data improves above the SAMA and SAMA ext baselines. By 15K we are able to beat the state-of-the-art system CALIMA Egy +SAMA ext and consistently provide less ambiguity than it. This is due to the power of paradigm completion, which adds thousands of unseen inflected forms. We also get a very similar pattern for Levantine, where the error rate in All token recall can be cut by 30% against the high CALIMA Egy +SAMA ext baseline by using a combination of paradigm completion and existing systems at the 5K level; and by 42% at the 45K level.
Tables 4 and 5 present the TEST results for EGY and LEV, respectively (only showing the All results). The results on TEST have the same pattern as those on DEV.
Evaluating the Taggers
We now discuss the performance of the morphological taggers that we build.
Metrics We use a single metric, Accuracy, where we ask whether our predicted result is correct. The evaluation was conducted across all the components described in 6.1 at the word token level.
Systems For each of EGY and LEV, we trained two sets of MADAMIRA systems using classifiers built from different sizes of data sets as described in Section 5. The two sets differed in the underlying Results The results for EGY are shown in Table 6 for DEV and TEST. Looking at the DEV results, we see as expected that MADAMIRA-EGY provides a high level of performance across the components of the evaluation. We do not beat this system on POS even with 135K training data. However, we beat it on POS5 and CODA at 135K; 45K is enough training data to beat MADAMIRA-EGY on Stem, and 15K is enough on Lemma and All. We see that performance increases with more training data, as expected. Interestingly, the increase in performance from 45K to 135K (a substantial amount of additional annotation) is much smaller than the previous increments, for all evaluation criteria. We also see that the addition of SAMA ext to the morphological analyzer helps only at the medium amount of 15K (on All); we suspect that this is because at 5K, there is not enough training data to counteract the increased ambiguity that comes from adding these additional analyses, while at larger amounts of training data, the analyzer based on paradigm completion alone generates sufficiently rich databases. Results are roughly similar on TEST. The results for LEV are shown in Table 7 for DEV and TEST. For LEV, MADAMIRA-EGY represents a baseline. Our system beats this baseline even with only 5K training data, however only if we include +CALIMA Egy +SAMA ext (and not on POS). In fact, the results for using the ParaFill Lev +CALIMA Egy +SAMA ext analyzer are consistently better than those for ParaFill Lev analyzer alone (the one we get from paradigm completion), though this effect is stronger at smaller training sizes. This shows that the tagger is able to make the right choice despite the steep increase in ambiguity (as seen in Table 3 ), for example from 2.2 analyses per word for ParaFill Lev to 14.2 for ParaFill Lev +CALIMA Egy +SAMA ext at 15K training data. Finally, we see again that more data helps, and we do not see a major flattening of the learning curve at 45K words yet. As with EGY, the results on TEST mirror the ones on DEV for LEV.
Error Analysis We conducted error analyses for the ParaFill Egy and ParaFill Lev taggers, trained on 45K-word TRAIN and tested on DEV. For EGY, 20.7% of the errors occur because the gold answer is not provided by the morphological analyzer. An additional 5.6% of the errors are back-off cases at the time of preparing the data where CALIMA Egy does not produce an answer. OOV cases contribute a further 2.6% of the errors. The rest of the errors are cases where the analyzer provides the correct analysis, but the tagger fails to pick it in context. For LEV, the absence of the gold answer in the analyzer and the OOV entries contribute to 21.7% and 6.6% of the errors, respectively. The other errors occur as the tagger fails to select the correct answer provided by the analyzer.
Conclusions and Future Work
This paper has presented a methodology for deriving a morphological analyzer and a morphological tagger for an Arabic dialect. We have shown that this can be done successfully, even with a small amount of data. The approach requires a single type of annotation: a morphological annotation on running text which identifies the normalized spelling, the segmentation, the morphological features, and the lemma for each word. Both the analyzer and the tagger evaluations show the importance of using the paradigm completion approach to creating full inflectional classes: we obtain important error reductions over using just the morphological information supplied in the annotation. Furthermore, we have shown that for Levantine, using Egyptian resources helps performance in both analysis and tagging, even though using such resources greatly increases ambiguity, thus making the tagging task harder.
This paper has also presented a morphological analyzer and a morphological tagger for Levantine. To our knowledge, these are the first of their kind. We plan on using the complete version of the Levantine corpus and then making these resources available.
Our error analysis showed that most of the errors in the tagger come from the tagger itself, not the analyzer. This is understandable, as usually taggers are trained on much larger corpora. In future work, we will investigate whether we can improve the performance of the tagger by training the classifiers on combinations of Levantine text with Egyptian and/or MSA tagged text. Furthermore, we will also apply this methodology to other Arabic dialects; we are currently preparing annotations in the same style for five additional dialects from across the Arab world (see (Al-Shargi et al., 2016) for Moroccan and Sanaani Yemeni), and we will follow exactly the same methodology as laid out in this paper.
