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Bei der Züchtung von Halbleiter-Kristallen hat die Form des Übergangs zwischen der
festen und üssigen Phase einen starken Einuss auf die Qualität des Kristalls. Zum
Beispiel kann durch einem achen Phasenübergang der radiale Wärmeuss verringert
werden. Dies führt zur Reduktion von thermomechanischen Spannungen und somit
zur Verbesserung der strukturellen Qualität.
Neben der Form ist aus wirtschaftlichen Gründen auch der Verlauf (d.h. Geschwin-
digkeit) der Phasengrenze von Interesse.
In dieser Dissertation wird ein mathematisches Verfahren vorgestellt, mit welchem
sowohl die Form als auch der Verlauf der Phasengrenze optimiert werden kann, indem
die Form und der Verlauf eines gewünschten Phasenübergangs angesteuert werden.
Dieses Verfahren wird anhand von numerischen Beispielkongurationen überprüft.
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Der Erstarrungsprozess spielt eine wichtige Rolle bei der Züchtung von Halbleiter-
Kristallen und in der Metallurgie. Oft sind dabei die Form und der Verlauf des Über-
gangs zwischen der festen und der üssigen Phase von besonderem Interesse. Zum
Beispiel wird in [39] und [34] berichtet, dass bei der Züchtung von Gallium-Arsenid
Kristallen die strukturelle Qualität durch Reduktion des radialen Wärmeusses ver-
bessert wird. Unter der Annahme einer konstanten Temperatur an der Phasengrenze
wird dies mit einem achen freien Rand erreicht.
In dieser Dissertation wird eine Methode zur Optimierung der Form und des
Verlaufs der Phasengrenze in einem Zweiphasen-Stefan-Problem vorgestellt. Die phy-
sikalische Modellierung in der festen Phase erfolgt mittels Wärmeleitung und in der
üssigen Phase mittels Wärmeleitung und Wärmetransport durch Strömung, welche
durch Auftriebskräfte (Konvektion) und extern eingebrachte Lorentzkräfte angetrie-
ben wird. Die beiden Phasen sind durch die Stefan-Bedingung an der Phasengrenze,
dem sogenannten freien Rand, gekoppelt.
Ziel ist es, die Form und den Verlauf des freien Randes mittels Containerwandtem-
peratur und/oder mittels der extern eingebrachten Lorentzkräfte zu steuern. Beide
Varianten der Kontrolle sind makroskopische Mechanismen. Deshalb werden meso-
und mikroskopische Eekte wie dendritisches Wachstum und Störungen im Kristall-
gitter (z.B. durch Verunreinigungen) vernachlässigt.
Der freie Rand, die Grenze zwischen den beiden Phasen, wird durch einen Gra-
phen modelliert. Dabei handelt es sich um ein sogenanntes Sharp Interface Modell.
Das Kontrollziel wird durch die Vorgabe des Verlaufs eines gewünschten freien Ran-
des vorgegeben. Die Darstellung des freien Randes erlaubt es auf einfache Weise ein
Kostenfunktional zu entwickeln, welches aus dem zu minimierenden Fehler zwischen
dem tatsächlichen freien Rand und dem gewünschten freien Rand besteht.
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1.2 Gliederung
Die Dissertation besteht aus vier Kapiteln, einer Zusammenfassung und mehreren
Anhängen.
Das erste Kapitel stellt das verwendete mathematische Modell vor und beschreibt
anschlieÿend thematisch verwandte Arbeiten.
Im zweiten Kapitel wird ein Minimierungsproblem entwickelt und ein Algorithmus
zum Lösen der Problemstellung vorgeschlagen.
Kapitel 3 behandelt das numerische Verfahren. Dies geschieht in Übersichtsform
mit Fokus auf die kritischen Aspekte der Implementierung und die Innovationen, da
eine vollständige und detaillierte Beschreibung der Implementierung den Rahmen der
Arbeit sprengen würde.
Im vierten Kapitel werden die Ergebnisse der numerischen Experimente präsen-
tiert. Untersucht wird der Erstarrungsvorgang von rotationssymmetrischen Schmelzen
aus Aluminium und Gallium-Arsenid.
Ausführliche Herleitungen, die sehr lang sind, werden in die einzelnen Anhänge
verlegt, um eine bessere Übersichtlichkeit der Arbeit zu gewährleisten.
1.3 Physikalische Modellierung
Gegeben sei ein zylindrischer Container Ω = G×H. Die abgeschlossene Menge G ⊂
Rn bildet die Grundäche und das Intervall H = [ha, hb] ⊂ R gibt die Höhe an. Für
t ∈ [0, T ] geben Ωs(t) und Ωl(t) die feste und die üssige Phase zum Zeitpunkt t an,
wobei Ωs(t) ∩ Ωl(t) = ∅ und Ω = Ωs(t) ∪ Ωl(t) gilt. Der freie Rand ist das Interface
zwischen der festen und üssigen Phase und wird durch Γ(t) = Ωs(t)∩Ωl(t) deniert.
Abbildung 1.1 skizziert einen zweidimensionalen Container.
Bei der physikalischen Modellierung sollen die Temperatur und die durch Kon-
vektion und extern eingebrachte Kräfte (z.B. Lorentzkräfte) getriebene Strömung
berücksichtigt werden.
Die beschriebene Anordnung eignet sich zur Kristallzüchtung nach der Vertical
Gradient Freeze-Methode (VGF-Methode), bei der der von unten nach oben gerich-
tete Erstarrungsvorgang durch Anlegen eines zeitlich veränderlichen Temperaturgra-
dienten an der Containerwand erfolgt. Dieser Temperaturgradient wird zum Beispiel
durch eine regelbare Heizung und Kühlung erzeugt. Eines der wichtigsten Einsatzge-
biete des VGF-Verfahrens ist die Herstellung von Gallium-Arsenid für die Halbleiter-
industrie, siehe [31]. Mit dem VGF-Verfahren können Einkristalle gezüchtet werden,
d.h. die feste Phase besitzt ein homogenes Kristallgitter.
Ein ähnliches Verfahren ist das Vertical Bridgman-Verfahren (VB-Verfahren). Da-
bei wird eine Ampulle, welche dem Container Ω entspricht, durch einen Ofen mit
festen Heiz- und Kühlzonen bewegt und auf diese Weise der zum Erstarren notwen-
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dige Temperaturgradient erzeugt, siehe z.B. [3] und [12]. Dieses Verfahren lässt sich
durch entsprechende Modellierung der Containerwandtemperatur ebenfalls mit der in
Abbildung 1.1 skizzierten Anordnung modellieren. In dieser Arbeit wird jedoch nur
die exiblere VGF-Methode betrachtet.
1.3.1 Modellierung der Temperatur-Gleichungen




∆us in Ωs. (1.1)
Die Wärmeleitfähigkeit ks und die Wärmekapazität cs werden innerhalb der festen
Phase als konstant betrachtet, die Dichte ρ wird innerhalb von ganz Ω als konstant
angenommen. Diese Annahmen sind in der Praxis näherungsweise erfüllt. Bei der
Wärmeleitungs-Gleichung handelt es sich um eine Erhaltungsgleichung für die Wär-
me. Zur Herleitung soll ein Kontrollvolumen V betrachtet werden. Der Wärmeuss,















Abbildung 1.1: Feste Phase Ωs, üssige Phase Ωl und der freie Rand Γ in einem
Container mit dem Rand ∂Ω.
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beschreiben. Dabei ist ν der (von Innen nach Auÿen gerichtete) Auÿennormalenvek-
tor. Der Integrand des Oberächenintegrals gibt den durch das Oberächenstück dS
ieÿenden Wärmeuss in das Kontrollvolumen an. Das Volumenintegral auf der rech-
ten Seite folgt aus dem Gauÿschen Integralsatz. Der gespeicherte Wärmeuss, also




Da (1.2) und (1.3) für beliebige Kontrollvolumen gelten, folgt durch deren Gleichset-
zen die Wärmeleitungs-Gleichung (1.1).
In der üssigen Phase ndet zusätzlich zur Wärmeleitung noch durch Strömung
hervorgerufener Wärmetransport statt. Der dadurch generierte Wärmeuss in ein
beliebiges Kontrollvolumen V beträgt∫
∂V
−v · νuldS = −
∫
V
v · ∇uldV , (1.4)
wobei v die Geschwindigkeit und · das Skalarprodukt bezeichnet. Die Gleichheit folgt




∆ul −∇ul · v in Ωl. (1.5)
Wie oben, werden Wärmeleitfähigkeit kl und die Wärmekapazität cl innerhalb der
üssigen Phase als konstant betrachtet.
Die Stefan-Bedingung ist eine Erhaltungsgleichung für die am freien Rand frei
werdende Schmelzwärme:






Dabei ist L die spezische Schmelzwärme und VΓ stellt die Geschwindigkeit des frei-
en Randes in Richtung der von der festen in die üssige Phase gerichtete Normalen
µ dar. Die linke Seite von (1.6) gibt die bei der Erstarrung frei werdende Wärme-
ussdichte der Schmelzwärme an, also die Schmelzwärme, die pro Zeiteinheit und pro
Flächeneinheit durch den Erstarrungsprozess frei wird. Die rechte Seite beschreibt die
aus der Wärmeleitung resultierenden Wärmeussdichte in die Phasen.
Ferner erfüllt die Temperatur am freien Rand die Schmelztemperatur-Bedingung
us/l = uM an Γ, (1.7)
wobei uM die Schmelztemperatur bezeichnet.
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Die Temperatur ubs/l auf der Containerwand ist mit der Temperatur innerhalb
der Phasen durch die Wärmeübergangs-Gleichung gekoppelt:
qs/l = αs/l(ubs/l − us/l) an ∂Ω . (1.8)
Sie gibt an, wie viel Wärme pro Flächeneinheit und pro Zeiteinheit von der Con-
tainerwand in die jeweilige Phase Ωs bzw. Ωl übertragen wird. (Da sich zwischen dem
Material und der Containerwand kein Zwischenraum bendet, kann auf die direkte
Modellierung von Wärmestrahlung verzichtet werden.) Die Wärmeussdichte qs/l ist
durch die Wärmeleitungsgleichung
qs/l = ks/l∂νus/l (1.9)
gegeben, wobei ν (den von Innen nach Auÿen gerichteten) Auÿennormalenvektor
bezeichnet. Die Konstante αs/l ist der Wärmeübergangskoezient in der jeweiligen
Phase; α = 0 würde einem isoliertem Container entsprechen. Die Gleichungen (1.8)




∂νus/l = ubs/l an ∂Ω . (1.10)
In den Phasen wird als Anfangsbedingung
us/l(0, x) = u0s/l(x) für x ∈ Ω
verwendet.
1.3.2 Modellierung der Strömung
In der üssigen Phase soll die Strömung berücksichtigt werden. Zur Modellierung des
Auftriebsterms wird die Boussinesq-Approximation verwendet, d.h. es wird Folgendes
angenommen.




1− γ(ul − uref)
)
,
wobei ρref die Referenzdichte bei der Referenztemperatur uref bezeichnet. Als
Referenztemperatur wird im Folgenden die Schmelztemperatur verwendet, d.h.
uref = uM .
• Die Dichte ist konstant:
ρ = ρref = const. .
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• Alle Materialkonstanten innerhalb der üssigen Phase sind konstant angenom-
men, d.h. sind druck- und temperatur-unabhängig.







−ρν · vdS =
∫
V
−ρ∇ · vdV .
Diese Gleichung gibt den Masseuss in das Kontrollvolumen an, also wie viel Masse
pro Zeiteinheit in V ieÿt. Aus ihr folgt direkt die Kontinuitätsgleichung für inkom-
pressible Fluide
∇ · v = 0 . (1.11)
Der Nabla-Operator wird in dieser Arbeit als Dierential-Operator aufgefasst und











 = ∂1v1 + ∂2v2 + ∂3v3
∇ · ∇ = ∆ ∇vT =
∂1v1 ∂1v2 ∂1v3∂2v1 ∂2v2 ∂2v3
∂3v1 ∂3v2 ∂3v3
 .





eines festen Kontrollvolumens V gleich der Summe der auf das Kontrollvolumen ein-




ρ∂tvdV = F +
∫
∂V
−ρvν · vdS .
Durch den Gauÿschen Integralsatz ergibt sich∫
V







−ρ(∇vT ) · vdV .
(1.12)
Die einwirkende Kraft F setzt sich bei dem verwendeten Modell aus folgenden An-
teilen zusammen:
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1− γ(ul − uM)
)
dV ,
wobei g die Gravitations-Beschleunigung bezeichnet.
2. Einer extern eingebrachten Kraft∫
V
ρAdV .
Dabei kann es sich zum Beispiel um eine Lorentzkraft handeln. Die Model-
lierung dieser Kraft erfolgt in Kapitel 4. Die Gröÿe A hat die Dimension einer
Beschleunigung. Zur besseren Verständlichkeit sollA im Folgenden aber mit der
in der Literatur verbreiteten Bezeichnung extern eingebrachte Kraft benannt
werden.
3. Der vom absoluten Druck pA hervorgerufenen (Oberächen-)Kraft∫
∂V
−pAνdS .
4. Der durch die Viskosität hervorgerufenen Reibungskraft∫
∂V
ε((∇vT )T +∇vT )νdS ,
mit der dynamischen Viskosität ε. Der Integrand gibt den Spannungsvektor auf
dem Rand des Kontrollvolumens an und ist das Produkt aus Spannungstensor
und Normalenvektor.







− (∇vT ) · v + g
(









− pAν + ε(v∇T +∇vT )ν
)
dS .
Daraus folgt mittels Gauÿschem Integralsatz und (1.11)∫
V
(








1− γ(ul − uM)
)




Da dies für alle V gilt, folgt durch die Substitution von ∇pA = ∇p + ρg die Navier-
Stokes Gleichung






An der Containerwand und am freien Rand gilt die Haftbedingung, d.h. dort ist
die Geschwindigkeit Null:
v(t, x) = 0 für t ∈ [0, T ] und x ∈ ∂Ωl. (1.14)
Daraus und aus der Kontinuitätsbedingung (1.11) folgt eine Randbedingung für den
Druck.
Satz 1.1 Sei (t, x) ∈ (0, T ]× ∂Ωl(t) ein Punkt auf dem Rand von Ωl zum Zeitpunkt
t. Wenn in (t, x) der Rand ∂Ωl hinreichend glatt ist, wenn v(t, x) in (t, x) stetig
dierenzierbar bezüglich t und zweimal stetig dierenzierbar bezüglich x ist und wenn
(1.11) erfüllt ist, so gilt
∂νp = ρν ·
(




Der Term ∂νpG = ρν · (−g)γ(ul(t, x) − uM) beschreibt den durch die Gravitation
hervorgerufenen Gewichtsdruck. Äquivalent dazu beschreibt ∂νpA = ρν ·A den durch
die Lorentzkräfte erzeugten Druck auf den Rand. Der Term ε∂2νvν kann als durch die
Trägheit und die Viskosität der Schmelze hervorgerufener Anteil interpretiert werden.
Diese Randbedingung bendet sich z.B. auch in [38, Kapitel 6].
Was hinreichende Glattheit des Randes im Sinne von Satz 1.1 bedeutet, wird im
folgenden Beweis erläutert. Zumindest muss aber ν(t, x) als stetig bezüglich x ∈ ∂Ωl
vorausgesetzt werden, d.h. der Rand darf keinen Knick haben, wie es zum Beispiel bei
den Kanten von eckigen Containern der Fall ist. Es soll davon ausgegangen werden,
das der Rand des Containers überall hinreichend glatt ist. Technisch kann das durch
Abrunden der Kanten gewährleistet werden.
Beweis von Satz 1.1: Betrachtet wird ein Punkt x0 zum Zeitpunkt t, welcher die
Bedingungen aus Satz 1.1 erfüllt. Um den Beweis zu vereinfachen wird ein Bezugs-
system eingeführt, welches aus dem Normalenvektor ν = ν(t, x0) und einem dazu
orthogonalen Orthonormalsystem von Tangentialvektoren {τ i(t, x0)}i=1...n−1 besteht,
wobei n die Dimension des Containers bezeichnet. Als Ursprung (ν, (τi)) = 0 dieses
Koordinatensystems wird der Punkt x0 gewählt. Ferner seien vτ i und vν die Geschwin-
digkeitskomponenten in Richtung τ i und ν .
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Im folgenden Beweis werden alle Funktionen bezüglich des eingeführten Koordi-
natensystems betrachtet. Die Koordinaten werden durch nicht fett gedruckte ν und
τi bezeichnet.
Der Rand soll lokal als zweimal dierenzierbarer Graph ν = e
(
t, (τ1, . . . τn−1)
)
dargestellt werden können. (In diesem Sinne ist die hinreichende Glattheit aus dem
Satz zu verstehen.) Aufgrund der Wahl des Bezugssystems folgt e(0) = 0 und
∂τie(0) = 0 . (1.16)











e(t, (τ1, . . . τn−1)), τ1, . . . τn−1
))
gibt die Geschwindigkeit auf dem Rand an. Aufgrund der Randbedingung v = 0 sind
alle Ableitungen von ṽ in die Richtungen τ1, . . . τn−1 Null, also insbesondere
0 = ∂τiṽ = ∂τie∂νv + ∂τiv
=⇒
(1.16)
∂τiv(t, 0) = 0 (1.17)
und















∂2τiv(t, 0) = −∂
2
τi
e∂νv(t, 0) . (1.18)
Aufgrund der vorausgesetzten Glattheit von v folgt aus der Kontinuitätsgleichung am
Rand









Abbildung 1.2: Skizze zum im Beweis von Satz 1.1 verwendeten Bezugssystem.
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und demzufolge
∂νvν = 0 . (1.19)
Mit (1.18) folgt daraus
∂2τivν = 0 . (1.20)
Da die Randbedingung v = 0 für den gesamten Zeitraum gilt, folgt für die Zeitablei-
tung der Geschwindigkeit auf dem Rand ∂Ωl
0 = ∂tṽ = ∂te∂νv + ∂tv .
Dabei ist ∂te die Geschwindigkeit des Randes ∂Ωl in Richtung ν . (Auf dem festen
Rand ∂Ωl ∩ ∂Ω gilt ∂te = 0; auf dem freien Rand gilt ∂te = −VΓ.) Somit gilt für die
Normalenkomponente der Geschwindigkeit
∂tvν = −∂te∂νvν = 0 . (1.21)
Die Behauptung (1.16) folgt aus der ν -Komponente der Navier-Stokes-Gleichung
(1.13) unter Verwendung von (1.20), (1.21) und der Randbedingung v = 0 auf ∂Ωl





= ρν · (−gγ(u− uref) +A) + ε∂2νvν .

Als Anfangsbedingung für die Geschwindigkeit wird
v(0, x) = 0 für x ∈ Ωl
gewählt.
1.4 Thematisch verwandte Arbeiten
In diesem Abschnitt werden weitere Arbeiten vorgestellt, die sich mit der Kontrolle
freier Ränder beschäftigen. Da es sich um eine noch relativ wenig behandelte The-
matik handelt, gibt es dazu wenige Veröentlichungen. Die Arbeiten, die dem hier
vorgestellten Ansatz am nächsten kommen, sind die Arbeiten von Zabaras et al., wel-
che in Abschnitt 1.4.1 ausführlicher vorgestellt werden. Weitere Ansätze zur Kontrolle
freier Ränder werden in Abschnitt 1.4.2 aufgeführt.
Eine Übersicht über verschiedene Ansätze zur Optimalsteuerung bendet sich in
1.4.3. In Abschnitt 1.4.4 werden Ansätze zur Optimierung weiterer Kristallzüchtungs-
Methoden, nämlich des Czochralski-Prozesses und des Zonenschmelz-Verfahrens, be-
trachtet.
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1.4.1 Arbeiten von Zabaras et al.
Der Ansatz der Arbeiten von Zabaras et al. ist es, den freien Rand als a-priori bekannt
anzunehmen. In [44] wird ein eindimensionales Problem betrachtet. Die Position des
freien Randes und der Wärmeuss in den freien freien Rand sind gegeben und der
Wärmeuss in den festen Rand ist gesucht. Auf diese Weise erhält man für jede Phase
ein Wärmeleitproblem mit Neumann-Randbedingungen am freien und festen Rand.
Die Randbedingung am festen Rand ist so zu bestimmen, dass die Temperatur am
freien Rand in jeder Phase der Schmelztemperatur entspricht. Dieses inverse Problem
wird in [44] durch einen Integralansatz gelöst.
In [32] und [45] wird das inverse Problem durch ein Minimierungsproblem ersetzt
und es werden mehr-dimensionale Kongurationen betrachtet. Ein Beispiel für die
nachfolgend erläuterte Konguration ist in Abbildung 1.3 dargestellt. Der gewünsch-
te Verlauf des freien Randes Γ ist vorgegeben. Ferner ist der Wärmeuss q1 am festen
Rand in die üssige Phase sowie optional der Wärmeuss q2 an einen Teil des festen
Randes in die feste Phase vorgegeben. Als Randbedingung der üssigen Phase am
freien Rand dient die Schmelztemperaturbedingung u = uM . In der üssigen Phase
ist somit ein Wärmeleitungs-Problem ohne (siehe [32]) oder mit (siehe [45]) Konvekti-
on und Dirichlet-Randbedingung am freien Rand und Neumann-Randbedingung am
festen Rand gegeben. Durch Lösen dieses Problems, d.h. durch eine einfache Simu-
lation, erhält man den Temperaturgradienten am freien Rand. Da der Verlauf des
gewünschten freien Randes vorgegeben ist, folgt daraus mittels der Stefan-Bedingung
(vgl. (1.6)) eine Neumann-Randbedingung für die feste Phase, sodass für die feste












∆u in [0, T ]× Ωs
∂µu = LρVΓ + kl∂µul an [0, T ]× Γ, vgl. (1.6)
ks∂µu = q2/3 an [0, T ]× ∂Ωs \ Γ, vgl. Abbildung 1.3 .
(1.22)
Dabei ist q3 der als Kontrollgröÿe dienende Wärmeuss am festen Rand und q2 der
optionale vorgegebene Wärmeuss an einem Teil des festen Randes. (Es ist auch mög-
lich, q2 wegzulassen, d.h. den gesamten Wärmeuss am festen Rand als Kontrollgrö-
ÿe zu verwenden.) Das Optimierungsproblem wird mittels eines Gradientenverfahren
gelöst, wobei der Gradient mit Hilfe eines adjungierten Gleichungssystems ezient
berechnet werden kann. Da dieser Ansatz bei dem in dieser Arbeit beschriebenen
Verfahren ebenfalls Verwendung ndet, wird hier darauf nicht näher eingegangen.
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Stattdessen sei auf Kapitel 2 verweisen.
Yang hat diesen Ansatz in [43] derart erweitert, dass der Wärmeuss am festen
Rand der üssigen Phase ebenfalls variabel sein kann. Damit sich die Probleme in den
Phasen separieren lassen, muss neben dem gewünschten freien Rand noch der Wär-
meuss in den freien Rand für eine Phase gegeben sein. Mittels der Stefan-Bedingung
(vgl. (1.6)) lässt sich dann der Wärmeuss für die andere Phase berechnen. Für beide
Phasen sind dann Optimierungsprobleme ähnlich wie (1.22) zu lösen, wobei Yang
in der üssigen Phase zusätzlich Konvektion berücksichtigt. Das bedeutet, in jeder
Phase ist der Fehler ‖u− uM‖2 am freien Rand zu minimieren, wobei die feste Pha-
se durch Wärmeleitung und die üssige Phase durch Wärmeleitung/-Transport und
Boussinesq-approximierte Konvektion modelliert wird. Die Kontrollvariablen sind je-
weils der Wärmeuss auf einem Teil oder dem gesamten festen Rand der jeweiligen
Phase.
Der Ansatz von Zabaras et al. hat drei wesentliche Nachteile. Zum Einen wird
der gewünschte freie Rand a-priori vorgegeben und dafür die Schmelztemperatur-
Bedingung nicht erfüllt. Das bedeutet, während der Optimierung spiegelt das ma-
thematische Modell nicht die zugrunde liegende Physik wieder. Sofern der Fehler












































Abbildung 1.3: Beispielkonguration für den in [32] und [45] vorgestellten Ansatz.
Durch direkte Simulation der üssigen Phase und durch den vorgegebene freien Rand
kann mit Hilfe der Stefan-Bedingung eine Neumann-Randbedingung für die feste
Phase hergeleitet werden. Für die feste Phase ist der Wärmeuss q3 so zu bestimmen,
dass der Fehler der der Temperatur ‖u− uM‖2 am freien Rand minimiert wird.
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nete Optimum auf physikalisch korrekten Berechnungen basiert. Allerdings kann man
dies bei der Formulierung eines Minimierungsproblems kaum erwarten. Insbesondere
dann nicht wenn zusätzlich noch Schranken für die Kontrolle eingeführt werden.
Des Weiteren setzt der Ansatz von Zabaras et al. voraus, dass die Probleme in
den Phasen separiert, d.h. unabhängig voneinander betrachtet werden können. Falls
nur der Wärmeuss am festen Rand einer der Phasen als Kontrollvariable dient, löst
sich das Problem auf natürliche Weise, siehe [32] und [45]. Ist das nicht der Fall
muss zusätzlich der Wärmeuss in eine der beiden Phasen als bekannt vorausgesetzt
werden, siehe [43] und [44]. Praktisch ist diese Gröÿe unbekannt, insbesondere deshalb
nicht, weil optimiert werden soll und somit der Wärmeuss am freien Rand möglichst
ein variabler Parameter sein soll.
Ein dritter Nachteil ist, dass bei kleinem Temperaturgradient am freien Rand
fraglich ist, wie genau die Dierenz u − uM widerspiegelt, wie nahe der tatsächliche
freie Rand dem gewünschten freien Rand ist. Allerdings ist dies ohnehin fraglich, da
bei u 6= uM die Physik ohnehin nicht korrekt berücksichtigt wird.
Das in der vorliegenden Arbeit vorgestellte Verfahren löst diese Probleme:
• In jedem Schritt der Optimierung spiegelt das mathematische Modell die Physik
korrekt wieder.
• Das Kontrollziel ist die direkte Ansteuerung eines gewünschten freien Randes
(im Gegensatz zu Zabaras et al., wo das Kontrollziel indirekt durch Ansteuerung
von uM erreicht werden soll.) Ferner besteht keine Notwendigkeit, die Probleme
in den Phasen zu separieren.
• Anstelle von zwei unabhängigen Optimierungsproblemen (eins je Phase) wird
in dieser Arbeit ein komplexes nichtlineares Optimierungsproblem gelöst, in
dem die Teilmodelle in den Phasen durch die Stefan-Bedingung (1.6) und die
Schmelztemperatur-Bedingung (1.7) gekoppelt sind.
1.4.2 Andere Arbeiten zur Kontrolle freier Ränder
Dieser Abschnitt geht kurz auf weitere Arbeiten zu Kontrolle freier Ränder ein.
In [8] wird der freie Rand durch Thermostaten am festen Rand gesteuert. Anstelle
von Optimalsteuerung erfolgt eine auf Temperaturmessungen basierende Feedback-
Kontrolle. Eine kurze Erklärung des Ansatzes der Feedback-Kontrolle bendet sich im
folgenden Abschnitt 1.4.3. Als mathematisches Modell wird ein hyperbolisches Ste-
fan-Problem basierend auf der linearisierter Gurtin-Pipkin Wärmeleitungsgleichung
verwendet, welches auch Hysterese-Eekte berücksichtigt.
In [25] wird ein eindimensionales Zweiphasen-Stefan-Problem mit an-aus-Kon-
trolle untersucht. Das Ziel ist es, den Verlauf des freien Randes innerhalb gewisser
Grenzen zu kontrollieren.
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In [11], [10] wird der freie Rand durch die Invertierung des eindimensionalen Ste-
fan-Problems mit quadratischen Reaktions-Term gesteuert. Der Reaktions-Term dient
dabei der Modellierung chemischer Prozesse.
Kearsley kontrolliert [33, Kapitel 6] die Menge des geschmolzenen Materials bei
einem Stefan-Problem durch Verwendung eines SQP-Algorithmus' (Sequential Qua-
dratic Programming Algorithm). Beim SQP-Verfahren wird die zu minimierende
Zielfunktion lokal quadratisch approximiert. Die Lösung des resultierenden quadra-
tischen Optimierungsproblems ist eine neue Näherung für die Lösung des Ausgangs-
problems, siehe z.B. [16], [40]. Der Vorteil des SQP-Verfahrens im Vergleich zum
Newton-Verfahren ist, dass Restriktionen möglich sind. (Ohne Restriktionen gleicht
das SQP-Verfahren dem Newton-Verfahren.) Die für das SQP-Verfahren benötigten
Ableitungen der Zielfunktion werden teilweise durch Diskretisierung und Berechnung
eines diskreten adjungierten Systems und teilweise durch nite Dierenzen ermittelt.
1.4.3 Methoden zur Optimalsteuerung
Dieser Abschnitt gibt eine Übersicht über verschiedene Methoden zur Lösung von Op-
timierungsproblemen mit partiellen Dierentialgleichungen als Nebenbedingungen.
Diese Art von Optimierung wird mit Optimalsteuerung bezeichnet.
Da dieser Abschnitt nur einen Überblick über Methoden der Optimalsteuerung
liefern soll, wird auf eine detaillierte Beschreibung der hier verwendeten Formalis-
men verzichtet und stattdessen auf Abschnitt 2.2 verwiesen, wo die in dieser Arbeit
verwendete Methode hergeleitet wird.
Gegeben sei ein (verallgemeinertes) Minimierungsproblem der Form
J(z, y) = min
y
unter der Nebenbedingung
e(z, y) = 0 .
(1.23)
Dabei sind y die Kontrollgröÿen, z die die Zustandsgröÿen und e(z, y) = 0 eine
Nebenbedingung, welche üblicherweise in Form einer partiellen Dierentialgleichung
vorliegt. Sofern e(z, y) = 0 für jedes y eine eindeutige Lösung z(y) besitzt, kann (1.23)
zu
K(y) := J(z(y), y) = min
y
(1.24)
umformuliert werden. (In Abschnitt 2.2 wird das in der vorliegenden Arbeit unter-
suchte Optimierungsproblem ebenfalls in die Form (1.23) bzw. (1.24) gebracht. In
diesem Abschnitt bendet sich auch eine konkrete Formulierung für e.)
In [18] werden drei Ansätze für Optimalsteuerung vorgestellt und anhand von
Beispielen aus der Strömungsmechanik untersucht. Der erste Ansatz zur Lösung von
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(1.23) besteht in der Formulierung der Lagrange-Funktion
L(z, y, ξ) := J(z, y) + e(z, y)ξ .
(Der Term e(z, y)ξ ist ein Dualitätsprodukt, siehe Abschnitt 2.2.) Die notwendigen
Optimalitätsbedingungen von (1.23) für die Lagrange-Funktion lauten (etwas verein-
facht dargestellt)
DzL(z, y, ξ) = 0 DyL(z, y, ξ) = 0 DξL(z, y, ξ) = 0 . (1.25)
Durch Lösen dieses Gleichungssystems soll das Optimierungsproblem gelöst werden.
Dieses Verfahren wird Ein-Schuss-Verfahren (One-shot method) genannt, da es nicht
iterativ ist, wie die beiden folgenden Methoden. Der Nachteil dieses Ansatzes ist, dass
das Lösen des Gleichungssystems (1.25) (insbesondere bei nicht-stationären Proble-
men) extrem rechen- und speicherintensiv ist.
Der zweite Ansatz in [18] ist die näherungsweise Berechnung des Gradienten K ′
(siehe (1.24)) mittels niter Dierenzen. Das Optimierungsproblem (1.24) kann dann
mit einem Gradientenverfahren gelöst werden. Der Vorteil dieses Verfahrens ist, dass
für die Implementierung im Wesentlichen nur ein Löser für z(y) benötigt wird. Die
Methode kann allerdings nur verwendet werden, wenn die Anzahl der Freiheitsgrade
m der Kontrollen y endlich ist. Der Aufwand zur näherungsweisen Berechnung von
K ′ besteht aus m + 1 Auswertungen von K. Dieses Verfahren ndet unter anderem
in [17] Verwendung.
Der dritte Ansatz in [18] unterscheidet sich vom zweiten darin, dass der Gradient
K ′ mittels der adjungierten Variablen berechnet wird. Dabei handelt es sich um das
Verfahren, welches auch in der vorliegenden Arbeit angewandt wird. Eine detaillierte
Beschreibung bendet sich somit in Abschnitt 2.2, sowie z.B. in [40]. Einige der oben
vorgestellten Arbeiten von Zabaras sowie die unten vorgestellte Arbeit [4] basieren
ebenfalls auf diesem Ansatz.
Die Berechnung vonK ′ erfolgt im Wesentlichen durch die Lösung von z(y) und die
Lösung des adjungierten Gleichungssystems, welches in etwa die gleiche Komplexität
wie z(y) besitzt. Der Rechenaufwand dieses Verfahrens ist somit unabhängig von der
Anzahl der Freiheitsgrade m der Kontrollen y und in etwa so groÿ die der Rechen-
aufwand des Ansatzes mit den niten Dierenzen bei m = 1. Der Nachteil dieses
Verfahrens besteht im erhöhten Aufwand der Implementierung und der Herleitung
des adjungierten Gleichungssystems.
Ein weiterer in [18] vorgestellter Ansatz ist die Feedback-Kontrolle, welche aus
folgenden Komponenten besteht:
• Einer Nebenbedingung e(y, z) = 0 für die Kontrollen y und die Zustandsva-
riablen z, welche üblicherweise in Form einer partiellen Dierentialgleichung
vorliegt.
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• Beobachtungen o, deren Abhängigkeit von den Zustandsvariablen z bekannt
sind, d.h. o = o(z). Bei diesen Beobachtungen handelt es sich in der Regel um
Messwerte. Es kann aber auch o = z gesetzt werden.
• Einer Feedback-Regel y = y(o), welche das Kontrollziel modelliert bzw. wie-
dergibt. Das Kontrollziel ist in der Regel ein Optimierungsproblem der Form
(1.23).








= 0 nach den Zu-





Die Schwierigkeit bei der Feedback-Kontrolle ist die Bestimmung der Feedback-
Regel y = y(o). In der Regel geschieht dies durch empirische Beobachtungen und
Erfahrungen, durch Vereinfachung des mathematischen Modells (z.B. durch Lineari-
sierung) oder durch Vereinfachung des Zielfunktionals (z.B. mittels instantaner Kon-
trolle, welche weiter unten vorgestellt wird). Da meistens kein Problem der Form
(1.23) gelöst wird, kann dieser Ansatz in der Regel nicht als Optimalsteuerung be-
zeichnet werden
In [20], [40], [23], [22] wird eine Möglichkeit vorgestellt, um die zweite Ablei-
tung K ′′ mit Hilfe des adjungierten Gleichungssystems zu charakterisieren. Darauf
basierend und zusammen mit dem oben erwähnten und in Abschnitt 2.2 detailliert
beschriebenen Verfahren zur Berechnung von K ′ ermöglicht das die Entwicklung von
Verfahren zweiter Ordnung. Verfahren zweiter Ordnung sind z.B. das Newton-Ver-
fahren und das SQP-Verfahren. Diese Methoden, sowie einige weitere, sind in [20]
vorgestellt.
Das Newton-Verfahren und das Verfahren des steilsten Abstiegs (Gradientenver-
fahren) werden in [20, Abschnitt 3.7] und [22] anhand eines Beispielproblems genauer
verglichen. Erwartungsgemäÿ konvergiert das Newton-Verfahrens wesentlich schnel-
ler. Dieser Vorteil wird allerdings dadurch relativiert, dass der Newton-Schritt
K ′′(y(k))(y(k+1) − y(k)) = −K ′(y(k))
iterativ (nach y(k+1)) gelöst wird (z.B. mittels des CG-Verfahrens).
Dennoch ist das Newton-Verfahren für das in [20, 22] untersuchte Beispiel ca. 2,5
mal so schnell wie das Verfahren des steilsten Abstiegs.
Dieser Unterschied kann aber nicht verallgemeinert werden. Denn in [20, 22] erfolg-
te beim Gradientenverfahren keine Strahlminimierung, sondern nur eine Abschätzung
der Schrittweite. In der vorliegenden Arbeit wird in Abschnitt 3.4.1 ein Verfahren zur
Strahlminimierung vorgestellt, welches im Verhältnis zur Gesamtrechenzeit in etwa
so viel Zeit beansprucht wie die in [20, 22] verwendete Schrittweitenabschätzung.
Des Weiteren benötigte das Gradientenverfahren in [20, 22] ca. 10 mal so viele
Iterationen wie bei den in der vorliegenden Arbeit untersuchten Beispielen. Es ist
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fraglich, inwieweit das auf die Abschätzung der Schrittweite und ein anderes Ab-
bruchkriterium zurückzuführen ist.
Generell kann jedoch festgestellt werden, dass Verfahren zweiter Ordnung auf-
grund der superlinearen Konvergenz besonders bei sehr hoher Genauigkeit von Vor-
teil sind. Ein weiterer Vorteil besteht darin, dass keine Vorkonditionierung notwendig
ist. Dies ist mit dem Gradientenverfahren bei simultaner Kontrolle mit verschiedenen
Kontrollgröÿen unter Umständen erforderlich, wie in Abschnitt 2.3 dargelegt wird.
(Die in der vorliegenden Arbeit vorgeschlagenen Vorkonditionierer haben sich jedoch
als ezient erwiesen, siehe Abschnitt 4.1.7.)
Der generelle Nachteil von Verfahren zweiter Ordnung liegt im höheren Aufwand
der Implementation und der Herleitung.
Ein weiterer Ansatz, bei dem es sich aber nicht um Optimalsteuerung handelt, ist
die instantane Kontrolle, siehe z.B. [20], [21], [19]. Diese kann bei nicht-stationären











e(z, y) = 0
(1.26)
vorliegen. Dabei sind y die Kontrollgröÿen, z die die Zustandsgröÿen und e(z, y) = 0
die Nebenbedingungen in Form einer partiellen Dierentialgleichung.


















gelöst. Dabei stellen z(k) und y(k) die zeitdiskretisierten Zustände und Kontrollen zu
den Zeitpunkten tk mit 0 = t0 < t1 < · · · < tn = T dar. Mit
e(k)
(
{z(k−1), z(k)}, {y(k−1), y(k)}
)
= 0
wird eine geeignete Zeitdiskretisierung der Nebenbedingung e(z, y) = 0 (in Form einer
partiellen Dierentialgleichung) bezeichnet.
Das Minimierungsproblem (1.27) wird üblicherweise nur näherungsweise durch
eine Gradienteniteration gelöst, wobei der Gradient mit Hilfe des zu e(k) adjungierten
Gleichungssystems gelöst wird, siehe [20, 21].
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Der Vorteil dieses Verfahrens liegt im geringen Rechenaufwand im Vergleich zu
den vorgestellten Methoden der Optimalsteuerung. Des Weiteren ist es möglich, Be-
obachtungen/Messwerte mit zu berücksichtigen (z.B., indem die Zustände (teilweise)
durch Messwerte ersetzt werden) und auf diese Weise eine Feedback-Regel zu erstel-
len (siehe oben und siehe [18]). In [20, Kapitel 7] wird dieses Vorgehen anhand eines
Beispieles demonstriert.
Der Nachteil der instantanen Kontrolle ist, dass dieses Verfahren nur suboptimal
bezüglich. (1.26) ist. Es handelt sich demzufolge nicht um Optimalsteuerung.
1.4.4 Arbeiten zur Optimierung von Erstarrungs-Kongurati-
on
Ein weiteres wichtiges Verfahren bei der Kristallzüchtung ist die Czochralski-Metho-
de. Dieses ndet vor allem bei der Herstellung von Silizium-Einkristallen zur Halb-
leiter-Produktion Anwendung. Das Verfahren ist in Abbildung 1.4 skizziert. Dabei
wird die üssige Phase im Schmelztiegel leicht unter den Schmelzpunkt abgekühlt.
Dies führt zu einer Kristallisation des Materials am Einkristall, welcher nach oben
herausgezogen wird. Die Variation der Ziehgeschwindigkeit ermöglicht die Steuerung
des Durchmessers des Einkristalls.
Ohne Anspruch auf Vollständigkeit werden im Folgenden zwei Ansätze zur Steue-
rung des Czochralski-Prozesses vorgestellt.
In [17] wird ein Czochralski-Prozess mit einem von auÿen eingebrachten axial ge-




Abbildung 1.4: Das Czochralski-Verfahren zur Züchtung von Einkristallen.
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welcher Lorentzkräfte erzeugt, die der Strömung entgegengerichtet sind. Das heiÿt,
das elektrische Feld dient der Dämpfung der Strömung. Die Feldstärke des Magnetfel-
des und die Temperatur auf der Schmelztiegel-Wand sind dabei die Kontrollgröÿen,
über die optimiert werden soll. Dabei wird die Wandtemperatur als linear bezüglich.
der Höhe gesetzt. Auf diese Weise reduziert sich die Anzahl der Freiheitsgrade auf
Zwei.
Die Modellierung erfolgt ähnlich wie in dieser Arbeit, nämlich mittels Wärme-
leitung und -Transport und der Navier-Stokes-Gleichung in der Schmelze, wobei die
Strömung durch Konvektion und Lorentzkräfte angetrieben wird. Der Kristall wird
mittels Wärmeleitung modelliert.
In [17] werden drei Zielfunktionale untersucht, die Reduktion von Wirbeln durch
Minimierung von ‖∇ × v‖ in der Schmelze, die Reduktion der Norm des Tempera-
turgradienten ‖∇u‖ in der Schmelze und die Reduktion der Norm des Temperatur-
gradienten ‖∇u‖ im Kristall.
Die Optimierung erfolgt mittels des Gradientenverfahrens mit Strahlminimierung
nach dem Armijo-Prinzip, wobei die Gradienten durch nite Dierenzen berechnet
werden. Das entspricht dem in Abschnitt 1.4.3 erwähnten Verfahren.
In [17] wird nur die Optimierung bezüglich einer Kontrollgröÿe numerisch betrach-
tet. Dabei stellt sich heraus, dass durch das Magnetfeld und die damit verbundene
Dämpfung der Strömung die Wirbelbildung stark verringert wird. Hingegen ist der
Einuss der Tiegelwandtemperatur auf die Wirbelbildung nur sehr gering. Gleiches
galt für den Einuss der magnetischen Feldstärke auf die Temperaturgradienten in
der Schmelze und im Kristall.
In [4] wird ebenfalls ein Czochralski-Prozess betrachtet. Das Ziel ist die Ansteue-
rung eines stationären Zustands v durch Minimierung von ‖v − v‖2 sowie die Unter-
drückung von Wirbelbildung durch Minimierung ‖∇ × v‖. Als Kontrollgröÿe dient
der Wärmeuss an der Tiegelwand (bei Verwendung einer Neumann Randbedingung
für die Temperatur in der üssigen Phase) oder die Temperatur an der Tiegelwand
(bei Verwendung einer Dirichlet Randbedingung). Die Modellierung erfolgt wie in
Abschnitt 1.3 bzw. wie in [17]. Für die Optimierung wird das gedämpfte Picard-
Verfahren verwendet, welches auf der Berechnung des Gradienten des Zielfunktionals
beruht. Dies geschieht kostenezient mittels eines adjungierten-Ansatzes (, wie in
dieser Arbeit). Im Vergleich zu dem hier verwendeten Gradienten-Verfahren kommt
das gedämpfte Picard-Verfahren ohne Strahlminimierung aus, konvergiert dafür aber
langsamer.
In [4] wird zusätzlich noch das in Abbildung 1.5 skizzierte Zonenschmelz-Verfah-
ren untersucht. Dabei wird polykristallines Rohmaterial in eine Heizzone geschoben
und dabei aufgeschmolzen. Um unteren Ende der Schmelze erstarrt das Material und
wächst an das Einkristall an. Für die mathematische Modellierung wird die Kon-
guration stark idealisiert. Als Kontrollgröÿen dienen wieder der Wärmeuss an der
Manteläche der üssigen Phase oder die Temperatur der Manteläche an der üs-
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sigen Phase. Ansonsten ist die Problemstellung die gleiche wie beim Czochralski-
Prozess.
Die Ergebnisse von [4] sind, dass die Ansteuerung einer vorgegebenen Strömung
v beim Zonenschmelz-Verfahren teilweise recht gut und beim Czochralski-Verfahren
weniger gut gelingt. Interessant ist aber, dass das ermittelte optimale Temperaturpro-
l beim untersuchten Czochralski-Testproblem annähernd linear bezüglich der Höhe









Die Kontrolle des freien Randes erfolgt, indem ein vorgeschriebener gewünschter frei-
er Rand so genau wie möglich und so schnell wie vorgegeben angesteuert wird. Zu
diesem Zweck wird im ersten Abschnitt ein Optimierungsproblem angegeben, welches
dieses Ziel in Form eines zu minimierenden Kostenfunktionals beschreibt. Die Lösung
des Minimierungsproblems erfolgt mit Hilfe der in Abschnitt 2.3 vorgestellten Gra-
dientenalgorithmen. Der in 2.2 hergeleitete Ansatz zur Berechnung des Gradienten
zeichnet sich dadurch aus, dass der Rechenaufwand unabhängig von der Anzahl der
Freiheitsgrade ist.
2.1 Formulierung eines Optimierungsproblems
Zuvor müssen noch Formulierungen für die Kontrollvariablen gefunden werden, über
die optimiert werden soll. In dieser Arbeit werden vier Kontrollkongurationen un-
tersucht:
1. Kontrolle mittels Containerwand-Temperatur
2. Kontrolle mittels wandnaher Lorentzkräfte
3. Kontrolle mittels verteilten Lorentzkräften
4. Simultane Kontrolle mittels Containerwand-Temperatur und wandnaher Lor-
entzkräfte
Da die Lorentzkraft A in allen drei Fällen unterschiedlich modelliert wird, wird in
diesem Abschnitt die abstrakte Formulierung
A = A(Ac)
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verwendet, bei der die Lorentzkraft von einer Kontrollgröÿe Ac abhängt. Die genaue
Modellierung von A(Ac) für die einzelnen Kontrollkongurationen erfolgt in Kapitel
4.
Die Containerwandtemperatur ubs/l wird in zwei Anteile zerlegt,
ubs/l = ub0s/l + βubcs/l ,
einen festen Anteil ub0s/l (z.B. einen Erfahrungswert) und einen steuerbaren Anteil
ubcs/l. Die Funktion β(t, x) dient zum gewichten des steuerbaren Anteils ubcs/l.
Alle folgenden Betrachtungen sind auf den zweidimensionalen Fall oder den rota-
tionssymmetrischen dreidimensionalen Fall beschränkt, d.h.
G =
{
[ra, rb] ⊂ R im 2D Fall{
(y1, y2) ∈ R2 : y21 + y22 ≤ R2
}
im rotationssymmetrischen 3D Fall.
Die Bezeichnung rotationssymmetrisch bezieht sich hierbei nicht nur auf die Geo-
metrie des Containers, sondern auch auf die Zustandsvariablen u, v, p usw. Alle
Betrachtungen in diesem Kapitel erfolgen im kartesischen Koordinatensystem. Eine
Transformation der Gleichungssysteme für zylindrische Koordinaten erfolgt in Kapitel
3 und Anhang C.






: y ∈ G
}
mit f : [0, T ]×G→ [0, T ]×H . (2.1)








Φ : [0, T ]×G→ [0, T ]× Γ
deniert. Die Ableitungen von f nach der Zeit werden mit ft bezeichnet. Die Ab-
leitungen in Richtung der Ortskomponente bzw. in Radialrichtung werden mit fr









: im 2D Fall
1√
1+fr(t,y)2
−fr(t, y) cos(φ)−fr(t, y) sin(φ)
1
 : im rotationssymmetrischen 3D Fall
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für (y1, y2) ∈ G. dargestellt werden. Für
die Geschwindigkeit in Normalenrichtung bedeutet dies













1 + fr(t, y)2
= ft(t, y)µ(t, y) · eh
(2.2)
mit dem Einheitsvektor in Höhenrichtung eh .
Bezeichne f : [0, T ] × G → [0, T ] × H den Verlauf des anzusteuernden Graphen
des freien Randes. Als Anfangsbedingung wird
f(0, y) = f(0, y) für y ∈ G
verwendet. Ferner soll
f(t, y) = f(t, y) für t ∈ [0, T ] und y ∈ ∂G
als Randbedingung verwendet werden. Abgesehen davon, dass damit Informationen
über den gewünschten freien Rand in das mathematische Modell einieÿen, wird
damit auch die Implementierung vereinfacht. Die Festlegung des freien Randes an der
Containerwand ermöglicht die a-priori Festlegung des Randgitters und somit auch die
Interpolation der Zustandsvariablen auf diesem Gitter.
Um Stetigkeit an der Schnittstelle zwischen freien Rand und Containerwand zu
gewährleisten, muss die Kompatibilitätsbedingung
Lρ
f tfr
1 + f 2r
= −er · ν(αs − αl)(ubs/l ◦ Φ− uM) auf (0, T ]× ∂G (2.3)
erfüllt sein, welche in Anhang B hergeleitet wird. Dabei bezeichnet er im zweidimen-
sionalen Fall den Vektor (1, 0) ∈ G × H bzw. den Einheitsvektor in Radialrichtung
im rotationssymmetrischen Fall, d.h. es gilt
er(t, x) ·ν(t, x) =

−1 : im 2D Fall, für x = (ra, h) mit h ∈ H und t ∈ (0, T ]
1 : im 2D Fall, für x = (rb, h) mit h ∈ H und t ∈ (0, T ]
1 : im rotationssymmetrischen 3D Fall, für
x = (y1, y2, h) mit y21 + y
2
2 = R
2 und t ∈ (0, T ].
Mit (2.3) ist es nicht möglich, ubs/l a-priori festzulegen, da fr unbekannt ist. Bei
Festlegung von
fr(t, y) = f r(t, y) = 0 für t ∈ [0, T ] und y ∈ ∂G
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ist es allerdings möglich, eine weitere Kompatibilitätsbedingung herzuleiten (dies ge-
















auf (0, T ]× ∂G. (2.4)
Die Festlegung fr(t, y) = 0 an der Containerwand entspricht dem praktisch motivier-
ten Ziel einen achen Rand anzusteuern. In diesem Fall kann (2.3) zu ubs/l ◦Φ = uM
umformuliert werden. (Für fr 6= 0 kann ebenfalls eine Kompatibilitätsbedingung her-
geleitet werden, welche allerdings von frr abhängig ist und somit a-priori unbekannt
ist.)
Eine weitere Kompatibilitätsbedingung ergibt sich daraus, dass ubs/l konsistent
zur Anfangsbedingung gewählt werden muss, d.h.




Wie eingangs dieses Kapitels beschrieben, wird ubs/l in zwei Teile zerlegt:
ubs/l = ub0s/l + βubcs/l .
Für die Gewichtung β soll
β(t, x) = ∂hβ(t, x) = 0 für x ∈ Γ ∩ ∂Ω und t ∈ (0, T ],
β(0, x) = 0 für x ∈ ∂Ω
(2.6)
vorausgesetzt werden. Damit kann gewährleistet werden, dass Kompatibilitätsbedin-
gungen (2.3)  (2.5) für alle (in (0, T ] × ∂G dierenzierbaren) ubcs/l erfüllt werden,
falls ub0s/l den Bedingungen (2.3)  (2.5) genügt. Dies ermöglicht es, ubcs/l als Kon-
trollvariable ohne weitere Einschränkungen zu verwenden.
Zwei Beispiele, die den Einuss von β demonstrieren, β werden in Kapitel 4 vor-
gestellt.
Zu gegebenen f wird folgendes Optimierungsproblem formuliert:

















f(T, y)− f(T, y)
)2
dy




unter den Nebenbedingungen (2.8)  (2.21).
(2.7)
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Die beiden ersten Terme modellieren dabei das Kontrollziel, die Minimierung der Ab-
weichung des freien Randes zum gewünschten Verlauf im quadratischen Mittel. Mit λT
wird die Abweichung des freien Randes zum vorgegebene Verlauf zum Endzeitpunkt
T gewichtet. Die Funktion S(ubcs/l, Ac, ∂µus/l|Γ) repräsentiert ein Straunktional, wel-
ches zusätzliche (Kontroll-)Kosten modelliert und / oder Regularisierungsterme ent-
hält. Da in dieser Arbeit verschiedene Straunktionale untersucht werden, wird dieser
Term erst in Kapitel 4 genauer formuliert.
csρ∂tus − ks∆us = 0 in (0, T ]× Ωs (2.8)
clρ∂tul + clρ∇ul · v − kl∆ul = 0 in (0, T ]× Ωl (2.9)
∇ · v = 0 in (0, T ]× Ωl (2.10)




+ gγ(ul − uref)−A +
1
ρ
∇p = 0 in (0, T ]× Ωl (2.12)





◦ Φ = 0 in (0, T ]×G (2.13)
us/l = uM auf (0, T ]× Γ (2.14)
ks/l∂νus/l + αs/l(us/l − ub0s/l − βubcs/l) = 0 auf (0, T ]× ∂Ω (2.15)
us/l(0, x) = us/l0(x) für x ∈ Ω (2.16)
f(0, y) = f(0, y) für y ∈ G (2.17)
v(0, x) = 0 für x ∈ Ωl (2.18)
f = f fr = f r = 0 auf (0, T ]× ∂G (2.19)
v = 0 auf (0, T ]× ∂Ω (2.20)
∂νp(t, x) = ρν ·
(
A − gγ(ul(t, x)− uM)
)
+ ε∂2νvν auf (0, T ]× ∂Ωl. (2.21)
Bei den Nebenbedingungen (2.8)  (2.21) handelt es sich um das bereits hergeleite-
te nichtlineare partielle Dierentialgleichungssystem für die Zustandsvariablen. Die
Gleichungen (2.8)  (2.11) beschreiben den Zustand in den Phasen mittels der Wär-
meleitungsgleichungen und Navier-Stokes Gleichung. Bei (2.13) handelt es sich um
die aus (1.6) und (2.2) hergeleitete Stefan-Bedingung in Graphen-Formulierung. Die
Gleichungen (2.16)  (2.18) beschreiben die Anfangsbedingung und die Gleichungen
(2.19), (2.15)  (2.16) beschreiben die Randbedingungen.
2.2 Berechnung des Gradienten des
reduzierten Funktionals
Unter der Annahme, dass zu gegebenen ubcs/l, Ac eine eindeutige Lösung des Pro-
blems (2.8)  (2.21) bestimmt ist, wird das Optimierungsproblem (2.7) mit Hilfe des
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reduzierten Kostenfunktionals K umformuliert zu
K(ubcs/l, Ac) = J
(





wobei f(ubcs/l, Ac) und ∂µus/l|Γ(ubcs/l, Ac) als durch (2.8)  (2.21) eindeutig bestimmt
angenommen werden. (Eine kurze Diskussion zur Thematik der Lösbarkeit des Pro-
blems (2.8)  (2.21.) bendet sich in Abschnitt 2.2.1)
Dieser Abschnitt stellt eine Möglichkeit zur ezienten Berechnung des Gradienten
von K(ubcs/l,Ac) vor, welcher zur Lösung des Optimierungsproblems (2.22) mittels
eines Gradientenverfahrens dient. Dazu wird zuerst ein verallgemeinertes Optimie-
rungsproblem betrachtet um anschlieÿend die daraus gewonnen Erkenntnisse auf das
Optimierungsproblem (2.22) anzuwenden.
Es folgt die Denition einiger benötigter Begrie. Für eine ausführliche Abhand-
lung über lineare Funktionalanalysis und die optimale Steuerung von partiellen Dif-
ferentialgleichung sei auf [1] und [40] verwiesen. Im Folgenden seien X, Y , Z Ba-
nachräume. Mit
L(Y, Z) := {T : Y → Z : T stetig und linear}
wird die Menge aller linearen Operatoren von Y auf Z bezeichnet. Im Sinne der
Bezeichnung Operator soll die Schreibweise Ty := T (y) für T ∈ L(Y, Z) und y ∈ Y
verwendet werden. Der Dualraum
X ′ := L(X,K)
ist die Menge aller linearen Abbildungen von X auf den Körper K ∈ {R,C} (hier:
K = R). Die Elemente von X ′ werden lineare Funktionale genannt. Für T ∈ X ′ und
x ∈ X wird Tx = T (x) als Dualitätsprodukt bezeichnet.
Für z : Y → Z wird mit
Dz(y)ỹ = zy(y)ỹ := lim
ε→ 0
ε > 0
z(y + εỹ)− z(y)
ε
(2.23)
die Richtungsableitung von z in Richtung ỹ im Punkt y bezeichnet. Existiert diese
für alle Richtungen ỹ ∈ Ỹ eines Banachraumes Ỹ ⊆ Y und gilt zy(y) ∈ L(Ỹ , Z), so
heiÿt z heiÿt Gâteaux-dierenzierbar in y mit Ỹ . 1 Das Gâteaux-Dierential ist somit
ein linearer Operator vom Raum der (zulässigen) Richtungen Ỹ auf Z.
1Diese Denition von Gâteaux-Dierenzierbarkeit unterscheidet sich von der standardmäÿigen
Denition, für die Ỹ = Y gesetzt wird. Um das zu kennzeichnen, wird die Formulierung Gâteaux-
dierenzierbar mit Ỹ  verwendet.
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Falls Z = K, falls z in ỹ ∈ Y Gâteaux-dierenzierbar mit Ỹ = Y und wenn Y
ein Hilbertraum ist, dann bezeichne ∇z(y) ∈ Y den zu zy(y) ∈ Y ′ isomorphen Gra-






zy(y)ỹ, wobei (·.·)Y das zum Hilbertraum Y gehörige Skalarprodukt ist.
Existiert linearer Operator A ∈ L(Ỹ , Z) mit
lim
‖h‖Y →0
‖z(y + h)− z(y)− Ah‖Z
‖h‖Y
= 0
für alle h ∈ Ỹ , so heiÿt z Fréchet-dierenzierbar in y mit Ỹ . 2 Der Operator A heiÿt
Fréchet-Dierential. Des Weiteren ist A eine Gâteaux-Ableitung, d.h. jede Fréchet-
dierenzierbare Funktion ist auch Gâteaux-dierenzierbar. Das Gâteaux-Dierential
ist ein Kandidat für das Fréchet-Dierential. Die Fréchet-Ableitung wird als Gâteaux-
Ableitung berechnet, bzw. als Richtungsableitung.
Für Fréchet-dierenzierbare Funktionen gilt die Kettenregel. Sind E, Y und Z
Banachräume und sei z : Y → Z in y Fréchet-dierenzierbar mit Ỹ und e : Z → E
Fréchet-dierenzierbar in z(y) mit Z̃ ⊇ {zy(y)ỹ : ỹ ∈ Ỹ }, so ist e ◦ z Fréchet-










Als nächstes wird das verallgemeinerte Optimierungsproblem
J(z, y) = min!
z,y
unter den Nebenbedingungen
e(z, y) = 0 (e : Z × Y → E ′)
(2.24)
betrachtet, wobei z(y) durch e(z, y) = 0 eindeutig bestimmt sein soll. Somit lässt sich
das äquivalente Minimierungsproblem
K(y) = J(z(y), y) = min!
y
(2.25)
formulieren. Die Lagrange-Funktion wird mit
L(z, y, ξ) := J(z, y) + e(z, y)ξ L : Z × Y × E → K
deniert. Die Lagrangefunktion wird in dieser Arbeit nur als Hilfsfunktion zur Be-
rechnung des Gradienten verwendet.
2Diese Denition der Fréchet-Dierenzierbarkeit unterscheidet sich standardmäÿigen Denition
äquivalent zur Gâteaux-Dierenzierbarkeit, siehe obige Fuÿnote.
27
Satz 2.1 Seien E, Z, Y Banachräume und sei z(y) eindeutig durch e(z, y) = 0 be-




zy(y)ỹ : ỹ ∈ Ỹ
}
gilt. Die Funktionen J und e seien Fréchet-dierenzierbar bzgl. z und y mit Z̃ bzw.
Ỹ . Aus
Lz(z, y, ξ)z̃ = 0 für alle z̃ ∈ Z̃ (2.26)
folgt dann
Ky(y)ỹ = Ly(z, y, ξ)ỹ .
Das aus (2.26) folgende Gleichungssystem wird auch adjungiertes Gleichungssy-
stem genannt, da dieses mittels das adjungierten Operators e∗z(z, y) ∈ L(E,Z ′) her-
geleitet wird:
0 = Lz(z, y, p)z̃ = Jz(z, y)z̃ + ez(z, y)z̃ξ
= Jz(z, y)z̃ + e
∗
z(z, y)ξz̃
=⇒ e∗z(z, y)ξ = −Jz(z, y) .
(2.27)
Auf die Thematik adjungierter Operatoren soll hier nicht näher eingegangen werden.
Dazu sei auf [40] verwiesen.
Durch den Satz 2.1 wird deutlich, warum in dieser Arbeit modizierte Denitio-
nen für die Gâteaux- und Fréchet-Dierenzierbarkeit eingeführt werden. Denn bei
Verwendung der Standard-Denitionen (siehe z.B. [40]) müsste Z̃ = Z vorausgesetzt
werden, was für die in dieser Arbeit untersuchte Problemstellung nicht erfüllt ist, wie
später gezeigt wird.
Beweis von Satz 2.1: Aus (2.26) folgt
0 = Lz(z, y, p)z̃
= Jz(z, y)z̃ + ez(z, y)z̃ξ
und somit
Jz(z, y)z̃ = −ez(z, y)z̃ξ
für alle z̃ ∈ Z̃, also gemäÿ Voraussetzung auch für alle zy(y)ỹ mit ỹ ∈ Ỹ :






= 0 für alle y gilt
0 = Dye(z, y)ỹ
= ez(z, y)zy(y)ỹ + ey(z, y)ỹ
und somit
ez(z, y)zy(y)ỹ = −ey(z, y)ỹ .
Durch Einsetzen in (2.28) folgt
Jz(z, y)zy(y)ỹ = ey(z, y)ỹξ . (2.29)
Für die Ableitung des reduzierten Funktionals K folgt durch Einsetzen von (2.29)
Ky(y)ỹ = Jy(z, y)ỹ + Jz(z, y)zy(y)ỹ
= Jy(z, y)ỹ + ey(z, y)ỹξ
= Ly(z, y, ξ)ỹ
(2.30)
für alle ỹ ∈ Ỹ , also die Behauptung. 
Es bleibt die Anwendung von Satz 2.1 auf das Optimierungsproblem (2.22). Mit
y = [ubcs/l, Ac] ∈ Y
z = [f, us, ul, v, p] ∈ Z
ξ = [ωs, ωl, ωbs, ωbl, π,ψ, ϕ, ϕs, ϕl] ∈ E
wird
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(

















kl∂νul + αl(ul − ub0s/l − βubcs/l)
)
ωbl
formuliert. Die Notation [. . . ] dient hier zur Bezeichnung von Tupeln. Die Funk-
tionen f , ϕ, ϕs, ϕl seien hinreichend glatt und auf [0, T ] × G deniert; us, ωs seien
hinreichend glatte, auf [0, T ]×Ω∗s denierte Funktionen; ul, v, p, ωl, ψ, π seien hinrei-
chend glatte auf [0, T ] × Ω∗l denierte Funktionen und ωbs/l seien hinreichend glatte
auf [0, T ]×∂Ωs/l\Γ denierte Funktionen. Die Mengen Ω∗s/l bezeichnen Erweiterungen
von Ωs/l welche











f̃ : [0, T ]×G→ [0, T ]×H, f̃ hinreichend glatt, f̃(0, y) = 0 für y ∈ G
und f̃ = f̃r = 0 auf (0, T ]× ∂G
}
erfüllen. Die Einführung von Ω∗s und Ω
∗
l als Denitionsbereiche für us, ωs, ul, v, p, ωl,
ψ, π ermöglicht die Existenz der Richtungsableitung in alle Richtungen f̃ ∈ F̃ . Denn
durch diese Erweiterungen Ω∗s/l umgeht man das Problem, dass die Denitionsberei-
che der Zustandsvariablen bei freien Rand-Problemen a-priori unbekannt sind. In dem
in dieser Arbeit betrachteten Problem sind die Denitionsbereiche von f abhängig,
welches wiederum von den restlichen Zustandsvariablen abhängt. Für die Container-
wand ∂Ω∩ ∂Ωs/l ist eine Erweiterung des Denitionsbereiches nicht notwendig, da f
an der Containerwand a-priori festgelegt ist und deshalb nicht variiert wird.
Für die Zustandsvariablen werden die (in e(z, y) unberücksichtigten) Nebenbedin-
gungen (2.16)  (2.21) vorausgesetzt. Das bedeutet, dort wo die Zustandsvariablen
durch eine Nebenbedingungen (2.16)  (2.21) festgelegt sind, dürfen sie nicht variiert
werden. Für den Raum der zulässigen Richtungen Z̃ gilt dementsprechend
Z̃ :=
{




ũs/l(0, x) = 0für x ∈ Ω∗s/l (2.32)
f̃(0, y) = 0 für y ∈ G (2.33)
ṽ(0, x) = 0 für x ∈ Ω∗l (2.34)
f̃ = f̃r = 0 auf (0, T ]× ∂G (2.35)
ṽ = 0 auf (0, T ]× ∂Ω (2.36)
∂ν p̃(t, x) = 0 auf (0, T ]× ∂Ωl. (2.37)
Die Lagrangefunktion lautet
L(f, us/l, v, p, ubcs/l, Ac, ωs/l, ωbs, ωbl, π,ψ, ϕ, ϕs/l)
= J(ubcs/l, Ac, ∂µus/l|Γ) + e(f, us/l, v, p, ubcs/l, Ac)[ωs/l, ωbs/l, π,ψ, ϕ, ϕs/l] .
Eine ausformulierte Variante bendet sich in Anhang A auf Seite 154. Das adjungierte
Gleichungssystem (2.38)  (2.50) folgt aus
D[f,us,ul,v,p]L(f, us, ul, v, p, ubcs/l, Ac, ωs, ωl, ωbs, ωbl, π,ψ, ϕ, ϕs, ϕl)[f̃ , ũs, ũl, ṽ , p̃] = 0
für alle zulässigen Richtungen f̃ , ũs, ũl, ṽ , p̃ gemäÿ (2.31). Eine detaillierte Herleitung




∆ωs in [0, T )× Ωs (2.38)




kl∆ωl − γg ·ψ
)
in [0, T )× Ωl (2.39)
ks/l∂νωs/l = −αs/lωs/l in [0, T )× ∂Ω (2.40)
ωs/l(T, x) = 0 für x ∈ Ω (2.41)
ϕ(t, y) = −ωs/l(t, x)±
1
ks/l
∇∂µus/lS|Γ ◦ Φ für t ∈ (0, t), y ∈ G (2.42)
∇ ·ψ = 0 in (0, T ]× Ωl (2.43)
ψ = 0 in (0, T ]× ∂Ωl (2.44)




= −clρωl∇ul +∇π in [0, T )× Ωl (2.46)
ψ(T, x) = 0 für x ∈ Ωl (2.47)
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◦ Φ in [0, T )×G]
Lρϕ(T, y) = λT
(
f(T, y)− f(T, y)
)
auf y ∈ G (2.50)
Gegeben sind dabei die Zustandsvariablen des Vorwärtssystems (2.8)  (2.21) und
gesucht sind die sogenannten adjungierten Variablen ωs/l, ωbs/l, ψ π und ϕ. Das ad-
jungierte Gleichungssystem wird in der Zeit rückwärts gelöst (Anfangsbedingungen
(2.41), (2.47) und (2.50) gelten für t = T ). Deshalb wird das adjungierte Gleichungssy-
stem auch als Rückwärtssystem bezeichnet (im Gegensatz zum Vorwärtssystem (2.8)
 (2.21), welches zeitlich vorwärts gelöst wird und für das die Anfangsbedingungen
für t = 0 gelten).
Die Gleichungen (2.38)  (2.42) können als Rückwärts-Wärmeleitungsgleichung
mit Wärmetransport und Quellterm in der üssigen Phase interpretiert werden. Dabei
gilt an der Containerwand eine homogene Robin-Randbedingung und am freien Rand
eine Dirichlet-Randbedingung.
Letztere ist maÿgeblich durch ϕ bestimmt, welche durch die partielle Dierential-
gleichung (2.49) mit der Anfangsbedingung (2.50) auf G× [0, T ] bestimmt wird. Die
Quellterme dieser Dierentialgleichung sind ∇fS und der Fehler des freien Randes
f−f
T
. Für ∇fS = 0 und f = f gilt ϕ = 0 und somit auch ωs/l = 0. Die Variablen
ωs/l sollen als adjungierte Temperatur und ϕ als adjungierte freie Rand-Temperatur
bezeichnet werden.
Die Gleichungen (2.43)  (2.48) ähneln der inkompressiblen Navier-Stokes Glei-
chung, welche zeitlich rückwärts gelöst wird. Dabei wird ψ allerdings mit der Ge-
schwindigkeit v aus dem Vorwärtssystem transportiert. Der Term (∇vT )ψ ist schwie-
rig zu interpretieren. Die Gröÿen ψ und π sollen als adjungierte Geschwindigkeit bzw.
adjungierter Druck bezeichnet werden. Das adjungierte Strömungsgleichungssystem
(2.43)  (2.48) wird von −clρωl∇ul angetrieben, d.h. für ∇fS = 0 und f = f gilt
auch ψ = 0 und π = 0.
In beiden Transporttermen in (2.39) und (2.45) ist die Transportgeschwindigkeit
jeweils v. Transportterme mit ψ als Geschwindigkeit treten hingegen nicht auf, d.h.
ψ ist keine Geschwindigkeit in engerem Sinne, was sofort ersichtlich wird, wenn man
sich die Einheiten betrachtet ([ψ] = s
m4
).
Als nächstes soll der Gradient ∇K berechnet werden. Der Raum der zulässigen
Kontrollen Y hängt von der Wahl vonA ab. Damit ein Gradientenverfahren entwickelt
werden kann, muss Ky(y) auf ganz Y deniert sein. Deshalb wird Ỹ = Y gesetzt (d.h.
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Ky(y) ∈ Y ′).
Um Satz 2.1 anzuwenden und um ∇K zu berechnen, muss zunächst überprüft
werden, ob z(y) sowie zy(y)ỹ für alle y, ỹ ∈ Y existieren und eindeutig sind, d.h. ob
Problem (2.8)  (2.21) für alle Kontrollen in y ∈ Y wohlgestellt ist. Leider ist für das
vorliegende Problem kein allgemeiner Existenzbeweis bekannt. Einige Betrachtungen
zu dieser Frage benden sich in Abschnitt 2.2.1.
Die Existenz von z(y) und der zy(y)ỹ für ỹ ∈ Y kann daher nur angenommen
werden. Für die in Kapitel 4 vorgestellten Test-Probleme (glatter freier Rand, der als
Graph dargestellt werden kann; keine Turbulenz) ist diese Annahme physikalisch und
aufgrund der erzielten Ergebnisse naheliegend.
Unter der Annahme, dass alle notwendigen Voraussetzungen erfüllt sind, kann
mit Hilfe von Satz 2.1 die Ableitung des reduzierten Funktionals K(ubcs/l,Ac) recht
einfach berechnet werden (vgl. dazu die ausformulierte Variante der Lagrangefunktion
in Anhang A auf Seite 154):
∇K = [∇ubcs/lK,∇AcK]
∇ubcs/lK = ∇ubcs/lS − βαs/lωs/l







2.2.1 Arbeiten zur Existenz und Eindeutigkeit von (Teil-)
Lösungen des untersuchten Problems
Für das Stefan-Problem ohne Konvektion (d.h. Wärmeleitung in den Phasen, Ste-
fan-Bedingung (1.6) und Schmelztemperatur-Bedingung (1.7) am freien Rand) gibt
es zahlreiche Untersuchungen zur Existenz und Eindeutigkeit einer Lösung. In [41,
IV.1] wird zunächst eine starke Formulierung des Stefan-Problems untersucht, welche
dem Gleichungssystem (1.1), (1.5) bei v = 0, (1.6) und (1.7) entspricht. Anhand von
Beispielen wird gezeigt, dass dieses Problem generell schlecht gestellt ist, da die Lö-
sung nicht eindeutig ist. Zum Beispiel erlaubt das Modell bei Temperaturen ul < uM
in der üssigen Phase sowohl die Unterkühlung der Flüssigkeit als auch das Entstehen
einer neuen festen Phase.
Allerdings lassen sich solche Fälle durch die Voraussetzungen der natürlichen Re-
striktionen
us < uM in Ωs und ul > uM in Ωl
vermeiden. Mit diesen Voraussetzungen gelingt es z.B. in [5], [6] und [15] zu zeigen,
dass eine eindeutige Lösung für das eindimensionale Ein-Phasen-Stefan-Problem zeit-
lich global existiert. (Das Ein-Phasen-Stefan-Problem entspricht dem Zwei-Phasen-
Stefan-Problem mit konstanter Temperatur in einer Phase).
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Des Weiteren ist es in [36] gelungen, die Existenz und Eindeutigkeit einer Lösung
für mehrdimensionale Ein- und Zwei-Phasen-Stefan-Probleme für kurze Zeitintervalle
zu beweisen. Allerdings muss der freie Rand dabei eine geschlossene Kurve bzw.
Oberäche sein, darf also die Containerwand nicht berühren, was bei dem in dieser
Arbeit betrachteten Problem der Fall ist.
In [41, IV] wird des Weiteren eine schwache Formulierung für das mehrdimensio-
nale Zwei-Phasen-Stefan-Problem eingeführt, welche aber nicht generell äquivalent
zur starken Formulierung ist. Für die schwache Formulierung kann gezeigt werden,
dass eine eindeutige Lösung existiert.
Leider lassen sich die Ergebnisse in [36] und [41] für den mehrdimensionalem Fall
nicht auf das Problem (2.8)  (2.21) ohne Konvektion (d.h. g = 0, A = 0, v = 0)
anwenden, da in (2.8) die Stefan-Bedingung in einer Graphen-Formulierung vorliegt.
Denn generell ist es nicht möglich alle freien Ränder als Graph zu formulieren. Ein
Beispiel für einen solchen Fall wird in Abbildung 2.1 gezeigt. Die linke Seite zeigt
eine Ausgangssituation und die Randbedingungen (Heiz- und Kühlzonen). Die rechte
Seite zeigt den Zustand der Konguration zu einem späteren Zeitpunkt. Der freie
Rand auf der rechten Seite kann nicht mehr als Graph dargestellt werden, sodass das
Lösungsverhalten für die skizzierte Konguration bei Formulierung der Stefan-Bedin-
gung in Graphenformulierung gemäÿ (2.8) unklar ist. Das heiÿt, entweder existiert
keine Losung oder die Lösung spiegelt nicht die Physik wieder.
Des Weiteren gibt es Arbeiten, die sich mit der Existenz und Eindeutigkeit einer
Lösung für das Navier-Stokes-Gleichungssystem (2.9)  (2.11) mit (g 6= 0) und ohne
(g = 0) Konvektion befassen. In [35] und [14] wird die Existenz ein Eindeutigkeit einer






Abbildung 2.1: Ein Beispielproblem zur Veranschaulichung der Schwierigkeiten des
Stefan-Problems in Graphenformulierung. Die Linke Seite zeigt eine Ausgangssituati-
on. Die rechte Seite zeigt das Resultat des skizzierten Wärmeusses am festen Rand.
Der freie Rand auf der rechten Seite kann nicht mehr als Graph dargestellt werden.
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ohne Konvektion (d.h. g = 0) bewiesen. Auÿerdem wird in [35] die Existenz und die
Eindeutigkeit einer schwachen Lösung im rotationssymmetrischen dreidimensionalen
Fall gezeigt. Für das allgemeine dreidimensionalen Problem sind laut [7], [35] und [14]
keine Existenzbeweise bekannt.
In [13] wird die Existenz einer schwachen Lösung für das Navier-Stokes-Glei-
chungssystem (2.9)  (2.11) mit durch die Boussinesq-Approximation modellierter
Auftriebskraft und ohne zusätzliche externe Kraft (d.h. A = 0) für den zwei- und
dreidimensionalen Fall bewiesen. Für den zweidimensionalen Fall kann auÿerdem die
Eindeutigkeit der Lösung bewiesen werden.
Zusammenfassend kann gesagt werden, dass es nicht ohne Weiteres möglich ist,
die Existenz und Eindeutigkeit einer Lösung für das System (2.8)  (2.21) zu bewei-
sen, was vor allem an der Graphendarstellung des freien Randes liegt. Die für diese
Arbeit relevanten Erstarrungsprozesse nden jedoch vorzugsweise in die Höhe gerich-
tet statt, sodass ein relativ acher freier Rand angenommen werden kann, der als
Graph darstellbar ist. Sofern der gewünschte freie Rand ebenfalls (relativ) ach, was
bei den in dieser Arbeit untersuchten Beispielen der Fall ist, ist die Annahme sinn-
voll, dass das Problem (2.8)  (2.21) für alle numerisch untersuchten Kontrollen (vgl.
Abschnitte 2.3 und 3.4) eine Lösung besitzt. Deren Eindeutigkeit ist unter Annahme
einer guten physikalischen Modellierung zumindest naheliegend.
2.3 Gradientenverfahren
Das Problem (2.22) soll mit Hilfe eines Gradientenverfahrens numerisch gelöst wer-
den. Dabei tritt die Schwierigkeit auf, dass die Gradienten ∇ubcs/lK und ∇AcK in
ubcs/l-Richtung und in Ac-Richtung von stark unterschiedlicher Gröÿenordnung sein
können. (Das hängt wesentlich von den physikalischen Konstanten ab und wird schnell
ersichtlich, wenn man bedenkt, dass ∇ubcs/lK und ∇AcK unterschiedliche Einheiten
besitzen.) Die Kontrolle mit beiden Kontrollvariablen ubcs/l und Ac wird deshalb nur
schlecht funktionieren, da das Ergebnis stark von einer Kontrollvariable dominiert
wird.
Um das Problem zu beheben, wird ein in Abschnitt 2.3.1 vorgestelltes vorkonditio-
niertes Gradientenverfahren zur Lösung von (2.22) verwendet. Der Vorkonditionierer
wird in Abschnitt 2.3.2 vorgestellt.
2.3.1 Vorkonditioniertes CG-Verfahren
Im Folgenden wird ein verallgemeinertes Minimierungsproblem
K
(






mit den Gradienten y′i = ∇yiK
(
[y1, y2, . . . ]
)
und den Vorkondtionierungs-Faktoren
[p1, p2, . . . ] betrachtet.
Der Algorithmus des in dieser Arbeit zum Einsatz kommenden vorkonditionierten
konjugierten Gradientenverfahrens nach Fletcher/Reeves wird in [16, 3.4.2] näher
untersucht. Er lautet wie folgt.
Festlegen eines Startwertes [y(0)1 , y
(0)
2 , . . . ]; d
(0) = 0.
Für alle 0 ≤ k < kmax
δ(k) =
































































2 , . . . ] + s
(k)d(k) .









Eine ausführliche Diskussion des Abbruchkriteriums erfolgt in Abschnitt 3.4.2. Mit
(·, ·)Y wird das durch den Hilbertraum Y induzierte Skalarprodukt bezeichnet und mit
‖ · ‖Y die dadurch induzierte Norm. Mit mod wird die Modulo-Operation (Restglied
bei ganzzahliger Division) bezeichnet. Durch krestart < kmax können Neustarts initiiert
werden, um die Fortsetzung von schlechten Richtungen oder Fehlern zu mindern,
siehe z.B. [16, 3.4.2]). Wird krestart = 1 gewählt, handelt es sich um das Verfahren des
steilsten Abstiegs.
Die Schrittweite s(k) wird mit Hilfe eines iterativen Strahlminimierungs-Algorith-
mus' ermittelt. Ein Schätzer für die Startschrittweite s(k)0 im Zusammenhang mit dem
Vorkonditionierer wird in Abschnitt 2.3.3 vorgestellt. Das verwendete Strahlminimie-
rungs-Verfahren ist in Abschnitt 3.4.1 detailliert beschrieben.
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2.3.2 Vorkonditionierung des Gradienten
Im Folgenden wird das verallgemeinerte Strahlminimierungsproblem
K
(




mit y′i = ∇yiK
(
[y1, y2, . . . ]
)
betrachtet, für das ein Vorkonditionierer {pi ∈ R} gefun-
den werden soll.
Ein naheliegender Ansatz ist, pi so zu bestimmen, dass
1 = ∂sK
(
[y1, y2, . . . ] + s[0, . . . , 0, piy
′










erfüllt ist. Da aber am gesuchten Minimum unter Umständen y′i = 0 gilt (nämlich
dann, wenn keine Restriktionen für Y vorliegen), eignet sich dieser Ansatz nur für






für alle k. (2.54)
Deshalb ist es besser pi so zu bestimmen, dass
1 = ∂2sK
(
[y1, y2, . . . ] + s[0, . . . , 0, piy
′





[y1, y2, . . . ] + s[0, . . . , 0, piy
′





























































































verwendet werden. Gemeinsam mit (2.53) für die erste Vorkonditionierung p(1)i kann






















√√√√ 1∣∣∣(‖y′(k)i ‖2 − ‖y′(k−1)i ‖2)s(k−1)p(k−1)i ∣∣∣+ σ2 . (2.60)
Die Gleichungen (2.59) und (2.60) entsprechen bis auf den Faktor s(k) den Gleichungen
(2.56) und (2.57). Dieser Faktor kann weggelassen werden, da er von i unabhängig
ist. Die Betragszeichen sowie das σ > 0 dienen hierbei dem Vermeiden sehr kleiner
Nenner. Die Wahl von σ erfolgt in Abstimmung mit dem Schrittweiten-Schätzer für
die Strahlminimierung. Dies wird im folgenden Abschnitt erläutert.
2.3.3 Schrittweiten-Schätzer für die Strahlminimierung
Zur Bestimmung von der Schrittweite s(k) wird der in Abschnitt 3.4.1 vorgeschlagene
Iterative Algorithmus verwendet, welcher einen Startwert s(k)0 benötigt. Wird dieser
deutlich falsch gewählt (mehrere Gröÿenordnungen), dauert die Suche nach dem Op-
timum s(k) zu lange. Wenn s(k)0 < 0 stark zu klein gewählt wird, kann es sogar zu
numerischen Instabilitäten aufgrund extrem groÿer Temperaturgradienten kommen.
Bei der Strahlminimierung ist deshalb eine Schrittweitenabschätzung unerlässlich.
Für den ersten Gradienten-Schritt (k = 0) empehlt sich eine Schrittweiten-Ab-
schätzung derart, dass der zu ubcs/l addierte Anteil des Gradienten ∇K in etwa so

























Dabei bezeichnen p(0)ubc,s/l die Präkonditionierungs-Faktoren für die Containerwand-






σs(k−1) : falls die Vorkonditionierer (2.59) oder (2.60) verwendet werden
s(k−1) : sonst, d.h. falls p(k−1)i = p
(k)
i
gesetzt. Die Wahl von σ erfolgt dabei wie in (2.59) bzw. (2.60). Für diese Gleichungen
gilt p(k)i ≤ 1σp
(k−1)
i . Somit verhindert die Wahl von σ, dass die Start-Schrittweite
s
(k−1)
0 < 0 zu klein gewählt wird. Sinnvolle Werte für σ sind σ = 10
−3 . . . 0, 1.
2.4 Modiziertes Gradientenverfahren
Ziel des modizierten Gradientenverfahrens ist die Reduzierung des Aufwands bei der
Lösung des adjungierten Gleichungssystemes. Anstelle des Gradienten vonK wird der
Gradient eines modizierten reduzierten Funktionals Kf∗ berechnet, welches sich von
K nur darin unterscheidet, dass der freie Rand und somit auch die Gebiete Ωs/l durch






: y ∈ G
}
mit f ∗ : [0, T ]×G→ [0, T ]×H . (2.61)








Φ : [0, T ]×G→ [0, T ]× Ω (2.62)
bestimmt sind. Die Funktion f ist nun unabhängig vom freien Rand. Ansonsten ist
Kf∗ auf die gleiche Weise deniert wie K, nämlich durch
Kf∗(ubcs/l, Ac) = J
(
f(ubcs/l, Ac), ubcs/l, Ac, ∂µus/l|Γ(ubcs/l, Ac)
)
mit (2.7) und den Nebenbedingungen (2.8)  (2.21).
Dieses modizierte Minimierungsproblem hat mit der ursprünglich gestellten Auf-
gabe nur etwas zu tun, wenn f = f ∗ erfüllt ist. Deshalb wird im Folgenden ein mo-
diziertes Gradientenverfahren vorgestellt, welches dies für jeden Gradientenschritt
sichert.
Initialisierung von u(0)bcs/l und A
(0)
c
FWD.0 Lösen des Vorwärtssystemes (2.8)  (2.21) f ∗(0) = f unter Verwendung




Für alle 0 ≤ k < kmax
GRD Berechnen das Gradienten ∇Kf∗(k) und Berechnung der Suchrichtung
d(k) gemäÿ des in 2.3.1 vorgestellten Algorithmus'






















c ] + s
(k)d(k)
Für die Schritte FWD.0 und FWD wird f ∗(k) = f gesetzt, d.h. der freie Rand Γ
und somit auch die Gebiete Ωs/l sind variabel gemäÿ (2.1) bestimmt. Das bedeutet,
die f ∗ werden in jeder Gradienten-Iteration durch eine Simulation bestimmt. Dies
und die Strahlminimierung über K (und nicht über Kf∗(k)) gewährleisten, dass in
jedem Schritt das physikalische Modell erfüllt wird.
Wegen Kf∗(k) = K für s
(k) → 0 (dies folgt aus f = f ∗(k)) sichert s(k) → 0 und
s(k) < 0 einen Abstieg für K. Demzufolge handelt es sich bei dem modizierten
Gradientenverfahren um ein Abstiegsverfahren für K.
Der Gradient ∇Kf∗(k) wird mittels des in Satz 2.1 beschriebenen Verfahrens be-
rechnet. Der Unterschied im Vergleich zum unmodizierten Gradientenverfahren (mit
(2.1)) besteht lediglich darin, dass bei der Variation von f bei der Herleitung des ad-
jungierten Gleichungssystems der freie Rand Γ und die Gebiete Ωs/l unverändert blei-





−∇fS in [0, T )×G. (2.49*)
Eine detaillierte Herleitung bendet sich in Abschnitt A.1. Die anderen adjungierten
Gleichungen (2.38)  (2.48) und (2.50) sind unverändert, ebenso wie die Berechnung
des Gradienten ∇Kf∗(k) durch
∇ubcs/lKf∗(k) = ∇ubcs/lS − βαs/lωs/l










Dieses Kapitel gliedert sich in fünf Teile. Im ersten Abschnitt wird die verwendete
nite-Volumen-Diskretisierungstechnik vorgestellt. In den Abschnitten 3.2 und 3.3
werden die Algorithmen zum Lösen des Gleichungssystem für die Zustandsvariablen
sowie des adjungierten Gleichungssystems erläutert. In Abschnitt 3.4 bendet sich die
Zusammenfassung des auf dem CG-Verfahren basierenden Optimierungsalgorithmus
einschlieÿlich der verwendeten Strahlminimierung. Eine Verikation des Strömungs-
lösers sowie des Lösers für das Stefan-Problem anhand von Bespielen mit bekannten
analytischen Lösungen bendet sich in Abschnitt 3.5.
Die Implementierung erfolgt mittels des freien Software-Paketes OpenFOAM, wel-
ches auf [37] zu Verfügung steht.
Da eine vollständige und detaillierte Beschreibung der Implementierung den Rah-
men dieser Arbeit sprengen würde, wird hier nur eine Übersicht über die verwen-
deten Techniken zur Diskretisierung und Lösung der Gleichungssysteme präsentiert.
Für ausführlichere Beschreibungen allgemein bekannter Methoden wird auf Literatur
verwiesen. Lediglich Aspekte, die für den Algorithmus kritisch sind, sowie Besonder-
heiten werden in diesem Kapitel ausführlicher beschrieben.
3.1 Diskretisierung
Die Diskretisierung erfolgt mittels der niten-Volumen-Methode in den Phasen und
mittels niter Dierenzen auf dem freien Rand. In den beiden Phasen werden be-
wegliche Gitter mit einer konstanten Anzahl von polyedrischen Volumen-Elementen
verwendet. Die Gitter in den Phasen und das Gitter für den freien Rand werden so
gewählt, dass die Flächenstücke am freien Rand übereinstimmen, siehe Abbildung
3.5. Die Zeitschrittweite wird adaptiv festgelegt.
Zur Vereinfachung der Darstellung des Algorithmus', insbesondere um unüber-
sichtliche Indizierungen zu ersparen, werden einige Formulierungen eingeführt:
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• 7→ bedeutet, eine (im Computer gespeicherte) Variable/Gröÿe wird durch eine
neue ersetzt. Zum Beispiel bedeutet t 7→ t+ τ , dass t durch t+ τ ersetzt wird.
• Variablen, die mit einem hochgestellten Nummer in Klammern gekennzeichnet
sind, bezeichnen Zwischenlösungen. Die Nullte Zwischenlösung ist die vorherige
Lösung, also z.B. v = v(0), v(1) ist die erste Zwischenlösung, v(3) ist die dritte
Zwischenlösung
3.1.1 Diskretisierung in den Phasen
Da in beiden Phasen die selbe Diskretisierungstechnik verwendet wird, wird im Fol-
genden, soweit nichts Anderes angegeben, auf ein Unterscheidung zwischen dem Gitter
der festen und der üssigen Phase verzichtet.
Bezeichne Vi die polyedrischen Volumen-Elemente und Sij deren Oberächen-
Flächenstücke für alle j, für die Vj an Vi grenzt. Dabei dürfen sich die niten Volumen
Vi nicht überlappen und sollen den gesamten Raum Ωs bzw. Ωl ausfüllen, d.h. bei
Betrachtung der Vi als oene Mengen gelte Vi ∩ Vj = ∅ für alle i 6= j, V i ∩ V j = Sij
falls V i ∩ V j 6= ∅, sowie ∪iV i = Ωs/l. Das Zentrum xi des Volumen-Elementes Vi sei
der Punkt, für den∫
Vi
(x − xi)dV = 0
gilt. Ähnlich ist das Zentrum y ij der Fläche Sij deniert:∫
Sij
(x − y ij)dS = 0 .










deniert. Ferner sei ν ij der von Vi nach Vj gerichtete Normalenvektor. In Abbildung
3.1 werden die eingeführten Gröÿen für ein zweidimensionales Gitter veranschaulicht.
Im Folgenden werden die Besonderheiten im rotationssymmetrischen Fall unter-
sucht. Danach wird ein Überblick über die verwendeten Methoden der Diskretisierung
der Gleichungen gegeben. Eine detaillierte Beschreibung sowie Fehlerbetrachtungen
benden sich z.B. in [28, Kapitel 3].
42
3.1.1.1 Besonderheiten im rotationssymmetrischen 3D Fall
Im rotationssymmetrischen Fall werden die Funktionen und die Gleichungssysteme
auf einem zylindrischen Koordinatensystem diskretisiert. Die zylindrischen Koordi-
naten werden im Folgenden mit (r, φ, h) ∈ [0, R]× [0, 2π]×H bezeichnet. Die Trans-




∈ G×H ist durch
y1 = r cosφ y2 = r sinφ h = h
gegeben.
Aufgrund der Rotationssymmetrie sind reellwertige Funktionen unabhängig von
φ. Vektorwertige Funktionen sind bei Darstellung bezüglich der Basis des zylindri-
schen Koordinatensystems unabhängig von φ, d.h. sowohl die Radial-Komponente, als
auch die Azimutal-Komponente und die Höhenkomponente sind unabhängig von φ.
Des Weiteren ist bei den in dieser Arbeit untersuchten Problemen die Azimutalkom-
ponente der Geschwindigkeit gleich Null, da keine Kraft in dieser Richtung einwirkt
und dies auch für die Anfangsbedingung gilt.
Die Herleitung der Gleichungssysteme erfolgte bisher nur für kartesische Koordina-
tensysteme. Deshalb müssen alle verwendeten Dierentialoperatoren für Funktionen
mit kartesischer Parametrisierung in Dierentialoperatoren für Funktionen mit zylin-


























Abbildung 3.1: Beispiel für ein zweidimensionales nites Volumen-Gitter.
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der dort angegeben Transformationen können die Gleichungssysteme für zylindrische
Koordinaten hergeleitet werden. Da das recht einfach ist, werden hier nur beispiel-
haft die Strömungsgleichungen (2.10) und (2.11) für zylindrisch parametrisierte Zu-
standsvariablen ǔl, p̌ und v̌ mit v̌φ = 0 (bei Dierentiation bezüglich zylindrischer
Koordinaten) angegeben:
0 =∇ · v̌ + 1
r
v̌r = 0


















































wobei die Gravitationsbeschleunigung g sinnvollerweise nur in Höhenrichtung wirkt
(sonst wäre das Problem nicht rotationssymmetrisch).
Als Randbedingung für r = 0 wird für skalare Funktionen u
∂ru = 0 für r = 0.
verwendet. Für vektorwertige Funktionen v wird
∂rvh = 0 für r = 0
vr = 0 für r = 0
gesetzt.
3.1.1.2 Diskretisierung des Transportterms
Für den Transportterm (∇φT ) · v einer stetigen Funktion φ : Rn → Rm folgt durch
partielle Integration∫
Vi
(∇φT ) · vdV =
∫
∂Vi
φ(ν · v)dS −
∫
Vi
φ(∇ · v)dV (3.1)
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Im kartesischen Koordinatensystem gilt ∇ · v = 0 und somit folgt mit dem Mittel-
wertsatz∫
Vi
(∇φT ) · vdV =
∫
∂Vi











für ein y ∈ Sij. Der Term
Fij :=
(
ν ij · v(y)
)
‖Sij‖
beschreibt den Volumenuss durch die Fläche Sij.
Bezüglich zylindrischer Koordinaten gilt ∇ · v̌ + 1
r
v̌r = 0 (vgl. Abschnitt C) und
somit folgt aus (3.1) und dem Mittelwertsatz∫
Vi
(∇φT ) · v̌dV =
∫
∂Vi
























für ein y ∈ Sij und ein z ∈ Vi.
Der kritische Teil bei der Berechnung des Transportterms ist die Interpolation der
Variablen φ(y) und v(y) auf der Oberäche Sij. Wichtig ist dabei die Beibehaltung
der Beschränktheit. Das bedeutet, falls z.B. φ in den Punkten xi und xj durch φmin ≤
φ(xi/j) ≤ φmax beschränkt ist, so soll dies auch für die Interpolationen in yij gelten:
φmin ≤ φ(yij) ≤ φmax. Da Fij nur explizit ausgewertet wird (siehe Abschnitt 3.2.1),
ist für die Interpolation von v(y) ein linearer Ansatz (in der Literatur (u.A. in [28])
oft zentrale Dierenzen Methode genannt) gut geeignet
v(y) ≈ ‖xj − yij‖2v i + ‖yij − xi‖2vj
‖xj − yij‖2 + ‖yij − xi‖2
.
Für die Interpolation von φ(y) ist dieses Schema ungeeignet, da φ(y) ausschlieÿlich
implizit ausgewertet wird und in diesem Fall die Beibehaltung der Beschränktheit
nicht gesichert werden kann. Eine Alternative, die das sichert, ist das Upwind-Schema:
φ(y) ≈
{
φ(xi) falls Fij ≥ 0
φ(xj) falls Fij < 0.
Leider erfolgt dabei die Gewährleistung der Beschränkung auf Kosten der Genauig-
keit. Deshalb ndet hier das SFCD Verfahren (self ltered central dierences) Ver-
wendung, welches in [9] beschrieben steht. Beim SFCD-Verfahren wird ein gewichteter
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Mittelwert aus dem linearen Interpolationsschema und dem Upwind-Schema berech-
net. Die Gewichtung wird dabei in Abhängigkeit von Gradienten von ν ·v so gewählt,
dass die Beschränktheit gewährleistet wird.
Eine Betrachtung einiger weiterer Interpolations-Schemata bendet sich in [28,
3.4]. In Abschnitt 3.5.2 werden unterschiedliche Interpolationsmethoden (insbesonde-
re für den Fall der Nicht-Beibehaltung der Beschränkung) anhand eines Testproblems
mit bekannter analytischer Lösung verglichen. Ein etwas ausführlicher Vergleich von
Interpolations-Schemata bendet sich in [30].
3.1.1.3 Diskretisierung des Laplaceterms
Für den Laplaceterm ∆φ einer stetigen Funktion φ : Rn → R folgt aus dem Gauÿschen












(∇φT ) · ∇dV =
∫
∂Vi








für ein y ∈ Sij. Für orthogonale Gitter (d.h. ν ij = (xj − xi)/‖xj − xi‖2) kann(
∇φ(y)T
)





Für nicht-orthogonale Gitter würde es sich anbieten, den Gradienten in allen be-




















und dann den Gradienten ∇φ(y)T auf der Oberäche zu interpolieren
∇φ(y)T ≈ ‖xj − yij‖2∇φ(xi)
T + ‖yij − xi‖2∇φ(xj)T
‖xj − yij‖2 + ‖yij − xi‖2
. (3.4)
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Das hat den Nachteil, dass im Vergleich zu (3.2) zum Einen mehr nite Volumen
berücksichtigt werden, d.h. die Anzahl der besetzten Spalten im (dünnbesetzten)
Gleichungssystem gröÿer ist (z.B. 13 anstatt 5 bei einem viereckigen 2D Gitter ohne
hängende Kanten bzw. 25 anstatt 7 in einem 3D Gitter). Zum Anderen treten deutlich
mehr Rundungsfehler aufgrund der höheren Komplexität des Gleichungssystems auf,
siehe [28, 3.3.1.3 und 3.6].




· ν ij in einen orthogonalen und einen nicht-
orthogonalen Anteil zerlegt wird(
∇φ(y)T
)














ν ij = δ ij + γ ij
gilt. Dabei wird der orthogonale Anteil mit (3.2) und der nicht-orthogonale explizit
mit (3.3) und (3.4) behandelt. Die explizite Berechnung des nicht-orthogonalen An-
teils hat zur Folge, dass die betreende Zustandsgleichung unter Umständen mehrere
Male gelöst werden muss, siehe 3.2.2. Der Vorteil besteht darin, dass das Gleichungs-
system deutlich dünner besetzt und wesentlich schneller zu lösen ist.
Für die Zerlegung von ν ij sei hier nur ein Ansatz vorgestellt, bei dem ‖δ ij‖2 = 1
gewählt wird sodass der Beitrag des (impliziten) orthogonalen Anteils genauso groÿ




γ ij = ν ij − δ ij .
Zwei weitere Möglichkeiten sind in [28, 3.3.1.3] vorgestellt.
3.1.1.4 Zeitdiskretisierung, Wahl der Zeitschrittweite und Speicherung
der Zustandsvariablen
Die Zeitdiskretisierung erfolgt mittels des Euler-Verfahrens. Die hier vorgestellten
Lösungs-Algorithmen sind implizit bezüglich der Zeit und erweisen sich auch bei





deniert, wobei τ die Zeitschrittweite, |v| den Betrag der Geschwindigkeit und δx den
Zelldurchmesser in Richtung der Geschwindigkeit bezeichnet.
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mit z.B. Comax = 1 . . . 3. Dieses Verfahren wird unter anderem in [27] vorgeschlagen.
Der Einuss von Comax auf die Genauigkeit eines Testproblems mit bekannter Lösung
wird in Abschnitt 3.5.2.1 untersucht.
Die für die Berechnung der Courant-Zahl relevante Geschwindigkeit ist die der
Transportterme. Für das adjungierte Gleichungssystem ist das v (und nicht ψ). Die
Berechnung der Zeitschrittweite für die adjungierte Geschwindigkeit erfolgt demnach
ebenfalls gemäÿ (3.6).
Prinzipiell könnte für das adjungierte Gleichungssystem das gleiche Zeitgitter wie
im Vorwärtsschritt verwendet werden. Wegen des geringen Aufwands und aus Grün-
den der Flexibilität erfolgte die Implementierung jedoch so, dass für die Lösung der
beiden Gleichungssysteme unterschiedliche Courant-Zahlen gewählt werden können.
Für die Berechnung des adjungierten Gleichungssystems werden die Zustandsva-
riablen aus dem Vorwärtsschritt benötigt. Zur Speicherung dieser Variablen wird ein





Sowohl die Abspeicherung der Zustandsvariablen als auch die Abspeicherung der Kon-
trollvariablen ubcs/l und Ac und deren Gradienten erfolgt jeweils zu den Zeitpunkten
ti. Bei der Lösung der Gleichungssysteme werden die benötigten gespeicherten Varia-
blen dann jeweils linear interpoliert. Für ns wird in dieser Arbeit 200 gewählt.
Die Schrittweiten τ für das Vorwärtssystem und das adjungierte System werden so
gewählt, dass jeweils Berechnungen zu den Zeitpunkten ti erfolgen. Das reduziert die
Interpolationsfehler. Für das Vorwärtssystem erfolgt die Berechnung der Zeitschritt-




tj = min{ti : ti > t}
τ =

tj − t : falls t+ τ̃ > tj
2
3
(tj − t) : falls t+ 32 τ̃ > tj
τ̃ : sonst.
Zum Zeitpunkt t ist tj der nächste Zeitpunkt, zu dem die Zustandsvariablen gespei-
chert werden. Durch die Wahl von τ = 2
3
(tj−t) wird verhindert, dass die Schrittweiten
τ stark variieren, falls t+ τ̃ nur ein wenig kleiner ist als tj.
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Analog dazu erfolgt für das adjungiertem System die Berechnung der Zeitschritt-




tj = max{ti : ti < t}
τ =

tj − t : falls t− τ̃ < tj
2
3
(tj − t) : falls t− 32 τ̃ < tj
−τ̃ : sonst.
Die Gradienten der Kontrollvariablen werden jeweils zu den Zeitpunkten ti gespei-
chert.
3.1.1.5 Gitterbewegung
Es bezeichne Ms/l(t) die Menge der Eckpunkte der Volumen-Elemente Vi in der fe-
sten bzw. der üssigen Phase zum Zeitpunkt t, so wie in Abbildung 3.2 skizziert.
Ferner wird für Höhe H = [0, h] festgelegt, sodass d.h. Ωs(t) = G × [0, f(t, y)] und
Ωl(t) = G× [f(t, y), h] jeweils für y ∈ G. Für ein beliebiges StartgitterMs/l(0) werden








Abbildung 3.2: Die Mengen Ms (blaue und rot/blaue Punkte) und Ml (rote und






















wobei jeweils mg ∈ G und mh ∈ H. Anschaulich formuliert bedeutet das, dass die
Gitter Ms bzw. Ml entsprechend der Bewegung des freien Randes gestreckt. bzw.
gestaucht werden. Die Anzahl der Eckpunkte und somit auch die Anzahl der Volu-
menelemente bleiben konstant. Die Werte f(t, x) werden durch lineare Interpolation
des diskretisierten Graphen f(t) berechnet, siehe Abschnitt 3.1.2. Ein Beispiel für ein
bewegtes Gitter, wie es in dieser Arbeit verwendet wird, bendet sich in Abbildung
3.3.
Die Gitterbewegung muss auch bei den diskretisierten Zustandsvariablen berück-
sichtigt werden. Betrachtet wird ein nites Volumen Vi welches nach V
+
i bewegt wird.
Ferner seien Sij und S
+
ij die Oberächen-Stücke von Vi bzw. V
+
i und y ij bzw. y
+
ij die da-
zugehörigen Mittelpunkte. Die Volumen, welche bei der Bewegung des Flächenstücke
Sij überdeckt werden, werden mit Aij bezeichnet, siehe Abbildung 3.4. Bewegt sich
ein Flächenstück in Richtung der Normalen ν ij gilt Aij > 0, bewegt es sich entgegen
der Normalen, gilt Aij < 0.





















Bei der Implementierung ndet ausschlieÿlich die implizite Form Verwendung.
Da in dieser Arbeit nur 2D und rotationssymmetrische 3D Gitter Verwendung
nden und die Bewegung ausschlieÿlich in eine Richtung eh := (0, 1) ∈ G×H erfolgt,




‖Sij‖(ν ij · eh)
)(
(y+ij − y ij) · eh
)
.
Für weitergehende Betrachtungen (welche auch komplexere Gitterbewegungen als die
in dieser Arbeit verwendeten beinhalten) wird auf [29] verwiesen.
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Da die Gitter während der Zeitschritte t→ t+ τ bewegt werden, sind die diskre-
tisierte Zustandsgleichung und die Korrektur der Gitterbewegung zusammengefasst.
Das bedeutet, eine Zustandsgleichung der Form














diskretisiert und nach φ+ aufgelöst, anstatt zuerst die Korrektur der Gitterbewegung
zu berechnen und dann die die Zustandsgleichung zu diskretisieren und zu lösen.
Abbildung 3.3: Beispiel für ein in dieser Arbeit verwendetes bewegtes Gitter. Das
Gitter für die feste Phase ist rot dargestellt, das Gitter für die üssige Phase ist blau
und der freie Rand ist schwarz dargestellt.
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Dabei bezeichnet φ+ die diskretisierte Zustandsvariable für den neuen Zeitschritt
t+ τ und das nite Volumen V +i .
Die Interpolation von φ+(y+ij) erfolgt, wie in Abschnitt 3.1.1.2 diskutiert, mittels
der SFCD-Methode.
3.1.2 Diskretisierung des freien Randes
Das Gitter, auf dem die auf der Grundäche G denierten Funktionen diskretisiert
werden, wird im Folgenden als freies Rand-Gitter bezeichnet. Dieses Gitter wird be-
nötigt, um den Graphen f zu diskretisieren, um die Bewegung des freien Randes
ft mittels der Stefan-Bedingung zu berechnen und um die adjungierte freie Rand-
Temperatur ϕ zu berechnen.
Die Gitter in den Phasen werden so gewählt, dass am freien Rand die Flächen-
stücke der niten Volumen übereinstimmen. Die (orthogonalen) Projektionen der
Mittelpunkte dieser Flächenstücke sowie der Eckpunkte an der Containerwand auf G
bilden das Gitter des freien Randes, wie in Abbildung 3.5 dargestellt. Alle auf dem
freien Rand-Gitter denierten Zustandsgröÿen (einschlieÿlich f) werden in diesen Git-
terpunkten diskretisiert. Die Ableitungen in Richtungen auf G werden durch nite
Dierenzen gebildet. Die Ableitungen der Zustandsgröÿen in Richtung der Phasen,
d.h. die Ableitungen in Normalenrichtung µ bzw. ν sowie in Höhenrichtung h werden,
mit den niten-Volumen-Techniken für Phasengitter berechnet.
Die Diskretisierung der Gleichungssysteme auf dem freien Rand-Gitter erfolgt ex-
plizit. Im Vorwärtsschritt ist das Stefan-Problem zu lösen, woran die Gitterbewegung
                       
                       
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Abbildung 3.4: Bewegung eines zweidimensionalen niten-Volumen-Gitters.
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gekoppelt ist. Der Algorithmus für einen Zeitschritt t 7→ t + τ lautet wie folgt (der
gesamte Algorithmus wird in 3.2.2 vorgestellt):
FWD.2.1 Lösen der semidiskreten Gleichung




1 + f 2r (t)(ks∂µus(t)− kl∂µul(t))
FWD.2.2 Bewegung der Phasengitter durch Bewegung der Eckpunkte der
niten Volumen und mittels linearer Interpolation von f , so wie in Abschnitt
3.1.1.5 beschrieben.
FWD.2.3 Neuberechnung von f durch Diskretisierung des freien Randes in
den Gitterpunkten, d.h. in den Mittelpunkten (g, h) ∈ G × H der Flächen-
stücke am freien Rand wird f(g) = h gesetzt, siehe Abbildung 3.5.
Im Rückwärtsschritt ist das Gleichungssystem (2.49)  (2.50) zu lösen. Die Git-
terbewegung ist durch das Vorwärtssystem gegeben. Der Algorithmus für einen Zeit-
schritt t 7→ t+ τ (τ < 0) in semidiskreter Form lautet wie folgt.
BWD.2.1 Rekonstruktion von f(t + τ) durch lineare Interpolation des ge-




Abbildung 3.5: Das Gitter zur Berechnung der Bewegung des freien Randes und zur
Lösung der auf G denierten Gleichungssysteme (2.13), (2.17) und (2.49)  (2.50).
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BWD.2.2 Bewegung der Phasengitter durch Bewegung der Eckpunkte der
niten Volumen und mittels linearer Interpolation von f , so wie in Abschnitt
3.1.1.5 beschrieben.
BWD.2.3
ϕ(t+ τ) = ϕ(t)− τ
Lρ
(















1 + fr(t+ τ)2
) : im rotationssym. 3D Fall
− ϕ(t)
(

















Es folgt eine Beschreibung des PISO-Verfahrens, welches zur Lösung der Zustandsglei-
chung in der üssigen Phase verwendet wird. Danach wird der gesamte Algorithmus
für das Vorwärtsproblem vorgestellt.
3.2.1 PISO Verfahren zur Lösung der Strömungsgleichung
Bei der Lösung der Strömungsgleichung gibt es im Wesentlichen zwei Schwierigkeiten:
die Nichtlinearität und und die Geschwindigkeits-Druck-Kopplung. Bei konvektions-
getriebenen Strömungen kommt die Temperatur-Geschwindigkeits-Kopplung als zu-
sätzliches Problem hinzu. Die Nichtlinearität entsteht durch den Term (∇vT ) · v und
wird hier durch Linearisierung gelöst, d.h. durch Verwendung einer vorherigen Zwi-
schenlösung: (∇v(i)T )·v(i−1). Der dadurch entstehende Fehler wird durch die mehrma-
lige Geschwindigkeits-Korrektur (s.u.) gelöst. Eine genauere Diskussion dieser The-
matik bendet sich in [28, Kapitel 3.8].
Das Problem der Geschwindigkeits-Druck-Kopplung wird durch den PISO Algo-
rithmus (Pressure Implicit with Splitting of Operators, die Erklärung dieser Be-
zeichnung erfolgt weiter unten) gelöst, welcher von Issa in [26] eingeführt wird. In
[27] stellt Issa eine modizierte Variante für ein konvektions-getriebenes stationäres
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Problem vor, welches auch die Temperatur-Geschwindigkeits-Kopplung berücksich-
tigt. Der hier vorgestellte Ansatz basiert im Wesentlichen auf dem in [28, Kapitel 3.8]
beschriebenen Algorithmus für nite Volumen, unter Verwendung einiger Ideen aus
[27] zur Einkopplung der Temperatur.
Es folgt eine Beschreibung des verwendeten PISO Algorithmus'. Eine exakte For-
mulierung der diskretisierten Gleichungen bendet sich in Schritt FWD.5 des Algo-
rithmus' in 3.2.2.
1. Zuerst wird die Impuls-Gleichung (2.11) unter Verwendung von Geschwindigkeit
(nur für den Transportterm (∇vT ) · v), Druck und Temperatur aus dem vor-
herigen Schritt implizit gelöst (siehe Schritt FWD.5.1 in 3.2.2). Dieser Schritt
wird Momentum-Schätzer genannt.
2. Unter Verwendung der Geschwindigkeits-Abschätzung aus Schritt 1 wird die
Temperatur berechnet. Dieser Schritt wird Temperatur-Schätzer genannt.
3. Lösen der Druck-Gleichung, welche im Folgenden hergeleitet wird. Sei v∗
eine Lösung der diskretisierten Gleichung
v∗ − v
τ





∇p = −gγ(ul − uM) +A .






∇p− gγ(ul − uM) +A , (3.8)
wobei B(v+) eine von v+ abhängige Matrix ist. Diese wird nun in einen Dia-
gonalteil D(v+), und einen Auÿerdiagonalteil E(v+) zerlegt: B(v+) = D(v+) +
E(v+). Diese Zerlegung ist die Motivation für die Bezeichnung Splitting of Ope-
rators. Mit Hilfe von E(v+) kann der Operator H(v+, v∗) wie folgt deniert
werden:
H(v+, v∗) := −E(v+)v∗ + v
τ
.





∇p− gγ(ul − uM) +A
)
.
Ziel ist ist es nun, zu gegebenen Abschätzungen v(i) und u(k)l eine neue Druck-










∇ · v(i+1) = 0 (3.10)













4. In der Momentum-Korrektur wird v(i+1) aus (3.9) berechnet.
5. Anschlieÿend wird mit Hilfe der Geschwindigkeits-Abschätzung aus dem vorhe-
rigen Schritt eine neue Temperatur-Abschätzung berechnet. Dieser Schritt wird
Temperatur-Korrektur genannt.
Bei diesem Algorithmus wird der Druck implizit berechnet, daher die Bezeichnung
Pressure Implicit. Die Schritte 36 werden mehrere Male wiederholt, einerseits um
den durch die Linearisierung entstandenen Fehler zu reduzieren (H wird jedes Mal neu
berechnet), andererseits um die Verwendung der expliziten Momentum-Korrektur in
4. zu kompensieren. Die Schritte 36 stellen eine Fixpunktiteration dar, deren Lösung
die (voll-) implizite Lösung der Zustandsgleichungen im der üssigen Phase ist.
Der Vorteil des PISO-Verfahrens ist, dass die Masseerhaltungs-Gleichung (2.10)
numerisch erfüllt wird. Das ist insbesondere bei durch Konvektion getrieben Strö-
mungsproblemen wichtig, da eine Verletzung von (2.10) sich numerisch in Form von
Wärme-quellen/-Senken bemerkbar macht, was wiederum durch den Auftriebsterm
zu Rückkopplung auf die Strömungsgleichung führt. In Abschnitt 3.5.2 wird das näher
untersucht.
3.2.2 Der Algorithmus für den Vorwärtsschritt
Es wurde alles zusammengestellt, was zur Diskretisierung und Lösung der partiellen
Dierentialgleichung nötig ist, sodass im Folgenden der Algorithmus für die Lösung
des Vorwärtsschrittes vorgestellt werden kann.
FWD.0 Initialisierung: us/l = u0s/l, v = v0, f = f0, t = 0
Wiederhole, solange t < T
FWD.1 Berechnung der Zeitschrittweite τ gemäÿ 3.1.1.4.
FWD.2 Lösen der Stefan Bedingung und Bewegung des Gitters gemäÿ
der in 3.1.2 vorgestellten Teilschritte.
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FWD.3 Berechnen der neuen Randbedingungen für us/l, v und p sowie
von A zum Zeitpunkt t+ τ , soweit erforderlich.
FWD.4 Lösen der Wärmeleitungsgleichung unter Berücksichtigung der









FWD.5 Lösen der Zustandsgleichungen in der üssigen Phase mit Hilfe
des PISO-Verfahrens
FWD.5.1 Momentum-Schätzer, d.h. Diskretisierung und Lösen von
v(1) − v
τ





∇p = −gγ(ul − uM) +A .











FWD.5.3 Fixpunktiteration zur Lösung von Geschwindigkeit, Druck
und Temperatur
Für alle n = 0, . . . , nmax
FWD.5.3.1 Lösen der Druckgleichung, d.h. Diskretisierung, Berech-










− gγ(u(n+1)l − uM) +A
]
.






















FWD.6 Abspeichern der Ergebnisse




ul 7→ u(nmax+2)l .
Die linke Seite der Druckgleichung in Schritt FWD.5.3.1 wird wie der Laplaceterm
in Abschnitt 3.1.1.3 diskretisiert, da D(v(n+1))−1 für ein einzeln betrachtetes nites
Volumen eine Konstante ist und ∇ · ∇ = ∆ gilt. Deshalb muss wegen der verwen-
deten nicht-orthogonalen Gitter der Schritt FWD.5.3.1 wiederholt werden. Bei den
Gittern der in dieser Arbeit untersuchten Probleme reicht es aus, wenn dies 23 mal
geschieht. Bei den anderen Gleichungen, in denen der Laplaceoperator vorkommt,
spielt der durch die explizite Diskretisierung des nicht-orthogonalen Anteils von (3.5)
entstehende Fehler keine relevante Rolle (bzw. gar keine, wenn ohnehin eine explizite
Korrektur erfolgt).
3.2.3 Numerische Lösung der Druckgleichung (3.11)
Die Druckgleichung (3.11) besitzt keine eindeutige Lösung. Sie ist nur bis auf eine
Konstante eindeutig bestimmt. Das Standardverfahren in OpenFOAM zum Lösen der
Druckgleichung ist die Einführung eines Referenzpunktes xref , in dem p(xref) = pref ge-
setzt wird. Die auf diese Weise diskretisierte Druckgleichung ist schlecht konditioniert.
Das führt zu einem starken Fehler, wie in Abschnitt 3.5.2.3 anhand eines Testproblems
demonstriert wird. Da aufgrund der nicht-orthogonalen Gitter das Gleichungssystem
in Schritt FWD.5.3.1 ohnehin mehrere Male gelöst wird, bietet sich eine einfache
Abhilfe: Das erste Lösen der Druckgleichung in FWD.5.3.1 erfolgt auf herkömmliche
Weise, d.h. durch Einführung von p(xref) = pref . In den weiteren Schritten wird die









+σpref auf (0, T ]× ∂Ωl
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ersetzt, wobei hier als Referenzdruck pref der Randdruck der letzten Lösung der Druck-
gleichung (3.11) verwendet wird. Für σ = 0 entspricht die gemischte Randbedingung
der ursprünglichen Neumann-Randbedingung. Der Parameter σ > 0 sollte deshalb
möglichst klein gewählt werden. Erfahrungsgemäÿ ist σ = 0.02 eine gute Wahl. Wie
in Abschnitt 3.5.2.3 demonstriert wird, funktioniert diese einfache Verbesserung recht
gut.
Bei konvektions-getriebenen Problemen besteht der Druck p zum Groÿteil aus
einem durch die Gravitations-Kraft verursachten zeitlich konstanten Anteil (in Form
eines vertikalen Gradienten). Durch Separation dieses Anteils sollen die beim Lösen
der Druckgleichung entstehenden Fehler verringert werden. Im Detail wird
p = p̃+ pc
substituiert, wobei pc einen näherungsweise zeitlich konstanten Anteil darstellt. Der
















ersetzt. Der Anteil pc wird wie folgt bestimmt. Die Initialisierung erfolgt mit pc = 0.
Am Ende jedes Zeitschrittes wird ein Schritt FWD.6









gesetzt. Für η > 0 sind Werte zwischen 1 und 10 sinnvoll. Damit lässt sich pc als
zeitlich stark geglätteter Druck p darstellen.
Die Wirkung dieser Modikation wird in Abschnitt 3.5.2.4 anhand eines Test-
problems demonstriert und lässt sich wie folgt begründen: Die Rundungsfehler, die
beim Lösen der Druckgleichung entstehen, sind proportional zu |p| (ohne Modika-
tion) bzw. zu |p̃| (mit Modikation). Durch die Separation des zeitlich konstanten
Anteils p̃ = p− pc wird |p̃| und somit auch die Rundungsfehler kleiner. Aufgrund der
schlechten Kondition haben diese Rundungsfehler einen entscheidenden Einuss auf
die Genauigkeit der Lösung.
3.3 Rückwärtsschritt
Für die Lösung des adjungierten Gleichungssystems wird ein ähnlicher Ansatz wie
für das Vorwärtsproblem verwendet, welcher im Folgenden Beschrieben wird.
Die zum Lösen des adjungierten Gleichungssystems benötigten Zustandsvariablen
(einschlieÿlich f) werden, wie in Abschnitt 3.1.1.4 beschrieben, während des Lösens
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des Vorwärtssystem gespeichert. Das Ortsgitter wird wie im Vorwärtsschritt mittels
(3.7) berechnet, wobei f gemäÿ Abschnitt 3.1.2 zum Zeitpunkt t+τ linear interpoliert
wird.
3.3.1 Das PISO Verfahren zur Lösung der adjungierten Strö-
mungsgleichung
Zur Lösung der adjungierten Strömungsgleichung wird das PISO Verfahren aus dem
Vorwärtsschritt adaptiert, d.h. es wird ein Löser mit den folgenden Eigenschaften
entwickelt.
1. Berücksichtigung der Geschwindigkeits-Druck-Kopplung mittels impliziter Be-
rechnung des Drucks und expliziter Geschwindigkeits-Korrektur derart, dass die
Masseerhaltung ∇ ·ψ = 0 gesichert wird.
2. Berücksichtigung der Temperatur-Geschwindigkeits Kopplung mittels impliziter
Temperatur-Korrektur.
3. Explizite Einbindung des Terms (∇vT )ψ. Dadurch ist das Gleichungssystem für
adjungierte Geschwindigkeit ψ komponenten-unabhängig (genauso wie für die
Geschwindigkeit v im Vorwärtsschritt). Das verringert den Rechenaufwand und
den Implementierungsaufwand.
Es folgt eine Beschreibung und Herleitung des verwendeten Algorithmus'. Eine aus-
führliche Formulierung des verwendeten Lösers bendet sich in Schritt BWD.5 des
Algorithmus' in 3.3.2.
1. Implizites Lösen von (2.45) unter Verwendung der adjungierter Geschwindig-
keit (nur für den Term (∇vT )ψ), des adjungierten Drucks und der adjungierter
Temperatur aus dem vorherigen Schritt. In Anlehnung an das Vorwärtsproblem
wird dieser Schritt Momentum-Schätzer genannt.
2. Unter Verwendung der Abschätzung der adjungierten Geschwindigkeit aus dem
Schritt 1 wird die adjungierte Temperatur berechnet. Dieser Schritt wird Tem-
peratur-Schätzer genannt.
3. Lösen der Druckgleichung für den adjungierten Druck, welche ähnlich zum




+ (∇ψ∗T ) · v − (∇vT )ψ+ + ε
ρ
∆ψ∗ = clρωl∇u−∇π .
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+ (∇vT )ψ+ + clρωl∇ul −∇π , (3.12)
wobei die Matrix B im Gegensatz zum Vorwärtsschritt unabhängig von den
adjungierten Variablen ist. Diese wird in einen Diagonalteil D, und einen Au-
ÿerdiagonalteil E zerlegt: B = D + E. Mit Hilfe von E kann nun der Operator
H(ψ∗) wie folgt deniert werden:
H(ψ∗) := −Eψ∗ + ψ
τ
.
Das erlaubt (3.12) wie folgt umzuformulieren:
ψ∗ = D−1
(
H(ψ∗) + (∇vT )ψ+ + clρωl∇u−∇π
)
.
Ziel ist ist es nun, zu gegebenen Abschätzungen ψ(i) und ω(k)l eine neue Druck-
Abschätzung π(j+1) so zu bestimmen, dass
ψ(i+1) = D−1
(





∇ ·ψ(i+1) = 0 (3.14)








H(ψ(i)) + (∇vT )ψ(i) + clρω(k)l ∇ul
)
. (3.15)
4. In der Momentum-Korrektur wird ψ(i+1) aus (3.13) ausgerechnet.
5. Anschlieÿend wird mit Hilfe der Abschätzung der adjungierten Geschwindigkeit
aus dem vorherigen Schritt eine neue Abschätzung der adjungierten Temperatur
berechnet. Dieser Schritt wird Temperatur-Korrektur genannt.
3.3.2 Der Algorithmus für den Rückwärtsschritt
Es wurde alles zusammengestellt, was zur Diskretisierung und Lösung des adjun-
gierten Dierentialgleichungssystems nötig ist, sodass im Folgenden der Algorithmus
vorgestellt werden kann.
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(f − f) an Γ
Wiederhole, solange t > 0
BWD.1 Berechnung der Zeitschrittweite τ < 0, siehe 3.1.1.4.
BWD.2 Gitterbewegung und Lösen von (2.45) gemäÿ der in 3.1.2 vor-
gestellten Teilschritte.
BWD.3 Berechnen der neuen Randbedingungen für ωs/l, ψ und π zum
Zeitpunkt t+ τ .
BWD.4 Lösen der adjungierten Wärmeleitungsgleichung unter Berück-










BWD.5 Lösen der adjungierten Gleichungen in der üssigen Phase mit
Hilfe des PISO-Verfahrens
BWD.5.1 Momentum-Schätzer, d.h. Diskretisierung und Lösen von
ψ(1) −ψ
τ
+ (∇ψ(1)T ) · v − (∇vT )ψ + ε
ρ
∆ψ(1) = clρωl∇u−∇π
















BWD.5.3 Fixpunktiteration zur Lösung von adjungierter Geschwin-
digkeit, Druck und Temperatur
Für alle n = 0, . . . , nmax
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BWD.5.3.1 Lösen der Druckgleichung, d.h. Diskretisierung, Berech-








H(ψ(n+1)) + (∇vT )ψ(n+1) + clρω(n+1)l ∇ul
)
.























FWD.6 Abspeichern der Ergebnisse




π 7→ π(nmax+1) .
3.3.3 Vergleich mit dem in [4] vorgestellten Ansatz
In [4] wird ein Ansatz vorgestellt, um einen Lösungsalgorithmus für das adjungier-
te Gleichungssystem aus dem Lösungsverfahren für das Vorwärts-Gleichungssystem
herzuleiten. Das zeitdiskrete adjungierte Gleichungssystem ist dabei adjungiert zum
zeitdiskreten Vorwärts-Gleichungssystem. Das lässt sich am besten mit (2.27) veran-
schaulichen. Das adjungierte Gleichungssystem ist demnach durch
e∗z(z, y)ξ = −Jz(z, y)
gegeben, wobei die Zustandsvariablen z, die adjungierten Variablen ξ und die Kontrol-
len y zeitdiskret sind (anstatt zeitlich kontinuierlich wie in Kapitel 2). Der Operator
ez(z, y) ist dabei durch das Lösungsverfahren für das Vorwärtssystem gegeben. In [4]
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wird ein Schema vorgestellt, mit dem sich der adjungierte Operator e∗z(z, y) durch
Transponieren bestimmen lässt.
Der in dieser Arbeit vorgestellte Lösungsalgorithmus für das adjungierte Glei-
chungssystem wurde nicht nach dem in [4] vorgestellte Ansatz hergeleitet, da dies
aufgrund des (mehrfach) iterativen Charakters des PISO-Verfahrens vergleichsweise
aufwendig wäre. Des Weiteren ist oen, wie sich das Schema auf den freien Rand
und auf die damit verbundene Veränderung der Denitionsbereiche der Phasen bzw.
der Veränderung der Denitionsbereiche an sich anwenden lässt. Auÿerdem wäre es
notwendig, die Zeitgitter für den Vorwärts- und Rückwärtsschritt gleich zu setzen
und für gröÿere Probleme mit vielen Zeit-Iterationen Checkpointing (vgl. z.B. [24])
einführen, was die Rechenzeit erhöhen würde.
Der in Abschnitt 3.3.2 vorgestellte Algorithmus beruht auf der Adaption des Al-
gorithmus' für das Vorwärtssystem und der Übertragung der (numerischen) Schwer-
punkte auf das adjungierte System.
3.4 Gradientenverfahren
Zur Lösung des Minimierungsproblem wird ein vorkonditioniertes CG-Verfahren an-
gewandt. Der allgemeine Algorithmus wurde bereits in Abschnitt 2.3 beschrieben.
Auÿerdem sollen die Kontrollgröÿen y = [ubcs/l, Ac] restringiert werden können. Dies
geschieht durch Verwendung der orthogonalen Projektion PB : Y → B von Y auf den
zulässigen Bereich B ⊆ Y , welche durch
PB(y) = y = argmin
w∈B
(y − w, y − w)Y
deniert wird, wobei (·.·)Y das zum Hilbertraum Y gehörige Skalarprodukt bezeich-
net. Damit die Projektion eindeutig und lösbar ist, wird für den zulässigen Bereich
B ⊆ Y vorausgesetzt, dass er nichtleer, kompakt und abgeschlossen ist, vgl. [1, Satz
2.2].
Für die hier verwendeten Beschränkungen
ymin(x) ≤ y(x) ≤ ymax(x)












Initialisierung der Kontrollvariablen y(0) = 0; d(k) = 0
FWD Lösen des Vorwärtsproblemes [u(0), v(0), f (0)](y(0))
Für alle 1 ≤ k ≤ kmax
BWD Lösen das adjungierten Gleichungssystemes
[ω(k),ψ(k), ϕ(k)](u(k−1), v(k−1), f (k−1))




0 : für kmod krestart = 0∇K(k) · ∇K(k)
∇K(k−1) · ∇K(k−1)
: sonst














c ] = P[ymin,ymax](y
(k−1) + s(k)d(k)) .
Die Schritte FWD und BWD zur Lösung des Vorwärtssystems und des adjungier-
ten Systems wurden bereits in 3.2.2 und 3.3.2 vorgestellt. Mit Hilfe der adjungierten
Zustandsvariablen können der Gradient∇K(k) des reduzierten Kostenfunktionals und
die dazugehörige konjugierte Richtung d(k) kostengünstig, d.h. unabhängig von der
Anzahl der Freiheitsgrade, berechnet werden.
3.4.1 Strahlminimierung
Der verwendete und im Folgenden vorgestellte Algorithmus zur Strahlminimierung
basiert auf quadratischer Approximation. Ziel des Algorithmus' ist es, ein s < 0 zu
nden, bei dem K(y + sd) ein lokales Minimum besitzt:
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LM.0: Auswählen von drei Stützpunkten: s0, s1 = 12s0, s2 = 0
LM.1: Für alle l = 1, . . . lmax
LM.1.1: Ermitteln des quadratischen Polynoms q ∈ Π2, welches
q(s
(k)
i,l−1) = K(y + sid) für alle i = 0, 1, 2




LM.1.2: Abbruch mit s als Resultat, falls s2 − s0 < ε1 oder |s − s0| < ε2
oder |s− s1| < ε2 oder |s− s2| < ε2.
LM.1.3: Setzen der neuen Stützpunkte:
wenn s < s0:
s0 7→ s s1 7→ s0
ansonsten, wenn s0 ≤ s < s1:
s1 7→ s s2 7→ s1
ansonsten, wenn s1 ≤ s < s2:
s0 7→ s1 s1 7→ s
ansonsten
s1 7→ s2 s2 7→ s
Der Algorithmus bricht in Schritt LM.1.2 ab, falls der Abstand der beiden äuÿeren
Stützpunkte s2− s0 eine Schranke ε1 unterschreitet oder falls der Abstand des neuen
Stützpunktes s zu einem der alten unterhalb einer Schranke ε2 liegt. Für diese beiden
Schranken wurden hier
ε1 = −s0(0, 02 + l ∗ 0, 005) und ε2 = 0, 2ε1
gewählt, d.h. die Schranken vergröÿern sich mit der Iterationsanzahl l, um zu lange
Laufzeiten zu vermeiden.
In Schritt LM.1.1 wird der neue Stützpunkt s aus dem Intervall [s0 − 3(s2 −
s0); min{s2 + 3(s2 − s0), 0}] gewählt. Das soll verhindern, dass das Verhältnis der
Abstände der Stützpunkte nicht zu groÿ/zu klein wird und dass der Bereich, in dem
die Stützpunkte liegen, nicht zu schnell gröÿer wird (z.B. wenn K im Bereich der
Stützpunkte näherungsweise linear ist).
66
Es sei noch angemerkt, dass der Algorithmus keinerlei Sicherung (wie z.B. eine
Regularisierung) für den Fall besitzt, dass kein Minimum gefunden werden kann, da
eine solche Sicherung sich bei den bisher untersuchten Problemen als nicht notwendig
herausgestellt hat.
Der Algorithmus benötigt insgesamt 2 + lmax Auswertungen von K, d.h. es sind
2+ lmax Vorwärtssimulationen nötig. Damit die Strahlminimierung nicht den Groÿteil
der Rechenzeit ausmacht, und weil es bei der Bestimmung von s nicht auf groÿe
Genauigkeit ankommt, wird bei der Berechnung von K bei der die Strahlminimierung
ein gröberes Orts- und Zeitgitter verwendet.
Abbildung 3.6 zeigt den Verlauf von K (bzw. J) für ein Beispiel bei Strahlmini-
mierung mit voller Gitterauösung (100× 25 Volumenelemente) und bei reduzierter
Gitterauösung (60 × 15 Volumenelemente) in logarithmischer Darstellung. Es ist
gut erkennbar, dass bei Verwendung des groben Gitters das Fehlerfunktional nach
ca. fünf Gradienteniterationen nicht weiter verringert wird. Grund ist, dass das Mi-
nimum des gröber diskretisierten Problems an einer anderen Stelle liegt und deshalb
die Strahlminimierung versagt.
Abhilfe schat eine einfache Korrektur des durch die gröbere Diskretisierung ent-
stehenden Fehlers. Die Strahlminimierung wird mit der Berechnung von K(y + 0d)
begonnen, d.h. es werden Zustandsvariablen ũ, ṽ, und f̃ auf dem groben Gitter mit
der Kontrolle y berechnet. Für diese Kontrolle y sind die Zustandsvariablen u(k−1),
v(k−1) und f (k−1) bereits vom vorherigen Gradientenschritt für das feine Gitter be-
kannt. Somit sind die durch die gröbere Diskretisierung entstehenden Fehler ∆u, ∆v
und ∆f bekannt:
∆u := u(k−1) − ũ ∆v := v(k−1) − ṽ ∆f := f (k−1) − f̃ .
Für jede weitere Auswertung von K auf dem groben Gitter werden die Fehlerabschät-
zungen ∆u, ∆v und ∆f während der Berechnung zu den Zustandsvariablen addiert.
In Abbildung 3.6 wird ersichtlich, dass mit diesem einfachen, kaum Rechenaufwand
fordernden Trick, der durch die gröbere Diskretisierung bei der Strahlminimierung
entstehende Fehler nahezu vollständig kompensiert wird.
3.4.2 Abbruchkriterium









Damit stoppt das Gradientenverfahren, sobald J nur noch langsamer als eine Schranke
εJ (0) verringert wird. Da J oft sehr ungleichmäÿig verkleinert wird und weil wegen der
Strahlminimierung auf dem gröberen Gitter trotz Fehlerkorrektur keine Monotonie
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gesichert werden kann, ist es sinnvoll eine geglättete Variante von (3.16) zu verwenden:
kmax := min
{
k ≥ 3 : J





Für die Abbruchschranke ε haben sich Werte wie ε = 10−4 als günstig erwiesen.
Wenn das reduzierte Funktional K(y) stetig dierenzierbar bezüglich der Kon-
trollvariablen y ∈ Y ist, so lautet die notwendige Optimalitätsbedingung für das zu
suchende lokale Minimum y∗ ∈ B(
∇K(y∗), y − y∗
)
Y
≥ 0 für alle y ∈ B. (3.18)
Dabei ist (·, ·)Y das zum Hilbertraum Y gehörige Skalarprodukt und B ⊆ Y der
nichtleere, konvexe zulässige Bereich, vgl. Abschnitt 3.4 und [16, Kapitel 1]. Im un-
restringierten Fall, d.h. B = Y , gilt somit
∇K(y∗) = 0 .























60x15 Gitter mit Fehlerkorrektur
Abbildung 3.6: Verlauf des Fehlerfunktionals J und der Schrittweite sk in Abhän-
gigkeit von der Gradienteniteration für verschiedene Gitterauösungen während der
Strahlminimierung. Bei verringerter Gitterauösung (30×15) wird das Fehlerfunktio-
nal ab ca. fünf Gradienteniterationen aufgrund der Diskretisierungsfehler nicht mehr
kleiner. Durch die Fehlerkorrektur kann das verhindert werden.
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Die Gradientennorm ‖∇K‖ hat sich jedoch als ungeeignet für ein Abbruchkriterium
erwiesen, wie in Abschnitt 4.1.9 gezeigt und begründet wird.









Dieses Vorschrift entspricht jedoch bis auf einen konstanten Faktor ungefähr dem







= (∇K(k),∇K(k))Y = ‖∇K(k)‖2 .
3.5 Verikation anhand analytischer Beispiele
In diesem Abschnitt wird der Löser für das Stefan-Problem und der Strömungslöser
für das Vorwärtsproblem anhand analytischer Beispiele veriziert. Die Verikation
des Strömungslösers für das adjungierte System entfällt, da dieser Löser dem des
Vorwärtsproblems stark ähnelt.
3.5.1 Verikation des Stefan-Problems mit Hilfe eines analy-
tischen Testproblems
Zur Verikation des Codes für das Stefan-Problems, sowie der Gitterberechnungen
soll ein punktsymmetrisches Testproblem auf einem 2D Gitter und einem rotations-
symmetrischen 3D Gitter betrachtet werden. Die Zustandsgleichungen lauten:
ut −∆u = −4e4t −
{
4 : im 2D Fall
6 : im 3D Fall
in (0, T ]× Ωs/l (3.19)
VΓ = −[∂µu]Γ auf (0, T ]× Γ (3.20)
u = 0 auf (0, T ]× Γ. (3.21)
Das System (3.19)(3.21) wird durch
Γ̃(t) = {x ∈ Ω : ‖x−m‖2 = e2t} (3.22)
ũ(t, x) =
{
−e4t + ‖x−m‖22 : für x in Ωs
0 : für x in Ωl
(3.23)
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für einen Punkt m ∈ R2/3 gelöst. Die Anfangsbedingung folgt aus (3.22)(3.23). Als
Randbedingungen werden die zu (3.22)(3.23) kompatiblen Dirichlet-Randbedingun-
gen verwendet.
Die Verikation erfolgt mit der in Abbildung 3.7 skizzierten Konguration. Der
untersuchte Zeitraum beträgt 0 ≤ t ≤ T = 0.35. Im 2D Fall wurde ein 140 × 70
Orts-Gitter verwendet und im rotationssymmetrischen 3D Fall ein 140 × 35 Orts-
Gitter. Die Anzahl der äquidistanten Zeitschritte betrug 200. Abbildung 3.8 zeigt





f(t, y)− f̃(t, y)
)
dy (3.24)
für den 2D Fall und den rotationssymmetrischen 3D Fall, wobei f̃ die Graphenfunk-
tion des exakten freien Randes Γ̃ bezeichnet. Der Fehler ef (t) liegt weit unterhalb der
Gitterauösung und der Code zum Berechnen des Stefan-Problems und zur Gitter-
berechnung erweist sich als genau.
(−0.5, 2) (0.5, 2)




Abbildung 3.7: Konguration für das analytische Testproblem zur Untersuchung des
Stefan-Problems und der Gitterberechnung.
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3.5.2 Verikation des Vorwärts-Strömungslösers mit Hilfe ei-
nes analytischen Testproblems
Zur Verikation des Strömungscodes für das Vorwärtsproblem wird ein zweidimen-
sionales Testproblem im bekannter Lösung betrachtet. Das System der Zustandsglei-
chungen lautet
∂tu+ v · ∇u = 0 in (0, T ]× Ωl (3.25)
∇ · v = 0 in (0, T ]× Ωl (3.26)
∂tv + (∇vT ) · v −
ε
ρ
∆v = A − 1
ρ
∇p− ccu in (0, T ]× Ωl (3.27)
mit der Anfangsbedingung
v0(x) = v(0, x) = 0 für x ∈ Ωl. (3.28)
Gleichung (3.25) ist eine reine Transportgleichung, d.h. sie entspricht (2.9) ohne Wär-
meleitung. Bei (3.26) und (3.27) handelt es sich um die Navier-Stokes-Gleichungen.
Über den Term ccu wird u ähnlich der Boussinesq-Approximation eingebunden, d.h.
durch Wahl des Parameters cc > 0 kann der Einuss der Rückkopplung der Strö-
mung durch den Wärmetransport untersucht werden. Ein bewegliches Gitter wird
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Fehler ef(t) im rotationssymmetrischen 3D Fall
Abbildung 3.8: Zeitlicher Verlauf der Fehlers ef (t) (vgl. (3.24)) für den 2D Fall und
den rotationssymmetrischen 3D Fall.
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u0 = u|t=0 und für
A =


















































(x1 −m1)2 + (x2 −m2)2 den Abstand von x zu einem frei wählbaren
Punkt m = (m1,m2) darstellt. Mit der Konstanten cp kann der Einuss des Drucks
im Gleichungssystems eingestellt werden.
Die Randbedingungen für das System (3.25)(3.27) lauten
∂νp = ∂ν p̃ , v = ṽ und u =
{
∂νu = ∂ν ũ falls ν · v > 0
u = ũ falls ν · v ≤ 0.
Für u wird eine Neumann-Randbedingung gewählt, falls die Strömung gegen die
Containerwand gerichtet ist, d.h. wenn ν · v > 0 gilt. Bei ν · v ≤ 0 wird ein Dirichlet-
Randbedingung verwendet. Dies ist notwendig, da für die Diskretisierung des Trans-
portterms ein Verfahren gewählt werden muss, welches zumindest unter Umständen
auf eine Upwind-Methode zurückfällt, wie später noch genauer untersucht wird. Eine
reine Neumann- oder Dirichlet-Randbedingung würde dabei zu Instabilitäten führen.
Bei dem in dieser Arbeit untersuchten Problem (2.8)  (2.21) ist diese Überlegung
übrigens hinfällig, da dort v = 0 an der Containerwand gilt und somit keine durch
die Diskretisierung des Transportterms entstehende Stabilitätsprobleme auftreten.
Deshalb kann die Randbedingung für u frei gewählt werden.
Für die Untersuchung wird die in Abbildung 3.9 skizzierte Konguration verwen-
det. Das Gebiet Ωl(t) = [f(t, x2); 0, 8] × [0; 0, 4] ist zeitabhängig. Der untersuchte
Zeitraum beträgt 0 ≤ t ≤ T = 6, 25. Für den Punkt m wird m = (0, 6; 0, 2) gewählt.
Für den Anfangswert für u wird
u0(x) = x1 −m1
und für die physikalischen Konstanten wird ρ = 10 und ε = 0.03 gewählt.
Die Abbildungen 3.10 und 3.11 zeigen die Lösung ũ, ṽ und p̃ sowie A des Test-
problems für cp = 2, cc = (2; 2) für 4 verschiedene Zeitwerte.
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3.5.2.1 Einuss der Gittergröÿe
Zuerst wird der Einuss der Zeitschrittweite untersucht.
Abbildung 3.12 zeigt die relativen Fehler von v, p und u für Comax ∈ {1; 1, 5; 2; 3; 4}.
Es wurde cp = 2, cc = (2; 2) gewählt. Wie zu erwarten, wird der Fehler bei feiner wer-
denden Zeitgitter bis etwa Comax = 2 geringer. Ab etwa Comax = 2 ndet keine
Fehlerreduktion mehr statt. Dies lässt sich mit Rundungsfehlern und der Ordnung 1
des Eulerverfahrens begründen. Die Wahl Comax = 2 ist somit für die untersuchten
Testkongurationen am günstigsten, da damit der Rechenaufwand bei kleinem Fehler
am geringsten ist. Die Beobachtung deckt sich mit den Untersuchungen in [27].
Abbildung 3.13 zeigt die relativen Fehler von v, p und u für verschiedene Ortsgitter
bei cp = 2, cc = (2; 2) und Comax = 2. Dabei fällt auf, dass der Fehler beim 100× 50-
Gitter im Vergleich zum 50× 25-Gitter kleiner wird. Bei Verwendung des 200× 100-
Gitters ndet allerdings keine Fehlerverringerung mehr statt. Als Grund dafür lässt
sich die schlechte Kondition des Drucklösers identizieren.
Das wird in Abbildung 3.14 deutlich, wo cc = 0 anstelle cc = (2; 2) gewählt
wurde, d.h. es ndet keine Rückkoppelung mehr statt. Bei Verfeinerung des Gitters
von 100×50 auf 200×100 wird der relative Fehler von v und u verringert, obwohl der
Fehler von p etwa gleich groÿ bleibt. Das bedeutet ohne Rückkoppelung (cc = 0) hat
der Fehler p − p̃ oensichtlich keinen groÿen Einuss auf (3.27). Genauer formuliert









Abbildung 3.9: Konguration für das analytische Testproblems zur Untersuchung
des Strömungs-Codes.
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Fehler p− p̃ in etwa gleich groÿ bleibt.
3.5.2.2 Einuss der Diskretisierung des Transportterms
In Abbildung 3.15 werden verschiedene Interpolationsschemata für die Diskretisierung
des Transportterms betrachtet, siehe Abschnitt 3.1.1.2. Die lineare Interpolation er-
weist sich durch die Nicht-Beibehaltung der Beschränkung (vgl. Abschnitt 3.1.1.2)
erwartungsgemäÿ als am schlechtesten geeignet. Alle andern untersuchten Methoden
gewährleisten die Beibehaltung der Beschränkung. Das einfachste davon, das Upwind-
Interpolationsschema, liefert bereits trotz der ersten Ordnung bessere Ergebnisse als
die lineare Interpolation. Die hier verwendete SFCD Methode erzielt für das Test-
problem fast immer den kleinsten Fehler. Das van Leer-Verfahren und das Gamma-
Interpolationsschema liefern ähnlich gute Ergebnisse. Ein nähere Beschreibung der
untersuchten Interpolations-Schemata bendet sich in [9], [28, 3.4] und [30].
3.5.2.3 Einuss der Methode zur Lösung der Druckgleichung
In Abschnitt 3.2.3 wurde die Verwendung einer gemischten Randbedingung für die
Druckgleichung bei den Korrekturen für das nicht-orthogonal Gitter anstelle von
p(xref) = pref vorgeschlagen. Deren Wirkung soll jetzt untersucht werden. Für den
Misch-Parameter wurde σ = 0, 02 gewählt. Die Fehlerverläufe des ursprünglichen
Algorithmus mit p(xref) = pref und des verbesserten Algorithmus' mit der gemischten
Randbedingung sind in Abbildung 3.16 dargestellt. Die Modikation bewirkt eine
Verringerung der Fehler der Zustandsvariablen. Der Fehler für den Druck wird erwar-
tungsgemäÿ am stärksten reduziert.
3.5.2.4 Einuss der Separation eines zeitlich konstanten Druckanteils
In Abschnitt 3.2.3 wird auÿerdem das Herausltern eines zeitlich konstanten Druck-
Anteils zwecks Verringerung des Einusses von Rundungsfehlern vorgeschlagen. Die
Wirkung dieser Modikation mit η = 0.7 wird in Abbildung 3.17 gezeigt. Die Fehler
aller Zustandsvariablen werden durch die Modikation deutlich reduziert.
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Abbildung 3.10: Die Lösungen für ũ (graue Streifen) und ṽ (Pfeile) für das in Ab-
schnitt 3.5.2 vorgestellte Testproblem.
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100x50   Comax=1
100x50   Comax=1.5
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Relativer Fehler von u
100x50   Comax=1
100x50   Comax=1.5
100x50   Comax=2
100x50   Comax=3
100x50   Comax=4
Abbildung 3.12: Zeitlicher Verlauf der relativen Fehler von v, p und u für unter-
schiedliche Zeitschrittweiten bei cp = 2, cc = (2; 2). Die Wahl Comax = 2 erweist sich
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Relativer Fehler von u
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Abbildung 3.13: Zeitlicher Verlauf der relativen Fehler von v, p und u für unter-
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Relativer Fehler von u
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Abbildung 3.14: Zeitlicher Verlauf der relativen Fehler von v, p und u für unter-
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Abbildung 3.15: Zeitlicher Verlauf der relativen Fehler von v, p und u für unterschied-
liche Interpolations-Schemata des Transportterms. Bis auf die lineare Interpolation
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Relativer Fehler von u
ursprünglicher Algorithmus
verbesserter Algorithmus
Abbildung 3.16: Zeitlicher Verlauf der relativen Fehler von v, p und u für den ur-
sprünglichen Algorithmus mit p(xref) = pref und den verbesserten Algorithmus mit
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Relativer Fehler von u
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mit Separation eines zeitlich konstanten Druckanteils
Abbildung 3.17: Zeitlicher Verlauf der relativen Fehler von v, p und u mit und





In diesem Kapitel werden die numerischen Resultate vorgestellt. Es werden Alumini-
um- und Gallium-Arsenid-Schmelzen untersucht. Als Kontrollgröÿen dient die Con-
tainerwandtemperatur sowie wandnahe und verteilte Lorentzkräfte. Für alle Kon-
gurationen wird ein Ortsgitter mit 30 Volumenelementen in Radialrichtung und 120
Volumenelementen in Höhenrichtung verwendet.
4.1 Testproblem 1: Erstarrungsvorgang eines D=5 cm
Aluminium Zylinders
Als erstes Testproblem wird ein rotationssymmetrischer Zylinder mit einem Durch-
messer von 5 cm und einer Höhe von 10 cm untersucht, d.h. das Gebiet Ω = G × H
wird durch die Grundäche G =
{






mit R = 2, 5 cm und die Hö-
henmenge H = [0; 10 cm] festgelegt. Die feste Phase sei unten und die üssige Phase







Der Erstarrungsprozess wird über den Zeitraum [0, T ] mit T = 25 s optimiert.
Die physikalischen Konstanten für Aluminium sind in Tabelle 4.1 aufgelistet. Die
Werte für die Wärmeübergangs-Koezienten αs/l sind geschätzte typische Werte, da
diese Gröÿen von der Container-Konstruktion und den verwendeten Wandmaterialien
abhängig sind.
Der gewünschte freie Rand ist die durch vorgegebene bewegte Ebene







Die Anfangsbedingungen us/l0 und der feste Anteil der Containerwandtemperatur
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ub0s/l werden mittels des Temperaturproles



















: für h ≥ f(0, y)
wie folgt festgelegt:
us/l0(y, h) = u(0, h) ub0s/l(t, (y, h)) = u(t, h) + eh · ν∂hu(t, h) .
Für den gemäÿ (4.1) gewählten gewünschten freien Rand f erfüllen us/l0 und ub0s/l






Abbildung 4.1 zeigt den Erstarrungsvorgang ohne Kontrolle für drei verschiedene
Zeitpunkte t = 0 s, t = 12, 5 s und t = 25 s. Es wird die Temperatur, die Geschwin-
digkeit und der freie Rand auf einer Schnittebene mit φ = const. gezeigt. (Für welche
Azimutalkomponente φ die Zustandsgröÿen dargestellt wird, ist aufgrund der Rotati-
onssymmetrie egal.) Die farbige Streifen in den Bildern geben die Temperatur (ähnlich
zu Isolinien) entsprechend der Legende an. Die schwarze Linie gibt den freien Rand
an. Die Richtung und der Betrag der Geschwindigkeit wird durch die Richtung bzw.
die Länge der Pfeile dargestellt. (Die Azimutalkomponente vφ ist 0.)









s·m·K kl = 100
J
s·m·K
L = 397670 J
kg
γ = 3, 84 · 10−5 1
K
















Tabelle 4.1: Die verwendeten physikalischen Konstanten für Aluminium.
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4.1.1 Kontrolle mit Containerwandtemperatur ohne
Beschränkung
Als Erstes wird die Kontrolle mittels Containerwandtemperatur untersucht, d.h. es























: h ≥ f(t, y)
(4.2)
für t ∈ [0, T ], (y, h) ∈ ∂Ω und h ∈ H = [ha, hb] gewählt. Diese Wahl für β erfüllt
die Bedingung (2.6), sodass die Kompatibilitätsbedingungen (2.3)  (2.5) für alle
(hinreichend glatten) ubcs/l erfüllt sind.
Es wird das Verfahren des steilsten Abstiegs (d.h.krestart = 1, vgl. Abschnitt 2.3.1)
ohne Präkonditionierung und ohne die in Abschnitt 2.4 vorgestellte Modikation ver-
wendet. Als Abbruchkriterium wurde (3.17) mit η = 10−4 gewählt. Ferner wurde
λT = 0, 3 gewählt, d.h. es ndet eine Endkontrolle statt. Für den zusätzlichen Straf-
term wurde S = 0 gesetzt.
Abbildung 4.1: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder ohne Kontrolle. Die Bilder zeigen die Temperatur u (farbige Streifen), die
Geschwindigkeit (Pfeile) und den freien Rand (schwarze Linie) zur drei verschiedenen
Zeitpunkten.
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Bis auf die natürlichen Beschränkungen ubl ≥ uM und ubs ≤ uM , welche sicher
stellen, dass die Temperatur in der üssigen Phase über der Schmelztemperatur liegt
und in der festen Phase unter Schmelztemperatur liegt, werden keine Temperaturbe-
schränkungen verwendet. Das Gitter für die Strahlminimierung besteht aus 15 × 60
Volumenelementen.
Abbildung 4.3 zeigt die Ergebnisse der Kontrolle für zwei Zeitpunkte t = 12, 5 s
und t = 25 s. (Bei t = 0 s gleichen die Ergebnisse mit Kontrolle denen ohne Kontrolle,
da für t = 0 die festen Startbedingungen gelten.) Es ist gut ersichtlich, dass der
gewünschte freie Rand bereits nach wenigen Gradienteniterationen gut angesteuert
wird.
Abbildung 4.4 zeigt die Containerwandtemperatur ubs/l auf der Manteläche des
Containers und die Temperatur us/l des Materials an der Manteläche des Containers
für die in Abbildung 4.3 dargestellten Gradienteniterationen k bei t = 12, 5 s. Es fällt
auf, das beide Temperaturen fast identisch sind. Dies lässt sich mit der (nicht un-
realistischen) Wahl für die Wärmeübergangskoezienten αs/l begründen, mit der die
Temperatur-Randbedingung (2.15) fast eine Dirichlet-Randbedingung ist. Würden
αs/l wesentlich kleiner gewählt werden, so wäre die Dierenz ubs/l − us/l gröÿer.
Abbildung 4.2: Das für den in Abbildung 4.1 dargestellten Erstarrungsprozess ver-
wendete Gitter.
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In Abbildung 4.4 fällt auch auf, dass sich in den Eckpunkten des Containers
C := {(y1, y2) : y21 + y22 = R2} × {ha, hb}
die Containerwandtemperatur im Laufe der Gradienteniterationen k kaum ändert.
Dies lässt sich ebenfalls mit der Wahl für die Wärmeübergangskoezienten αs/l be-
gründen, mit der die Temperatur-Randbedingung (2.15) fast eine Dirichlet-Randbe-
dingung ist.
Im Falle einer Dirichlet-Randbedingung (αs/l → ∞) gilt nämlich ∇ubcK = 0 in
den Eckpunkten C des Containers. Durch Substitution von (2.40) in (2.51) (und
wegen S = 0) folgt
∇ubcs/lK = βks/l∂νωs/l .
Für αs/l →∞ kann (2.40) durch 0 = ωs/l ersetzt werden. Da diese Gleichung entlang
der gesamten Containerwand gilt, folgt in den Eckpunkten C die Gleichung ∂νωs/l = 0
und somit ∇ubcK = 0.
Zu den Zeitpunkten t = 0 s und t = T = 25 s ndet keine Änderung der Container-
wandtemperatur im Laufe der Gradienteniterationen k statt. Für t = T ist dieses Ver-
halten mit der Endbedingung ωs/l(T, x) = 0 begründet, aus welcher ∇ubcK(T, x) = 0
folgt, vgl. (2.40)(2.41) und (2.51). Für t = 0 folgt ∇ubcK(0, x) = 0 aus β(0, x) = 0,
vgl. (2.51).
Abbildung 4.5 stellt die adjungierte Temperatur ω als farbige Streifen entspre-
chend der Legende und die adjungierte Geschwindigkeit ψ als Pfeile dar. Eine detail-
lierte Interpretation des adjungierten Gleichungssystemes bendet sich in Abschnitt
2.2 auf Seite 32. Aus der Abbildung wird die Wirkungsweise des adjungierten Glei-
chungssystems ersichtlich. Durch die Abweichung f − f des freien Randes wird die
adjungierte Temperatur auf dem freien Rand −ϕ angetrieben, vgl. (2.49). Diese dient
als Randbedingung (vgl. (2.42) bei S = 0) für die adjungierten Wärmeleitung in den
Phasen (vgl. (2.38) und (2.39). Der Gradient des reduzierten Kostenfunktionals ∇K
ergibt sich aus der adjungierten Temperatur an der Containerwand, siehe (2.51).
4.1.2 Kontrolle mit Containerwandtemperatur mit Beschrän-
kung
Im Vergleich zu Abschnitt 4.1.1 wurde die Containerwandtemperatur beschränkt:
160◦C ≤ ubs ≤ uM uM ≤ ubl ≤ 860◦C .
Abbildung 4.7 zeigt die Ergebnisse der Kontrolle. Es ist ersichtlich, dass die Kontrolle
des freien Randes immer noch gut funktioniert. Beim Vergleich der Kostenfunktio-
nale J in Abbildung 4.6 fällt aber auf, dass J nicht mehr so stark reduziert wird.
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t = 12, 5 s
t = 25 s
Abbildung 4.3: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit der Containerwandtemperatur. Die Bilder zeigen die Tem-
peratur u (farbige Streifen), die Geschwindigkeit (Pfeile) und den freien Rand (schwar-











































Abbildung 4.4: Temperatur ubs/l auf der Manteläche des Containers und Tempe-
ratur u das Materials an der Manteläche des Containers für t = 12, 5 s und für
verschiedene Gradienteniterationen k. Aufgrund der Wahl für αs/l sind beide Werte
nahezu identisch.
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t = 18, 75 s
t = 6, 25 s
Abbildung 4.5: Adjungierte Temperatur ω (farbige Streifen) und adjungierte Ge-
schwindigkeit ψ (Pfeile) zu der Kontroll-Konguration aus Abbildung 4.3 zu zwei
verschiedenen Zeitpunkten.
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Dies ist wenig überraschend und auf die Einschränkung des Bereiches der zulässigen
Kontrollen zurückzuführen.
In Abbildung (4.8) ist die Temperatur ubs/l auf der Manteläche des Containers
im Vergleich zur Containerwandtemperatur für die unbeschränkte Konguration aus
Abschnitt 4.1.1 dargestellt. Die Wirkung der Beschränkung von ubs/l ist gut ersicht-
lich.
4.1.3 Ohne Endkontrolle
Im Vergleich zu Abschnitt 4.1.2 wurde die Endkontrolle durch λT = 0 deaktiviert.
Bei den Ergebnissen in Abbildung 4.9 sieht man deutlich dass der Fehler des freien
Randes zum Zeitpunkt t = 25 s = T im Vergleich zu den vorherigen Beispielen
langsamer kleiner wird. Besonders deutlich wird das in Abbildung 4.10, wo der mit









f(t, y)− f(t, y)
)2
dydt (4.3)
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k
relatives Fehlerfunktional J(k)/J(0)
Kontrolle mit Containerwand−Temperatur, ohne Beschränkung, λT=0.3
Kontrolle mit Containerwand−Temperatur, mit Beschränkung, λT=0.3
Abbildung 4.6: Verlauf des relativen Kostenfunktionals J (k)/J (0) in Abhängigkeit von
der Gradienteniteration k mit und ohne Beschränkung von ubs/l. Durch die Beschrän-
kung der Kontrolle wird das Kostenfunktional J weniger stark reduziert.
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t = 12, 5 s
t = 25 s
Abbildung 4.7: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit Containerwandtemperatur mit Temperatur-Beschränkung.
Die Bilder zeigen die Temperatur u (farbige Streifen), die Geschwindigkeit (Pfeile)











































Abbildung 4.8: Temperatur ubs/l auf der Manteläche des Containers mit und ohne
Beschränkung der Containerwandtemperatur für verschiedene Gradienteniterationen
k bei t = 12, 5 s.
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t = 12.5 s
t = 25 s
Abbildung 4.9: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit Containerwandtemperatur-Kontrolle ohne Endkontrolle.
Die Bilder zeigen die Temperatur u (farbige Streifen), die Geschwindigkeit (Pfeile)
und den freien Rand (schwarze Linie) zu zwei verschiedenen Zeitpunkten.
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4.1.4 Kontrolle mit wandnahen Lorentzkräften
Die Kontrolle erfolgt ausschlieÿlich mit Lorentzkräften, d.h. es wird β = 0 gewählt.
Für die Modellierung von wandnahen Lorentzkräften wird die in Abbildung 4.11
skizzierte rotationssymmetrische Konguration betrachtet. Jeder Ring setzt sich aus
einer alternierenden Anordnung aus Magneten und Elektroden zusammen, welche für
jeden Ring unabhängig angesteuert werden können. Durch das Magnetfeld und den
durch die Spannung an den Elektroden erzeugten Stromuÿ wirken Lorentzkräfte auf
die Schmelze. Da für die Dicke der Ringe dh→ 0 gesetzt soll, kann davon ausgegangen
werden, dass die Lorentzkräfte rotationssymmetrisch um den (Einzel-)Ring und in
Tangentialrichtung wirken, so wie in Abbildung 4.12 dargestellt. Dadurch kann die in
einem Punkt x = (y1, y2, h) wirkende Lorentzkraft durch Integration über die Ringe
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Kontrolle mit Containerwand−Temperatur, ohne Beschränkung, λT=0.3
Kontrolle mit Containerwand−Temperatur, mit Beschränkung, λT=0.3
Kontrolle mit Containerwand−Temperatur, mit Beschränkung, λT=0





(4.3)) des Funktionals J in Abhängigkeit von der Gradienteniteration k. Durch λT > 0
wird das Funktional JT stärker verringert.
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den Tangentialvektor (siehe Abbildung 4.12), Ac die Kontrollgröÿe und g(d) die Funk-
tion, welche die Stärke der Lorentzkraft in Abhängigkeit von der Entfernung d zu
Containerwand angibt, siehe Abbildung 4.12. Die Kontrollgröÿe Ac ist von der an
den Elektroden angelegten Spannung und vom Magnetfeld abhängig, d.h. z.B. bei
Fixierung des Magnetfeldes (Permamagneten) wird mit Ac die Spannung an den









gewählt. Dadurch erhält man mit örtlich konstanter Ansteuerung Ac(t, x) = A(t)





genügen. Diese Beziehung entspricht der theoretischen Herleitung in [2, Appendix]
und den Messungen in [42, Section 2,4]. Der Parameter a gibt dabei die Breite der
Elektroden und Magnete an. Von diesem Parameter hängt ab, wie weit die Lorentz-
kräfte in den Container hineinreichen.
Es muss noch erwähnt werden, dass bei der in diesem Abschnitt vorgestellten
(hypothetischen) Konguration Induktionsströme vernachlässigt werden. Dies macht
bei schwach leitfähigen Stoen Sinn und teilweise auch bei stark leitfähigen, nämlich
N + S























Abbildung 4.11: Konguration aus Aktuator-Ringen zum Erzeugen wandnaher Lor-
entzkräfte.
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wenn schwache Magnetfelder und starke elektrische Felder verwendet werden. Aller-
dings tritt dann durch die auftretenden Ströme eine starke Erwärmung auf, welche
im Modell nicht berücksichtigt ist.
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Abbildung 4.12: Die Lorentzkräfte sollen rotationssymmetrisch und in Tangential-









 (t, z) = ∫
Ωl
τ (x, z) ·ψ(t, x)g
(√









Es wird das Verfahren des steilsten Abstiegs (d.h.krestart = 1, vgl. Abschnitt 2.3.1)
ohne Präkonditionierung und mit der in Abschnitt 2.4 vorgestellte Modikation ver-
wendet. Alle restlichen Parameter wurden wie in Abschnitt 4.1.2 gewählt.
Die Ergebnisse der Kontrolle bei einer Eindringtiefe von a = 2 mm werden in den
Abbildungen 4.14 (Geschwindigkeit und Temperatur) und 4.15 (Lorentzkraft und
Temperatur) gezeigt. Für die Eindringtiefe a = 5 mm sind die Ergebnisse in den
Abbildungen 4.19 (Geschwindigkeit und Temperatur) und 4.20 (Lorentzkraft und
Temperatur) dargestellt. Es ist ersichtlich, dass die Ansteuerung eines achen freien
Randes in beiden Fällen nur sehr schlecht funktioniert.
Dieses Verhalten kann mit Hilfe der Skizze in Abbildung 4.13 erklärt werden. Im
Bereich des Schnittpunkts von Containerwand und freiem Rand bendet sich in der
üssigen Phase das kälteste Material. Um den freien Rand ach zu bekommen muss
das Material dieser Zone in das Zentrum des Containers transportiert werden. Das ge-
schieht mit Lorentzkräften, welche in die in Abbildung 4.13 eingezeichnete Richtung
wirken. Dieses Verhalten ist auch in den in den Abbildung 4.16 und 4.21 dargestell-
ten Ausschnitten aus den Abbildungen 4.14, 4.15, 4.19 4.20 gut erkennbar. Da die
Geschwindigkeit wegen v = 0 am Rand ∂Ωl und wegen ε > 0 aber beschränkt ist, er-
reicht das kalte Material das Zentrum zeitlich verzögert. Das bedeutet, der freie Rand
hängt zurück, da das Zentrum des Containers langsamer Abkühlt als die Ränder.
(Würden die Kräfte anders herum wirken als in Abbildung 4.13 dargestellt, würde
das kalte Material an der Containerwand aufgeheizt. Im Zentrum käme dann war-
mes Material anstelle des kalten an, was die Krümmung des freien Randes verstärken
würde.)
Abbildung 4.17 zeigt die Kostenfunktionale für die beiden untersuchten Eindring-
tiefen a = 2mm und a = 5mm. Beim Vergleich (vgl. auch Abbildungen 4.14 und
4.19) fällt auf, dass bei der geringen Eindringtiefe die Kontrolle besser funktioniert.
Dieser Eekt lässt sich durch Betrachtung der adjungierten Geschwindigkeit ψ in
Abbildung 4.18 nachvollziehen. Der Gradient für die Kontrollgröÿe Ac wird durch
Glättung der adjungierten Geschwindigkeit ψ gemäÿ (4.7) und (2.51) ermittelt. Die
Stärke der Glättung, d.h. der Einuss der wandfernen Funktionswerte von ψ, wird
durch die in (4.6) festgelegte Gewichtungs-Funktion g bestimmt. Das bedeutet, je
gröÿer a, desto desto stärker werden die wandferneren Funktionswerte von ψ in (4.7)
berücksichtigt. Wird a (zu) groÿ gewählt, werden die adjungierte Geschwindigkeit
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und insbesondere der wandnahe Wirbel (siehe Abbildung 4.18) (zu) stark geglättet,
sodass oenbar wichtige Details von ψ verloren gehen.
Diese Argumentation wird dadurch bestärkt, dass sich die beiden untersuchten
Fälle a = 2mm und a = 5mm nur durch die Funktion g, d.h. nur durch den soeben
beschriebenen Eekt unterscheiden und deshalb die adjungierten Gröÿen zumindest





kältester Bereich in der flüssigen Pahse
Abbildung 4.13: Einuss der Strömung. Um den freien Rand ach zu bekommen,
muss das kalte Material in das Zentrum transportiert werden. Dies geschieht mit
Lorentzkräften, die in die eingezeichnete Richtung wirken, vgl. Abbildungen 4.15,
4.14 und 4.20, 4.19.
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t = 12, 5 s
t = 25 s
Abbildung 4.14: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit wandnahen Lorentzkräften mit einer Eindringtiefe von
a = 2 mm. Die Bilder zeigen die Temperatur u (farbige Streifen), die Geschwindigkeit
(Pfeile) und den freien Rand (schwarze Linie) zu zwei verschiedenen Zeitpunkten.
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t = 12, 5 s
Abbildung 4.15: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit wandnahen Lorentzkräften mit einer Eindringtiefe von
a = 2 mm. Die Bilder zeigen die Temperatur u (farbige Streifen) und die Lorentzkraft
A (Pfeile).
u;v
t = 12, 5 s; k = kmax = 5
u;v
t = 25 s; k = kmax = 5
u;A
t = 12, 5 s, k = kmax = 5
Abbildung 4.16: Die Ausschnitte aus den Abbildungen 4.14 und 4.15 zeigen die
Temperatur u (farbige Streifen) und Geschwindigkeit v bzw. Kraft A (Pfeile) in der
Nähe des freien Randes (schwarze Linie). Die Lorentzkräfte bewirken am freien Rand
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k
relatives Fehlerfunktional J(k)/J(0)
Kontrolle mit wandnahen Lorentzkräften, a=2mm
Kontrolle mit wandnahen Lorentzkräften, a=5mm
Abbildung 4.17: Verlauf des Kostenfunktionals J in Abhängigkeit von der Gradiente-
niteration k bei Kontrolle mit wandnahen Lorentzkräften für verschiedene Eindring-
tiefen.
t = 12, 5 s
Abbildung 4.18: Adjungierte Temperatur ω (farbige Streifen) und adjungierte Ge-
schwindigkeit ψ (Pfeile) zu der Kontroll-Konguration aus den Abbildungen 4.14 und
4.15.
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t = 12, 5 s
t = 25 s
Abbildung 4.19: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit wandnahen Lorentzkräften mit einer Eindringtiefe von
a = 5 mm. Die Bilder zeigen die Temperatur u (farbige Streifen), die Geschwindigkeit
(Pfeile) und den freien Rand (schwarze Linie) zu zwei verschiedenen Zeitpunkten.
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t = 12, 5 s
Abbildung 4.20: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit wandnahen Lorentzkräften mit einer Eindringtiefe von
a = 5 mm. Die Bilder zeigen die Temperatur u (farbige Streifen) und die Lorentzkraft
A (Pfeile).
u;v
t = 12, 5 s; k = kmax = 5
u;v
t = 25 s; k = kmax = 5
u;A
t = 12, 5 s; k = kmax = 5
Abbildung 4.21: Die Ausschnitte aus den Abbildungen 4.19 und 4.20 zeigen die
Temperatur u (farbige Streifen) und Geschwindigkeit v bzw. Kraft A (Pfeile) in der
Nähe des freien Randes (schwarze Linie). Die Lorentzkräfte bewirken am freien Rand
eine Strömung in Richtung Zentrum.
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4.1.5 Kontrolle mit verteilten Lorentzkräften
Im Vergleich zu Abschnitt 4.1.4 soll jetzt die Kontrolle mit verteilten Lorentzkräften
untersucht werden, d.h. die Stärke und Richtung der Lorentzkräfte soll in jedem Punkt
beliebig gesteuert werden können:
A(t, x) = Ac(t, x) .
Dies ist eine rein hypothetische Konguration mit der untersucht werden soll, wie gut
sich der freie Rand mit Strömungskontrolle bei maximaler Anzahl von Freiheitsgraden
steuern lässt, insbesondere im Vergleich zu Abschnitt 4.1.4.

















 = ψ .
Für die Strahlminimierung wird ein Gitter mit 30×120 Volumenelemente gewählt.
Alle anderen Parameter wurden wie in Abschnitt 4.1.4 gewählt.
Die Ergebnisse der Kontrolle sind in den Abbildungen 4.22 (Geschwindigkeit und
Temperatur) und 4.23 (Lorentzkraft und Temperatur) dargestellt. Der Verlauf des Ko-
stenfunktionals J ist in Abbildung 4.25 im Vergleich zu den Ergebnissen aus Abschnitt
4.1.4 zu sehen. Die Ansteuerung des gewünschten geraden freien Randes gelingt ver-
glichen mit der Kontrolle mittels Containerwand-Temperatur nur sehr schlecht. Die
Begründung ist die gleiche wie in Abschnitt 4.1.4: Um den freien Rand ach zu be-
kommen, muss das kalte Material vom Schnittpunkt des freien Randes mit der Con-
tainerwand (das ist die kälteste Zone in der üssigen Phase) in Zentrum befördert
werden. Dies kann zum Beispiel mit den in Abbildung 4.13 skizzierten Lorentzkräften
geschehen.
Die in Abbildung 4.22 und in den Ausschnitten in Abbildung 4.24 dargestellte
Strömung hat den gleichen Eekt, d.h. am freien Rand strömt das Material in Rich-
tung Zentrum. Da die Geschwindigkeit in Randnähe aber wegen v = 0 an ∂Ωl und
wegen ε > 0 beschränkt ist, erreicht das kalte Material das Zentrum zeitlich verzögert,
d.h. der freie Rand hängt zurück.
Wie zu erwarten, sind die Ergebnisse aufgrund der gröÿeren Anzahl von Freiheits-
grade besser als bei Kontrolle mit wandnahen Lorentzkräften. Interessant ist jedoch,
dass der Unterschied im Vergleich zum Beispiel mit der Eindringtiefe a = 2 mm nur
gering ist, insbesondere da sich die Kraftverteilungen (vgl. Abbildungen 4.15 und
4.23) deutlich unterscheiden.
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t = 12, 5 s
t = 25 s
Abbildung 4.22: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit verteilten Lorentzkräften. Die Bilder zeigen die Temperatur
u (farbige Streifen), die Geschwindigkeit (Pfeile) und den freien Rand (schwarze Linie)
zu zwei verschiedenen Zeitpunkten.
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t = 12, 5 s
Abbildung 4.23: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit verteilten Lorentzkräften. Die Bilder zeigen die Temperatur
u (farbige Streifen) und die Lorentzkraft A (Pfeile).
u;v
t = 12, 5 s; k = kmax = 25
u;v
t = 25 s; k = kmax = 25
u;A
t = 12, 5 s; k = kmax = 25
Abbildung 4.24: Die Ausschnitte aus den Abbildungen 4.22 und 4.23 zeigen die
Temperatur u (farbige Streifen) und Geschwindigkeit v bzw. Kraft A (Pfeile) in der
Nähe des freien Randes (schwarze Linie). Die Lorentzkräfte bewirken am freien Rand
eine Strömung in Richtung Zentrum.
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4.1.6 Vergleich zwischen modizierten und unmodizierten
Gradientenverfahren
In Abschnitt 2.4 wurde ein modiziertes Gradientenverfahren vorgestellt. In Abbil-
dung 4.26 wird der Verlauf des Kostenfunktionals J des modizierten und das unmo-
dizierte Gradientenverfahren für die Beispiele aus den Abschnitten 4.1.1 und 4.1.2
mit Containerwandtemperatur-Kontrolle verglichen. In beiden Beispielen liefert das
unmodizierte Gradientenverfahren leicht bessere Resultate.
Abbildung 4.27 zeigt den Verlauf des Kostenfunktionals J des modizierten und
das unmodizierte Gradientenverfahren für die Beispiele aus den Abschnitten 4.1.4
und 4.1.5 bei Kontrolle mit Lorentzkräften. Bei diesen Beispielen stellt sich heraus,
dass das modizierte Gradientenverfahren leicht bessere Resultate liefert.
Die besseren Resultate des modizierten Gradientenverfahrens bei der Kontrolle
mit Lorentzkräften lassen sich möglicherweise wie in Abschnitt 4.1.9 erklären. Dort
wird argumentiert, dass die bei der Berechnung von ∇K auftretenden Rundungsfeh-
ler vom Fehler f − f abhängen. Durch die höhere Komplexität des unmodizierten
Verfahrens sind mehr Rundungsfehler zu erwarten. Da in den Fällen mit Tempera-
turkontrolle der Fehler f − f sehr klein wird, spielt das keine Rolle. Hingegen ist bei
Kontrolle mit Lorentzkräften wegen der groÿen Abweichung f − f der Einuss der







 0  5  10  15  20
k
relatives Fehlerfunktional J(k)/J(0)
Kontrolle mit wandnahen Lorentzkräften, a=2mm
Kontrolle mit wandnahen Lorentzkräften, a=5mm
Kontrolle mit verteilten Lorentzkräften
Abbildung 4.25: Verlauf des Kostenfunktionals J in Abhängigkeit von der Gradien-
teniteration k bei Kontrolle mit verteilten Lorentzkräften im Vergleich zur Kontrolle
mit wandnahen Lorentzkräften.
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im Vorteil ist, weil es aufgrund der geringeren Komplexität weniger Rundungsfehler
verursacht.
Zusammenfassend kann gesagt werden, dass die Unterschiede zwischen dem mo-
dizierten und dem unmodizierten Gradientenverfahren gering sind. Keines der Ver-
fahren ist in jedem Fall besser bzw. schlechter.
4.1.7 Einuss der Vorkonditionierung
In Abschnitt 2.3.2 wurden einige Ansätze zu Vorkonditionierung des Gradienten vor-
gestellt, welche hier untersucht werden. Wichtigste Anwendung für die Vorkonditio-
nierung ist die simultane Kontrolle mit mehreren Kontrollgröÿen, z.B. mit Container-
wandtemperatur und Lorentzkräften. Es ist aber auch möglich, die Containerwand-
temperatur in den einzelnen Phasen vorzukonditionieren.
Untersucht werden folgende drei Ansätze:
1: Vorkonditionierung mit festen Faktoren pi gemäÿ (2.53)
2a: Vorkonditionierung mit veränderlichen Faktoren pi gemäÿ (2.58) und (2.59)





 0  2  4  6  8  10  12  14  16
k
relatives Fehlerfunktional J(k)/J(0)
Ohne Beschränkung, unmodifiziertes Verfahren
Ohne Beschränkung, modifiziertes Verfahren
Mit Beschränkung, unmodifiziertes Verfahren
Mit Beschränkung, modifiziertes Verfahren
Abbildung 4.26: Verlauf des relativen Kostenfunktionals J (k)/J (0) in Abhängigkeit
von der Gradienteniteration k für das modizierte und das unmodizierte Gradi-
entenverfahren für die Beispiele aus den Abschnitten 4.1.1 und 4.1.2 mit Kontrolle
mittels Containerwandtemperatur.
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4.1.7.1 Phasenweise Vorkonditionierung der Containerwandtemperatur
Bei der phasenweise Vorkonditionierung der Containerwandtemperatur wird für jede
der beiden Kontrollgröÿen ubcs und ubcl jeweils ein Faktor bestimmt, so wie in Ab-
schnitt 2.3.2 beschrieben. Als Beispiel wird die in Abschnitt 4.1.2 vorgestellte Kon-
guration untersucht.
Abbildung 4.28 zeigt den Verlauf des Kostenfunktionals J mit den Vorkonditio-
nierern 1 und 2a im Vergleich zum unvorkonditionierten Verfahren. Beim Vorkon-
ditionierer 1 werden die festen Faktoren ungünstig bestimmt, sodass das Verfahren
ein wenig schlechter funktioniert als ohne Vorkonditionierung. Die Vorkonditionierung
mit veränderlichen pi des Verfahrens 2a funktioniert hingegen gut, sodass leicht besse-
re Resultate erzielt werden. Die Verwendung einer phasenweisen Vorkonditionierung
mit veränderlichen Faktoren ist somit wie zu erwarten empfehlenswert.
4.1.7.2 Simultane Kontrolle mit Containerwandtemperatur und wandna-
hen Lorentzkräften
Im Vergleich zur in Abschnitt 4.1.2 beschriebenen Konguration (Kontrolle mit be-
schränkter Containerwandtemperatur) werden wandnahe Lorentzkräfte als zusätzli-











 0  2  4  6  8  10  12  14  16
k
relatives Fehlerfunktional J(k)/J(0)
Mit wandnahen Lorentzkräften, unmodifiziertes Verfahren
Mit wandnahen Lorentzkräften, modifiziertes Verfahren
Mit verteilten Lorentzkräften, unmodifiziertes Verfahren
Mit verteilten Lorentzkräften, modifiziertes Verfahren
Abbildung 4.27: Verlauf des relativen Kostenfunktionals J (k)/J (0) in Abhängigkeit
von der Gradienteniteration k für das modizierte und das unmodizierte Gradi-
entenverfahren für die Beispiele aus den Abschnitten 4.1.4 und 4.1.5 mit Kontrolle
mittels Lorentzkräften.
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Anordnung erzeugt. Als Eindringtiefe wird a = 2 mm gewählt. Da die Gradienten
∇ubcs/lK und ∇AcK von stark unterschiedlicher Gröÿenordnung sind, ist eine Vor-
konditionierung unbedingt erforderlich, so wie in Abschnitt 2.3.2 beschrieben.
Abbildung 4.29 zeigt den Verlauf des Kostenfunktionals J mit den Vorkonditio-
nierern 1, 2a und 2b. Im Vergleich dazu sind auÿerdem die der Verläufe von J bei
ausschlieÿlicher Kontrolle mit der Containerwandtemperatur (siehe Abschnitt 4.1.2)
und bei ausschlieÿlicher Kontrolle mit wandnahen Lorentzkräften für a = 2 mm (siehe
Abschnitt 4.1.4) dargestellt. Es ist ersichtlich, dass alle vorkonditionierten Verfahren
bessere Resultate liefern als bei ausschlieÿlicher Kontrolle mit wandnahen Lorentz-
kräften. Nicht überraschend ist, dass Vorkonditionierer 1 mit den festen Faktoren pi
schlechtere Ergebnisse als bei ausschlieÿlicher Kontrolle mit der Containerwandtem-
peratur liefert.
Die besten Resultate werden mit den Vorkonditionierern 2a und 2b erzielt. Dabei
kann das Kostenfunktional J in etwa so stark reduziert werden wie bei ausschlieÿli-
cher Kontrolle mit der Containerwandtemperatur ohne Beschränkung, vgl. Abbildung
4.6. Das heiÿt, in diesem Beispiel kann die zusätzliche Kontrolle mittels wandnaher











Abbildung 4.28: Verlauf des relativen Kostenfunktionals J (k)/J (0) in Abhängigkeit
von der Gradienteniteration k für das Beispielproblem aus Abschnitt 4.1.2 mit den











Kontrolle ausschließlich mit Containerwand−Temperatur, mit Beschränkung
Kontrolle ausschließlich mit wandnahen Lorentzkräften, a=2mm
Abbildung 4.29: Verlauf des Kostenfunktionals J in Abhängigkeit von der Gradi-
enteniteration k bei simultaner Kontrolle mit Containerwandtemperatur und wand-
nahen Lorentzkräften mit verschiedenen Vorkonditionierern. Im Vergleich dazu wird
auÿerdem der Verlauf von J bei ausschlieÿlicher Kontrolle mit der Containerwand-
temperatur (siehe Abschnitt 4.1.2) und bei ausschlieÿlicher Kontrolle mit wandnahen
Lorentzkräften für a = 2 mm (siehe Abschnitt 4.1.4) dargestellt.
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t = 12, 5 s
t = 25 s
Abbildung 4.30: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei simultaner Kontrolle mit Containerwandtemperatur und wandnahen Lor-
entzkräften (a = 2 mm) unter Verwendung des Vorkonditionierers (2.58), (2.59). Die
Bilder zeigen die Temperatur u (farbige Streifen), die Geschwindigkeit (Pfeile) und
den freien Rand (schwarze Linie) zu zwei verschiedenen Zeitpunkten.
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4.1.8 Vergleich zwischen CG-Verfahren und Verfahren des
steilsten Abstiegs
Bisher wurde nur das Verfahren des steilsten Abstiegs (krestart = 1) untersucht. Nun
soll im Vergleich dazu das CG-Verfahren auf die Beispielkonguration aus Abschnitt
4.1.2 angewandt werden.
Abbildung 4.32 zeigt den Verlauf des Kostenfunktionals J für krestart = 1 (Ver-
fahren des steilsten Abstiegs), krestart = ∞ (normales CG-Verfahren) und krestart =
6 (CG-Verfahren mit Neustart nach jeweils 6 Gradienteniterationen). Beide CG-
Verfahren konvergieren anfangs schneller (für k ≤ 6 verlaufen beide Verfahren gleich).
Jedoch kann mit dem normalen CG-Verfahren der Fehler nicht so stark verringert
werden wie mit dem Verfahren des steilsten Abstiegs. Oensichtlich kommt es in
diesem Fall zur Fortsetzung von Fehlern, so, wie es in [16, 3.4.2] beschrieben wird.
Durch den Neustart des CG-Verfahrens kann die Fehlerfortsetzung eektiv verhindert
werden. Dieses Verfahren liefert die besten Resultate.
Es ist zu erwähnen, dass sich das CG-Verfahren mit Neustart unter Umständen
kritisch auf das Abbruchkriterium (3.17) auswirkt. Durch die Fortsetzung von Fehlern
t = 12, 5 s
Abbildung 4.31: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei simultaner Kontrolle mit Containerwandtemperatur und wandnahen Lor-
entzkräften (a = 2 mm) unter Verwendung des Vorkonditionierers (2.58), (2.59). Die
Bilder zeigen die Temperatur u (farbige Streifen) und die Lorentzkraft A (Pfeile).
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kann es vorkommen, dass das Fehlerfunktional bis zum nächsten Neustart nicht mehr
reduziert wird und das Abbruchkriterium erfüllt wird, obwohl das Fehlerfunktional
nach dem nächsten Neustart weiter reduziert wird. Ansatzweise ist dieses Verhalten in
Abbildung 4.32 bei k = 6 (erster Neustart) zu beobachten. Dieses Problem lieÿe sich
z.B. durch Kombination des Abbruchkriterium mit dem Neustart eektiv verhindern.
4.1.9 Untersuchung der Gradientennorm ‖∇K‖
Wenn das reduzierte Funktional K(y) stetig dierenzierbar bzgl. der Kontrollvaria-
blen y = [ubcs/l, Ac] ist, so ist ∇K(y∗) = 0 eine notwendige Optimalitätsbedingung
für das unrestringierte Problem und das zu suchende lokale Minimum y∗. (Die not-
wendigen Optimalitätsbedingungen wurden in Abschnitt 3.4.2 vorgestellt.)
In diesem Abschnitt wird untersucht, ob die Gradientennorm ‖∇K‖ (mit der
durch das Skalarprodukt des Hilbertraums Y induzierten Norm) für die bisher unter-
suchten Bespiele tatsächlich gegen Null konvergiert. In diesem Fall läge es nahe, die




 0  2  4  6  8  10  12  14
k
relatives Fehlerfunktional J(k)/J(0)
Verfahren des steilsten Abstieges (krestart=1)
CG−Verfahren ohne Neustart (krestart=∞)
CG−Verfahren mit Neustart nach 6 Iterationen (krestart=6)
Abbildung 4.32: Verlauf des Kostenfunktionals J in Abhängigkeit von der Gradi-
enteniteration k bei Verwendung des Verfahrens des steilsten Abstiegs im Vergleich
zum CG-Verfahren mit und ohne Neustart. Es wurde die Beispielkonguration aus
Abschnitt 4.1.2 untersucht.
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Abbildung 4.33 zeigt den Verlauf der relativen Gradientennorm
‖∇K(k)‖2
‖∇K(1)‖2
in logarithmischer Darstellung in Abhängigkeit von der Gradienteniteration k. Für
das Beispiel mit Containerwandtemperatur-Kontrolle und ohne Beschränkung aus
Abschnitt 4.1.1 wird ‖∇K‖ erwartungsgemäÿ sehr stark verringert. Bei den anderen
Beispielen ist das mehr oder weniger nicht der Fall.
Dies lässt sich vermutlich auf einen numerischen Eekt infolge von Rundungsfeh-
lern zurückführen, welcher im Folgenden erklärt wird.
Unter der Annahme, dass ∇K stetig dierenzierbar ist, wird für eine lokale Lö-
sung y∗ des Minimierungsproblems ∇K(y∗) = 0 gelten. Dies gilt auch, wenn der
Quellterm f−f des adjungierten Gleichungssystemes betragsmäÿig groÿ ist. (Bei der
Interpretation des adjungierten Gleichungssystems in Abschnitt 2.2 auf Seite 32 wur-
de dargelegt, dass f−f der wesentliche Quellterm des adjungierten Gleichungssystems
ist.) Dass dies für bestimmte Kongurationen der Fall ist, wurde in Abschnitt 4.1.4








 5  10  15  20
k
||∇K(k)||2/||∇K(1)||2
Kontrolle mit Containerwandtemperatur ohne Beschränkung
Kontrolle mit wandnahen Lorentzkräften
Kontrolle mit verteilten Lorentzkräften
Abbildung 4.33: Verlauf des relativen Gradientennorm ‖∇K(k)‖2/‖∇K(1)‖2) in Ab-
hängigkeit von der Gradienteniteration k für die Beispiel aus den Abschnitten 4.1.1,
4.1.4 und 4.1.5.
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Die während der Berechnung auftretenden Rundungsfehler werden hingegen vom
Quellterm des adjungierte Gleichungssystems f − f abhängig sein. (Im Falle von
f = f sind alle adjungierten Variablen gleich Null, wie bei der Interpretation des
adjungierten Gleichungssystems in Abschnitt 2.2 auf Seite 32 bereits erklärt wurde.)
Das bedeutet, die Gradientennorm ‖∇K‖ wird aufgrund der Rundungsfehler gröÿer
sein, je gröÿer f − f ist. Im Falle von f = f und S = 0 wird ‖∇K‖ sehr klein, wie in
Abbildung 4.33 zu sehen ist (für die Kontrolle mit der Containerwandtemperatur).
Bei den Beispielen mit Kontrolle mit Lorentzkräften aus den Abschnitten 4.1.4
und 4.1.5 bleibt der Fehler f − f groÿ. Dementsprechend würde man erwarten, dass
‖∇K‖ vergleichsweise wenig verringert wird. Dass bei Kontrolle mit wandnahen Lor-
entzkräften ‖∇K‖2 ca. um den Faktor 10 stärker verringert wird als bei Kontrolle
mit verteilten Lorentzkräften, (vgl. Abbildung 4.33) liegt daran, dass für wandna-
hen Lorentzkräfte ∇K durch Integration über ψ berechnet wird, vgl. (4.7), sodass
in diesem Fall eine zusätzliche Glättung auftritt. Das bedeutet, die Berechnung ∇K
ist bei Kontrolle mit wandnahen Lorentzkräften im oben beschriebenen Sinne besser
konditioniert als bei Kontrolle mit verteilten Lorentzkräften.
Zusammenfassend kann festgestellt werden, dass sich die relative Gradientennorm
‖∇K(k)‖2/‖∇K(1)‖2 nicht als (universelles) Abbruchkriterium eignet, da eine sinn-
volle Abbruch-Schranke von der Konguration abhängig ist.
4.1.10 Regularisierung
In diesem Abschnitt wird der Einuss einer Regularisierung anhand jeweils eines
Beispiels für Kontrolle mit Containerwandtemperatur und Kontrolle mit wandnahen
Lorentzkräften untersucht.
4.1.10.1 Kontrolle mit Containerwandtemperatur
Es wird die Konguration aus Abschnitt 4.1.1 untersucht, wobei ein Regularisierungs-








( βubcs/l︸ ︷︷ ︸
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ũbcs/l > 0 (4.9)













für λu > 0. (Ist ubcs/l endlichdimensional, so entspricht (4.9) einer positiv deniten
Hesse Matrix an der Stelle u∗bcs/l.)
Es hat sich herausgestellt, dass für keines der untersuchten numerischen Experi-
mente bei Kontrolle mit Containerwandtemperatur eine Regularisierung erforderlich
war, d.h. das verwendete Gradientenverfahren mit Strahlminimierung konvergierte in
jedem Fall gegen ein Minimum.
Abbildung 4.34 zeigt die Temperatur und Geschwindigkeit der Kontroll-Kongu-
ration aus Abschnitt 4.1.1 mit der Regularisierung (4.8) für λu = 5 · 10−11. Der Para-
meter λu wurde so gewählt, dass der Strafterm S nach der ersten Gradienteniteration
k = 1 ungefähr 1
4
so groÿ ist wie K im unkontrollierten Fall. Die Regularisierung
hat den Eekt, dass die Ansteuerung eines geraden freien Randes wesentlich schlech-










f(t, y)− f(t, y)
)2
dydt (4.10)








wesentlich kleiner, wie in Abbildung 4.36 zu sehen ist.
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4.1.10.2 Kontrolle mit wandnahen Lorentzkräften
Es wird die Konguration aus Abschnitt 4.1.4 untersucht, wobei ein Regularisierungs-


















∇ACS = λAAC .
Wie für die in Abschnitt 4.1.10.1 untersuchte Regularisierung gilt auch hier: falls λA
groÿ genug gewählt wird und falls K zweimal stetig dierenzierbar ist, so besitzt K
ein lokal eindeutiges Minimum.
Auch bei Kontrolle mit wandnahen Lorentzkräften hat sich herausgestellt, dass für
keines der untersuchten numerischen Experimente eine Regularisierung erforderlich
war, d.h. das verwendete Gradientenverfahren mit Strahlminimierung konvergierte in
jedem Fall gegen ein Minimum.
Abbildung 4.37 zeigt die Temperatur und Geschwindigkeit der Kontroll-Kongu-
ration aus Abschnitt 4.1.4 mit der Eindringtiefe a = 2 mm und der Regularisierung
(4.12) für λu = 3 · 10−7. Der Parameter λA wieder wurde so gewählt, dass der Straf-
term S nach der ersten Gradienteniteration k = 1 ungefähr 1
4
so groÿ ist wie K im
unkontrollierten Fall. Die Regularisierung hat den Eekt, dass die Ansteuerung eines
geraden freien Randes noch schlechter gelingt als ohne Regularisierung. Dies wird
in Abbildung 4.38 deutlich, wo die über die Zeit gemittelte Abweichung des freien








kleiner, wie in Abbildung 4.39 zu sehen ist.
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t = 12, 5 s
t = 25 s
Abbildung 4.34: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit der Containerwandtemperatur und der Regularisierung
(4.8) für λu = 5 · 10−11. Die Abbildung zeigt die Temperatur u (farbige Streifen), die















Abbildung 4.35: Verlauf des relativen Anteils J (k)0 /J
(0)
0 aus (4.10) für die in Ab-


















Abbildung 4.36: Verlauf des Regularisierungs-Anteils J (k)S aus (4.11) für die in Ab-
schnitt 4.1.1 vorgestellte Konguration mit (λu = 5 · 10−11) und ohne (λu = 0) die
Regularisierung (4.8).
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t = 12, 5 s
t = 25 s
Abbildung 4.37: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit wandnahen Lorentzkräften und der Regularisierung (4.8)
für λA = 3 · 10−7. Die Abbildung zeigt die Temperatur u (farbige Streifen), die Ge-

















Abbildung 4.38: Verlauf des relativen Anteils J (k)0 /J
(0)
0 aus (4.10) für die in Ab-














Abbildung 4.39: Verlauf des Regularisierungs-Anteils J (k)S aus (4.13) für die in Ab-
schnitt 4.1.4 vorgestellte Konguration mit (λA = 3 · 10−7) und ohne (λA = 0) die
Regularisierung (4.12).
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4.1.11 Einuss von β
Es soll der Einuss der Funktion β zur Gewichtung des steuerbaren Anteils ubcs/l
untersucht werden. (Zur Erinnerung: Die Containerwandtemperatur wurde in zwei
Anteile zerlegt, einen festen ub0s/l und einen mit β gewichteten steuerbaren ubcs/l:
ubs/l = ub0s/l + βubcs/l. Dabei wird β so festgelegt, dass Kompatibilitätsbedingungen
(2.3)  (2.5) erfüllt werden.)
Bei der Betrachtung des Gradienten (2.51) von K fällt auf, dass ωs/l mit β ge-
wichtet wird, d.h. für die Containerwandtemperatur zweier aufeinander folgender









Es wäre somit ausreichend
β(t, x) = 0 für x ∈ Γ ∩ ∂Ω und t ∈ (0, T ],
β(0, x) = 0 für x ∈ ∂Ω
zu wählen, um die Kompatibilitätsbedingungen (2.3)  (2.5) zu erfüllen (hinreichende
Glattheit von ωs/l vorausgesetzt).





















: h ≥ f(t, y)
(4.14)
für t ∈ [0, T ], (y, h) ∈ ∂Ω und h ∈ H = [ha, hb] gewählt. Ansonsten wird die gleiche
Konguration wie in Abschnitt 4.1.1 untersucht.
Abbildung 4.40 zeigt die Ergebnisse der Kontrolle. Vor allem bei t = 12, 5 s ist
erkennbar, dass die Wahl β = β2 gemäÿ (4.14) zu einer verstärkten Aufbiegung des
freien Randes an der Containerwand führt. Dies ist darauf zurückzuführen, dass im
Bereich des freien Randes der Gradient ∇Kubcs/l bei β = β2 betragsmäÿig gröÿer ist
als β = β1 gemäÿ (4.2).
Beim Vergleich der Kostenfunktionale J in Abbildung 4.41 ist ersichtlich, dass mit
β = β2 die Ansteuerung des gewünschten freien Randes schlechter funktioniert und
das Funktional J langsamer verkleinert wird.
In Abbildung (4.42) ist die Temperatur ubs/l auf der Manteläche des Containers
mit Kontrolle (für k = kmax) im Vergleich zu β = β1 gemäÿ (4.2) und im Vergleich
zum unkontrollierten Zustand dargestellt. Es ist gut ersichtlich, dass für β = β2 die
Containerwandtemperatur im Bereich des freien Randes durch die Kontrolle stärker
verändert wird als mit β = β1.
Zusammenfassend kann festgestellt werden, dass die in Abschnitt 2.1 motivierte
Wahl (4.2) für β sich auch praktisch als günstig herausstellt.
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t = 12, 5 s
t = 25 s
Abbildung 4.40: Erstarrungsvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit Containerwandtemperatur und mit β = β2 gemäÿ (4.14).
Die Bilder zeigen die Temperatur u (farbige Streifen), die Geschwindigkeit (Pfeile)











Abbildung 4.41: Verlauf des relativen Kostenfunktionals J (k)/J (0) in Abhängigkeit
von der Gradienteniteration k mit β = β1 gemäÿ (4.2) und β = β2 gemäÿ (4.14). Mit
der alternativen Wahl β = β2 gelingt die Ansteuerung des gewünschten freien Randes











Abbildung 4.42: Temperatur ubs/l auf der Manteläche des Containers ohne Kontrolle
und mit Kontrolle mit β = β1 gemäÿ (4.2) und β = β2 gemäÿ (4.14) bei t = 12, 5 s.
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4.2 Testproblem 2: Schmelzvorgang eines D=5 cm
Aluminium Zylinders
Betrachtet wird der Schmelzprozess in einem rotationssymmetrischen Zylinder mit
einem Durchmesser von 5 cm und einer Höhe von 10 cm über einen Zeitraum von
T = 50 s. Der Zweck dieses Testproblems ist die Demonstration einer funktionierenden
Kontrolle mittels Lorentzkräften. Praktisch ist die Kontrolle des freien Randes bei
Schmelzvorgängen ohne Belang.
Die physikalischen Konstanten für Aluminium sind in Tabelle 4.1 aufgelistet. Für
Wärmeübergangs-Koezienten wurde αl = 1000 Js·m2·K und αs = 250
J
s·m2·K gewählt.
Der gewünschte freie Rand ist die durch vorgegebene bewegte Ebene






gegeben. Die Anfangsbedingungen us/l0 und der feste Anteil der Containerwandtem-
peratur ub0s/l werden mittels des Temperaturproles



















: für h ≥ f(0, y)
wie folgt festgelegt:
us/l0(y, h) = u(0, h) ub0s/l(t, (y, h)) = u(t, h) + eh · ν∂hu(t, h) .
Für den gemäÿ (4.15) gewählten gewünschten freien Rand f erfüllen us/l0 und ub0s/l
die Kompatibilitätsbedingungen (2.3)  (2.5).
Abbildung 4.43 zeigt Erstarrungsvorgang ohne Kontrolle für drei verschiedene
Zeitpunkte t = 0 s, t = 25 s und t = T = 50 s. Im Gegensatz zum Erstarrungsprozess
ist der freie Rand nach oben gewölbt.
4.2.1 Kontrolle mit wandnahen Lorentzkräften
Die Kontrolle erfolgt ausschlieÿlich mit wandnahen Lorentzkräften, d.h. es wird β = 0
gewählt. Für die Erzeugung der Lorentzkräfte wird die in Abschnitt 4.1.4 vorgestellte
Anordnung mit den Eindringtiefen a = 2 mm und a = 5 mm verwendet.
Es wird das Verfahren des steilsten Abstiegs (d.h. krestart = 1) mit der in Abschnitt
2.4 vorgestellte Modikation verwendet. Als Abbruchkriterium wurde (3.17) mit η =
10−4 gewählt. Für λT wurde λT = 0, 3 gesetzt, d.h. es ndet eine Endkontrolle statt.
Für den zusätzlichen Strafterm wurde S = 0 gesetzt.
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Die Ergebnisse der Kontrolle bei einer Eindringtiefe von a = 5 mm werden in den
Abbildungen 4.44 (Geschwindigkeit und Temperatur) und 4.45 (Lorentzkraft und
Temperatur) gezeigt. Es ist ersichtlich, dass der gewünschte freie Rand für dieses
Problem gut angesteuert werden kann. Dies geschieht durch nach oben gerichtete
Lorentzkräfte an der Containerwand, wodurch das warme Material im Containerzen-
trum nach unten transportiert und somit das Material im Zentrum schneller aufge-
schmolzen wird. Auf diese Weise kann die Wölbung des freien Randes nach oben
nahezu vollständig beseitigt werden. Die Wirkung der Lorentzkräfte beim Schmelz-
prozess ist damit genau entgegengesetzt zu der in Abbildung 4.13 skizzierten für den
Erstarrungsprozess.
Abbildung 4.46 zeigt den Verlauf des Kostenfunktionals J für die Eindringtiefen
a = 2 mm und a = 5 mm. Im Gegensatz zum Erstarrungsprozess liefert beim Schmelz-
prozess die gröÿere Eindringtiefe bessere Resultate. Die Unterschiede sind jedoch sehr
gering.
Abbildung 4.43: Schmelzvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder ohne Kontrolle. Die Bilder zeigen die Temperatur u (farbige Streifen), die
Geschwindigkeit (Pfeile) und den freien Rand (schwarze Linie) zu drei verschiedenen
Zeitpunkten.
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t = 25 s
t = 50 s
Abbildung 4.44: Schmelzvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit wandnahen Lorentzkräften mit einer Eindringtiefe von
a = 5 mm. Die Bilder zeigen die Temperatur u (farbige Streifen), die Geschwindigkeit
(Pfeile) und den freien Rand (schwarze Linie) zu zwei verschiedenen Zeitpunkten.
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t = 25 s
Abbildung 4.45: Schmelzvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit wandnahen Lorentzkräften mit einer Eindringtiefe von





 0  5  10  15  20  25
k
relatives Fehlerfunktional J(k)/J(0)
Kontrolle mit wandnahen Lorentzkräften, a=2mm
Kontrolle mit wandnahen Lorentzkräften, a=5mm
Abbildung 4.46: Verlauf des Kostenfunktionals J in Abhängigkeit von der Gradien-
teniteration k bei Kontrolle des Schmelzprozesses mit wandnahen Lorentzkräften für
verschiedene Eindringtiefen a.
130
4.2.2 Kontrolle mit verteilten Lorentzkräften
Im Vergleich zu Abschnitt 4.2.1 soll jetzt die Kontrolle des Schmelzprozesses mit
verteilten Lorentzkräften untersucht werden, d.h. die Stärke und Richtung der Lor-
entzkräfte soll in jedem Punkt beliebig gesteuert werden können. Die Berechnung des
Gradienten erfolgt dabei so wie in Abschnitt 4.1.5 beschrieben.
Für die Strahlminimierung wird ein Gitter mit 30×120 Volumenelemente gewählt.
Alle anderen Parameter wurden wie in Abschnitt 4.2.2 gewählt.
Die Ergebnisse der Kontrolle sind in den Abbildungen 4.47 (Geschwindigkeit und
Temperatur) und 4.48 (Lorentzkraft und Temperatur) dargestellt. Der Verlauf des Ko-
stenfunktionals J ist in Abbildung 4.49 im Vergleich zu den Ergebnissen bei Kontrolle
mit wandnahen Lorentzkräften zu sehen. Die Ansteuerung des gewünschten geraden
freien Randes gelingt, verglichen mit der Kontrolle mittels wandnaher Lorentzkräf-
te erwartungsgemäÿ etwas besser. Bei Vergleich der Kraftfelder A bei Kontrolle mit
verteilten und wandnahen Lorentzkräften (Abbildungen 4.48 und 4.45) fällt auf, dass
diese sich wie beim Erstarrungsproblem stark unterscheiden.
4.2.3 Kontrolle mit Containerwandtemperatur
Es hat sich herausgestellt, dass die Kontrolle mit Lorentzkräften beim Schmelzprozess
gut funktioniert  im Gegensatz zum Erstarrungsprozess. Es soll nun untersucht wer-
den, ob die Kontrolle mittels der Containerwand-Temperatur ähnlich gute Resultate
liefert.
Da die Kontrolle ausschlieÿlich mittels Containerwand-Temperatur erfolgt, wird
A = 0 und β = β1 gemäÿ (4.2) gewählt. Verwendet wird das CG-Verfahren mit
Neustart nach sechs Iterationen (d.h.krestart = 6) mit der Präkonditionierung gemäÿ
(2.58) und (2.59) und ohne die in Abschnitt 2.4 vorgestellte Modikation. Alle rest-
lichen Parameter wurden wie in Abschnitt 4.2.1 gewählt.
Für die Containerwandtemperatur sollen die Beschränkungen
160◦C ≤ ubs ≤ uM uM ≤ ubl ≤ 860◦C
gelten.
Abbildung 4.50 zeigt die Ergebnisse der Kontrolle für zwei Zeitpunkte t = 25 s
und t = 50 s. Es ist ersichtlich, dass der gewünschte freie Rand gut angesteuert
wird. Das ermittelte Temperaturfeld ist dabei relativ kompliziert, verglichen mit der
Temperatursteuerung beim Erstarrungsprozess.
Abbildung 4.51 zeigt den Verlauf des Kostenfunktionals J im Vergleich zur Kon-
trolle mittels Lorentzkräften. Die Ergebnisse mit Temperatursteuerung sind ähnlich
gut wie die bei Kontrolle mittels wandnaher Lorentzkräfte, aber schlechter als bei
Kontrolle mittels verteilter Lorentzkräfte. Dies dürfte auf die Temperatur-Beschrän-
kung auf der Containerwand zurückzuführen sein.
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t = 25 s
t = 50 s
Abbildung 4.47: Schmelzvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit verteilten Lorentzkräften. Die Bilder zeigen die Temperatur
u (farbige Streifen), die Geschwindigkeit (Pfeile) und den freien Rand (schwarze Linie)
zu zwei verschiedenen Zeitpunkten.
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t = 25 s
Abbildung 4.48: Schmelzvorgang einer Aluminium-Schmelze in einem D = 5 cm
Zylinder bei Kontrolle mit verteilten Lorentzkräften. Die Bilder zeigen die Temperatur
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relatives Fehlerfunktional J(k)/J(0)
Kontrolle mit wandnahen Lorentzkräften, a=2mm
Kontrolle mit wandnahen Lorentzkräften, a=5mm
Kontrolle mit verteilten Lorentzkräften
Abbildung 4.49: Verlauf des Kostenfunktionals J in Abhängigkeit von der Gradien-
teniteration k bei Kontrolle des Schmelzprozesses mit verteilten Lorentzkräften im
Vergleich zur Kontrolle mit wandnahen Lorentzkräften.
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t = 25 s
t = 50 s
Abbildung 4.50: Schmelzvorgang einer Aluminium-Schmelze in einem D = 5 cm Zy-
linder bei Kontrolle mittels Containerwand-Temperatur. Die Bilder zeigen die Tempe-
ratur u (farbige Streifen), die Geschwindigkeit (Pfeile) und den freien Rand (schwarze
Linie) zu zwei verschiedenen Zeitpunkten.
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4.3 Testproblem 3: Erstarrungsvorgang eines D=5 cm
Gallium-Arsenid Zylinders
Gallium-Arsenid ist ein Halbleiterwerksto von zunehmender Bedeutung. Aufgrund
der bis zu zehn mal höheren Schaltgeschwindigkeit im Vergleich zu Silizium ndet die-
ser Werksto vor allem in der Hochfrequenztechnik Verwendung, z.B. bei den Sende-
und Empfangsbauteilen von Mobiltelefonen. Ein weiteres wichtiges Einsatzgebiet ist
die Optoelektronik, z.B. zur Herstellung von Lasern und Leuchtdioden sowie hoch-
spezialisierte Solarzellen (z.B. für Satelliten). Die Züchtung von Gallium-Arsenid-
Einkristallen erfolgt mittels des LEC (Liquid Encapsulated Czochralski) -Verfahrens
oder des VGF-Verfahrens, siehe [31].
Die strukturelle Qualität der Kristalle wird durch die Anzahl und Verteilung der
Versetzungen im Kristallgitter bestimmt. Diese entstehen vor allem aus thermome-
chanischen Spannungen des Kristalls in der Nähe der Phasengrenze, welche aus dem
radialen Wärmeuss, d.h. einen radialen Temperaturgradienten resultieren, siehe [34]
und [39]. Da beim VGF-Verfahren aufgrund der üblicherweise geringen Erstarrungs-
geschwindigkeit von ca. 2 mm/h  5 mm/h die Temperaturgradienten nur sehr klein
sind, zeichnen sich mittels des VGF-Verfahren gezüchtete Kristalle durch eine sehr
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relatives Fehlerfunktional J(k)/J(0)
Kontrolle mit wandnahen Lorentzkräften, a=2mm
Kontrolle mit wandnahen Lorentzkräften, a=5mm
Kontrolle mit verteilten Lorentzkräften
Kontrolle mit Containerwandtemperatur
Abbildung 4.51: Verlauf des Kostenfunktionals J in Abhängigkeit von der Gradiente-
niteration k bei Kontrolle des Schmelzprozesses mittels Containerwand-Temperatur
im Vergleich zur Kontrolle mit Lorentzkräften.
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sogar darüber spekuliert, vollkommen versetzungsfreie Kristalle zu züchten.
Bei einem achen freien Rand ist der radiale Temperaturgradient am freien Rand
Null. Jedoch resultiert ein kleiner Fehler∫
G
(f − f)2
nicht notwendigerweise in kleinen radialen Temperaturgradienten am freien Rand.
Das ist z.B. dann nicht der Fall, wenn der frei Rand wellig ist. Um dieses Verhalten
abzustellen und um den radialen Temperaturgradienten am freien Rand direkt mit-
tels des Kostenfunktionals zu verringern wird in Abschnitt 4.3.3 ein entsprechender
Strafterm S eingeführt.
Darüber hinaus sollte es möglich sein, mittels Kontrolle des Erstarrungsprozesses
und eines passend gewählten Kostenfunktionals die Erstarrungsgeschwindigkeit bei
gleich bleibender Qualität des Kristalls zu vergröÿern. Auf diese Weise lieÿe sich die
Wirtschaftlichkeit einer VGF-Anlage erhöhen.
Für das numerische Experiment wird ein rotationssymmetrischer Zylinder mit
einem Durchmesser von 5 cm und einer Höhe von 10 cm über einen Zeitraum von
T = 3600 s betrachtet. Die Konguration wurde so gestaltet, dass sie vorhandenen
Experimentier-Anordnungen (z.B. [34]) möglichst nahe kommt  soweit dass mit dem
benutzten Modell und der verwendeten Implementierung möglich ist.
Die physikalischen Konstanten für Gallium-Arsenid sind in Tabelle 4.2 aufgeli-








kg·K cl = 434
J
kg·K
ks = 7, 12
J
s·m·K kl = 17, 8
J
s·m·K
L = 726000 J
kg
γ = 1, 87 · 10−4 1
K









Tabelle 4.2: Die verwendeten physikalischen Konstanten für Gallium-Arsenid.
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Der gewünschte freie Rand ist die durch vorgegebene bewegte Ebene






gegeben. Die angesetzte Erstarrungsgeschwindigkeit ist ca. 10mal gröÿer als in der
Praxis bei der VGF-Züchtung üblich. Das hat zwei Gründe. Zum einen ist der freie
Rand bei den praktisch üblichen Erstarrungsgeschwindigkeiten schon sehr ach, so-
dass der Eekt einer Kontrolle sehr gering ist. Vor allem aber soll mit dem gewählten
f die Optimalsteuerung als Möglichkeit zur Erhöhung der Züchtungsgeschwindigkeit
bei Beibehaltung der Kristallqualität motiviert werden.
Die Anfangsbedingungen us/l0 und der feste Anteil der Containerwandtemperatur
ub0s/l werden mittels des Temperaturproles



















: für h ≥ f(0, y)
wie folgt festgelegt:
us/l0(y, h) = u(0, h) ub0s/l(t, (y, h)) = u(t, h) + eh · ν∂hu(t, h) .
Für den gemäÿ (4.16) gewählten gewünschten freien Rand f erfüllen us/l0 und ub0s/l
die Kompatibilitätsbedingungen (2.3)  (2.5).
Abbildung 4.52 zeigt Erstarrungsvorgang ohne Kontrolle für drei verschiedene
Zeitpunkte t = 0 s, t = 1800 s und t = T = 3600 s. Im Vergleich zum Aluminium-
Testproblem aus Abschnitt 4.1 unterscheidet sich dieses numerische Experiment we-
sentlich durch die um den Faktor 144 geringere Erstarrungsgeschwindigkeit bei etwa
gleich bleibender Krümmung des freien Randes, vgl. auch Abbildung 4.1. Dieser Ef-
fekt beruht vor allem aus der wesentlich geringeren Wärmeleitfähigkeit von Gallium-
Arsenid. Das bedeutet, dass der durch die Strömung angetriebene Transportterm in
(1.5) einen wesentlich gröÿeren Einuss hat und der ausschlieÿlich durch Wärme-
leitung bestimme Einuss der festen Phase auf den Erstarrungsprozess nur gering
ist.
4.3.1 Kontrolle mit Containerwandtemperatur
Zunächst wird die Kontrolle mittels Containerwandtemperatur untersucht, d.h. es
wird A = 0 und β = β1 gemäÿ (4.2) gewählt. Verwendet wird das Verfahren des
steilsten Abstiegs (d.h.krestart = 1) mit Präkonditionierung gemäÿ (2.58) und (2.59)
und ohne die in Abschnitt 2.4 vorgestellte Modikation.
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Als Abbruchkriterium wurde (3.17) mit η = 10−4 gewählt. Für λT wurde λT = 0, 3
gewählt, d.h. es ndet eine Endkontrolle statt. Für den Strafterm wird zunächst S = 0
gesetzt. Für die Containerwandtemperatur sollen die Beschränkungen
1070◦C ≤ ubs ≤ uM uM ≤ ubl ≤ 1270◦C
gelten. Das Gitter für die Strahlminimierung besteht aus 20× 80 Volumenelementen.
Abbildung 4.53 zeigt die Ergebnisse der Kontrolle für die zwei Zeitpunkte t =
1800 s und t = 3600 s. Es ist gut ersichtlich, dass der gewünschte freie Rand sehr gut
angesteuert werden kann.
4.3.2 Kontrolle mit wandnahen Lorentzkräften
Die Kontrolle erfolgt ausschlieÿlich mit Lorentzkräften, d.h. es wird β = 0 gewählt.
Für die Modellierung der Lorentzkräfte wird die in Abschnitt 4.1.4 vorgestellte Kon-
guration mit einer Eindringtiefe von a = 3mm verwendet.
Es wird das modizierte Gradientenverfahren aus Abschnitt 2.4 verwendet. Alle
anderen Parameter wurden wie in Abschnitt 4.3.1 gewählt.
Abbildung 4.52: Erstarrungsvorgang einer Gallium-Arsenid-Schmelze in einem D =
5 cm Zylinder ohne Kontrolle. Die Bilder zeigen die Temperatur u (farbige Streifen),
die Geschwindigkeit (Pfeile) und den freien Rand (schwarze Linie) zur drei verschie-
denen Zeitpunkten.
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t = 1800 s
t = 3600 s
Abbildung 4.53: Erstarrungsvorgang einer Gallium-Arsenid-Schmelze in einem D =
5 cm Zylinder bei Kontrolle mit der Containerwandtemperatur. Die Bilder zeigen die
Temperatur u (farbige Streifen), die Geschwindigkeit (Pfeile) und den freien Rand
(schwarze Linie) zu zwei verschiedenen Zeitpunkten.
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Die Abbildungen 4.61 (Geschwindigkeit und Temperatur) und 4.56 (Lorentzkraft
und Temperatur) zeigen die Ergebnisse der Kontrolle. Im Vergleich zur Erstarrung
von Aluminium in Abschnitt 4.1.4 gelingt bei Gallium-Arsenid die Ansteuerung des
freien Randes relativ gut. Die kann wie folgt begründet werden.
Die Wirkung der Lorentzkräfte ist bei Gallium-Arsenid die gleiche wie bei Alumi-
nium in Abschnitt 4.1.4, d.h. am freien Rand wird das kalte Material von der Con-
tainerwand in Richtung Zentrum transportiert. (Dies ist gut anhand der Ausschnitte
in Abbildung 4.57 erkennbar.) Aufgrund der Viskosität ε > 0 und der Randbedin-
gung v = 0 auf ∂Ωl ist die Transport-Geschwindigkeit jedoch endlich, d.h. das kalte
Material erreicht das Containerzentrum verspätet und der freie Rand hängt zurück.
Dieser Eekt ist bei Gallium-Arsenid aufgrund der um den Faktor 144 geringeren
Erstarrungsgeschwindigkeit aber wesentlich geringer als beim vergleichbaren Alumi-
nium-Experiment. Das heiÿt, in der Zeit, in der der freie Rand eine bestimmte Strecke
zurücklegt, kann bei Gallium-Arsenid wesentlich mehr kaltes Material in Richtung
Zentrum transportiert werden als bei Aluminium.
Abbildung 4.54 zeigt den Verlauf des Funktionals J bei Kontrolle mit wandnahen
Lorentzkräften im Vergleich zur Kontrolle mit der Containerwandtemperatur aus Ab-
schnitt 4.3.1. Obwohl bei Gallium-Arsenid die Kontrolle mit wandnahen Lorentzkräf-










Kontrolle mit wandnahen Lorentzkräften
Abbildung 4.54: Verlauf des relativen Funktionals J (k)/J (0) in Abhängigkeit von der
Gradienteniteration k bei Kontrolle mit wandnahen Lorentzkräften und bei Kontrolle
mit der Containerwandtemperatur.
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t = 1800 s
t = 3600 s
Abbildung 4.55: Erstarrungsvorgang einer Gallium-Arsenid-Schmelze in einem D =
5 cm Zylinder bei Kontrolle mit wandnahen Lorentzkräften. Die Bilder zeigen die
Temperatur u (farbige Streifen), die Geschwindigkeit (Pfeile) und den freien Rand
(schwarze Linie) zu zwei verschiedenen Zeitpunkten.
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t = 1800 s
Abbildung 4.56: Erstarrungsvorgang einer Gallium-Arsenid-Schmelze in einem D =
5 cm Zylinder bei Kontrolle mit wandnahen Lorentzkräften. Die Bilder zeigen die
Temperatur u (farbige Streifen) und die Lorentzkraft A (Pfeile).
u;v
t = 12, 5 s; k = kmax = 5
u;v
t = 25 s; k = kmax = 5
u;A
t = 12, 5 s, k = kmax = 5
Abbildung 4.57: Die Ausschnitte aus den Abbildungen 4.55 und 4.56 zeigen die
Temperatur u (farbige Streifen) und Geschwindigkeit v bzw. Kraft A (Pfeile) in der
Nähe des freien Randes (schwarze Linie). Die Lorentzkräfte bewirken am freien Rand
eine Strömung in Richtung Zentrum.
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4.3.3 Reduktion des radialen Temperaturgradienten am freien
Rand
In diesem Abschnitt wird ein Strafterm eingeführt, welcher zum Ziel hat, den radia-
len Temperaturgradienten vor der Erstarrungsfront zu vermindern. Für den radialen
Temperaturgradienten gilt
∂rul = er · µ∂µul = −
fr√
1 + f 2r
∂µul .

















1 + f 2r








(1 + f 2r )
1.5
(4.17)
gewählt. Für die Berechnung des adjungierten Gleichungssystemes müssen die Gra-












(1 + f 2r )
1.5
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2 ◦ Φf̃r .
Daraus folgt im rotationssymmetrischen Fall mittels partieller Integration und wegen













































Für das in Abschnitt 2.4 vorgestellte modizierte Gradientenverfahren, d.h. bei Fi-
xierung von Γ gemäÿ (2.61) und (2.62) während der Gradienten-Berechnung, entfällt













Der Parameter λS = 2 · 10−7 wird so gewählt, dass der durch den Strafterm S











(f − f)2 .
4.3.3.1 Kontrolle mit Containerwandtemperatur
Bis auf den Strafterm S werden alle Parameter wie in Abschnitt 4.3.1 gewählt.
Die Ergebnisse sind in Abbildung 4.58 dargestellt. Es ist gut ersichtlich, dass der
gewünschte freie Rand auch mit dem Strafterm S gut angesteuert wird. Zusätzlich
wird aber der radiale Wärmeuss stärker verringert als mit S = 0, wie in Abbildung














1 + f 2r
◦ Φ (4.18)
in Abhängigkeit von der Gradienteniteration k für S gemäÿ (4.17) und für S = 0
gezeigt.
In Abbildung 4.59 wird die adjungierte Temperatur ωs/l und die adjungierte Ge-
schwindigkeit ψ für verschiedene Gradienteniterationen dargestellt. Der Beitrag des
Straunktionals S gemäÿ (4.17), der durch den radialen Wärmeuss am freien Rand
in der üssigen Phase verursacht wird, ist deutlich erkennbar. Dies ist besonders an
den Stellen der Fall, wo fy groÿ ist, d.h. bei der ersten Gradienteniteration k = 1 in
der Nähe der Containerwand.
4.3.3.2 Kontrolle mit wandnahen Lorentzkräften
Bis aus den Strafterm S werden alle Parameter wie in Abschnitt 4.3.2 gewählt.
Die Ergebnisse sind in Abbildung 4.61 dargestellt. Wie bei der Kontrolle mit der
Containerwandtemperatur kann der gewünschte freie Rand immer noch gut angesteu-
ert werden. Der radiale Wärmeuss wird erwartungsgemäÿ stärker verringert als mit
S = 0, wie in Abbildung 4.60 erkennbar ist.
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t = 1800 s
t = 3600 s
Abbildung 4.58: Erstarrungsvorgang einer Gallium-Arsenid-Schmelze in einem D =
5 cm Zylinder bei Kontrolle mit der Containerwandtemperatur mit Strafterm zur
Reduktion des radialen Temperaturgradienten am freien Rand.
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t = 1800 s
Abbildung 4.59: Adjungierte Temperatur ω (farbige Streifen) und adjungierte Ge-




 0  5  10  15  20  25  30  35  40
k
relativer radialer Wärmefluss JS
(k)/JS
(0)
Mit Reduktion des radialen Wärmeflusses
Ohne Reduktion des radialen Wärmeflusses
Abbildung 4.60: Verlauf des relativen radialen Wärmeusses J (k)S /J
(0)
S (siehe (4.18))
bei Kontrolle mit der Containerwandtemperatur in Abhängigkeit von der Gradiente-
niteration.
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t = 1800 s
t = 3600 s
Abbildung 4.61: Erstarrungsvorgang einer Gallium-Arsenid-Schmelze in einem D =
5 cm Zylinder bei Kontrolle mit wandnahen Lorentzkräften mit Strafterm zur Reduk-
tion des radialen Temperaturgradienten am freien Rand.
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4.4 Rechenaufwand und -zeit
Die Anzahl der Gradienteniterationen kmax wird durch das Abbruchkriterium (3.17)
bestimmt und beträgt in der Regel zwischen 10 und 25 Gradienteniterationen. Bei
den Beispielen für Kontrolle mittels wandnaher Lorentzkräften bei der Erstarrung ist
kmax deutlich kleiner als Zehn. Dies ist vermutlich darauf zurückzuführen, dass das
Kontrollziel lediglich darin besteht, möglichst viel Material auf die in Abbildung 4.13
skizzierte Weise zu transportieren, die Geschwindigkeit aber wegen v = 0 am Rand
∂Ωl und wegen ε > 0 beschränkt ist.
Tabelle 4.3 listet die Rechenzeiten und Anzahl der Gradienteniterationen für ein
Aluminium-Beispiel (Abschnitt 4.1.2) und ein Gallium-Arsenid-Beispiel (Abschnitt
4.3.1) auf. Die Berechnung erfolgte auf einem AMD Athlon MP 2133 MHz Prozessor.
Die Rechenzeiten für die einzelnen Teilschritte (Vorwärtsschritt, Rückwärtsschritt,
Strahlminimierung) liegen für die jeweiligen Materialien in etwa in der gleichen Grö-
ÿenordnung.
Die Berechnungen für Gallium-Arsenid benötigen wegen der geringeren Erstar-
rungs-Geschwindigkeit ca. 40 mal mehr Zeit.
Erfreulich ist, dass die Strahlminimierung relativ wenig Rechenzeit benötigt, ob-
wohl pro Strahlminimierung mehrere Auswertungen von K (d.h. Vorwärtsschritte)
erfolgen. Dies ist auf die in Abschnitt 3.4.1 vorgeschlagene Reduktion der Gitterauf-
 0.1
 1
 0  1  2  3  4  5  6  7  8
k
relativer radialer Wärmefluss JS
(k)/JS
(0)
Mit Reduktion des radialen Wärmeflusses
Ohne Reduktion des radialen Wärmeflusses
Abbildung 4.62: Verlauf des relativen radialen Wärmeusses J (k)S /J
(0)
S (siehe (4.18))




Da die Strahlminimierung bei Gallium-Arsenid auf einem feineren Gitter (20 ×
80) als bei Aluminium (15 × 60) erfolgte, benötigt die Strahlminimierung für dieses
Material die meiste Rechenzeit.
Aluminium Gallium-Arsenid
(Abschnitt 4.1.2) (Abschnitt 4.3.1)
kmax 15 21
Zeit je Vorwärtsschritt 129 s 6101 s
Zeit je Rückwärtsschritt 147 s 6973 s
Zeit je Strahlminimierung 119 s 8292 s
Gesamtrechenzeit 1,7 h 126,3 h
Tabelle 4.3: Rechenzeiten für je ein Aluminium- und die Gallium-Arsenid Beispiel
auf einem AMD Athlon MP 2133 MHz Prozessor.
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5. Zusammenfassung
Betrachtet wird eine zwei-Phasen Schmelze mit durch Konvektion und Lorentzkräfte
getriebener Strömung in einem festen Container. Das Ziel ist es, die Form und den
Verlauf des freien Rand mit Hilfe der Containerwand-Temperatur und/oder Lorentz-
kräften zu steuern.
Die Darstellung des freien Randes als Graph erlaubt die Formulierung eines Ko-
stenfunktionals mit dem Ziel, einen vorgeschriebenen Verlauf des freien Randes anzu-
steuern. Das daraus resultierende Minimierungsproblem wird mit verschiedenen Gra-
dientenverfahren, z.B. dem CG-Verfahren oder dem Verfahren des steilsten Abstiegs,
gelöst.
Für die Strahlminimierung wird ein Algorithmus vorgestellt, bei dem die Auswer-
tungen des Kostenfunktionals auf einem gröberen Gitter erfolgt. Die dadurch entste-
henden zusätzlichen Diskretisierungsfehlern werden korrigiert. Mit diesem Verfahren
kann der Anteil der Strahlminimierung an der Gesamtrechenzeit klein gehalten wer-
den.
Der Gradient für das Kostenfunktional wird mit Hilfe eines adjungierten Glei-
chungssystems berechnet. Dieser Ansatz hat den Vorteil, das der Aufwand zur Be-
rechnung des Gradienten unabhängig von der Anzahl der Freiheitsgrade des zu mini-
mierenden Systems ist.
Desweiteren wird in der Arbeit ein modiziertes Gradientenverfahren vorgestellt,
welches eine einfachere Implementierung ermöglicht, und ähnlich gute Resultate liefert
wie das unmodizierte Gradientenverfahren.
Der Verfahren wurde mittels numerischer Experimente getestet. Dabei wurden
Aluminium- und Gallium-Arsenid-Schmelzen mit einem Durchmesser von je 5 cm
untersucht. Letztere Konguration besitzt für VGF-Experimente relevante Abmes-
sungen. In beiden Fällen soll ein acher freier Rand mit konstanter Geschwindigkeit
angesteuert werden. Bei der Kontrolle mit Containerwand-Temperatur liefert das Ver-
fahren für beide Kongurationen sehr gute Resultate.
Hingegen kann der gewünschte freie Rand bei der Erstarrung der Aluminium-
Schmelze mittels Kontrolle mit wandnahen Lorentzkräften nur sehr schlecht ange-
steuert werden. Dieses Phänomen ist physikalisch bedingt und wurde in der Arbeit
erläutert. Zum Vergleich wurde auch eine hypothetische Kontrollkonguration mit
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verteilten, in jedem Punkt beliebig steuerbaren, Lorentzkräften untersucht, welche
nur wenig bessere Ergebnisse liefert.
Zur Demonstration der Kontrolle mit Lorentzkräften wurde ein (praktisch weniger
interessantes) Schmelzproblem untersucht, mit dem die Ansteuerung des gewünschten
freien Randes mit Hilfe von Lorentzkräften sehr gut funktioniert.
Bei der Erstarrung der Gallium-Arsenid-Schmelze kann der gewünschte freie Rand
im Vergleich zu Aluminium relativ gut mittels wandnaher Lorentzkräfte angesteuert
werden. Dies liegt an der wesentlich geringeren Erstarrungsgeschwindigkeit von Gal-
lium-Arsenid, wie in der Arbeit erläutert wird. Aber auch bei der Erstarrung von
Gallium-Arsenid liefert die Kontrolle mittels der Containerwandtemperatur deutlich
bessere Ergebnisse als die Kontrolle mittels wandnaher Lorentzkräfte.
Für die Gallium-Arsenid-Konguration wurde des Weiteren ein praktisch moti-
viertes Kostenfunktional betrachtet, mit dem zusätzlich Temperaturgradienten in ra-
dialer Richtung unterdrückt werden können. Dies gelingt sowohl bei Kontrolle mit der
Containerwandtemperatur als auch bei der Kontrolle mittels wandnahen Lorentzkräf-
ten.
Bei der Kontrolle mit mehreren Kontrollgröÿen (d.h. mit Containerwand-Tempe-
ratur und Lorentzkräften) hat sich herausgestellt, dass eine Vorkonditionierung des
Gradienten notwendig ist. Mehrere entsprechende Ansätze wurden in dieser Arbeit
vorgestellt und anhand numerischer Beispiele untersucht. Dabei ergab sich sich, dass
mit den vorgestellten Vorkonditionierern eine simultane Kontrolle mit mehreren Kon-
trollgröÿen gut funktioniert.
Zusammenfassend funktioniert das vorgestellte Verfahren gut. Im Vergleich zu
ähnlichen Ansätzen ([32, 45, 43]) spiegelt das in dieser Arbeit verwendete mathema-
tische Modell in jedem Schritt das zugrunde liegende physikalische Modell wieder. Es
besteht keine Notwendigkeit, die Teilprobleme in den Phasen zu separieren (so wie
das in [32, 45, 43] der Fall ist). Das heiÿt es wird ein durch die Stefan-Bedingung
(1.6) und die Schmelztemperatur-Bedingung (1.7) gekoppeltes komplexes nichtlinea-
res Dierentialgleichungssystem betrachtet.
Soweit bekannt, handelt es sich bei dem in dieser Arbeit vorgestellten Verfahren
um den bisher ersten Ansatz, die Form und den Verlauf des freien Randes direkt
mittels Optimalsteuerung zu kontrollieren.
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Häug verwendete Symbole
· . . . Skalarprodukt; a · b = aT b
∇ . . . Dierentialoperator
∂V . . . Rand von der Menge V
V . . . Abschluss der Menge V
7→ . . . Variablen-Ersetzung bei der Darstellung des Algorithmus'; t 7→ t+τ bedeutet
t wird durch t+ τ
Ω . . . Container, Ω = G×H
G . . . Grundäche des Containers Ω = G×H
H . . . Höhenmenge des Containers Ω = G×H
Ωs . . . Feste Phase
Ωl . . . Flüssige Phase
Γ . . . Freier Rand





: y ∈ G
}
f . . . Graphenfunktion des gewünschten freien Randes







ν . . . Normalenrichtung am Rand (von innen nach auÿen)
µ . . . Normalenrichtung am freien Rand (von fest nach üssig)
eh . . . Einheitsvektor in Höhenrichtung
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er . . . Einheitsvektor in Radialrichtung
us/l . . . Temperatur in der festen bzw. üssigen Phase; [u] = K
ubs/l . . . Temperatur auf der Containerwand an der festen bzw. üssigen Phase;
[ubs/l] = K
ub0s/l . . . Fester Anteil der Temperatur auf der Containerwand
ubcs/l . . . Steuerbarer Anteil der Temperatur auf der Containerwand
β . . . Funktion zum Gewichten von ubcs/l: ubs/l(t, x) = ub0s/l(t, x) + β(t, x)ubcs/l(t, x)
uM . . . Schmelztemperatur, [uM ] = K
v . . . Geschwindigkeit, [v] = m
s




f . . . Graphenfunktion für den freien Rand, [f ] = m






ωs/l . . . Adjungierte Temperatur in der festen bzw. üssigen Phase
ϕ . . . Adjungierte freie-Rand-Temperatur
ψ . . . Adjungierte Geschwindigkeit
π . . . Adjungierter Druck
ρ . . . Dichte, [ρ] = kg
m3
cs/l . . . Wärmekapazität, [c] = Jkg·K
ks/l . . . Wärmeleitfähigkeit, [k] = Js·m·K
L . . . Schmelzwärme, [L] = J
kg
αs/l . . . Wärmeübergangskoezient, [α] = Js·m2·K
γ . . . Volumenexpansionskoezient, [γ] = 1
K
ε . . . Dynamische Viskosität, [ε] = kg
m·s
S . . . Straunktional, S = S(ubcs/l, Ac, ∂µus/l|Γ)
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A. Herleitung des adjungierten
Gleichungssystems
Die Lagrangefunktion für das Optimierungsproblem (2.7) lautet

















f(T, y)− f(T, y)
)2
dy





























∂tv + (∇vT ) · v −
ε
ρ

















































kl∂νul + αl(ul − ub0s/l − βubcs/l)
)
ωbl .
Das adjungierte Gleichungssystem ist deniert durch
D[f,us,ul,v,p]L[f̃ , ũs, ũl, ṽ , p̃] = 0 (A.1)
für alle zulässigen Richtungen f̃ , ũs, ũl, ṽ und p̃ welche
ũs/l(0, x) = 0 für x ∈ Ωs/l
f̃(0, y) = 0 für y ∈ G
ṽ(0, x) = 0 für x ∈ Ω∗l
∇p̃(0, x) = 0 für x ∈ Ω∗l
f̃ = f̃r = 0 auf (0, T ]× ∂G
ṽ = 0 auf (0, T ]× ∂Ω
∂ν p̃(t, x) = 0 auf (0, T ]× ∂Ωl
(A.2)
erfüllen. Das adjungierte Gleichungssystem liegt also in Form einer Variationsglei-
chung vor. Unter der Annahme, dass die adjungierten Variablen hinreichend glatt
sind, soll in diesem Anhang ein partielles Dierentialgleichungs-System hergeleitet
werden, welches (A.1) erfüllt.
Im Detail erfolgt die Herleitung des adjungierten Gleichungssystems durch Ablei-


































ks∂ν ũs + αsũs
)
ωbs .































































ks∂ν ũs + αsũs
)
ωbs .

















1 + f 2r (g ◦ Φ) . (A.3)


































































ks∂ν ũs + αsũs
)
ωbs .
Durch Zusammenfassen der Integrale über die einzelnen Integrationsgebiete folgt ein
Gleichungssystem, welches DusLũs = 0 für alle zulässigen ũs gemäÿ (A.2) erfüllt:
∂tωs(t, x) = −
ks
csρ
∆ωs(t, x) für t ∈ (0, T ), x ∈ Ωs
ωs(T, x) = 0 für x ∈ Ωs(T )
ωs(t, x) = ωbs(t, x) für t ∈ (0, T ), x ∈ ∂Ωs(t) \ Γ(t)






















































kl∂ν ũl + αsũl
)
ωbl .









































































kl∂ν ũl + αlũl
)
ωbl .











































































kl∂ν ũl + αlũl
)
ωbl .
Durch Zusammenfassen der Integrale über die einzelnen Integrationsgebiete folgt ein
Gleichungssystem, welches DulLũl = 0 für alle zulässigen ũl gemäÿ (A.2) erfüllt:
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− kl∆ωl(t, x) + γg ·ψ(t, x)
)
für t ∈ (0, T ), x ∈ Ωl(t)
ωl(T, x) = 0 für x ∈ Ωl(T )
ωl(t, x) = ωbl(t, x) für t ∈ (0, T ), x ∈ ∂Ωl(t) \ Γ(t)
kl∂νωl(t, x) = −αlωl(t, x) für t ∈ (0, T ), x ∈ ∂Ωl(t) \ Γ(t)
ωl(t, x) = −
1
kl


































Die Bedingung DpLp̃ = 0 für alle zulässigen p̃ gemäÿ (A.2) wird somit durch das
folgende Gleichungssystem erfüllt:
∇ ·ψ(t, x) = 0 für t ∈ (0, T ), x ∈ Ωl(t) (A.6)






































∇π · ṽ +
∫
Ωl
























∂ν ṽ ·ψ .
Durch Zusammenfassen der Integrale über die einzelnen Integrationsgebiete folgt ein
Gleichungssystem, welches DvLṽ = 0 für alle zulässigen ṽ gemäÿ (A.2) erfüllt:




= clρωl∇ul −∇π in [0, T )× Ωl
ψ(t, x) = 0 für t ∈ (0, T ), x ∈ ∂Ωl(t) (A.8)
ψ(T, x) = 0 für x ∈ Ωl(t).
Aus (A.6) und (A.8) folgt äquivalent zu Satz 1.1 eine Randbedingung für den Druck
∂νπ(t, x) = ∂νul(t, x)clρωl(t, x)− ε∂2νψν (t, x) für t ∈ (0, T ), x ∈ ∂Ωl(t).
Bei der Ableitung in Richtung f muss die Änderung der Integrationsgebiete der Zu-
standsvariablen berücksichtigt werden. Durch die Erweiterungen Ω∗s/l der Denitions-
bereiche der Zustandsvariablen ist dies möglich. Für eine Ω∗s denierte hinreichend




























(gs ◦ Φ)f̃ .
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(gl ◦ Φ)f̃ .



























1 + f 2r




1 + f 2r ∂hgs/l ◦ Φ .
Um bei der Berechnung der Richtungsableitung nicht nach µ ableiten zu müssen, wird
∂µus/l ◦ Φ =
√
1 + f 2r ∂hus/l ◦ Φ (A.10)























































∂tv + (∇vT ) · v −
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1 + f 2r
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1 + f 2r
ϕlf̃r .







































































1 + f 2rϕl(∂hul ◦ Φ)f̃ .

































































ksfrϕ∂hus ◦ Φf̃ − klfrϕ∂hul ◦ Φf̃
)






















1 + f 2rϕl(∂hul ◦ Φ)f̃ .
Durch Zusammenfassen des vierten und sechsten Integrals, des fünften und des sie-
benten Integrals sowie des achten und neunten Integrals folgt mit Hilfe der Stefan
Bedingung (2.13) und mit
√



















































r(1 + f 2r )























1 + f 2rϕl(∂hul ◦ Φ)f̃ .
Unter Berücksichtigung, dass die Zustandsvariablen us/l und f das Gleichungssystem
(2.8)  (2.21) erfüllen folgt durch Zusammenfassen der Integrale über die einzelnen
Integrationsgebiete ein Gleichungssystem, welches DfLf̃ = 0 für alle zulässigen f̃
gemäÿ (A.2) erfüllt:
Lρϕ(T, y) = λT
(
f(T, y)− f(T, y)
)











1 + f 2r
)
−
0 : im 2D FallLρ 2ϕfrft
r(1 + f 2r )
: im rotationssymmetrischen 3D Fall
− ϕ(1 + f 2r )[ks/l∂2hus/l]Γ ◦ Φ
−
√
1 + f 2r
(
ϕs(∂hus ◦ Φ) + ϕl(∂hul ◦ Φ)
)
in (0, T )×G.
Durch Substitution von (A.4) und (A.5) sowie mit Hilfe von
√
1 + f 2r ∂hus/l = ∂µus/l










1 + f 2r
)
−
0 : im 2D FallLρ 2ϕfrft
r(1 + f 2r )
: im rotationssymmetrischen 3D Fall






◦ Φ in (0, T )×G.
164
A.1 Herleitung des adjungierten Gleichungssystems
für das modizierte Funktional Kf∗
Bezeichne Lf∗ die Lagrangefunktion des modizierten Funktionals Kf∗ welche wie
folgt lautet

















f(T, y)− f(T, y)
)2
dy





























∂tv + (∇vT ) · v −
ε
ρ







































ks∂νus + αs(us − ub0s/l − βubcs/l)
)
ωbs .
Die Richtungsableitungen DusLf∗ũs und DulLf∗ũl werden äquivalent zu DusLũs und
DulLũl berechnet; mit dem einzigen Unterschied, dass f
∗
r anstelle fr verwendet wird.
Auf die aus DusLf∗ũs = 0 und DulLf∗ũl = 0 folgenden adjungierten Gleichungen hat
das keinen Einuss. Auch die Richtungsableitungen von Lf∗ nach v und p sind gleich
den von L:
DvLf∗ṽ = DvLṽ und DpLf∗ p̃ = DpLp̃ .
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Die Richtungsableitung DfLf∗ f̃ wird dadurch vereinfacht, dass nun keine Variation





























































Die Voraussetzung DfLf∗ f̃ = 0 für alle zulässigen f̃ gemäÿ (A.2) wird demzufolge
durch das Gleichungssystem
Lρϕ(T, y) = λT
(
f(T, y)− f(T, y)
)












Zur Herleitung von (2.3)  (2.4) wird die Stetigkeit des mathematischen Systems
am Schnittpunkt des freien Randes mit der Containerwand angenommen. Um die
Ableitung fallunabhängig zu machen wird der Vektor er eingeführt, welcher im zwei-
dimensionalen Fall den Vektor (1, 0) ∈ G × H und im rotationssymmetrischen Fall
den Einheitsvektor in Radialrichtung darstellt, d.h. es gilt
er(t, x) ·ν(t, x) =

−1 : im 2D Fall, für x = (ra, h) mit h ∈ H und t ∈ (0, T ]
1 : im 2 -Fall, für x = (rb, h) mit h ∈ H und t ∈ (0, T ]
1 : im rotationssymmetrischen 3D Fall, für
x = (y1, y2, h) mit y21 + y
2
2 = r
2 und t ∈ (0, T ].
Im Schnittpunkt von freiem Rand und Containerwand bezeichnet ν im Folgenden den
Auÿennormalenvektor an der Containerwand.
Satz B.1
Wenn us/l(t, x) zweimal stetig dierenzierbar bzgl. x und einmal stetig dierenzierbar
bzgl. t, wenn ubs/l(t, x) stetig dierenzierbar bzgl. x und wenn ft(t, y) einmal stetig
dierenzierbar bzgl. t und zweimal stetig dierenzierbar bzgl. y, so gelten auf auf der




: ∀x ∈ ∂G
}









1 + f 2r
= −er · ν(αs − αl)(ubs/l ◦ Φ− uM) , (B.1)
















Alle Betrachtungen der folgenden Beweise nden auf der Schnittmenge von festen
und freien Rand {Φ(t, y) : (t, y) ∈ [0, T ]× ∂G} statt.
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Beweis von (B.1): Die Gleichungen für den Normalenvektor µ, den Tangentialvek-
tor τ und den Temperatur-Gradienten lauten
µ =
1√

























1 + f 2r
−fr cos(φ)−fr sin(φ)
1
 τ = 1√








er · ν cos(φ)∂νus/ler · ν sin(φ)∂νus/l
∂hus/l
 .
mit cos(φ) = x
R
und sin(φ) = y
R
im rotationssymmetrischen 3D-Fall. Aus der Schmelz-
temperatur-Bedingung u ◦ Φ = uM folgt mittels Kettenregel
∂r(u ◦ Φ) = 0 = er · ν∂νus/l ◦ Φ + fr∂hus/l ◦ Φ
und demzufolge
−er · ν∂νus/l ◦ Φ = fr∂hus/l ◦ Φ . (B.3)
Mit Hilfe von
∂µus/l =
−er · νfr∂νus/l + ∂hus/l√
1 + f 2r
und (B.3) erhält man
fr∂µus/l ◦ Φ√
1 + f 2r
=
−er · νf 2r ∂νus/l ◦ Φ + fr∂hus/l ◦ Φ
1 + f 2r
=
(B.3)
−er · νf 2r ∂νus/l ◦ Φ− er · ν∂νus/l ◦ Φ
1 + f 2r
= −er · ν∂νus/l ◦ Φ .
(B.4)
Aus der Randbedingung ubs/l − us/l =
ks/l
αs/l
∂νus/l und aus us/l = uM am freien Rand
folgt
ubs/l ◦ Φ− uM =
ks/l
αs/l
∂νus/l ◦ Φ . (B.5)
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Mit Hilfe obiger Gleichungen und durch Substitution von ft durch die Stefan-Bedin-
gung (2.13) erhält man schlieÿlich
Lρfrft





1 + f 2r
+ ks
fr∂µus ◦ Φ√
1 + f 2r
=
(B.4)
er · νkl∂νul ◦ Φ− er · νks∂νus ◦ Φ
=
(B.5)
−er · ν(αs − αl)(ubs/l ◦ Φ− uM) ,
also (B.1). 
Beweis von (B.2): Aus (B.3), (B.5) und (B.1) folgt
fr∂hus/l ◦ Φ = =
(B.3)











1 + f 2r
,
(B.6)
Die Randbedingung ubs/l = us/l+
ks/l
αs/l
∂νus/l gilt auf gesamten Containerwand. Deshalb
folgt für die Ableitung entlang der Höhenrichtung







(∂hubs/l − ∂hus/l) .
(B.7)
Mit (B.3) und (B.4) erhält man
∂µus/l ◦ Φ√
1 + f 2r
= ∂hus/l ◦ Φ . (B.8)
Damit kann die Stefan-Bedingung (2.13) zu


































































Daraus folgt die Behauptung (B.2). 
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C. Dierentialoperatoren für den
rotationssymmetrischen Fall
Um die Rotationssymmetrie auszunutzen, werden die Funktionen und die Gleichungs-
systeme auf ein zylindrisches Koordinatensystem übertragen. Kartesischen Koordina-
ten werden im folgenden mit (y1, y2, h) ∈ G×H bezeichnet und zylindrische Koordi-
naten mit (r, φ, h) ∈ [0, R]× [0, 2π]×H. Die Koordinatentransformation ist durch
y1 = r cosφ y2 = r sinφ h = h
gegeben. Aufgrund der Rotationssymmetrie sind reellwertige Funktionen und vek-
torwertige Funktionen bezüglich der zylindrischen (Koordinaten-)Basis unabhängig
von φ. Die Herleitung der Dierentialoperatoren soll deshalb zur Vereinfachung der
Herleitung und o.B.d.A. auf der Ebene φ = 0 erfolgen. Funktionen, die auf dem zy-
lindrische Koordinatensystem deniert sind, werden im Folgenden mit einem Haken
( ˇ ) überschrieben.
C.1 Reellwertige Funktionen
Sei u : G×H → R eine reellwertige Funktion mit







Wie bereits erwähnt, erfolgt die Ableitung der Dierentialoperatoren o.B.d.A auf der

















































Für den Gradienten gilt also
∇u = ∇ǔ






Vektorwertige Funktionen sollen bzgl. der Basis, auf der sie deniert sind, dargestellt






v(y1, y2, h) =



























































































































































= vrwr + vφwφ + whwh
= v̌ · w̌ .
C.2.2 Dierentialoperatoren
Die Herleitung der Dierentialoperatoren für vektorwertige Funktionen funktioniert
im Prinzip wie oben, ist aber wegen der unterschiedlichen Basis etwas aufwendiger.
Die Berechnung der Ableitungen erfolgt wieder o.B.d.A auf der Ebene φ = 0.
Für die Komponente vy1 : G×H → R gilt

































































































































































































































Für die Komponente vy2 : G×H → R gilt






























































































































































































































Für die Komponente vh : G×H → R gilt























































Mit Hilfe dieser Ableitungen ergibt sich für die Dierentialoperatoren






















diag(1, 1, 0)v̌ .
∇vT =








C.2.3 Der Fall vφ = 0
Für vektorwertige Funktionen v und w mit vφ = 0 und wφ = 0 gilt:
(∇vT ) ·w = (∇v̌T ) · w̌
und
(∇vT )w = (∇v̌T )w̌ .
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