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A History of Complex Dynamics, from Schro¨der to Fatou and Julia. By Daniel S.
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REVIEWED BY T. W. GAMELIN
Mathematics Department, University of California at Los Angeles, Los Angeles, California 90024
The book under review is a readable and engaging account of the development
of complex iteration theory over half a century, from Ernst Schro¨der’s landmark
pair of papers of 1870–1871 to the work of Pierre Fatou and Gaston Julia appearing
in 1917–1920. In recent years the history of complex dynamics has taken on a new
significance with the explosion of popular interest in the beautiful fractal objects
that form the subject matter of the theory. Whereas popular writers explained
rubber-sheet geometry and the googolplex to my generation, they now bombard
budding mathematicians with computer-generated images of Julia sets and the
Mandelbrot set. The award-winning Beauty of Fractals of Heinz-Otto Peitgen and
Peter Richter, laced with fascinating color plates, has set off an avalanche of assorted
texts and cookbooks often featuring ‘‘fractal’’ and ‘‘chaos’’ in their titles. Even
Roger Penrose, in his bestselling polemic The Emperor’s New Mind aimed at
artificial intelligence [9], includes a number of images of the Mandelbrot set together
with an explanation of its construction.
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The historical subject matter has the makings of high drama. Imagine this scenario.
The National Academy of a leading European country sets a prize of substantial
monetary value. The competition is keen, and sealed envelopes are deposited with
the Academy to establish priority for mathematical results. One of the contenders
is a courageous war hero, whose face is permanently disfigured in the fighting. He
receives a medal and marries the woman who helps nurse him to health. His main
competitor is a scientist some fifteen years his senior, who sits the war out in Paris.
A background motif is provided by the choice of the prize topic. It is an area in
which fundamental work has been done by someone on the ‘‘other’’ side of the
nationalistic battlefront. This work is hardly mentioned by the contestants, who
cite as a source of inspiration a redundant paper of a mathematician from a closely
allied nation. Then, just when a priority battle is brewing and supporters are taking
sides, the senior contender decides to refrain from entering the competition. The
hero wins the prize, the withdrawing contender is also awarded a handsome sum
by the Academy, and everyone is happy, except that the hero now wears a nose
patch in public. Surely it would be difficult for Hollywood to extract a more promis-
ing storyline from the world of mathematics.
In the telling of this story, many misconceptions and outright errors have appeared
in the literature. To help set the record straight, and to prepare for a critical look
at the book under review, we present in outline the drama and fill in some of the
more mundane details.
The mathematical antecedent for the story is Newton’s method for approximation
of roots of polynomials. We refer to it as ‘‘Newton’s method,’’ though the name is
a misnomer. Cajori attributes the current version of the algorithm to Raphson, but
some contemporary historians give more credit to Simpson and to Fourier. The
attribution to Newton is a textbook illustration of Saint Matthew’s Principle, ‘‘who-
soever hath, to him shall be given,’’ or, in the vernacular, ‘‘them that has, gets.’’
Newton’s method for approximating the root r of a function h(z), assumed to
be analytic, is as follows. One selects an initial point z0 reasonably close to r, and
one iterates z0 under f(z) 5 z 2 h(z)/h9(z), forming z1 5 f(z0), z2 5 f(z1), and so
on. If h(z) has a simple zero at r, then r is a ‘‘superattracting’’ fixed point for f(z),
and the iterates converge very rapidly to r. The convergence is ‘‘quadratic,’’ which
means that uzn11 2 ru is estimated by C uzn 2 ru2. Roughly speaking, the number of
significant digits doubles with each iteration. If the root is not simple, we still have
an ‘‘attracting’’ fixed point for f(z) at r, and the iterates still converge to r, but not
quadratically. To obtain quadratic convergence, some other iteration scheme must
be used, such as a relaxed Newton’s method. The idea of quadratic convergence
was around well before Schro¨der, and so was the use of Newton’s method in the
complex plane. In this connection, there is an interesting entry in the Thomas
Archer Hirst diary for June, 1865 (cf. [4]), reporting that ‘‘Sylvester gave us a
capital communication on Newton’s rule for the discovery of the imaginary roots
of an equation.’’
The story proper begins with the two seminal papers of Schro¨der. They were
published in 1870 and 1871, while Schro¨der was teaching at a secondary school in
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Germany. Schro¨der was interested in studying convergence systematically for a
class of iteration schemes that includes Newton’s method, and he was particularly
interested in schemes that converge quadratically or to higher order. He acknowl-
edged having received a fair amount of material on this topic from another gymna-
sium teacher, who had effectively disappeared from mathematical civilization (‘‘geg-
enwa¨rtig nach Amerika ausgewandert’’). The study of these approximation methods
led Schro¨der naturally to consider the problem of domains of convergence, that is,
the problem of determining for which initial complex values z0 the iterates converge
to r. Another serious problem addressed by Schro¨der is the difficulty of computing
iterates in closed form.
The most important idea introduced by Schro¨der is the use of conjugation as a
tool for studying iterates. Briefly, f(z) is analytically conjugate to g(z) if there is an
analytic function c(z) such that f(c(z)) 5 c(g(z)). In terms of the inverse w(z) of
c(z), the equation becomes w( f(z)) 5 g(w(z)). If the function c(z) is univalent, it
can be regarded as a change of coordinates, and the behavior of f(z) with respect
to the coordinate z 5 c(z) is the same as the behavior of g(z) with respect to the
coordinate z. Even when c(z) is not one-to-one, it provides substantial information
relating the behavior of f(z) and g(z).
Schro¨der laboriously set down all possible equations defining a conjugation be-
tween two transformations, in terms of c(z) and its inverse, and he observed that
the iterates are then also conjugated by the same rule. He emphasized that an
addition theorem of the form c(z 1 a) 5 f(c(z)) can be regarded as a conjugation
of the function f(z) and the translation z R z 1 a, thus allowing one to compute
the mth iterate f m(z) of f(z) simply by f m(z) 5 c(c21(z) 1 ma). Similarly, a
multiplication theorem of the form c(lz) 5 f(c(z)) can be regarded as a conjugation
of f(z) and the dilation z R lz, and then f m(z) 5 c(lmc21(z)). His main example
was the trigonometric identity
tan(2z) 5
2 tan z
1 2 tan2 z
,
which shows that c(z) 5 tan z conjugates the dilation z R 2z to the rational map
f(z) 5 2z/(1 2 z2). Schro¨der illustrated this idea also with addition formulae for
several elliptic functions.
Schro¨der used a conjugation to determine the domains of attraction for Newton’s
method applied to find the roots of a quadratic polynomial. He proved that in the
case where h(z) is a quadratic polynomial with distinct roots, the respective domains
of attraction of the two roots are the half-planes lying on either side of the perpendic-
ular bisector of the line segment joining the roots. The proof he gave is rather
convoluted, but it works, for the following reason. With the roots placed at 61,
the function to be iterated by Newton’s method is f(z) 5 (z 1 1/z)/2. The coordinate
change w 5 i/z conjugates this to the function 2w/(1 2 w2) considered above, for
which the behavior of the iterates is transparent on account of the conjugation
w 5 tan z.
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Schro¨der remarked that he could not recall the idea of analytic conjugation ever
having been mentioned, but it seemed so simple he doubted it had escaped the
notice of other mathematicians. Indeed, something similar had arisen earlier, in
several contexts. In particular, it had occured in an incomplete manuscript of Niels
Henrik Abel, included in Holmboe’s 1837 version of his collected works, which
had a very limited circulation until it reappeared in the new edition of Abel’s
collected works in 1881. Abel had come across what was essentially the problem
of conjugating a function to a translation z R z 1 1. The corresponding functional
equation w( f(z)) 5 w(z) 1 1 became known as Abel’s functional equation. Mean-
while, the Hungarian mathematician Jules Farkas studied the equation for a conjuga-
tion of f(z) to a multiplication function g(z) 5 lz, where the multiplier l is fixed.
He expressed the functional equation in the form w( f(z)) 5 lw(z), which he referred
to as the Schro¨der functional equation. Some years later this was converted to
Schro¨der’s original equation f(c(z)) 5 c(lz), featuring the inverse c(z) of w(z),
and this was referred to as the Poincare´ functional equation, as it was a very special
case of a system of equations that Poincare´ had in the meantime written down
somewhere (recall Saint Matthew’s Principle).
I doubt that anyone in the French circle read Schro¨der’s papers. They looked
for their inspiration to Abel’s recently published fragment and to a paper of Cayley.
Actually, Cayley squeezed four papers out of the theorem that, unbeknownst to
him, had already been published by Schro¨der. The first paper, referenced by the
author as [1879b], constitutes a one-page expository note introducing the problem
of determining the domains of convergence for Newton’s method, announcing a
solution in the case of a quadratic polynomial, and asserting that ‘‘the cubic equation
appears to present considerable difficulty.’’ In the second paper [1879a], Cayley
plunged immediately into the proof in the quadratic case. When I initially read
these papers, I was struck by how they fit together, and my mind conjured up the
image of Cayley, under pressure to respond to Sylvester’s request for material for
a fledgling journal in the New World, thinking ‘‘it’s too risky to send this entire
paper into the wilderness, let’s send the introduction to Sylvester and the proof to
a safe journal.’’ Then perhaps doubts set in, and Cayley rewrites the introduction
and publishes it in England [1880]. Finally, with an improved proof in hand, he
publishes again, this time for the French audience [1890]. Whatever the circum-
stances, Cayley had a catalytic effect on several of the French mathematicians of
the time. For one reason or another, apparently strictly mathematical, they became
concerned with the problem of conjugating analytic functions to standard forms in
a neighborhood of a fixed point.
Suppose z0 is a fixed point of f(z), that is, f(z0) 5 z0. The derivative l 5 f 9(z0)
is called the multiplier of f(z) at z0. The intuitive idea is that the map z R f(z)
behaves like z R z0 1 l(z 2 z0) near z0. With respect to the coordinate z 5 z 2
z0, this is simply multiplication by l. The problem is then to determine when f(z)
can be conjugated to multiplication by l in some neighborhood of a fixed point
with multiplier l.
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If 0 , ulu , 1, we have an attracting fixed point z0, and in this case the analytic
conjugation was proved to exist by Gabriel Koenigs in 1884. Earlier the same year,
Farkas had given conditions under which the conjugation exists. If only Farkas had
observed that the general case could be easily reduced to his case by a dilation, it
would be Farkas’ theorem rather than Koenigs’ theorem. The case of a repelling
fixed point, ulu . 1, is trivally reduced to the case of an attracting fixed point, by
considering the inverse of f(z). The superattracting case, l 5 0, was handled by
Lucyan Emil Bo¨ttcher in 1904. In this case there is a conjugation of f(z) to the
map z R z m, where m $ 2 is the order of f(z) at z0. The superattracting case could
also have been derived from the work of Koenigs’ student Auguste-Cle´mente Gre´vy
on functional equations. Bo¨ttcher (aka Boettcher, Bo¨tkher) was incidentally a Polish
mathematician, who had become persona non grata in Warsaw due to student
political activities, and who was working at Lwow. His result is buried in a sequence
of pedestrian papers written in Russian, with an abundance of formulae and hard
signs, and published in Kazan.
If ulu 5 1, we have a neutral fixed point, and here the behavior depends on
whether l is a root of unity (a rationally neutral fixed point) or not (irrationally
neutral). A rationally neutral fixed point is also called a parabolic point. Typical
of the parbolic case is the fixed point of z R z 1 z2 at 0. It is clear that iterates of
points on the positive real axis increase towards 1y, while points near 0 on the
negative real axis have iterates increasing to 0. In the complex plane, there is a
cusp-domain with cusp at 0 such that points of the domain are iterated in circular
patterns, counterclockwise in the north and clockwise in the south, eventually
approaching the origin tangent to the negative axis. Thus we have a repelling
direction (from 0 to 1) and an attracting direction (from 21 to 0) at the origin. In
the general parabolic case, when f 9(z0) is a primitive mth root of unity, there are
m attracting and m repelling directions. These alternate, and between any two
consecutive repelling directions is a domain whose iterates tend to the fixed point
tangent to an attracting direction. These domains of attraction appear like the petals
of a flower, and some work was done to describe these parabolic basins of attraction,
particularly by another Koenigs student, Leopold Leau, just before the turn of the
century, and later by Fatou and Julia. The sharpest result is due to Fatou, who
improved upon partial results of Leau and proved that in each attracting petal the
function is conjugate to a translation on a half-plane; that is, he solved Abel’s
functional equation in each petal. But we are ahead of the story.
The early years of the 20th century were exciting years for analysis. Lebesgue
was revolutionizing integration theory. Fre´chet and F. Riesz were laying the founda-
tions of modern functional analysis. Complex analysis was also in a state of febrile
activity, in the hands of Koebe, Landau, and others. The notion of compactness in
function space was beginning to take hold, and the idea of compactness of families
of analytic functions was in the air. The stage was set for Paul Montel to crystallize
the ideas and to introduce the notion of a ‘‘normal family’’ of analytic functions.
Several influential French academicians felt that the new tools associated with
compactness in function space should shed new light on iteration theory, and it
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came to pass in 1915 that the French Academy of Sciences set this as a topic for
a prize competition, the prize to be awarded in 1918.
Fatou had a head start on the topic. He had thought about iteration theory in
his student days, as a student of Lebesgue, and he had published in 1906 a short
but perceptive note, showing that the complement of the basin of attraction of an
attracting fixed point could reduce to a Cantor set (totally disconnected perfect
set). He also showed that the basins of attraction of the two attracting fixed points
of a certain rational function could not be separated by an analytic curve. Thus
‘‘terrible’’ sets arise in a natural fashion in mathematics, providing further justifica-
tion for the new analysis of Cantor and of Lebesgue. Likewise, today it can be said
that the energy invested over past decades in the study of horrible sets via excep-
tional set theory, geometric measure theory, and such, is being justified through its
applications to the fractal objects whose natural appearance is becoming more
recognized. Fatou also mentioned a similarity to the situation in the theory of
automorphic functions, where Cantor sets arise as limit sets of discontinuous groups.
In fact, there seems to be a close connection between Kleinian groups and rational
iteration theory, which is still not completely understood.
In any event, it was apparently in response to the call of the Academy that Fatou
and Julia set to work laying the foundations for the modern theory of complex
dynamical systems. They worked independently, but much of their work overlapped,
and it is hard to imagine that they had no influence upon each other. They both
focused on what is now called the Julia set. Fatou defined it to be the complement
of the largest open set on which the iterates of f(z) form a normal family, and he
denoted it with a script capital ‘‘eff.’’ Julia defined it to be the closure of the
repelling periodic points of f(z). They proved independently the theorem to the
effect that the definitions coincide. In fact, the density of the repelling periodic points
in the Julia set (Fatou’s definition) is the first substantial theorem of the theory.
Thus the basic idea of Fatou and Julia is to use the concept of normal families
as the key for dividing the complex plane into two sets, on one of which (the Fatou
set) the iterates are well behaved, and on the other of which (the Julia set) the
behavior of the iterates is chaotic. The idea of a division of the plane into two sets
goes back at least to Koenigs and Schro¨der, though they probably had in mind that
the ‘‘nice’’ set should consist of basins of attraction of attracting and parabolic
cycles. Schro¨der even advanced a naive conjecture, which was completely off target;
the course of events might have been quite different had Schro¨der a computer.
The definition of Fatou and Julia allowed for other possibilities; for instance, a
domain with an irrationally neutral fixed point in which the function is conjugate
to a rotation. Julia was convinced at one time that such domains do not exist, and
he even published a proof, which turned out to be incorrect. In spite of strenuous
efforts to resolve the issue, the question of the existence of such domains remained
as a lacuna in the theory, which was not filled for some time.
Both mathematicians observed the self-similarity properties of the Julia set. Local
shapes in one part of the Julia set appear in different scales everywhere in the Julia
set. In the words of Julia: ‘‘la structure de E9 est la meˆme dans toutes ses parties.’’
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Or, if you prefer the words of Fatou: ‘‘L’ensemble F a meˆme structure dans toutes
ses parties.’’
Three papers were submitted to the Academy for the prize. The prize was awarded
to Julia, and an honorable mention with cash consolation was given to Samuel
Latte`s, who had died of typhoid fever several months before the awards were
announced. The Academy did not reveal the identity of the third contestant, though
the author tells us that it was Salvatore Pincherle. (Out of curiosity. I would have
liked to have been told the author’s source for this tidbit.) Why did Fatou withhold
his work from the competition? That remains a mystery. Julia had proceeded
aggressively to establish priority, depositing his results in sealed envelopes with the
Academy. Perhaps Fatou wanted to avoid a looming priority battle.
This then is the end of the tale, but it is not the end of the story. Over the years
a classification theorem has evolved for the components of the Fatou set. It was
already known to Fatou and Julia that each invariant component of the Fatou set
of a rational function f(z) is one of the following: (1) the basin of attraction of an
attracting fixed point; (2) an attracting petal for a parabolic fixed point; or (3) a
domain that is mapped conformally onto itself by f(z). These domains of type (3),
whose existence was not known, were called singular domains, and in 1932 Hubert
Cremer [2] proved that there are only two possibilities for singular domains: (3a)
a domain with an irrationally neutral fixed point, on which f(z) is conjugate to an
irrational rotation; or (3b) a domain conformally equivalent to an annulus, on which
f(z) is conjugate to an irrational rotation. Of course, the description of periodic
components can be trivially reduced to that of invariant components, by passing
to an appropriate iterate of f(z).
The case of an irrationally neutral fixed point had arisen in another connection,
and it has a history of its own. It began with a problem that H. A. Schwarz threw
out to his students upon repeated occasions. In a slightly more general form, the
problem is to determine when a pair of analytic arcs that meet at a point can be
mapped conformally to another given pair by a function that is analytic at the
vertex. Schwarz did not publish, but he observed that if the angle u subtended by
the pair of arcs is not a rational multiple of f, there is a formal power series solution,
unique up to a normalization, and the question is equivalent to the convergence
of the power series. The problem is a ‘‘small denominator problem,’’ in the sense
that the denominators in the expression for the coefficients of the power series
become sporadically small, depending on how close the powers of the multiplier
l 5 e2iu are to 1. The problem, particularly the case of a rational multiple of f, was
treated by Edward Kasner in his 1912 address to the International Congress of
Mathematicians [6]. In the case u 5 0 we have the problem of equivalence of horn
angles. Kasner found a conformal invariant of horn angles, essentially the analytic
index of a fixed point with multiplier 1, and he showed that this invariant is the
only invariant that depends on only a finite number of terms of the power series
expressions for the analytic arcs. (In 1981, S. M. Voronin showed that there are
other invariants [11].) It was Kasner who observed, in course lectures at Columbia
University, that the angle-mapping problem, now for u arbitrary, is equivalent to
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solving a Schro¨der equation that arises from the functions parametrizing the arcs.
His student George Pfeiffer wrote his dissertation on this problem area, publishing
it in 1915 [8] with a footnote announcing that he had proved ‘‘at the suggestion
of ’’ G. D. Birkhoff that there are angles incommensurable with f for which the
formal power series diverges. In other words, an irrationally neutral fixed point
need not be the center for an irrational rotation. This result was progressively
sharpened by Cremer in a series of papers (see [3]). It was not until 1942 that Carl
Ludwig Siegel showed that domains of the type (3a) actually occur. They are called
Siegel disks. Some 40 years later Michael Herman [5] showed that domains of type
(3b) also occur, basing their existence on work of Vladimir Igorevich Arnold on
small denominator problems. Domains of this type are called Herman rings, or
Arnold–Herman rings.
In the first half of the 1980’s, Dennis Sullivan made a crucial breakthrough. He
introduced quasiconformal mapping techniques, which were already an important
ingredient of the theory of Kleinian groups, into complex iteration theory, where
they have become a fundamental tool. Using quasiconformal mappings, he proved
that every component of the Fatou set of a rational function is eventually iterated
to a periodic component. While this completed the classification theorem, it repre-
sented just the starting point for much activity in recent years. As the area has
ripened, a number of expository accounts have appeared, including lecture notes
of J. Milnor and research monographs of A. F. Beardon, of L. Carleson and T. W.
Gamelin [1], and of N. Steinmetz [10]. Most recently, one of the 1994 Fields Medals
was awarded to Jean-Christophe Yoccoz, in part for his work on the irrationally
neutral case. This is the case most likely to give insight into the behavior of higher
dimensional dynamical systems, and even, with some stretch of the imagination,
our own solar system.
Now we turn to a discussion of the book at hand. As mentioned, it is an enjoyable,
readable account of this particular segment of history. The author’s prose style is
straightforward and clear.
The most significant contribution of the author is to provide a convincing explana-
tion of why the Academy selected complex iteration theory as a prize topic. The
prize announcement invokes the revered name of Poincare´, who had died in 1912.
The author argues that the memory of Poincare´ was summoned not because the
prize topic was related to his work, but more to lend dignity and importance to
the proceedings (again recall Saint Matthew’s Principle). There is a linkage to
Poincare´, though it is about as tenuous as the linkage of the irrationally neutral
case to the solar system. The author skillfully weaves together a number of threads
to form a convincing explanation of how the personalities and mathematical interests
of the relevant influential academicians interacted to yield the choice of topic.
Another major accomplishment of the author is to set straight the record concern-
ing the main contributors, and in particular to accord due recognition to Schro¨der,
neglected as he was by the French mathematicians of the period and by almost
everyone until recent times. The myth of Cayley as the founding father of global
iteration theory is propagated even in several of the recent expositions, including
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the beautiful book of Peitgen and Richter. In connection with his discussion of
Latte`s’ paper introducing the celebrated Latte`s function for which the Julia set is
the entire sphere, the author indicates clearly how Latte`s was covering the same
ground that Schro¨der had covered some decades earlier. It makes little difference
that Schro¨der drew upon the Jacobi elliptic functions for his examples, while Latte`s
analyzed the Weierstrass P-function for his. Latte`s was undoubtedly unaware of
Schro¨der’s work, as was Julia, who reinterpreted the Latte`s example in terms of
Julia sets.
Having said that the author has done a commendable and even beautiful job of
narrating the drama, I turn now to the unpleasant duty of a reviewer to point out
perceived shortcomings and errors. Indeed, I did have some problems with the book.
One problem of a general nature was that I found it often difficult to calibrate
the level or depth of a result on the basis of the accompanying discussion. I would
have appreciated being told more often what the difficult technical issues are, where
the brilliant and novel ideas are, and what is straightforward or standard boilerplate.
Two examples will suffice. On the one hand, more fanfare might have been accorded
to Julia’s theorem related to angular derivatives (Theorem 6.2 on p. 76). A dose
of hyperbolic geometry would have lent insight. On the other hand, too much
fanfare is devoted on pp. 134–135 to a result (Theorem 11.6) of Montel and an
application (Theorem 11.7) summarizing the situation at attracting fixed points.
Actually, Theorem 11.7 is quite elementary and does not depend on the full strength
of Theorem 11.6. In turn, Theorem 11.6 involves a simple combination of the
definition of normal family and the uniqueness principle for analytic functions.
The author dwells (pp. 6–9) on what he refers to as ‘‘Schro¨der’s fixed point
theorem,’’ and he raises questions about the level of rigor of the proof. As far as
the provenance of the result is concerned, I have the impression that Schro¨der was
recounting in this early section some items that had been well known to experts,
perhaps for some time. The result appears in a section for which he gave some
credit to his departed colleague. I would not attribute the theorem to Schro¨der.
As far as rigor is concerned, the author’s complaint that ‘‘Schro¨der did not provide
a fully rigorous explanation’’ should be interpreted as the observation that in 1870
the Weierstrassian standards of rigor had not yet spread to the borders of the
Schwarzwald. It takes only a few deft phrases with an epsilon to place Schro¨der’s
discussion on an unassailable basis, possibly at the expense of taste. It is incidentally
ironic that the fundamental and correct work of Schro¨der on iteration theory should
have been neglected for so long, while at the same time he has gained substantial
name recognition through the Schro¨der–Bernstein theorem, for which his proof
was incorrect (cf. [7]).
The image of Picard theory embedded in a theory of normal families (p. 107)
has always struck me as being a bit odd. The concept of normal families is a basic
notion in complex analysis, and Montel’s theorem is a fundamental tool, as beautiful
as it is useful. The term ‘‘normal families’’ has evolved to embrace a wider and
wider terrain, including everything that can be proved using compactness in spaces
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of analytic functions. It is as if a large piece of analysis were placed in the rubric
of ‘‘compact set theory’’ or ‘‘total boundedness theory.’’
The author’s view (p. 86) that classifying regions of the sphere according to their
behavior under iteration is the ‘‘ultimate goal . . . of complex dynamics as a whole’’
is rather narrow.
The discussion (p. 137) of the bound on the number of singular domains requires
amendment. What Fatou claims is that the number of attracting and neutral cycles
is at most 4d 2 4, where d is the degree of the rational function. Incidentally,
Fatou’s proof should have included more detail to be completely convincing, though
it certainly leads to the bound 6d 2 6. Fatou’s estimate does give a bound for the
number of cycles of Siegel disks, since each arises from a neutral cycle. The finiteness
of the number of Herman ring cycles lies at a deeper level and was proved by
Sullivan using quasiconformal mapping techniques. Various sharp bounds have
been obtained by Mitsuhiro Shishikura, including 2d 2 2 for the number of attracting
and neutral cycles, and d 2 1 for the number of cycles of Herman rings.
The reference to Sullivan on p. 138 should also be modified. As already explained,
the classification of invariant components of the Fatou set into the four types listed
above was known well before the 1980’s, though the result was not easily accessible
and certainly not well known. Sullivan apparently rediscovered the classification,
and his exposition based upon hyperbolic geometry lends a great deal of insight
and clarity. The cases (1) and (2) correspond to hyperbolic contractions, while the
singular case (3) corresponds to hyperbolic isometries.
Let me record some minor errata. On p. 55, the condition B9(0) 5 1 is not
something to be proved but rather a normalization. On p. 100, the side-conditions
for the Weierstrass example should nail down the function at the endpoints, say
f(61) 5 61. In the statement of Schottky’s theorem on p. 105, the uniform bounded-
ness holds only in a fixed proper subdisk of the given disk. In the statement of the
theorem on p. 134, the convergence is normal on A, not uniform. An explicit
statement of the existence of Herman rings is not to be found in the paper cited
on p. 138, but in a later paper of Herman, referenced below. Also in connection
with the discussion on p. 138, Pfeiffer’s result appeared in 1917, though it was
announced in a footnote in the 1915 paper referenced below.
Bernt Michael Holmboe was a generous person, who would have forgiven the
references to ‘‘Brendt Holmbo¨e’’ (p. 28) and to ‘‘Brent Holmbo¨e’’ (p. 164). On
the other hand, Carl Ludwig Siegel was a prickly person, who would undoubtedly
have taken offense at the informal tone of ‘‘Carl Siegel’’ (p. 63).
The bibliography seems to have undergone at best a perfunctory proofreading
by someone with little interest in German language minutiae. Arzela` and Ascoli
are interchanged, Farkas is out of place, and the Householder paper referred to
twice (pp. 5, 10) does not appear at all. Abel’s famous paper on the binomial series
(p. 30) is referenced as [1826b] under the wrong title. The paper cited as Abel
[1826c] appears in Vol. II of his collected works. There are several misspellings,
and in fact about half the German items contain misspellings.
84 ESSAY REVIEW HM 23
All in all, the book is a welcome commentary on a topic currently in the limelight.
The story illustrates a number of recurrent phenomena in the history of mathematics:
the simultaneous discovery of important theorems, the movement of a field in spurts
corresponding to the introduction of fresh techniques or ideas, the influence of
individual personalities upon the directions taken by mathematical research, and
the time dependence of the level of prominence and degree of importance assigned
to areas of mathematics. The author has done a fine job of narrating the history,
and moreover he has performed a valuable service by digesting and summarizing
the results from a number of papers contributing to the area. The author’s analysis
of Schro¨der’s spaghetti proof covering the quadratic case is particularly well done.
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