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The variational quantum eigensolver (VQE) is an attracting possible application of near-term
quantum computers. Originally, the aim of the VQE is to find a ground state for a given specific
Hamiltonian. It is achieved by minimizing the expectation value of the Hamiltonian with respect to
an ansatz state by tuning parameters θ on a quantum circuit which constructs the ansatz. Here we
consider an extended problem of the VQE, namely, our objective in this work is to “generalize” the
optimized output of the VQE just like machine learning. We aim to find ground states for a given
set of Hamiltonians {H(x)}, where x is a parameter which specifies the quantum system under
consideration, such as geometries of atoms of a molecule. Our approach is to train the circuit on
the small number of x’s. Specifically, we employ the interpolation of the optimal circuit parameter
determined at different x’s, assuming that the circuit parameter θ has simple dependency on a
hidden parameter x as θ(x). We show by numerical simulations that, using an ansatz which we
call the Hamiltonian-alternating ansatz, the optimal circuit parameters can be interpolated to give
near-optimal ground states in between the trained x’s. The proposed method can greatly reduce,
on a rough estimation by a few orders of magnitude, the time required to obtain ground states for
different Hamiltonians by the VQE. Once generalized, the ansatz circuit can predict the ground
state without optimizing the circuit parameter θ in a certain range of x.
I. INTRODUCTION
Recent progress in the experimental realization of
quantum computers is stimulating the research of their
possible applications. Quantum computers which might
realize in near-future are often called noisy intermediate-
scale quantum (NISQ) devices [1]. Among possible appli-
cations of NISQ devices, variational quantum algorithms
have recently attracted much attention [2–6]. In this vari-
ational approach, quantum computers have parameters
which are optimized using classical algorithms with re-
spect to a cost function, such as an expectation value of
a Hamiltonian. To apply variational quantum algorithms
to a problem, we divide the problem into two parts; one
part which can be readily computed classically, and the
other which is hard for classical computers but easy for
quantum computers.
The most popular two of variational algorithms are
the variational quantum eigensolver [2, 4, 7] (VQE) for
quantum chemistry and materials science, and quantum
approximate optimization algorithm [5, 8, 9] (QAOA)
for combinatorial optimization problems. There are
also many theoretical proposals which extend the hybrid
framework to machine learning [10–17] along with the
experimental demonstrations [6, 18]. We refer to these
approach as quantum circuit learning (QCL) following
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Ref. [10]. In VQE or QAOA, a problem instance is en-
coded into an Hermitian operator H(x), where x is an in-
put parameter of the instance, such as the geometry of a
molecule, external fields applied to a quantum system, or
topology of a graph. Then we try to minimize an expecta-
tion value of H(x) with respect to an ansatz state |ψ(θ)〉,
which is generated by a parameterized quantum circuit,
by variating the parameter θ. The optimized parameter
θ∗ gives a good approximate of the ground state of H(x).
On the other hand, the QCL tries to minimize the cost
function L which depends on multiple inputs {xα} and
multiple ansatz state {|ψ(xα,θ)〉}. Specifically, in su-
pervised learning, the cost function measures the differ-
ence between the teacher data {yj} and the correspond-
ing output with respect to the set of input {xα}. We
can, therefore, construct a trained quantum circuit that
gives outputs close to the teacher, by minimizing the cost
function [10]. The main difference between VQE/QAOA
and QCL is that whether the output is “generalized”. In
the machine learning approach, the output is generalized
in the sense that a trained circuit can predict the cor-
rect answers even when it is provided with a wide range
of unknown inputs. In contrast, VQE and QAOA are
specialized in solving one problem with a specific input.
However, in many-body physics and chemistry, there is
a high demand to know the changes of important prop-
erties of the system, such as the ground state energy or
the order parameter, with respect to the system param-
eter x, such as the distance between the atoms or the
magnitude of the applied magnetic field.
In this work, we extend VQE to give us “generalized”
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2outputs in the sense described above. Specifically, we aim
to find a trained circuit which can output approximate
ground states in a certain range of the input x. Classical
machine learning approach using the Boltzmann machine
has succeeded in learning the ground states of quantum
many-body systems [19], however, we expect that the
quantum ansatz is more suited for the objective. We
first propose the ansatz which, we claim from numerical
simulation, are able to represent ground states with the
small number of parameters in Sec. II. The ansatz in-
cludes the adiabatic state preparation (ASP) in the limit
of the infinite depth, which always outputs the ground
state of Hamiltonian H(x) with the sufficiently large an-
nealing time and it is irrespective of the parameter x.
However, the depth-limited ansatz does not allow us to
achieve the robustness of the ASP with respect to the
change in the parameter x, as shown in Appendix by nu-
merical simulations. Instead, the interpolation between
the optimal parameters {θ∗(xα)} of the ansatz at differ-
ent inputs {xα} can be utilized to achieve the objective
of generalization. Numerical simulations using Hamil-
tonians of hydrogen molecule, H3 molecule, and water
molecule in Sec. III support this claim. Especially, for
hydrogen and H3 molecule, we obtained the precision on
the order of 10−5 Hartree in between the training points.
The application of the proposed method is not limited
to NISQ devices. In fault-tolerant quantum computa-
tion, which is a long-term goal for the experiments, the
approximate ground state prepared by our method can
then be used as an input to the phase estimation algo-
rithm for a more accurate energy determination.
II. METHODS
A. Variational quantum eigensolver
Here we briefly review the algorithm called VQE [2].
The VQE aims to find a ground state of a Hamiltonian
H(x) using the variational approach, where x are param-
eters that specify a quantum system such as a molecule.
For an electronic problem with two-body interactions,
Hamiltonians have the following form,
H(x) =
∑
ij
hij(x)c
†
i cj +
∑
ijkl
hijkl(x)c
†
i c
†
jckcl, (1)
where c†i and ci are fermionic creation and annihilation
operators, and hij(x) and hijkl(x) are coefficients. When
applying VQE to molecular problems, we usually start
with Hamiltonians that are described in Hartree-Fock
(HF) basis [20]. We then map the fermionic Hamilto-
nian Eq. (3) to a qubit Hamiltonian using a conversion
such as Jordan-Wigner or Bravyi-Kitaev transformations
[21, 22]. After the transformation, Hamiltonians acting
on an n-qubit system have the following form,
H(x) =
∑
P∈Pdiag
h
(HF )
P (x)P +
∑
Q∈Pnondiag
h
(cor)
Q (x)Q, (2)
where Pdiag ⊂ {I, Z}⊗n is a set of Pauli products which
only contains Pauli Z’s and are diagonal in the compu-
tational basis, and Pnondiag ⊂ {I,X, Y, Z}⊗n \ Pdiag is a
set of Pauli products which are not diagonal in the com-
putational basis. h
(HF )
P (x) and h
(cor)
Q (x) are real-valued
coefficients. The ground state energy calculated by the
HF approximation only depends on the first sum of Eq.
(2). The second sum of Eq. (2) determines the correla-
tion energy, which is discarded in the HF approximation.
For later convenience, we define the HF Hamiltonian as
HHF =
∑
P∈Pdiag h
(HF )
P (x)P , and the correlation Hamil-
tonian as Hcor =
∑
Q∈Pnondiag h
(cor)
Q (x)Q.
To find a ground state, we construct a specific ansatz
|ψ(θ)〉 that depends on the variational parameter θ. It
is usually created by applying a parameterized unitary
gate U(θ) to an initialized state |0〉⊗n. There are several
theoretical proposals addressing the form of U(θ) [23–25].
B. Variational ansatz
We extend the VQE so that an optimized quantum
circuit gives us a generalized output with respect to the
parameter x, which specifies Hamiltonians H(x), that
is, we aim to construct a quantum circuit that out-
puts ground states of {H(x)}. When we want to find
a ground state and its energy of each Hamiltonian H(x),
the ansatz, in general, can be an arbitrary one that has
enough power to represent ground states of each {H(x)}
by optimizing the parameter θ of the ansatz at each x in-
dependently. However, for the objective considered here,
the ansatz must be constructed in a form that includes
the parameter x and can represent the ground states.
Our idea is to use an ansatz which is inspired by the
ASP [8]. The ASP finds a ground state of a Hamiltonian
H(x) by implementing a time-dependent Hamiltonian,
Hann(t) = A(t)H0 +B(t)H(x), (3)
where A(T ) = B(0) = 0, A(0) = B(T ) = 1 and H0
is a Hamiltonian of which ground state is trivial, for a
duration T . The output of the ASP is always the ground
state of H(x) when T is sufficiently large. The ASP
with the large T can be regarded as an ansatz circuit
parameterized by H(x) itself that outputs the ground
state of H(x) without any optimization, that is, it does
not require any training.
The implementation of the ASP is unlikely on the
NISQ devices, while it can be a nice starting point for
the construction of the ansatz for the generalization con-
sidered here. We seek to resolve the objective consid-
ered here with what we call an Hamiltonian-alternating
ansatz,
U(θ,ϕ) =
d∏
k=1
UHF (θk)Ucor(ϕk). (4)
The quantum circuit corresponding to this is shown in
Fig. 1. Hereafter we refer to the integer d as the depth
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FIG. 1. Hamiltonian-alternating ansatz for generalized VQE.
of the ansatz circuit. UHF (θk) is a unitary operator
generated by the HF Hamiltonian HHF (x); UHF (θk) =
e−iθkHHF (x), and Ucor(ϕk) is a unitary operator gen-
erated by the non-diagonal part of the qubit Hamilto-
nian Hcor(x); Ucor(ϕk) = e
−iϕkHcor(x). We use the HF
ground state |ψHF 〉 as the input to the circuit. This
ansatz includes the ASP in the limit of d → ∞ and ap-
propriate θ and ϕ are chosen. The optimization of the
circuit parameters θ and ϕ at a certain d finds the shorter
circuit than the ASP, although the optimized circuit with
optimal θ and ϕ can lose the robustness with respect to
the change of x of the ASP. The ansatzes having similar
forms can be found in Ref. [8, 23]. Especially, in the first
proposal of QAOA [8], they pointed out the connection
between the ansatz and quantum annealing.
We need the Trotterization of Ucor(ϕk) for accurate
execution of it. However, in this work, we simplify it to
one step Trotter expansion considering the limited circuit
depth of the NISQ devices;
U˜cor(ϕk) =
∏
Q∈Pnondiag
exp(−iϕkh(cor)Q Q), (5)
where the product is taken in an arbitrary order.
C. Generalizing Variational Quantum Eigensolver
To “generalize” the outputs of an optimized cir-
cuit, we first tried simultaneous minimization of H(x)
at different xα’s. The subscript α denotes an
index of points on which the quantum circuit is
trained. In this approach, we set the cost function,
which we aim to minimize by variating θ and ϕ,
as
∑
α 〈ψ(xα,θ,ϕ)|H(xα) |ψ(xα,θ,ϕ)〉 . Note that the
ansatz state |ψ(xα,θ,ϕ)〉 includes the parameter x since
the ansatz is constructed from the Hamiltonian H(x).
Unfortunately, we found that this approach does not
work well at small d’s, as shown in Appendix. With the
low-depth ansatz, the optimization could not find the op-
timal θ and ϕ that is robust to the change in the input
parameter x. The reason for this may be that the com-
pression of the ASP to the low-depth circuit depends on
the parameter x, and the depth of the circuit was traded-
off with the robustness to the change in x. The ASP is
included in the limit of d → ∞ and in that case the
ansatz must work, however, the depth of such a circuit is
prohibitively large for the NISQ devices.
To avoid the above issue and find a low-depth ansatz
that returns a ground state irrespective to the change of
the external parameter x, we propose another approach
to “generalize” with low-depth circuits. We seek a solu-
tion by assuming that the optimal θ and ϕ themselves
also depend on the input parameter x; θ → θ(x) and
ϕ→ ϕ(x), since we have found in the preliminary simu-
lations that the optimal θ and ϕ tended to have simple
trends. To find these functions, we interpolate the opti-
mal parameters determined at different x’s. The proce-
dure is as follows. First we optimize the parameter θ,ϕ
independently at different xα’s. The resulting optimal
parameters are denoted as θ∗(xα) and ϕ∗(xα). Then we
interpolate the points between θ∗(xα) and ϕ∗(xα). The
interpolation gives us the approximately optimal param-
eter function θ∗(x) and ϕ∗(x) in between the training
points {xα}. The ansatz in this approach can be written
as:
U(θ(x),ϕ(x)) =
d∏
k=1
UHF (θk(x))U˜cor(ϕk(x)). (6)
We note that the reduction in the number of parame-
ters might be crucial for this approach.
III. NUMERICAL SIMULATION
For all simulations that we present in this section,
the molecular Hamiltonian is calculated by OpenFermion
[26], OpenFermion-Psi4 [26], and Psi4 [27]. We used the
STO-3G minimal basis set and the Jordan-Wigner trans-
formation for all calculations. Therefore the number of
qubits in the simulated quantum circuit in this section
were up to 14 for the water molecule in Sec. III D.
At training points, the parameters were optimized us-
ing BFGS method [28] provided in SciPy library. Quan-
tum circuits were simulated with a variational quantum
circuit simulator Qulacs [29]. The gradients can be cal-
culated using the method described in Ref. [10, 30].
The starting points for the optimization were chosen ran-
domly near the origin. More specifically, we sampled
from the uniform distribution on [0, 10−2] for initial val-
ues for each parameter {θk}, {ϕk}. The optimization
procedure is repeated 10 times starting from different
initial parameters, and we picked the best one before the
interpolation. After the optimal parameters are found,
we used the quadratic interpolation.
A. Hydrogen molecule
First we consider the hydrogen molecule. In this
simulation, the parameter x of the Hamiltonian is
the distance r between two hydrogen atoms. We
search for the optimal parameter θ∗, φ∗ at {rα} =
{0.4, 0.6, 1.0, 1.4.1.8, 2.2} A˚. We found that the ansatz
in Fig. 1 with d = 1 can achieve the FCI energy al-
most to the machine precision, and therefore the all of
the result in this section is for d = 1.
4(a)
(b)
FIG. 2. The result of numerical simulation for the hydrogen
molecule with circuit depth d = 1. (a) Optimal parameters
plotted against the interatomic distance r. Circles: the best
results among the optimizations started from 10 different ini-
tial values. Solid lines: drawn from quadratic interpolation
between the markers. (b) Markers: optimized output at the
training points. Solid line: output from the quantum circuit
using the interpolated parameters. The HF and FCI energies
are plotted for reference.
Fig. 2 (a) shows the dependency of optimal paramters.
One can clearly see the trend in the optimal θ and ϕ at
the training points {rα} drawn by the markers. The solid
lines in the figure are drawn from the interpolation. Us-
ing these interpoalted parameters, in Fig. 2 (b) we plot
the output 〈H(r,θ∗(r),ϕ∗(r))〉 from the optimized quan-
tum circuit. The output well matches the exact solution
calculated by the FCI method. The error between the
interpolated output and the FCI energy does not exceed
6× 10−5 Hartree.
B. Linearly aligned three hydrogen chain
Here we consider a somewhat artificial problem of
finding ground state energies of the linearly aligned H3
molecule, to see if the proposed method works in bigger
quantum systems. When we use the minimal basis set
for this molecule, which is the case studied here, the sys-
tem that we aim to solve can be regarded as a three-site
Fermi-Hubbard model with periodic boundary conditions
at half-filling. The coordinates of three hydrogen atoms
are set to −r, 0, and r, respectively, with r being the
(a)
(b)
FIG. 3. The result of numerical simulation for the linearly
aligned H3 with circuit depth d = 1. (a) Optimal parameters
plotted against the interatomic distance r. Circles: the best
results among the optimizations started from 10 different ini-
tial values. Solid lines: drawn from quadratic interpolation
between the markers. (b) Markers: optimized output at the
training points. Solid line: output from the quantum circuit
using the interpolated parameters. The HF and FCI energies
are plotted for reference.
parameter x which determines a Hamiltonian. Training
points are set to {rα} = {0.4, 0.6, 1.0, 1.4, 1.8, 2.2} A˚.
The result for depth d = 1 and d = 2 are shown in
Figs. 3 and 4, respectively. From Fig. 3, it is clear
that the circuit with d = 1 is not capable of describing
the ground state of the system since the output is not
achieving the FCI energy. On the other hand, increasing
the circuit depth to d = 2, the optimized output reaches
the FCI energy as shown in Fig. 4, indicating the circuit
can generate the approximate ground state. It is notable
that the number of parameter at d = 2 is only 4 while the
dimension of Hilbert space under the search is
(
6
3
)
=
20. The interpolation of the parameter also works nicely
in this case, probably benefitting from the small number
of parameters used in the ansatz. The maximum error
between the FCI energy and the optimized output is 2×
10−3 Hartree at the training point r = 2.2A˚
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FIG. 4. The result of numerical simulation for the linearly
aligned H3 with circuit depth d = 2. (a) Optimal parameters
plotted against the interatomic distance r. Circles: the best
results among the optimizations started from 10 different ini-
tial values. Solid lines: drawn from quadratic interpolation
between the markers. (b) Markers: optimized output at the
training points. Solid line: output from the quantum circuit
using the interpolated parameters. The HF and FCI energies
are plotted for reference.
C. Triangle H+3 ion
We performed simulation on the triangle H+3 ion.
The hydrogen atoms are placed at (0, 0), (r, 0), and
(r/2,
√
3r/2), with r being the parameter which de-
termines the Hamiltonian. Here we use {rα} =
{0.5, 1.0, 1.5, 2.0, 2.5}A˚ We found, as same as in the case
of the previous section, the output well converges to FCI
energy at d = 2.
Fig. 5 shows the simulated result of d = 2. The opti-
mal parameters do not appear to have the simple trend
as in the previous two examples, nevertheless, the inter-
polation approach works well in this case too. The error
between the FCI energy and the output does not exceed
2× 10−5 Hartree.
D. Water molecule
Here we simulate the water molecule H2O. In this
simulation, we fix the bond length r between H and
O to a constant (r = 0.96A˚) and set the angle β
of H-O-H bonding as the parameter of the Hamil-
(a)
(b)
FIG. 5. The result of numerical simulation for triangle H+3
with circuit depth d = 2. (a) Optimal parameters plotted
against the interatomic distance r. Circles: the best results
among the optimizations started from 10 different initial val-
ues. Solid lines: drawn from quadratic interpolation between
the markers. (b) Markers: optimized output at the training
points. Solid line: output from the quantum circuit using
the interpolated parameters. The HF and FCI energies are
plotted for reference.
tonian; the oxygen atom was placed at (0, 0) and
the two hydrogen atoms were placed at (r, 0) and
(r cosβ, r sinβ). The optimization was performed at
{βα} = {54, 72, 90, 108, 126, 154} deg.
The result for d = 2 are shown in Fig. 6. In this
case, the optimal parameters give the better approxima-
tion than the HF approximation but do not reach the
FCI energy. It is due to the limited representation power
at d = 2. From the energy plot in Fig. 6 (b) we conclude
that the interpolation approach can be utilized even at
the level of 14 qubits. However, we found that, at d = 3
and d = 4, the parameter tends to be trapped at a lo-
cal minima due to a complicated landscape of the en-
ergy expectation value. In those cases, the parameter
found by the optimization process did not have the sim-
ple trends as in the figures, therefore the interpolation
fails to predict the ground state energy in between the
training points. More sophisticated optimization algo-
rithms, such as the imaginary time evolution [31], or the
usage of the optimal parameter at one training point as
the initial parameter for another training point, can be a
solution to this problem by finding the global minimum
of the energy.
6(a)
(b)
FIG. 6. The result of numerical simulation for H2O with cir-
cuit depth d = 2. (a) Optimal parameters plotted against the
angle of H-O-H bonding β. Circles: the best results among the
optimizations started from 10 different initial values. Solid
lines: drawn from quadratic interpolation between the mark-
ers. (b) Markers: optimized output at the training points.
Solid line: output from the quantum circuit using the inter-
polated parameters. The HF and FCI energies are plotted for
reference.
IV. DISCUSSION
In Ref. [4], the experimental VQE of H2, LiH2, BeH2
and the Heisenberg model took ≈ 200-300 iterations to
converge. They employed the simultaneous perturbation
stochastic approximation method for the optimization.
They took 103 samples in the optimization procedure,
resulting 105 to 106 samplings in total at one r, the in-
teratomic distance. Thus, for example, to plot an energy
landscape using 102 points of r, the number of samples
can go up to 108. Since, from numerical simulations, our
approach only needs around 10 optimizations at different
r’s for the same task, the requirement can be dramati-
cally lowered to the tenth of the original approach. Note
that the direct interpolation between the calculated en-
ergies {〈H(xα)〉} might be able to do the same task, but
our approach can prepare useful quantum outputs, that
is, the approximate ground states in a certain range of
x, not only the classical output like the energy. The ap-
proximate ground state can provide us other observables
such as electron density. Also, we have observed that
the direct interpolation approach tends to give a poorer
approximation than the interpolation of the parameter
utilized in this work.
To conclude, we proposed an idea to “generalize” the
output of VQE. The simple interpolation of the circuit
parameters, not of the calculated energy, enables us to re-
solve the objective. We gave the numerical evidence for
the effectiveness of the approach. If one needs more accu-
racy, the interpolated values of parameters can be used as
the starting point of the optimization for VQE. Our pro-
posal can greatly reduce the time required for obtaining
the ground states for a set of Hamiltonian {H(x)} char-
acterized by some parameter x, and therefore advances
the practicability of VQE.
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Appendix: Simultaneous optimization
In this Appendix we show the result with simultane-
ous optimization approach which is mentioned in Sec-
tion II C. Unfortunately, we find that this approach does
not work well at small d’s that we simulated. The com-
pression of the ASP to the low-depth circuit depends on
the parameter x, and the depth of the circuit might be
traded-off with the robustness to the change in x. This
has led us to explore the approach described in the main
text. For numerical simulations, same procedures and
packages as the main text is utilized for following numer-
ical simulations.
1. H2
In this simulation, the parameter x of the Hamiltonian
is the distance r between two hydrogen atoms.
We compare the result with our ansatz (Fig. 1) and
that with so-called hardware efficient (HE) ansatz [4]
(Fig. 7). Parameters are optimized to minimize the cost
Eq. (II C) with BFGS method, which is a gradient-based
algorithm, using python library SciPy [32].
Fig. 8 (a) and (b) show an example of the output from
the optimized circuit with our ansatz and the hardware
efficient ansatz with the same circuit depth d = 5, respec-
tively. We performed the optimization using molecular
Hamiltonians at r = 0.4, 0.6, 1.0, and 1.4 A˚. In spite
of the fact that the quantum circuit of the HE ansatz
does not depend on Hamiltonians and always outputs the
same quantum state, the energy obtained from the HE
ansatz achieves quite close to FCI energy in a wide range.
However, due to the lack of the information about the
Hamiltonians to be minimized in the circuit, it performs
poorly when compared with the Hamiltonian-alternating
ansatz. This is apparent especially at the training points
7of r = 0.4 and 1.4 A˚. With the Hamiltonian-alternating
ansatz, one can see that the trained points are actually
optimized at the same time, and also that the optimized
circuit gives us the energies that are close to the ones ob-
tained from FCI calculations, even in the ranges between
the trained points.
Fig. 8 (c) shows the depth dependency of our al-
gorithm. We have conducted optimizations with the
Hamiltonian-alternating ansatz with depths d = 1 to 9.
Optimization was performed for 10 times for each depth
starting from different initial parameters that are cho-
sen randomly, and we picked an optimized circuit that
gave us the lowest cost. One can see that with increas-
ing depth of the ansatz, the trained points get close to
FCI energies, as expected. On the other hand, increasing
depth sometimes lowers the performance in between the
training points.
2. Linearly aligned H3
The coordinates of three hydrogen atoms are set to
−r, 0, and r, respectively, with r being the parameter x
which determines a Hamiltonian. We trained quantum
circuits on the four values of the parameter r = 0.6, 1.0,
1.4, and 1.8 A˚, using the same method as the previous
section.
The optimized output from the HE ansatz with d = 5 is
shown in Fig. 9 for comparison. As same as in Fig. 8, the
circuit parameters seems to be tuned as to minimize the
Hamiltonian at around the middle of the trained points.
It is as expected because intuitively the state which min-
imizes the Hamiltonian at the middle point would mini-
mize the cost Eq. (II C). However, the output at r = 0.6
fails to achieve even to the HF energy.
Fig. 9 (b) shows the depth dependency of the opti-
mized output from the AI ansatz. The results are gen-
erated with the same method as the previous section.
The output at the trained points gets close to FCI en-
ergy as we increase the depth of the circuit, however,
we can observe the complex behavior in deeper circuits,
which is not apparent in H2 problem. We suspect that
it is due to the more complicated structure of Hamilto-
nians of this problem. The complex behavior is similar
to the overfitting problem which is encountered in stan-
dard machine learnings. In general, overfitting happens
when the model parameter, in this case, θ and ϕ, are
too many in number with respect to the trained points.
Several approaches can be taken to address the prob-
lem. The immediate one is to increase the number of the
training points, which has a severe disadvantage in the
time required for the optimization. The other approach
without increasing the optimization time is stopping the
optimization before the exact minimum is found.
Considering these, we conducted experiments with a
threshold on gradients at each iteration; optimization is
stopped when the norm of the gradient goes below the
threshold. Fig. 9 (c) shows the result with such thresh-
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FIG. 7. Hardware efficient circuit that is used for comparison.
Rx and Ry are rotation gates around x and y axis respectively.
Rotation angles of each rotation gate are independent param-
eters to be optimized.
old. It is apparent that the complex behavior is sup-
pressed with this approach. However, this approach re-
duces the accuracy of the optimized output at the trained
points. It seems that to recover the accuracy that is lost
by this approach, it is necessary to increase the depth
of the circuit. Therefore we conclude the simultaneous
optimization approach does not fit as an application of
NISQ devices.
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(a)
(b)
FIG. 8. (a), (b) Example of optimized outputs from the hard-
ware efficient circuit (Fig. 7) and the Hamiltonian-alternating
circuit (Fig. 1), respectively. Depth d was set to 5, and
the circuits are trained with the H2 molecular Hamiltonians
of interatomic distances r = 0.4, 0.6, 1.0, and 1.4 A˚. The
result from the Hartree-Fock (HF) calculations and the full
configuration interaction (FCI), which is the exact ground
state energy with the chosen basis set, are drawn for refer-
ences. (c) Depth dependence of optimization result with the
Hamiltonian-alternating ansatz.
(a)
(b)
(c)
FIG. 9. Simulation results for linearly aligned H3 molecular
Hamiltonian. (a) Optimized output from the hardware effi-
cient circuit for comparison. Depth d is set to 5. (b) Depth
dependency of the optimization result with the Hamiltonian-
alternating ansatz. (c) The optimization result with a thresh-
old in gradient.
93. Discussion
We suspect the reason why this simultaneous optimiza-
tion approach does not work is due to the fact that, for
fixed (optimized) parameter θ∗ and ϕ∗, the change in
ansatz state |ψ(x,θ∗,ϕ∗〉 with respect to the change in
the parameter x is not same as in the exact ground state
|ψg(x)〉. The ansatz |ψ(x,θ∗,ϕ∗〉 that outputs approx-
imate ground states with respect to different x’s must
have the approximately same gradient with respect to x,
at least around trained points {xα}, as the exact ground
state |ψg(x)〉. This can be a guiding instruction on con-
structing quantum circuits for VQE. Interpolation can be
regarded as a way of realizing this concept.
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