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ESPACES VECTORIELS E´CHELONNE´S
MAURICIO GARAY
Introduction
Dans l’e´tude des singularite´s d’applications diffe´rentiables, les rela-
tions entre les orbites de l’action du groupe des diffe´omorphismes et
celles de son action infinite´simale sont de´crites par les the´ore`mes de
de´formations verselles, de stabilite´ par de´formation et de de´termination
finie [3, 24, 25, 36, 37]. Le but de cette article est d’e´tendre ces re´sultats
lorsque des petits de´nominateurs interveniennent dans les e´quations co-
homologiques.
Historiquement, de telles recherches sont, en fait, bien ante´rieures a`
celles effectue´es en the´orie des singularite´s. Elles ont vu le jour avec
la premie`re the`se de Poincare´, pour aboutir dans les anne´es 50 au
the´ore`me des tores invariants de Kolmogorov. Ce dernier, en modi-
fiant l’algorithme de Newton a ouvert la voie a` ce qu’Arnold appelait
la lutte contre les petits de´nominateurs [1, 2, 20].
De son coˆte´, Moser a pre´fe´re´ de´velopper une approche base´e sur
les the´ore`mes de fonctions implicites [28] (voir e´galement [18, 30]). Il
en a de´duit une heuristique sur les actions de groupes en dimension
infinie [27]. Le proble`me pose´ par cette approche n’avait pas e´chappe´ a`
son auteur : elle ne donnait pas la relation souhaite´e entres l’action du
groupe et l’action infinite´simale, mais seulement avec l’action line´arise´e
en chaque point du groupe. Certes dans un groupe G, la diffe´rentielle
de la multiplication par g ∈ G envoie l’alge`bre de Lie du groupe sur le
plan tangent au groupe en g mais, en dimension infinie, cette ope´ration
est la source de nombreuses difficulte´s.
Pour tenter reme´dier a` ce proble`me, Moser sugge´ra que l’on pouvait
se contenter d’un inverse approche´ pour l’action. Dans the`se, Sergeraert
construisit un cadre formel pour l’heuristique de Moser. Il re´ussit, dans
certains cas, a` controller le proble`me pose´ par la multiplication dans
le groupe [34, The´ore`me 4.2.5 et Corrollaire 4.2.6]. Mais, de nombreux
proble`mes demeuraient inaccessible par l’approche de Sergeraert.
C’est ce que vit Zehnder qui formalisa la notion d’inverse approche´.
Mais a` l’instar de ses pre´ce´de´cesseurs, il se voyait force´ d’admettre qu’il
n’e´tait parvenu a` de´montrer aucun re´sultat essentiellement nouveau,
tout au plus avait-il ame´liore´ les conditions de diffe´rentiabilite´ : ≪We
illustrate our method by small divisor theorems, which are well-known,
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but our proof is in principle simpler and more systematic≫ [40, Intro-
duction]. Dans le contexte ge´ne´ral des actions de groupes, Zehnder fuˆt
contraint de reproduire une heuristique semblable a` celle de Moser [40,
Chapter 5].
Dans les anne´es 80, Herman parvint a` une nouvelle de´monstration
du the´ore`me KAM, graˆce aux the´ore`mes de fonctions implicites obte-
nus par Hamilton, Sergeraert et Zehnder [5]. Cette de´monstration le
conduisit aux premiers exemples de the´ore`mes de type KAM pour des
varie´te´s involutives de dimension arbitraire [39]. Herman obtenait ainsi
des obstructions a` l’hypothe`se ergodique.
C’est probablement, les relations entre les tores invariants et l’hy-
pothe`se ergodique qui amene`rent Herman a` formuler la conjecture sui-
vante [19] :
Au voisinage d’un point fixe elliptique dont le line´arise´ est diophan-
tien, tout symplectomorphisme re´el analytique posse`de un ensemble de
mesure positive de tores invariants.
Cet article a pour but de poser des fondations qui permettent, entre
autres, de re´soudre cette conjecture.
Pour cela, je me propose d’initier une the´orie ge´ne´rale des actions
de groupes en dimension infinie dans le contexte de la ge´ome´trie ana-
lytique.
Cet article est organise´ de la fac¸on suivante :
Au §1, on de´finit la cate´gorie des espaces vectoriels e´chelonne´s. Dans
les the´ories diffe´rentiables, comme celles de Sergeraert et de Zehnder,
l’espace fonctionnel est repre´sente´ comme une limite inverse d’espaces
de Banach, ce qui le munit d’une structure d’espace de Fre´chet. Dans
la the´orie analytique, on peut choisir entre limite inverse et limite di-
recte. Nous ferons le choix de la limite directe bien que celle-ci soit,
en ge´ne´ral, non me´trisable. En alge`bre, un module peut avoir de nom-
breuses re´solutions ou en topologie, une varie´te´ peut avoir de nom-
breuses de´compositions cellulaires. Il en va de meˆme pour l’e´chelonnement
d’un espace vectoriel, de nombreuses possibilite´s s’offrent naturellement
et on conside`re tous ces choix, en tentant d’introduire des notions qui
ont de bonnes proprie´te´s fonctorielles.
Au §2, je rappelle le re´sultat classique de Mather et Tougeron sur
la de´termination finie des germes dans un cadre holomorphe, puis le
the´ore`me de Siegel-Arnold sur la line´arisation des germes de fonctions
holomorphes. Je donne a` ces deux the´ore`mes une formulation ana-
logue afin d’introduire le lecteur a` la notion de de´termination finie d’un
point de vue abstrait. On ge´ne´ralise ensuite la filtration de l’anneau des
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germes de fonctions par les puissances de l’ide´al maximal. Je termine
le § par un rappel sur les diffe´rents types d’algorithmes ite´ratifs.
Au §3, on de´montre la convergence du proce´de´ ite´ratif de Kolmogorov
mis en place au § pre´ce´dent. Je donne un crite`re simple de convergence
d’un produit infini de morphismes (The´ore`me 4). Bien qu’e´le´mentaire,
ce re´sultat est la cle´ de vouˆte de l’e´difice : une fois que l’on dispose
d’un crite`re simple de convergence, il n’y aucune difficulte´ a` de´montrer
la convergence de proce´de´s ite´ratifs. On de´montre ainsi le the´ore`me de
M-de´termination, ge´ne´ralisation des re´sultats de Mather-Tougeron et
de Arnold-Siegel.
Au §4, on ge´ne´ralise le the´ore`me de M-de´termination au cas ou` les
objets sont de´termine´s modulo une transversale.
Au §5, j’introduis les de´formations d’espaces vectoriels e´chelonne´s.
Ces conside´rations sont ne´cessaires pour l’e´tude des syste`mes dyna-
miques comme le montreront les exemples du §7.
Au §6, je montre que les structures e´chelonne´es existent naturel-
lement en ge´ome´trie analytique. Il est probable qu’elles pourraient
e´viter, dans certains cas, d’avoir recours aux voisinages privile´gie´s et,
par exemple, de simplifier les arguments de la the`se Douady pour la
construction de l’espace des modules des sous-varie´te´s complexes [11].
Au §7, je montre comment les conditions diophantiennes habituelles
permettent d’appliquer les the´ore`mes de M-de´termination et de trans-
versalite´. Je termine le §, par trois applications a` la the´orie KAM.
D’un point de vue abstrait, cette the´orie apparaˆıt comme une va-
riante symplectique de l’e´tude de fonctions sur les varie´te´s (voir e.g.
[4, 14]). Je donne un the´ore`me des tores invariants sans condition de
non-de´ge´ne´rescence. Ce re´sultat est a` rapprocher de celui que j’avais an-
nonce´ en 2009, concernant l’inutilite´ des conditions de non-de´ge´ne´rescence
pour garantir l’existence d’un ensemble de mesure positive de tores in-
variants. Il est e´galement proche du travail (non-publie´) de Eliasson-
Fayad-Krikorian relie´ a` la conjecture de Herman.
Ensuite, je montre qu’en un point critique de Morse, le flot ha-
miltonien est conjugue´ a` un flot line´aire sur une varie´te´ lagrangienne
complexe singulie`re pourvu que la fre´quence soit diophantienne. Dans
le cas re´el elliptique, l’origine est le seul point re´el de cette varie´te´
et ce re´sultat est donc vide. C’est ce qui explique, peut-eˆtre, que les
ge´ome`tres l’aient ignore´ jusqu’a` aujourd’hui. Il ne s’agit pourtant pas
une simple curiosite´, puisqu’en quantifiant la conjugaison, on montre
que la se´rie perturbative du spectre de l’e´tat fondamental est de classe
Gevrey 2 dans la constante de Planck.
Remerciements. Pendant plusieurs anne´es, les re´sultats de cet article
sont demeure´s a` l’e´tat de conjectures. Je remercie J. Fe´joz. Sans son
aide, ces conjectures n’auraient tre`s probablement jamais acce´de´ au
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rang de the´ore`mes. Je remercie e´galement H. Eliasson qui m’a aide´ a`
faire mes premiers pas en the´orie KAM, ainsi que R. Krikorian et B.
Fayad pour leurs explications sur la conjecture de Herman.
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§1 La cate´gorie des espaces vectoriels e´chelonne´s
1.1. De´finition. Dans tout ce qui va suivre, on peut sans difficulte´
conside´rer le cas d’espaces vectoriels sur C plutoˆt que sur R.
Une S-e´chelle de Banach est une famille de´croissante d’espaces de
Banach (Es), s ∈]0, S[, telle que les inclusions
Es+σ ⊂ Es, s ∈]0, S[, σ ∈]0, S− s[
soient de norme au plus 1.
Soit E un espace vectoriel topologique. Un S-e´chelonnement de E est
une e´chelle (Es) de sous-espaces de Banach de E telle que
i) E =
⋃
s∈]0,S[Es ;
ii) la topologie limite directe de la topologie des espaces de Banach
Es co¨ıncide avec celle de E.
(Rappelons que si fs : Xs −→ X un famille d’application d’espaces
topologiques (Xs) dans un ensemble X. On appelle topologie limite
directe sur X, la topologie la plus fine sur X qui rend les applications
fs continues :
U ⊂ X est ouvert ⇐⇒ f−1s (U) est ouvert dans Xs, pour tout s.)
L’intervalle ]0, S[ s’appelle l’intervalle d’e´chelonnement. Si F est un
sous-espace vectoriel ferme´ d’un espace vectoriel e´chelonne´ E alors E/F
est e´chelonne´ par les espaces de Banach Es/(E ∩ F)s.
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La notion d’e´chelonnement vise a` transfe´rer les proprie´te´s de E aux
espaces de Banach Es, mais l’objet que l’on e´tudie reste E et non pas
l’e´chelle de Banach. Lorsque le parame`tre S ne joue pas de roˆle par-
ticulier, nous parlerons simplement d’e´chelle de Banach ou d’espace
vectoriel e´chelonne´.
L’utilisation d’e´chelles de Banach en analyse remonte aux fonde-
ments de l’analyse fonctionnelle. On la trouve par exemple dans la
de´monstration du the´ore`me de Cauchy-Kovalevska¨ıa donne´e en 1942
par Nagumo [29] (voir e´galement [31]). Elle est e´galement a` la base
de la de´monstration propose´e par Kolmogorov du the´ore`me des tores
invariants [20].
Cependant ces auteurs ne conside`rent qu’une e´chelle fixe, l’ide´e de
conside´rer toutes les e´chelles possibles d’un sous-espace vectoriel to-
pologique est de´ja` pre´sente dans la the`se de Grothendieck [17]. En re-
vanche, Grothendieck n’utilise pas le choix d’un parame´trage de l’e´chelle
comme une donne´e supple´mentaire.
1.2. L’espace des polynoˆmes. Voici un exemple simple d’espace vec-
toriel e´chelonne´. Nous n’utiliserons pas cet exemple dans les applica-
tions concre`tes, mais il est utile pour comprendre les notions ge´ne´rales,
au meˆme titre que R2 est un espace de Hilbert qui a son importance.
Conside´rons l’espace vectoriel R[X] des polynoˆmes en une inde´termine´e
sur R. Munissons cet espace de la topologie pour laquelle les ouverts
sont les ensembles dont l’intersection avec tout sous-espace vectoriel de
dimension finie est ouvert
U ouvert de R[X] ⇐⇒ U ∩ F ouvert de F, dimF < +∞.
L’espace R[X] est l’union des espaces Rk[X] des polynoˆmes de degre´ au
plus k. Identifions l’espace Rk[X] a` R
k+1 par l’application
akX
k + · · ·+ a0 7→ (ak, . . . , a0).
La norme euclidienne de Rk+1 induit sur Rk[X] une structure d’espace
vectoriel norme´. Pour faire de R[X] un espace vectoriel e´chelonne´, il faut
fixer la relation entre le parame`tre s de l’e´chelonnement et le degre´ des
polynoˆmes.
Faisons par exemple le choix suivant : prenons pour Es, l’espace des
polynoˆmes dont le degre´ est au plus la partie entie`re de 1/s. On obtient
ainsi une structure d’espace vectoriel e´chelonne´ sur R[X].
Plus ge´ne´ralement, en partant d’un espace vectoriel gradue´
V = ⊕n≥0Vn, dimVn < +∞,
on de´finit alors une structure e´chelonne´e sur V en posant Es = ⊕n≤1/sVn.
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1.3. Morphismes d’un espace vectoriel e´chelonne´. Soit E,F deux
espaces vectoriels respectivement S-e´chelonne´ et S′ e´chelonne´.
Nous dirons d’une application line´aire que c’est un morphisme entre
des espaces vectoriels e´chelonne´s E,F, si pour tout s′ ∈]0, S[, il existe
s ∈]0, S[ tel que l’espace de Banach Es′ est envoye´ continuˆment dans Fs.
Nous avons ainsi de´finit la cate´gorie des espaces vectoriels e´chelonne´s.
Nous de´signerons par L(E,F) l’espace vectoriel des morphismes de
E dans F et lorsque E = F, nous utiliserons la notation L(E) au lieu de
L(E,E). Il n’y pas de raison, a priori, pour que L(E,F) co¨ıncide avec
l’espace des applications line´aires continues de E dans F, mais dans les
exemples concrets que nous allons traiter ce sera toujours le cas.
Si ‖·‖ de´signe la norme d’ope´rateur sur l’espace de Banach L(Es′ ,Fs),
nous noterons ‖u‖ la norme de l’ope´rateur de´fini par restriction de u a`
Es′.
Le noyau d’un morphisme u : E −→ F entre espaces vectoriels S-
e´chelonne´s est un espace vectoriel S-e´chelonne´ par :
(Ker u)s = Es ∩Ker u, s ≤ S.
Venons-en a` la notion de convergence d’une suite de morphismes.
La norme d’ope´rateur induit sur les espaces vectoriels L(Es′ ,Fs), une
structure d’espace de Banach.
De´finition. Une suite de morphismes (un) de L(E,F) converge vers
un morphisme u ∈ L(E,F) si pour tout s′ ∈]0, S[, il existe s ∈]0, S[ tel
que la restriction de (un) de´finisse une suite de L(Es′ ,Fs) qui converge
vers la restriction de u.
Un sous-ensemble X de L(E,F) sera dit ferme´ si toute suite conver-
gente de points de X a` sa limite dans X. (L’utilisation du mot ≪ferme´≫ est
le´ge`rement abusive, car il ne s’agit pas a priori du comple´mentaire d’un
ouvert.)
1.4. τ-morphismes, morphismes borne´s. Conservons les notations
du chapitre pre´ce´dent.
De´finition. Un morphisme u ∈ L(E,F) est appele´ un τ -morphisme si
pour tout s′ ∈]0, τ ] et pour tout s ∈]0, s′[, on a l’inclusion u(Es′) ⊂ Fs
et u induit par restriction une application line´aire continue
us′,s : Es′ −→ Fs.
On a alors des diagrammes commutatifs
Fs _

Es′
u|E
s′ //
us′,s
==
{
{
{
{
{
{
{
{
F
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pour tout s′ ∈]0, τ ] et pour tout s ∈]0, s′[, la fle`che verticale e´tant
donne´e par l’inclusion Fs ⊂ F.
Exemple 1. Reprenons l’exemple du 1.1. Les morphismes sont les ap-
plications line´aires qui envoient les sous-espaces de dimension finie sur
des sous-espaces de dimension finie. Toute application line´aire est donc
un morphisme. On ve´rifie facilement que cette proprie´te´ caracte´rise les
applications line´aires continues de R[X] donc, a` l’instar de la dimen-
sion finie, toute application line´aire de l’espace des polynoˆmes dans
lui-meˆme est continue. Les τ -morphismes sont les morphismes qui en-
voie Rk[X] dans lui-meˆme pour tout k ≥
[
1
τ
]
. La multiplication par X
est un exemple de morphisme qui n’est pas un τ -morphisme.
De´finition. Un τ -morphisme u : E −→ F d’espaces vectoriels S-
e´chelonne´s est dit k-borne´, k ≥ 0 s’il existe un re´el C > 0 tel que :
|u(x)|s ≤ Cσ−k|x|s+σ, pour tous s ∈]0, τ [, σ ∈]0, τ − s], x ∈ Es+σ.
Un morphisme est dit k-borne´ (resp. borne´) s’il existe τ (resp. τ et
k) pour lequel (resp. lesquels) c’est un τ -morphisme k-borne´. Lorsque
E = Es et F = Fs sont des espaces de Banach, on retrouve la de´finition
habituelle de morphismes borne´s. (Nous n’utiliserons pas la notion plus
ge´ne´rale d’application line´aire borne´e d’un espace localement convexe,
notre terminologie ne devrait donc pas porter a` confusion.)
Exemple 2. L’application qui a` un polynoˆme associe sa de´rive´e est un
morphisme qui n’est pas borne´. Tout morphisme borne´ de R[X] est
automatiquement 0-borne´. Il y a donc tre`s peu de morphismes borne´s
dans R[X].
L’espace vectoriel des τ -morphismes (resp. des morphismes) k-borne´s
entre E et F sera note´ Bkτ (E,F) (resp. B
k(E,F)). On note Nkτ (u) la plus
petite constante C ve´rifiant l’ine´galite´ de la de´finition 1.4.
La proprie´te´ pour un endomorphisme surjectif d’eˆtre borne´ passe au
quotient : tout endomorphisme k-borne´ surjectif u : E −→ E de´finit
un endomorphisme k-borne´ sur l’espace quotient E/F, pour tout sous-
espace vectoriel ferme´ F ⊂ E.
1.5. L’e´chelle de Banach (Bkτ (E,F)).
Proposition 1 (Fe´joz). Si E,F sont des espaces vectoriels S-e´chelonne´s
alors les espaces vectoriels norme´s (Bkτ (E,F),N
k
τ), τ ∈]0, S[, forment
une S-e´chelle de Banach.
De´monstration. La seule difficulte´ consiste a` montrer que l’espace vec-
toriel Bkτ (E,F) est complet pour la norme N
k
τ , pour tout τ ∈]0, S[.
Je dis que toute suite de Cauchy (un) ⊂ Bkτ (E,F) converge vers un
morphisme u ∈ L(E,F) au sens de 1.3. Soit donc s′ ∈]0, τ [ et s ∈]0, s′[.
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Comme les (un) sont des τ -morphismes, ils induisent, par restriction,
des applications line´aires continues
vn : Es′ −→ Fs.
Par de´finition de la norme Nkτ , la suite (vn) est de Cauchy dans l’espace
de Banach L(Es′ ,Fs) donc convergente. Ceci de´montre l’affirmation.
Montrons a` pre´sent que si une suite de Cauchy (un) ⊂ Bkτ (E,F)
converge vers un morphisme u ∈ L(E,F) alors u est dans Bkτ (E,F).
L’ine´galite´
|Nkτ (un)− Nkτ (um)| ≤ Nkτ (un − um)
montre que la suite (Nkτ (un)) est de Cauchy dans R donc majore´e par
un constante C > 0. On a alors les ine´galite´s :
|u(x)|s ≤ |u(x)− un(x)|s + Cσ−k|x|s+σ, pour tout n,
pour tout x ∈ Es, pour tout s ∈]0, τ ] et pour tout σ ∈]0, τ − s]. Par
conse´quent, le τ -morphisme limite u est k-borne´ de norme au plus e´gale
a` C. 
La suite (Bkτ (E,F),N
k
τ), τ ∈]0, S[ munit l’espace vectoriel Bk(E,F)
d’une structure d’espace vectoriel e´chelonne´.
1.6. Produits de morphismes borne´s. Conservons les notations du
n˚ pre´ce´dent. Si u, v sont des morphismes, respectivement k et k′ borne´,
alors leur composition uv est (k + k′)-borne´ et on a l’ine´galite´
Nk+k
′
τ (uv) ≤ 2k+k
′
Nkτ (u)N
k′
τ (v).
En effet :
|(uv)(x)|s ≤ Nkτ (u)
2k
σk
|v(x)|s+σ/2 ≤ Nkτ (u)Nk
′
τ (v)
2k+k
′
σk+k′
|x|s+σ
pour tout x ∈ Es+σ. Plus ge´ne´ralement, on a la
Proposition 2. Le produit de n morphismes ki borne´s ui, i = 1, . . . , n,
est un morphisme k-borne´ avec k :=
∑n
i=1 ki et plus pre´cise´ment
Nkτ (u1 · · ·un) ≤ nk
n∏
i=1
Nkiτ (ui), .
De plus, si u1 = · · · = un = u est d’ordre 1 alors
Nnτ (u
n)
n!
≤ 3nN1τ (u)n.
La premie`re partie de la proposition s’obtient de fac¸on analogue au
cas n = 2, en de´coupant l’intervalle [s, s + σ] en n parties e´gales. En
prenant tous les ui e´gaux et d’ordre 1, on obtient alors
Nnτ (u
n) ≤ nnN1τ (u)n.
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Il nous suffit donc de de´montrer l’ine´galite´
3nn! ≥ nn
Pour cela, on utilise l’expression inte´grale suivante de la fonction Γ :
n! = Γ(n+ 1) = nn+1
∫ +∞
0
en(log t−t)dt.
En utilisant l’estimation
log t− t ≥ −1
2
(t− 1)2 − 1
il vient :
Γ(n+ 1) ≥ nn+1e−n
∫ +∞
0
e−
1
2
(t−1)2dt ≥ nn+1e−n ≥ nn3−n.
(Cette estimation, comme toutes celles qui suivront, seront toujours
loin d’eˆtre optimales.) Ceci de´montre la proposition.
Corollaire. Soit u un τ -morphisme 1-borne´. Si l’ine´galite´ 3N1s(u) < s
est satisfaite pour tout s ≤ τ alors la se´rie
eu :=
∑
j≥0
uj
j!
converge vers un morphisme de E, et plus pre´cise´ment
|eux|λs ≤
∑
j≥0
(3N1s(u))
j
(1− λ)jsj |x|s =
1
1− 3N1s(u)
(1−λ)s
|x|s
pour tous λ ∈]0, 1− 3N1s(u)
s
[, s ∈]0, τ ] et x ∈ Es.
De´monstration. On a
|eux|λs ≤
∑
j≥0
1
j!
|ujx|λs.
D’apre`s la proposition pre´ce´dente, le morphisme uj est j-borne´ et on a
l’ine´galite´ :
1
j!
|ujx|λs ≤ (3N
1
s(u))
j
(1− λ)jsj |x|s,
ce qui de´montre le corollaire. 
Un morphisme est dit exponentiable si son exponentielle de´finit une
se´rie convergente au sens de 1.3. Introduisons la condition (E) pour un
τ -morphisme u :
(E) Pour tout s ≤ τ , le τ -morphisme u ve´rifie l’ine´galite´ 3N1s(u) < s.
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La corollaire pre´ce´dent montre que si u satisfait la condition (E) alors
il est exponentiable. Finalement, remarquons que deux morphismes 1-
borne´s u, v ∈ B1(E) exponentiables qui commutent ve´rifient l’e´galite´
eu+v = euev.
En effet, si u et v commutent alors les suites
An :=
n∑
j=0
uj
j!
, Bn =
n∑
j=0
vj
j!
.
ve´rifient
AnBn =
n∑
j=0
(u+ v)j
j!
et si des suites de morphismes (An), (Bn) convergent respectivement
vers A,B alors (AnBn) converge vers AB. Le cas particulier v = −u
montre que l’exponentielle d’un morphisme 1-borne´ est inversible.
1.7. E´chelonnement de OC,0. Conside´rons l’espace vectoriel OC,0 des
germes en l’origine de fonctions holomorphes d’une variable. Nous de´signerons
e´galement cet espace par C{z} lorsque nous voudrons pre´ciser le choix
d’une coordonne´e. Pour chaque compact K contenant l’origine, on note
B(K) l’espace des fonctions continues sur K et holomorphes dans l’inte´rieur
de K. C’est un espace de Banach pour la norme
B(K) −→ R, f 7→ sup
z∈K
|f(z)|.
(La comple´tude est une conse´quence imme´diate de la formule de Cau-
chy.)
Ordonnons l’ensemble V des voisinages compacts de l’origine par
l’inclusion. La limite directe des B(K),K ∈ V s’identifie alors avec
l’espace vectoriel OC,0 :
OC,0 = lim−→B(K), K ∈ V.
L’espace vectoriel OC,0 se voit ainsi muni d’une structure d’espace vec-
toriel topologique.
Soit (Ks),Ks ∈ V, s ∈]0, S[, un syste`me fondamental de voisinages
compacts de l’origine. La suite (B(Ks)) de´finit un e´chelonnement de
l’espace vectoriel OC,0. C’est l’exemple le plus classique d’e´chelonnement
de OC,0 [11, 15, 29].
Un re´sultat duˆ a` Grothendieck montre que tout borne´ de OC,0 est
contenu dans l’un des B(Ks) (voir [16], Chapitre 3). De ce re´sultat,
on de´duit aise´ment que l’espace vectoriel des morphismes de OC,0 dans
lui-meˆme co¨ıncide avec celui des applications line´aires continues. De
meˆme, la notion de convergence sur L(OC,0) e´tablie au 1.3 co¨ıncide
avec celle de la topologie forte, les ensembles ferme´s au sens de 1.3 sont
les ensembles ferme´s pour cette topologie.
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Les suites (B(Ks2)), (B(K3s)) donnent d’autres exemples d’e´chelonnement
de OC,0, avec les meˆmes espaces de Banach, mais indexe´s de fac¸on
diffe´rente.
Prenons a` pre´sent pour compact Ks, le disque ferme´ Ds de rayon s
centre´ en l’origine et posons
Es = B(Ds), |f |s = sup
z∈Ds
|f(z)|.
L’application line´aire continue
OC,0 −→ OC,0, [z 7→ f(z)] 7→ [z 7→ f(2z)]
donne un exemple simple d’un morphisme qui n’est pas un τ -morphisme.
Je dis que pour l’e´chelonnement (Es), tout ope´rateur diffe´rentiel
d’ordre k sur OC,0 de´finit un morphisme k-borne´. D’apre`s la propo-
sition 2, il suffit de montrer que l’application line´aire :
∂z : OC,0 −→ OC,0, f 7→ f ′
est 1-borne´. Soit donc f ∈ Es+σ, z ∈ Ds et notons γ ⊂ Ds+σ le cercle
centre´ en z de rayon σ oriente´ positivement, apre`s une inte´gration par
parties, la formule de Cauchy donne :
f ′(z) =
1
2iπ
∫
γ
f(ζ)
(z − ζ)2 dζ,
d’ou` l’estimation
|f ′(z)| ≤ σ−1|f |s+σ, pour tout z ∈ Ds.
Ce qui de´montre l’affirmation.
Remarquons au passage que la de´rive´e k-ie`me est donne´e par la for-
mule
f (k)(z) =
k!
2iπ
∫
γ
f(ζ)
(z − ζ)k+1 dζ.
On obtient ainsi les ine´galite´s de Cauchy
|f (k)(z)| ≤ k!σ−k|f |s+σ,
qui montrent que l’estimation de la proposition 2 n’est pas optimale.
Il existe, bien entendu, des ope´rateurs k-borne´s qui ne sont pas
diffe´rentiels, par exemple celui qui envoie zk sur kzk−1 pour k > 0
et 1 sur lui meˆme.
Nous voyons sur cet exemple qu’e´chelonner l’espace vectoriel topo-
logique OC,0 consiste a` mettre en relation la taille des voisinages dans
C (ici le rayon des disques) avec l’indexation de la suite d’espaces de
Banach (Es). Cette mise en relation de grandeurs de nature diffe´rente
constitue le principe de l’e´chelonnement. Les e´chelonnements ont une
tendance naturelle a` se propager : un fois mis en rapport l’indice du
disque Ds avec son rayon, les espaces de Banach se trouvent e´galement
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indexe´s en fonction de ce rayon. Puis l’espace des applications borne´es
se trouve lui-meˆme e´chelonne´.
Venons en a` l’exponentielle.
L’exponentielle de ∂z diverge. Cependant, si f est holomorphe dans
un disque de rayon supe´rieur a` 1, la suite de fonctions (
∑n
j=0
∂jz
j!
f)n∈N
a pour limite le germe [z 7→ f(z + 1)] ∈ OC,0.
L’exponentielle de ∂z est le flot au temps t = 1 du champ de vecteurs
∂z. C’est un ope´rateur non borne´, dont le domaine de de´finition est le
sous-espace vectoriel des germes qui sont holomorphes dans un disque
de rayon supe´rieur a` 1.
L’exponentielle de λz∂z converge et donne l’automorphisme d’alge`bre
z 7→ (
∑
n≥0
(λz∂z)
n
n!
)z = eλz.
Plus ge´ne´ralement, toute de´rivation de la forme
zh(z)∂z , h ∈ OC,0
est exponentiable. En re´sume´, l’alge`bre de Lie g des de´rivations de OC,0
est filtre´e
g ⊃M1
g
⊃M2
g
⊃ · · ·
avec
M
k
g
= {zkh(z)∂z , h ∈ OC,0}
et tout e´le´ment de M1
g
est exponentiable.
Notons MC,0, l’ide´al maximal de l’anneau local OC,0 :
MC,0 = {f ∈ OC,0 : f(0) = 0}.
Lorsque v ∈M2
g
et f ∈MkC,0,on a :
evf = f + v · f (modMk+1C,0 ).
Ce qui donne un sens pre´cis au fait que l’action infinite´simale de ev est
donne´e par la de´rivation le long de v. En ge´ne´ral, ce n’est plus vrai si
l’on fait seulement l’hypothe`se v ∈M1
g
. Par exemple pour v = −z
2
∂z et
f = z2, on trouve :
evf = z2 − z2 + z
2
2!
+ · · ·+ (−1)n z
2
n!
+ · · · = e−1z2
alors que f + v(f) = 0.
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§2 De´termination finie
2.1. Le the´ore`me de Mather-Tougeron. Conside´rons l’anneau lo-
cal OCn,0 des germes de fonctions holomorphes en l’origine dans C
n.
Le groupe des automorphismes Aut (OCn,0) de cet anneau agit naturel-
lement. Cet action induit une action infinite´simale de l’alge`bre de Lie
des de´rivations Der OCn,0(OCn,0).
Par ailleurs, l’anneau OCn,0 est filtre´ par les puissances de son ide´al
maximal
MCn,0 = {f ∈ OCn,0 : f(0) = 0}.
Le the´ore`me de Mather-Tougeron affirme que pour un germe f dont
l’origine est un point critique isole´e, pour k suffisamment e´leve´ l’espace
affine f +MkCn,0 est contenu dans l’orbite de f .
Pour pre´ciser la valeur du nombre k, rappelons la de´finition du
nombre de Milnor d’un germe f ∈ OCn,0 [26]. L’ide´al jacobien du germe
f , note´ Jf , est l’ide´al de OCn,0 engendre´ par les de´rive´es partielles de
f . Il revient au meˆme de dire que l’origine est un point critique isole´
de f ou bien que l’espace vectoriel OCn,0/Jf est de dimension finie. Le
nombre
µ(f) := dimCOCn,0/Jf
est appele´ le nombre de Milnor de f . Par exemple, pour n = 1 et
f : (C, 0) −→ (C, 0), x 7→ x2,
on Jf = MC,0, donc µ(f) = 1.
The´ore`me 1 ([24, 36]). Pour tout germe de fonction holomorphe f :
(Cn, 0) −→ (C, 0) dont l’origine est un point critique isole´, l’espace
affine f+M
µ(f)+2
Cn,0 est contenu dans l’orbite de f sous l’action du groupe
des automorphismes de l’anneau OCn,0.
Exemple 3. L’orbite du germe
f : (C, 0) −→ (C, 0), x 7→ x2,
contient donc tout germe de la forme
(C, 0) −→ (C, 0), x 7→ x2 + x3h(x), h ∈M3,
car µ(f) = 1. Plus ge´ne´ralement, tout germe dont la partie quadratique
est non-de´ge´ne´re´ peut eˆtre ramene´ a` celle-ci par un changement de
variable. C’est le lemme de Morse dans un contexte holomorphe.
2.2. Le the´ore`me de Poincare´. Le groupe des automorphismes de
OCn,0 agit sur lui meˆme par conjugaison. Cette action donne lieu a` la
repre´sentation adjointe du groupe des automorphismes dans l’alge`bre
de Lie des de´rivations
g := Der OCn,0(OCn,0).
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Dans les termes classiques : ≪tout champ de vecteur peut-eˆtre trans-
porte´ par une application biholomorphe.≫ L’action infinite´simale as-
socie´e est donne´ par la repre´sentation adjointe de g
g −→ g, w 7→ [v, w].
(On trouve [v, w] et non [w, v] car les automorphismes se composent
de gauche a` droite contrairement aux applications qui se composent de
droite a` gauche.)
Notons z1, . . . , zn les coordonne´es sur C
n. Le module des de´rivations
de l’anneau OCn,0 est librement engendre´ par les ∂zi . La filtration de
OCn,0 par les puissances de l’ide´al maximal donne donc lieu a` une fil-
tration de g :
g ⊃M1
g
⊃M2
g
⊃ · · · .
Le the´ore`me suivant est duˆ a` Poincare´.
The´ore`me 2 ([33]). Soit v ∈ Der OCn,0(OCn,0) une de´rivation dont la
partie line´aire est diagonalisable. Si l’enveloppe convexe des valeurs
propres ne contient pas l’origine et si celles-ci engendrent un espace
vectoriel de dimension n sur Q alors l’espace affine v+M2
g
est contenu
dans l’orbite de v sous l’action adjointe du groupe Aut (OCn,0).
2.3. Le the´ore`me de Siegel. Conside´rons a` pre´sent le cas ou` les
valeurs propres sont de module e´gal a` un.
Notons (·, ·) la forme biline´aire dans Cn de´finie par
Cn × Cn −→ C, (z1, . . . , zn, w1, . . . , wn) 7→
n∑
i=1
ziwi
Pour i ∈ Zn, on pose
σ(i) := |i1|+ |i2|+ · · ·+ |in|.
Nous dirons qu’un vecteur λ = (λ1, . . . , λn) ∈ Cn est (C, τ)-diophantien,
τ ∈ N, si
∀i ∈ Zn \ {0}, |(λ, i)| ≥ C
σ(i)τ
et qu’il est diophantien s’il existe de tels nombres C, τ .
La multiplication par un nombre complexe non-nul envoie l’ensemble
des vecteur diophantiens dans lui-meˆme, on peut donc e´galement parler
de points diophantiens de l’espace projectif Pn−1.
Pour n = 2 et α alge´brique non rationnel, le the´ore`me de Liouville
entraˆıne que le vecteur ω = (1, α) est diophantien [22, 23]. Un vecteur
(C, τ)-diophantien est un vecteur qui reste ≪loin≫ du re´seau des entiers.
On ve´rifie sans difficulte´ que pour C, τ fixe´s, l’ensemble des nombres
diophantiens est un ensemble de mesure non-nulle pourvu que τ > n−1.
De plus, la re´union de tels ensembles pour les diffe´rentes valeurs de C,
a` τ fixe´, forme un ensemble de mesure pleine (voir par exemple [2]).
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(Rappelons l’argument : pour C, i fixe´s, l’ensemble des nombres qui
ne sont pas diophantiens dans [−N,N]2n est un cylindre, la somme sur
i des mesures de ces cylindres converge vers un nombre qui tend vers
0 avec C, lorsque τ > n− 1.)
The´ore`me 3 ([1, 35]). Soit v ∈ Der OCn,0(OCn,0) une de´rivation dont la
partie line´aire est diagonalisable. Si les valeurs propres sont diophan-
tiennes alors l’espace affine v+M2
g
est contenu dans l’orbite de v sous
l’action adjointe du groupe Aut (OCn,0).
2.4. Filtration d’un espace vectoriel e´chelonne´. Soit E un espace
vectoriel e´chelonne´. Les sous-espaces vectoriels
M
k
E = {x ∈ E : ∃C, τ, |x|s ≤ Csk, ∀s ≤ τ}
filtrent l’espace E :
E := M0E ⊃M1E ⊃M2E ⊃ · · · .
(Dans le cas ou` l’espace vectoriel E := OCn,0 est e´chelonne´ par les
espaces de Banach :
Es = B(D
n
s ), |f |s := sup
z∈Dns
|f(z)|, Dns := Ds × · · ·Ds︸ ︷︷ ︸
n fois
,
on retrouve la filtration de OCn,0 par les puissances de son ide´al maxi-
mal.)
Soit a` pre´sent g un sous-espace vectoriel de B1(E) et G un sous
groupe de L(E) agissant sur E avec
exp(g) ⊂ G.
(L’action de G sur E n’est pas ne´ce´ssairement l’action naturelle induite
par celle de L(E) sur E.)
Proposition 1. Supposons que le groupe G pre´serve un sous-espace
affine a +M, M ⊂ E de telle sorte que
i) g = M2
g
;
ii) M soit contenu dans la g-orbite de a
alors pour tout e´le´ment x ∈ a +M et pour tout N > 0, il existe g ∈ G
tel que
x = g · a + z, z ∈ (MNE ∩M).
Autrement dit a` une correction arbitrairement petite pre`s, tout e´le´ment
de a+M est contenu dans la G-orbite de a.
La de´monstration est imme´diate. E´crivons x ∈ E sous la forme
x = a + u0(a).
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La premie`re hypothe`se entraˆıne que u0 est exponentiable. En de´veloppant
l’exponentielle, on trouve
z1 := x− eu0a =
∑
n≥0
un+2(a)
(n+ 2)!
.
Comme u ∈M2
g
, on a ∑
n≥0
un+2
(n+ 2)!
∈ g4
et par conse´quent z1 ∈ (M3E ∩M). En e´crivant, z1 sous la forme
z1 = u1(a)
on a u1 ∈ g8. On de´finit z2 ∈ (M7E ∩M) en posant
z2 := a− eu1eu0a.
On construit ainsi un suite de morphismes borne´s u0, . . . , un telle que
zn := a− eun · · · eu1eu0a ∈M2n+1−1E .
Ce qui de´montre la proposition.
2.5. Comparaison des diffe´rents types d’algorithmes ite´ratifs.
Une certaine confusion re`gne au sujet des diffe´rents type d’algorithme
ite´ratifs, aussi il n’est peut-eˆtre pas tout a` fait inutile d’en rappeler les
principes.
L’algorithme que nous avons utilise´ dans la de´monstration du n˚
pre´ce´dent apparaˆıt dans la de´monstration du the´ore`me des tores inva-
riants sugge´re´e par Kolmogrov, nous le nommerons donc algorithme de
Kolmogorov. Il est parfois appele´ algorithme de Newton, algorithme de
Newton modifie´ ou encore algorithme KAM.
Pour cela, plac¸ons nous dans le cas simple ou` G est un groupe de
Lie, E un espace vectoriel de dimension finie, ici comme par la suite 0E
de´signe l’origine de l’espace vectoriel E.
L’action de G sur E de´finit une action de TeG = g sur T0EE ≈ E.
On obtient une application
ρ : g −→ E, ξ 7→ ξ · 0E
Supposons que cette application admette un inverse a` droite j. Dans
l’algorithme de Kolmogorov, on conside`re les suites
x0 = x, u0 = j(x);
xn = e
−un−1(xn−1), un = j(xn).
Le premier terme de la suite (xn) ve´rifie
x1 = e
−u0(x0) = x0 − u0 · x0 + (termes d′ordre supe´rieur).
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et x0−u0 ·x0 = 0 par de´finition de u0. On recommence cette proce´dure,
en posant u1 = j(x1), on a alors
x2 = e
−u1e−u0(x0), u2 = j(x2)
et ainsi de suite...
Si (un) tend vers 0g et si la suite forme´e par les produits
gn := e
un . . . eu1eu0
converge vers une limite g alors la suite (xn) = (gnx) converge vers 0E.
En effet, en passant a` la limite dans l’e´galite´ un = j(xn), on trouve
0g = j(gx), et par de´finition de j cela signifie que 0E = gx. Ce qui
montre que l’action est transitive.
Remarquons que l’on peut e´crire l’ite´ration avec seulement l’une des
deux suites. Pour cela, on conside`re l’application
φ : g→ g, u 7→ j (e−uu(0E)) .
Les ite´re´s de u0 = j(x) par φ sont e´gaux aux termes de la suite (un),
en effet :
un+1 = j(xn+1) = j(e
−unxn) = j(e−unun(0E)).
Dans [12], avec Fe´joz, nous avons mis en oeuvre cet algorithme pour
les espaces vectoriels e´chelonne´s, mais sous des hypothe`ses peu com-
modes et qui ne sont, en re`gle ge´ne´rale, pas satisfaites pour le pa-
rame´trage donne´ par l’exponentielle.
L’ide´e de faire intervenir une infinite´ d’e´le´ments du groupe posait vi-
siblement des proble`mes. Zehnder, tout comme Sergeraert, lui a pre´fe´re´
un algorithme du type Newton. Cet algorithme n’utilise la structure de
groupe qu’a` posteriori. On a deux espaces vectoriels E′ et E, on suppose
qu’une application f : E′ −→ E admet une diffe´rentielle surjective dans
un voisinage de l’origine dans E′. On fixe x ∈ E on cherche u ∈ E′ tel
que f(u) = x. On pose
ϕ : E′ −→ E, u 7→ f(u)− x
On note L(u) : E −→ E′ un inverse a` droite de la diffe´rentielle
Dϕ(u) = Df(u) : E −→ E′ de ϕ au point u ∈ E′. L’algorithme de
Newton est donne´ par les suites
x0 = x, u0 = −L(0)x;
xn = ϕ(un−1), un = un−1 − L(un−1)(xn−1)
Si les suites (un) et (xn) convergent respectivement vers u et x
′ = ϕ(u)
alors a = a− L(u)(x′) donc L(u)x′ = 0E′. En composant a` gauche par
Dϕ(u), les deux membres de cet e´galite´, on obtient x′ = 0.
Lorsque l’on applique l’algorithme de Newton dans le cas d’une ac-
tion de groupe
ρ : G −→ E, g 7→ g · 0E.
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la diffe´rentielle de ρ au point g est conjugue´e a` celle au point e ou` e
de´signe l’e´le´ment unite´ de G. Il suffit donc de connaˆıtre les inverses de
ϕ en de tels points.
Malheureusement, dans un cadre plus ge´ne´ral, cette ope´ration de
conjugaison agit sur les estimations ne´cessaires pour de´montrer la conver-
gence de l’ite´ration. Dans certains cas, on peut montrer que cette
ope´ration est sans danger [34, Corollaire 4.2.6]. Mais ce sont des cas
tre`s exceptionnels.
Poursuivant une ide´e de Moser, Zehnder a affaibli la condition d’exis-
tence d’un inverse, en la remplac¸ant par celle d’un inverse approche´.
Zehnder a tente´ de de´montrer que pour les action de groupes l’inverse
en l’origine e´tait un inverse approche´ de l’inverse en un point arbitraire,
mais il n’a abouti a` aucun re´sultat rigoureux [40, Chapter 5].
On pourrait eˆtre tente´ de remplacer l’algorithme de Newton par celui
de Picard
x0 = x, a0 = L(0)x;
xn = ϕ(an−1), an = an−1 − L(0)(xn−1),
qui ne demande un inverse qu’en l’origine, mais dans ce cas la conver-
gence est plus lente et donc plus hypothe´tique en dimension infinie.
En re´sume´, l’algorithme de Kolmogorov est spe´cifique aux actions de
groupes. Il pre´sente, dans ce cas, les avantages de celui de Newton et
de celui de Picard re´unis : c’est un algorithme a` convergence rapide qui
se construit a` l’aide de l’action line´arise´e en l’origine.
§3 Le the´ore`me de M-de´termination
Dans [40], Zehnder e´crit : ≪(. . .) while all previous proofs of the
theorems in question involve infinitely many coordinate changes and
consequently complicated convergence arguments, we shall avoid this
inconvenience and work in function spaces over a fixed set of variables.≫
Nous allons donner un crite`re tre`s simple de convergence qui e´vite les
difficulte´s e´voque´es par Zehnder. Celui-ci nous conduira directement a`
des ge´ne´ralisation des the´ore`mes de de´termination finie et de Poincare´-
Siegel.
3.1. Produits infinis. Soit E un espace vectoriel e´chelonne´. Comme
nous allons le voir, le proble`me de la convergence de l’algorithme de
Kolmogorov est re´solu par le re´sultat suivant.
The´ore`me 4. Soit (un)une suite de τ -morphismes 1-borne´s ve´rifiant
la condition (E) du 1.6. Si la se´rie nume´rique∑
n≥0
N1s(un)
s
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est convergente pour tout s ≤ τ alors la suite (gn) de´finie par
gn := e
uneun−1 · · · eu0
converge vers un e´le´ment inversible de L(E).
Pour de´montrer ce re´sultat, commenc¸ons par ge´ne´raliser le corollaire
du 1.6.
Lemme. Soit (un)une suite de τ -morphismes 1-borne´s ve´rifiant la
condition (E). Pour tout s ≤ τ , la norme du morphisme
gn := e
uneun−1 · · · eu0
ve´rifie l’ine´galite´
|gnx|λs ≤
(
n∏
i=0
1
1− 3
(1−λ)sN
1
s(ui)
)
|x|s
pourvu que λ ve´rifie
max
i≤n
3
(1− λ)sN
1
s(ui) < 1.
De´monstration. Notons ∆j ⊂ Zj les suites i = (i1, . . . , ij) dont les
e´le´ments sont dans l’ensemble {0, . . . , n} et telles que ip ≥ ip+1. On a
alors la formule
n∏
i=0
1
1− zi =
∑
j≥0
∑
i∈∆j
zi, zi := zi11 z
i2
2 . . . z
ij
j
et plus ge´ne´ralement
n∏
i=0
1
1− αzi =
∑
j≥0
∑
i∈∆j
αjzi.
On pose
u[i] := ui1ui2 · · ·uij , i ∈ ∆j .
De´veloppons gn en se´rie puis regroupons les termes suivant l’ordre en
t, il vient :
gn =
∑
j≥0
(
∑
i∈∆j
u[i])
tj
j!
= 1 + (
n∑
i=0
ui)t+ (
n∑
i=0
u2i +
n∑
j=0
n∑
i=j+1
uiuj)
t2
2
+ . . . .
Posons
zi,s := N
1
s(ui) et N
j
s(u[i]) := N
j
τ (ui1ui2 · · ·uij).
De la proposition 2, on de´duit l’ine´galite´ :
1
j!
Njs(u[i]) ≤ 3j
j∏
p=0
N1s(uip) = 3
jzis, i ∈ ∆j
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et par suite
|u[i]x|λs ≤
(
3
(1− λ)s
)j
zis|x|s, ∀λ ∈]0, 1[.
On obtient bien
|gnx|λs ≤
∑
j≥0
∑
i∈∆j
αjzis
 |x|s, α = 3
(1− λ)s.
Ce qui de´montre le lemme. 
Achevons la de´monstration de la proposition. Pour cela, fixons s ∈
]0, τ ] et choisissons λ ∈]0, 1[ tel que
sup
n≥0
3
(1− λ)sN
1
s(un)) < 1.
Il est possible de trouver de tels λ car la suite
N1s(un))
s
tend vers 0 et les un ve´rifient la condition (E).
Montrons tout d’abord que la suite (gn) de´finit, par restriction, une
suite uniforme´ment borne´e d’ope´rateurs dans L(Es,Eλs). Pour cela, no-
tons ‖ · ‖λ la norme d’ope´rateur dans L(Es,Eλs). Le lemme pre´ce´dent
donne l’estimation
‖gn‖λ ≤
n∏
i=0
1
1− 3
(1−λ)sN
1
s(ui)
.
En prenant le logarithme du membre de droite, on voit que le produit
converge quand n tend vers l’infini, car la se´rie de terme ge´ne´ral
N1s(un))
s
est convergente. Comme chacun des facteurs de ce produit est au moins
e´gal a` un, on obtient l’ine´galite´
‖gn‖λ ≤ Cλ, Cλ :=
∏
i≥0
1
1− 3
(1−λ)sN
1
s(ui)
.
Ce qui de´montre l’assertion.
Soit a` pre´sent, µ ∈]0, 1[ ve´rifiant l’ine´galite´
sup
n≥0
3
(1− µ)λsN
1
λs(un)) < 1.
Nous allons montrer que la suite (gn) de´finit, par restriction, une suite
de Cauchy dans L(Es,Eµλs), le the´ore`me en de´coulera.
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Je dis que la se´rie de terme ge´ne´ral ‖gn − gn−1‖λµ est convergente.
Pour le voir, e´crivons
gn − gn−1 = (etun − Id )gn−1
ou` Id ∈ L(E) de´signe l’application identite´.
En de´veloppant l’exponentielle en se´rie, on obtient l’ine´galite´ :
|(eun−Id )y|λµs ≤
(∑
j≥0
(3N1λs(un))
j+1
((1− µ)λs)j+1
)
|y|λs = 3
1− µ− 3N1λs(uN)
λs
N1λs(un)
λs
|y|λs,
pour tout y ∈ Eλs. En prenant y = gnx, ceci nous donne l’estimation
‖(eun − Id )gn−1‖λµ ≤ 3Cλ
1− µ− 3N1λs(un)
λs
N1λs(un)
λs
.
La quantite´
Kλ,µ := sup
n≥0
3Cλ
1− µ− 3N1λs(un)
λs
est finie car la suite
3N1λs(un)
λs
tend vers 0 lorsque n tend vers l’infini.
Nous avons donc montre´ l’estimation
‖gn − gn−1‖λµ ≤ Kλ,µN
1
λs(un)
λs
.
Il ne nous reste plus qu’a` utiliser l’ine´galite´ triangulaire pour voir que
(gn) de´finit une suite de Cauchy de l’espace de Banach L(Es,Eµλs) :
‖gn+p − gn‖λµ ≤
p∑
i=1
‖gn+i − gn+i−1‖λµ ≤ Kλ,µ
(
p∑
i=1
3N1λs(un+i)
λs
)
.
Nous avons donc montre´ que la suite (gn) converge vers un e´le´ment
g ∈ L(E). On de´montre de meˆme que la suite (hn) de´finie par
hn = e
−u0e−u1 · · · e−un
converge vers un e´le´ment h ∈ L(E). Pour tout n ∈ N, on a
gnhn = hngn = Id
donc gh = hg = Id . Ce qui montre que h est l’inverse de g. Le the´ore`me
est de´montre´.
3.2. E´nonce´ du the´ore`me de M-de´termination. Soit E un espace
vectoriel S-e´chelonne´ et M un sous-espace vectoriel de E.
De´finition. L’action d’un sous-espace vectoriel g ⊂ B1(E) est dite
e´chelonne´e en a ∈ E s’il existe un constante C > 0 telle que
|un · a|s ≤ C
σn
Nns+σ(u
n)
pour tous u ∈ g, n ≥ 1, σ ∈]0, S− s[.
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Exemple 4. Soit E = (Es) un espace vectoriel S-e´chelonne´ et a ∈ ES′ .
Conside´rons le nouvel e´chelonnement (E′s) de E obtenu en remplac¸ant
l’intervalle d’e´chelonnement [0, S] par [0, S′] :
E′s := Es, s ≤ S′.
L’action naturelle de B1(E) est e´chelonne´e, il suffit de prendre
C := |a|S′.
Par conse´quent, quitte a` modifier l’intervalle d’e´chelonnement, on peut
toujours supposer que l’action naturelle des morphismes borne´s est
e´chelonne´e en un point donne´.
The´ore`me 5. Soit E un espace vectoriel e´chelonne´, a ∈ E, M un sous-
espace vectoriel ferme´ de E, g un sous-espace vectoriel de B1(E), G un
sous-groupe ferme´ de L(E) contenant exp(g) et agissant sur a+M. Si
i) l’action de g est e´chelonne´e en a ;
ii) l’application ρ : g −→ M, u 7→ u · a posse`de un inverse borne´ ;
iii) g = M2
g
alors l’orbite de a sous l’action de G est e´gale a` a+M.
3.3. Principe de la de´monstration du the´ore`me 5. Notons
j : E 7→ g
l’inverse de l’application ρ. Soit b ∈ M, on cherche g ∈ G tel que
g ·a = a+ b. Pour cela, on conside`re les suites (bn) et (un) de´finies par :
1) bn+1 := e
−un(a+ bn)− a ;
2) un+1 := j(bn+1).
avec b0 = b, u0 = j(b).
Dans cette ite´ration, la suite (un) peut e´galement eˆtre de´finie par la
formule
un+1 = j((e
−un(a+ un a)− a))
Supposons que la suite forme´e par les produits
gn := e
un . . . eu1eu0
converge vers une limite g′ et que (un) tende vers 0g. Dans ce cas, la
suite (xn) = (gnx) converge vers x
′ = a+ b′. Par de´finition de j, on a
un(a) = bn
et en passant a` la limite sur n, dans les deux membres de l’e´galite´, on
trouve
0E = b
′.
Ce qui montre que g′ · (a+ b) = a donc l’e´le´ment g que nous cherchions
est l’inverse de g. CQFD.
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Le the´ore`me sera donc de´montre´ pourvu que (gn) soit convergente
et que (un) tende vers 0g. D’apre`s le the´ore`me 4, il suffit pour cela de
montrer que la se´rie ∑
n≥0
N1s(un)
s
est convergente pour tout s suffisamment petit, et comme nous allons
le voir c’est un fait presque imme´diat.
3.4. De´monstration du the´ore`me 5. Comme l’action de g est e´chelonne´e
en a ∈ E, il existe une constante C > 0 telle que
|un · a|s ≤ C
σn
Nns+σ(u
n)
pour tout u ∈ gτ et tout σ ∈]0, τ − s[.
Lemme. Pour tout τ -morphisme 1-borne´ u ve´rifiant la condition
3N1τ (u)
τ − s ≤
1
2
,
on a l’ine´galite´ :
|(e−u(Id + u)− Id ) · a|s ≤ 36C
(τ − s)2N
1
τ (u)
2,
pour tout s ∈]0, τ [.
De´monstration. On a l’e´galite´ :
e−u(Id + u)− Id =
∑
n≥0
(n + 1)
(n+ 2)!
(−1)n+1un+2.
Comme l’action de g est e´chelonne´e, on en de´duit l’estimation
|
∑
n≥0
(−1)n+1 (n+ 1)
(n + 2)!
un+2 · a|s ≤ C
∑
n≥0
(n+ 1)3n+2
(τ − s)n+2 N
1
τ (u)
n+2.
Comme
3N1τ (u)
τ − s ≤ 1
le membre de droite est e´gal a`
Cx2
∑
n≥0
(n+ 1)xn =
Cx2
(1− x)2 , avec x =
3N1τ (u)
τ − s .
En utilisant l’ine´galite´
1
(1− x)2 ≤ 4, ∀x ∈ [0,
1
2
],
on trouve bien la majoration du lemme. 
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Soit k tel que j soit k-borne´. Quitte a` re´duire l’intervalle d’e´chelonnement,
on peut supposer que j est un S-morphisme k-borne´ avec S < 1.
Comme u0 est d’ordre 2, le lemme pre´ce´dent montre, en particulier,
que uk est d’ordre 2
k+1. Par conse´quent, tout s suffisament petit, ve´rifie
l’ine´galite´ :
(∗) N12s(uk+1) ≤ 2−3(k+2)m
(s
8
)k+2
, m := min(1,
1
36CNkS(j)
).
Nous allons montrer que si s est de la sorte et si a ∈ E2s alors la se´rie∑
n≥0
N1s(un)
s
est convergente.
Pour cela, conside´rons la suite (σn) de´finie par σn = 0 pour n ≤ k et
σn =
s
2n−k+1
, pour n ≥ k + 1 :
σ0 = · · · = σk = 0, σk+1 = s
4
, σk+2 =
s
8
, . . .
De´finissons la suite (sn) par
sn+1 = sn − 2σn, s0 = 2s.
On a
s0 = s1 · · · = sk+1 = 2s, sk+2 = 3
2
s, sk+3 =
5
4
s, · · ·
Montrons par re´currence sur n que, pour n ≥ k + 1, on a :
(∗∗) N1sn(un) ≤ mσk+2n+1 = 2−(n−k+2)(k+2)msk+2.
Cette ine´galite´ est ve´rifie´ pour n = k+1 d’apre`s (*), il nous reste donc
a` montrer que l’ine´galite´ au rang n ≥ k+1 implique l’ine´galite´ au rang
(n+ 1).
Appliquons le lemme avec
bn+1 := (e
−un(Id + un)− Id ) · a
et τ − s = σn. On obtient l’ine´galite´ :
|bn+1|sn−σn ≤
36C
σ2n
N1sn(un)
2.
En utilisant l’hypothe`se de re´currence et la de´finition de m, on obtient
l’estimation
|bn+1|sn−σn ≤
mσ2k+4n+1
Nk(j)σ2n
=
mσ2k+2n+1
4Nk(j)
Comme j est k-borne´, et un+1 = j(bn+1), on en de´duit l’ine´galite´
N1sn+1(un+1) ≤
mσ2k+2n+1
4σkn
= mσk+2n+2.
Le the´ore`me est de´montre´.
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§4 The´ore`me de transversalite´
4.1. Transversales. Soit E un espace vectoriel, M un sous-espace vec-
toriel de E et a ∈ E. Soit G un groupe agissant sur a+M. Nous dirons
qu’un sous espace affine a + F ⊂ a +M est une transversale a` l’orbite
de a sous l’action de G dans a +M si l’application
G× F −→ a+M, (g, α) 7→ g(a+ α)
est surjective. Dans le cas particulier ou` F est invariant par l’action de
G, il revient au meˆme de dire que a+M est un espace (G×F)-homoge`ne.
L’espace F est une transversale a` l’orbite de a sous l’action de g si
l’application
g× F −→ F× E/F, (α, u) 7→ (α, u(α))
est surjective. Dans ce cas, pour tout α ∈ F, tout e´le´ment x ∈ E s’e´crit
sous la forme
x = u(α) + β, α, β ∈ F.
Ici et par la suite, l’application
E −→ E/F, x 7→ x
de´signe la projection canonique.
4.2. E´nonce´ du the´ore`me de transversalite´. Nous de´signons par
E un espace vectoriel S-e´chelonne´ et F,M des sous-espaces vectoriels
ferme´s de E avec F ⊂ M.
De´finition. L’action d’un sous-espace vectoriel g ⊂ B1(E) est dite
F-e´chelonne´e en a ∈ E s’il existe un constante C > 0 telle que :
A) |un · a|s ≤ C
σn
Nns+σ(u
n) ;
B) |un · α|s ≤ C|α|s+σ
σn
Nns+σ(u
n)
pour tous u ∈ g, n ≥ 1, s ∈]0, S[, σ ∈]0, S− s[, α ∈ Fs.
Les actions e´chelonne´s du § pre´ce´dent correspondent au cas F = {0}.
Nous aurons e´galement besoin de la notion d’application borne´e pour
les applications qui ne sont pas ne´cessairement line´aires.
De´finition. Une application f : E −→ F entre deux espaces vectoriels
S-e´chelonne´s est dite k-borne´e si
a) l’image de Es par f est contenue dans Fs′ pour tout s
′ < s ;
b) il existe une constante N telle que
|f(x)|s ≤ N
σk
(1 + |x|s+σ)
pour tous s ∈]0, S[, σ ∈]0, S− s[.
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Comme pour les applications line´aires nous dirons d’une application
qu’elle est borne´e s’il existe k pour lequel elle est k-borne´.
Exemple 5. Si P ∈ R[X] est un polynoˆme et u : E −→ F un morphisme
borne´ entre espace vectoriels e´chelonne´s alors P(u) est une application
affine borne´e.
The´ore`me 6. Soit M un sous-espace vectoriel ferme´ de E, g un sous-
espace vectoriel de B1(E), G un sous-groupe ferme´ de L(E) contenant
exp(g) et agissant sur a + M avec g = M2
g
et F = M2F. Supposons
que l’action de g soit F-e´chelonne´e en a et qu’il existe pour un certain
k ≥ 0 une application borne´e
j : F 7→ Bk(M/F, g)
telle que j(α) soit un inverse de
g −→ M/F, u 7→ u · (a+ α)
alors F est une transversale a` l’orbite de a sous l’action de G dans
a+M.
4.3. Principe de la de´monstration du the´ore`me 6. Pour tout
b ∈ E, il s’agit de trouver g ∈ G et α ∈ F tels que
g · (a+ b) = a+ α.
Pour cela conside´rons les suites (an), (bn), (αn) et (un) de´finies par
i) an+1 = an + αn ;
ii) bn+1 = e
−un · (an + bn)− an+1 ;
iii) un+1 = j(αn) · bn+1 ;
iv) αn = bn − un · an ;
avec a0 = a, b0 = b, u0 = j(a)b. Pour simplifier, les notations nous
poserons α−1 = 0.
Si les ui sont exponentiables, si la suite forme´e par les produits
gn := e
−une−un−1 · · · e−u0
converge vers une limite g′, si les suites (un) (bn) tendent vers 0 et si
(αn) est sommable alors en passant a` la limite dans l’e´galite´
an+1 + bn+1 = gn · (a+ b)
on trouve
g′ · (a + b) = a +
∑
n≥0
αn ∈ a+ F
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4.4. De´monstration du The´ore`me 6. Quitte a` remplacer l’inter-
valle d’e´chelonnement ]0, S[ par un intervalle plus petit, on peut sup-
poser que S < 1.
Comme l’action de g est F-e´chelonne´e en a ∈ E, il existe une constante
C > 0 telle que :
1) |un · a|s ≤ C
2σn
Nns+σ(u
n) ;
2) |un · α|s ≤ C|α|s+σ
2σn
Nns+σ(u
n),
pour tous u ∈ g, n ≥ 1, s ∈]0, S[, σ ∈]0, S− s[ et α ∈ Fs+σ.
Si |α|s+σ ≤ 1 alors ces deux conditions donnent lieu a` l’ine´galite´ :
|un · (a + α)|s ≤ C
σn
Nns+σ(u
n).
Pour n > 0, le vecteur bn ∈ M s’e´crit sous la forme
bn = An + Bn
avec
An := (e
−un−1(Id + un−1)− Id )an−1, Bn := (e−un−1 − Id )αn−1.
Comme F = M2F et g = M
2
g
, pour i > 0, on a :
ui ∈M2i+1g et αi,Ai,Bi ∈M2
i+1
E .
Fixons l tel que j soit l-borne´ et soit N(j) tel que
2σlNks(j(α)) ≤ N(j)(1 + |α|s+σ)
pour tous s ∈]0, S[, σ ∈]0, S− s[ et α ∈ Fs+σ.
Je dis que si s est suffisamment petit pour que les ine´galite´s suivantes
aient lieu :
a) |Ak+l+2|3s ≤ m
2
N(j)
(
s2(k+l)+3
9
)
;
b) |Bk+l+2|3s ≤ m
2
N(j)
(
s2(k+l)+3
9
)
;
c) |αk+l|3s ≤ ms
k+l+1
27
;
d) |αi|3s ≤ 1
3(k + l + 1)
pour i ≤ k + l,
avec
m := min(1,
1
36CN(j)
,
1
23.35C
,
1
2N(j)
),
alors l’algorithme de´crit au n˚ pre´ce´dent est convergent.
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Conside´rons la suite (σn) de´finie par σn = 0 pour n ≤ k + l, et
σn =
s
3n−k−l
pour n ≥ k + l + 1 :
σ0 = σ1 = · · · = σk+l = 0, σk+l+1 = s
3
, σk+l+1 =
s
9
, . . .
De´finissons la suite (sn) par
sn+1 = sn − 3σn, s0 = 5s
2
de telle sorte que s = (sn) de´croˆıt de sn =
5s
2
vers s :
s0 = s1 = · · · = sk+l+1 = 5s
2
, sk+l+2 =
3s
2
, sk+l+3 =
7s
6
, . . .
Montrons par re´currence sur n que pour tout n ≥ k + l + 2, on a
i) |An|sn−1−σn−1 ≤ mn−k−l
σ
2(k+l)+3
n
2N(j)
;
ii) |Bn|sn−1−2σn−1 ≤ mn−k−l
σ
2(k+l)+3
n
2N(j)
;
iii) |αn|sn−σn ≤ mσk+l+1n+1 .
Supposons i), ii) et iii) ve´rifie´s jusqu’au rang n. On a αn−1 ∈ Esn+2σn−1
car sn−1−σn−1 = sn+2σn−1. Comme j est l-borne´, on en de´duit que :
Nksn+2σn−1(j(αn−1)) ≤
N(j)
2σln−1
(1 + |αn−1|sn+σn−1) ≤
N(j)
σln−1
Comme un = j(αn−1)(An + Bn), on a donc :
N1sn(un) ≤
N(j)
σk+ln−1
|An + Bn|sn+σn−1
pour tout s <
S
3
. Comme sn−1− 2σn−1 = sn+σn−1, les deux premie`res
ine´galite´s donnent lieu a` l’estimation
(∗) N1sn(un) ≤
mn−kσ2(k+l)+3n
σk+ln−1
= 27mn−kσk+l+3n+1
Par conse´quent, le the´ore`me sera de´montre´ pourvu que i), ii) et iii) le
soit.
Pour n = k + l + 2, les ine´galite´s i), ii) et iii) re´sultent de a), b) et
c). Montrons que la validite´ ces ine´galite´s au rang n entraˆıne celle au
rang (n+ 1). En appliquant le lemme du 3.4 avec
An+1 := (e
−un(Id + un)− Id )an
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et τ − s = σn, on obtient une estimation plus pre´cise que i). En effet,
en utilisant b) et ii) jusqu’au rang n− 1, on a
n−1∑
i=0
|αi|sn ≤ 1.
Comme l’action de g est F-e´chelonne´e, on obtient ainsi l’ine´galite´ :
|An+1|sn−σn ≤
36C
σ2n
N1sn(un)
2.
En utilisant l’ine´galite´ (*) au rang n, on trouve
|An+1|sn−σn ≤
22.38Cm2(n−k−l)−1σ2(k+l+3)n+1
σ2n
= 22.35Cm2(n−k−l)−1σ2(k+l)+4n+1 ,
qui est bien, par de´finition de m, une estimation plus pre´cise que i).
Pour montrer la deuxie`me ine´galite´, nous aurons besoin du
Lemme. Pour tout α ∈ F et pour tout τ -morphisme 1-borne´ u ∈ g
ve´rifiant la condition (E), on a l’ine´galite´ :
|(e−u − Id ) · α|s ≤ 6C|α|τ
(τ − s)N
1
τ (u),
pour tout s ∈]0, τ [ tel que
3N1τ (u)
τ − s ≤
1
2
.
De´monstration. L”e´galite´ :
e−u − Id =
∑
n≥0
1
(n+ 1)!
(−1)n+1un+1.
Comme l’action de g est F-e´chelonne´e, on en de´duit l’estimation :
|(
∑
n≥0
1
(n+ 1)!
(−1)n+1un+1)α|s ≤ C|α|τ
∑
n≥0
3n+1
(τ − s)n+1Nτ (u)
n+1.
Comme
3N1τ (u)
τ − s ≤ 1
le membre de droite est fini et e´gal a`
C|α|sx
1− x , x =
3N1τ (u)
τ − s
En utilisant l’ine´galite´
1
(1− x) ≤ 2, ∀x ∈ [0,
1
2
],
on trouve bien la majoration du lemme. 
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Appliquons ce lemme a` un, αn avec τ−s = σn. On obtient l’ine´galite´ :
|Bn+1|sn−2σn ≤
6C
σn
Nsn(un)|αn|sn−σn .
L’hypothe`se de re´currence iii) et l’estimation (*) au rang n entraˆınent
l’ine´galite´ :
|Bn+1|sn−2σn ≤ 2.34Cmn−k−l+1σ2(k+l)+3n+1 .
Par de´finition de m, c’est un ine´galite´ plus pre´cise que ii) au rang
(n+ 1). Ces estimations des normes de An+1 et de Bn+1 entraˆınent en
particulier, l’ine´galite´ (*) au rang n+ 1.
Enfin, remarquons que αn+1 est donne´ par la formule
αn+1 = bn+1 − un+1 · an+1
et par suite
|αn+1|sn+1−σn+1 ≤ mn−k−l+1
σ
2(k+l)+3
n+1
N(j)
+ |un+1 · an+1|sn+1−σn+1 .
Comme l’action de g est e´chelonne´e, d’apre`s c) et iii) jusqu’au rang n,
on a :
n∑
i=0
|αi|sn+1 ≤ 1,
on en de´duit
|un+1·an+1|sn+1−σn+1 ≤
C
σn+1
N1sn+1(un+1) ≤
33Cmn−k−l+1σk+l+3n+2
σn+1
= 32Cmn−k−l+1σk+l+2n+2 .
Ce qui nous conduit e´galement, par de´finition de m, a` une estimation
plus pre´cise que iii). Le the´ore`me est de´montre´.
§5 De´formations d’espaces vectoriels e´chelonne´s
5.1. Stabilite´ des fonctions de Morse. En the´orie des singularite´s,
on distingue les the´ore`mes de formes normales et ceux de stabilite´ par
de´formations. Prenons le cas simple de l’anneau OCn,0. Rappelons qu’un
germe de fonction
f : (Cn, 0) −→ (C, 0)
est dit de Morse si l’origine est un point critique dont la partie qua-
dratique est non de´ge´ne´re´e. Pour n = 1, cela signifie simplement que
la se´rie de Taylor de f est de la forme
f(x) = ax2 + . . . , a 6= 0.
On peut e´noncer le lemme de Morse sous trois formes :
i) toute germe de fonction proche d’une fonction de Morse f se
rame`ne a` f par un changement de variables ;
ii) l’espace affine f +M2C,0 est contenu dans l’orbite de f pour toute
fonction de Morse f ;
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iii) toute de´formation d’une fonction de Morse est triviale.
(Dans ce contexte, une de´formation d’un germe f est un germe d’ap-
plication de la forme
F : (Ck × Cn, 0) −→ (C, 0), F(λ = 0, ·) = f.)
Montrons que les deux premie`res formes sont e´quivalentes et que la
troisie`me est plus forte.
i) =⇒ ii) est e´vident et l’e´quivalence provient du fait que tout germe
de fonction proche d’une fonction de Morse posse`de un point critique
de Morse dans un voisinage de l’origine.
iii) =⇒ ii) s’obtient en interpolant line´airement f + g et f :
fε = (1− ε)f + εg.
Pour chaque ε ∈ [0, 1], le germe d’application
(C2, 0) −→ (C, 0), (t, x) 7→ (1− ε− t)f + (t + ε)g
est un de´formation triviale de fε. Par conse´quent, tout ε ∈ [0, 1] admet
un voisinage Vε dans lequel fε et fε′ se rame`ne a` fε par un changement
de variables, pour ε′ ∈ Vε. La proprie´te´ de Borel-Lebesgue pour l’inter-
valle [0, 1] permet de de´duire f1 de f0 par un changement de variable.
(Par cet astuce, on e´vite de montrer que les solutions des e´quations
cohomologiques sont valables pour tout ε ∈ [0, 1].).
5.2. Le the´ore`me de stabilite´ de Mather. Les germes de trans-
formations biholomorphe de Cn et Cm agissent par composition sur
l’espace des germes d’applications de Cn dans Cm :
(Cn, 0)
ϕ

f
// (Cm, 0)
ψ

(Cn, 0)
(ϕ,ψ)·f
// (Cm, 0)
On en de´duit une action du groupe Aut (OCn,0)×Aut (OCm,0) sur l’es-
pace MmCn,0 des germes d’applications holomorphes
f : (Cn, 0) −→ (Cm, 0)
qui s’annulent en l’origine.
On peut e´tendre ces conside´rations aux de´formations des applica-
tions. Nous notons Aut (OCn+k/Ck ,0), k ≤ n, le groupe des automor-
phisme de l’anneau OCn+k,0 qui commutent a` la projection sur les
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kpremie`res variables :
(Ck × Cn, 0) ϕ //
pi

(Ck × Cn, 0)
pi

(Ck, 0)
ϕ˜
// (Ck, 0)
.
Les de´rivations correspondantes seront note´s Der (OCn+k/Ck ,0). L’action
du groupe G entraˆıne une action infinite´simale de
g := Der (OCn+k/Ck,0)× Der (OCm+k/Ck,0).
Notons respectivement z1, . . . , zn et w1, . . . , wm les coordonne´es dans
Cn et dans Cm. L’action infinite´simale donne´e par la formule
(
n∑
i=1
ai∂zi ,
m∑
i=1
bi∂wi) 7→
n∑
i=1
ai∂zif +
m∑
i=1
bi(fi)
Une de´formation d’un germe f est dite triviale si elle est dans l’or-
bite de f sous l’action du groupe Aut (OCn+k/Ck,0). Un germe est dit
stable si toutes ses de´formations sont triviale. Par exemple, les germes
de fonctions de Morse sont stables et pour m = 1 ce sont les seules
fonctions stables ayant un point critique en l’origine. (Bien entendu, le
the´ore`me des fonctions implicites montre que les germes dont la de´rive´e
est de rang maximal sont stables.)
The´ore`me 7 ([25]). Pour qu’un germe d’application holomorphe f :
(Cn, 0) −→ (Cm, 0) soit stable, il faut et il suffit que l’orbite de f sous
l’action de g soit e´gale a` MmCn,0.
Exemple 6. Dans [38], Whitney a de´montre´ la stabilite´ la fronce :
(C2, 0) −→ (C2, 0), (z1, z2) 7→ (z
3
1
3
+ z2z1, z2).
Montrons que cela re´sulte du the´ore`me de Mather (ici m = n = 2).
Tout e´le´ment (a, b) ∈ M2Cn,0 posse`de un e´le´ment de la forme (a′, 0)
dans sa g orbite. En effet
(a, b)− b∂z2f = (a− b∂z2f, 0).
Tout germe de la forme (a, 0) posse`de un e´le´ment de la forme (b(z2) +
c(z2)z1, 0) dans son orbite. Pour le voir e´crivons a sous la forme
a = a0(z2) + a1(z2)z1 + a2(z1, z2)z
2
1 .
L’e´le´ment (a, 0)− a2∂z1f est de la forme anonce´e. Finalement
(b(z2) + c(z2)z1, 0)− c(z2)∂z2f = (b(z2), c(z2)) = b∂w1f + c∂w2f.
Donc tout e´le´ment de M2
C2,0 est contenu dans l’orbite de f , ce qui
de´montre l’affirmation.
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5.3. De´finition, exemple. Soit E un espace vectoriel S-e´chelonne´.
Nous dirons d’une paire (E, t) forme´ d’un espace vectoriel S-e´chelonne´
E et d’une application line´aire t ∈ L(E) que c’est une de´formation de
E si elle satisfait aux conditions suivantes :
(E1) L’application line´aire t ∈ L(E) induit une suite exacte
0 −→ E t−→ E −→ E −→ 0.
(E2) L’application line´aire t est un morphisme 0-borne´ qui ve´rifie l’ine´galite´
N0s(t) ≤ s2 pour tout s ∈]0, S[.
Dans les cas les plus simples, E est une alge`bre commutative et l’ap-
plication line´aire t est la multiplication par un des e´le´ments du centre
de l’alge`bre. Nous noterons simplement tx l’image de x ∈ E par le
morphisme t ∈ L(E)
Voici un tel exemple. On note Es l’espace des fonctions continues sur
le polycylindre Ps := Ds × Ds2 et holomorphes dans son inte´rieur. On
munit Es d’une structure d’espace de Banach en posant
|f |s := sup
z∈Ps
|f(z1, z2)|.
En prenant pour application t la multiplication par z2, on obtient une
de´formation d’ordre k de l’espace vectoriel e´chelonne´ E/tE. En effet,
N0s(t) = sup
|f |s≤1
|tf |s ≤ |z2|s = s2
et on a l’e´galite´ lorsque f est identiquement e´gale a` 1 donc, dans ce
cas, N0s(t) = s
2.
5.4. Le groupe des isomorphismes. Soit (E, t) une de´formation
d’un espace vectoriel e´chelonne´ E
0 −→ E t−→ E −→ E −→ 0 (∗).
Un morphisme de E est appele´ un isomorphisme s’il induit l’identite´ sur
E et s’il est inversible. L’ensemble des isomorphismes forment le groupe
des isomorphismes note´ Isom (E). D’apre`s le the´ore`me 4, l’exponentielle
donne lieu a` une application
B
1(E) −→ Isom (E), u 7→ etu.
L’exactitude de la suite (∗) implique que tout e´le´ment de Isom (E)
s’e´crit de manie`re unique sous la forme Id + tu, ou` u est une applica-
tion line´aire et Id ∈ L(E) de´signe l’application identite´. En effet, pour
ϕ ∈ Isom (E), x ∈ E, la projection de ϕ(a + tx) − ϕ sur E est nulle,
l’exactitude de la suite (∗) montre alors que ϕ(a + tx) − a est de la
forme tu(x).
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5.5. Les the´ore`mes de stabilite´. Dans le cadre des de´formations
d’espace vectoriel e´chelonne´s, les the´ore`mes de M-de´termination et de
transversalite´ admettent des formulations simplifie´es.
The´ore`me 8. Soit E un espace vectoriel e´chelonne´, a ∈ E, g un sous-
espace vectoriel de B1(E), G un sous-groupe ferme´ de Isom (E) conte-
nant exp(g) et agissant sur a+ tE. Si
i) l’action de g est e´chelonne´e en a ;
ii) l’application ρ : g −→ E, u 7→ u · a posse`de un inverse borne´ ;
alors l’orbite de a sous l’action de G est e´gale a` a+ tE.
The´ore`me 9. Soit g un sous-espace vectoriel de B1(E), a ∈ E, G un
sous-groupe ferme´ de Isom (E) contenant exp(g) et agissant sur a+ tE.
Supposons que l’action de g soit F-e´chelonne´e en a et qu’il existe pour
un certain k ≥ 0 une application borne´e
j : F 7→ Bk(E/F, g)
telle que j(α) soit un inverse de
g −→ E/F, u 7→ u · (a+ tα)
alors tF est une transversale a` l’orbite de a sous l’action de G dans
a+ tE.
Dans un cadre abstrait, les the´ore`mes de stabilite´ sont donc des cas
particuliers des re´sultats de de´termination finie.
§6 Structures e´chelonne´es en ge´ome´trie analytique
6.1. Rappels : fibres d’un faisceau. Soit F un faisceau en espaces
vectoriels topologiques de´finit sur un espace topologique X. On appelle
fibre du faisceau F en un compact K ⊂ X, note´ FK, l’espace vectoriel
topologique
FK = lim−→Γ(U,F)
ou` U parcourt l’ensemble des ouverts contenant K ordonne´ par l’inclu-
sion.
Un e´le´ment de FK est une section du faisceau F au voisinage de
K, pour laquelle on oublie de pre´ciser la taille du voisinage de K sur
laquelle elle est de´finie. Prendre la limite directe revient donc a` identifier
deux sections qui sont e´gales sur un ouvert contenant K :
f ∼ g ⇐⇒ ∃U ⊃ K, f|U = g|U.
Dans le cas ou` K est re´duit a` un point, on retrouve la notion de germe
en un point. Nous parlerons donc de germes de fonctions holomorphes
en un compact. C’est une notion classique (voir par exemple [10]).
En munissant les espaces vectoriels Γ(U,F) de la topologie de la
convergence compacte, on munit la limite directe FK d’une topologie.
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Lorsque K admet une base de voisinage donne´e par des compacts,
l’espace topologique FK peut s’obtenir comme limite directe d’espaces
de Banach de la fac¸on suivante. Notons V l’ensemble des voisinages
compacts de K, ordonne´ par l’inclusion. Pour K′ ∈ V, on note BX(K′)
l’espace vectoriel des fonctions continues sur K′ qui sont holomorphes
dans l’inte´rieur de K′. C’est une espace de Banach pour la norme :
BX(K
′) −→ R, f 7→ sup
z∈K′
|f(z)|.
L’espace vectoriel FK est limite directe des BX(K
′) :
FK = lim−→BX(K
′), K′ ∈ V.
6.2. L’image d’une application line´aire de rang fini. Rappelons
qu’une application line´aire continue entre espaces vectoriels topolo-
giques u : E −→ F est appele´e stricte si elle induit un isomorphisme
d’espaces vectoriels topologiques entre E/Ker u et Im u [6, 7]. Si E est
me´trisable alors pour que u soit stricte, il suffit que u soit d’image
ferme´e (the´ore`me de l’image ouverte).
Le but de ce n˚ est de de´montrer la
Proposition 1. Soit K ⊂ Cn un compact et M,N deux modules de
type fini sur l’anneau OCn,K. Toute application OCn,K-line´aire de M vers
N est stricte.
Il suffit de de´montrer la proposition pour M = OpCn,K et N = O
q
Cn,K.
Commenc¸ons par de´montrer le
Lemme. Soit A une alge`bre topologique. Si pour tout x ∈ A l’image
de la multiplication par x est stricte alors toute application A-line´aire
An −→ Ap est e´galement stricte.
De´monstration. Soit u, v : E −→ F deux morphismes stricts, je dis
qu’alors
i) (u, v) : E −→ F× F, x 7→ (u(x), v(x)) est strict ;
ii) u+ v : E −→ F, x 7→ u(x) + v(x) est strict.
La restriction d’un morphisme strict a` un sous-espace vectoriel ferme´
est a` nouveau un morphisme strict. Donc la restriction a` diagonale ∆
de l’application
w : E× E −→ F× F, (x, y) 7→ (u(x), v(y))
est stricte. Ce qui de´montre i).
Conside´rons le morphisme strict
s : F× F −→ F, (x, y) 7→ x+ y.
La compose´e de deux morphismes stricts est stricte donc s◦w|∆ = u+v
est strict. Ce qui de´montre ii).
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Comme toute application line´aire est une somme finie d’applications
de rang 1, les affirmations i) et ii) entraˆınent imme´diatement le lemme.

Si F est un faisceau analytique cohe´rent sur un espace analytique X
et si K est un compact de X alors l’espace vectoriel FK ne ve´rifie pas
la proprie´te´ de Baire. Cet espace vectoriel n’est donc pas me´trisable, a`
moins, bien suˆr, que X ne soit re´duit a` un point, auquel cas c’est un
espace vectoriel de dimension finie. Cependant, Ko¨the a de´montre´ un
the´ore`me pour les espaces LF, qui implique que le the´ore`me de l’image
ouverte reste valable pour ces espaces [21]. Il nous reste donc a` montrer
que la multiplication par a est d’image ferme´e, pour tout a ∈ OCn,K.
Pour cela, conside´rons des suites de germes en K de fonctions holo-
morphes (yk), (xk) avec yk = axk. Il s’agit de prouver que si (yk) est
convergente alors (xk) l’est e´galement. Pour cela, il suffit de de´montrer
que, pour chaque droite complexe L ⊂ Cn, la restriction des xk a` L
de´finit une suite convergente. On est ainsi ramene´ au cas n = 1. Si
la limite existe elle est unique, il suffit donc de ve´rifier la proprie´te´
localement.
Si K ne contient pas de ze´ro de a, alors la suite (xk) s’e´crit sous la
forme
xk =
yk
a
, a(0) 6= 0
et comme (yk) est convergente, (xk) l’est e´galement.
Supposons que a s’annule sur K. Comme les ze´ros d’une fonction
holomorphe sont isole´s et comme la proprie´te´ d’eˆtre holomorphe est
locale, on peut supposer que K = {0}. Posons a(z) = zdb(z) avec
b(0) 6= 0, on a alors yk(z) = zdwk(z) avec wk(0) 6= 0. Ce qui montre
que la suite (xk) s’e´crit sous la forme
xk =
wk
b
, b(0) 6= 0.
Je dis que la suite wk est convergente. La suite (yk) e´tant convergente,
il existe un disque ferme´ de rayon s centre´ en l’origine Ds ⊂ C, tel que
i) (yk) ⊂ BC(Ds) ;
ii) b(z) 6= 0, ∀z ∈ Ds.
La suite (wk) est de Cauchy dans BC(Ds). Cet espace est complet,
donc (wk) et par suite (xk) convergent dans BC(Ds). Ceci ache`ve la
de´monstration de la proposition. (En fait nous avons montre´ que les
modules sur un anneau de type OX,K forment une cate´gorie abe´lienne).
Soit I ⊂ OCn,K un ide´al engendre´ par f1, . . . , fk ∈ OCn,K. En appli-
quant la proposition a` l’application
O
k
Cn,K −→ OCn,K, (a1, . . . , ak) 7→
k∑
i=1
aifi,
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on obtient le
Corollaire. Tout ide´al de l’espace vectoriel topologique OCn,K de´finit
un sous-espace vectoriel ferme´.
6.3. Recouvrements e´chelonne´s. Soit (Ks) ⊂ Cn, s ∈ [0, S] une fa-
mille de compacts. Munissons Cn de coordonne´es (z1, . . . , zn) et notons
P le polycylindre
P = {z ∈ Cn : |zi| ≤ 1, i = 1, . . . , n}.
De´finition. La famille (Ks) est appele´e un recouvrement e´chelonne´ si
c’est une famille croissante telle que pour tout point z ∈ Ks le poly-
disque z + σP est contenu dans le compact Ks+σ, pour tous s ∈ [0, S[
et σ ∈ [0, S− s[.
Nous allons construire des recouvrements e´chelonne´s de la fac¸on sui-
vante. Soit
ψ : Cn ⊃ Ω −→ [0, S], S ∈ [0,+∞[
une fonction propre de classe C1 de´finie sur un ouvert Ω ⊂ Cn dont la
de´rive´e est borne´e. Munissons Cn de la norme maxi=1,...,n | · | et soit ‖ ·‖
la norme d’ope´rateur dans L(Cn,C). Soit M un majorant de la norme
des de´rive´es de ψ :
sup
z∈Ω
‖Dψ(z)‖ ≤ M
Lemme. La famille de compacts K = (Ks) avec Ks := ψ
−1([0,Ms])
est un recouvrement e´chelonne´.
De´monstration. Soit z ∈ Ks, la formule de Taylor donne :
ψ(z + σδ) = ψ(z) + (
∫ t=1
t=0
Dψ(z + tσδ)dt)σδ, δ ∈ P.
On a bien :
ψ(z + σδ) ≤ ψ(z + σδ) + sup
t∈[0,1]
‖Dψ(z + tσδ)‖σ ≤ Ms+Mσ,
ce qui de´montre le lemme. 
Si un recouvrement K = (Ks) peut-eˆtre de´finit comme dans le lemme,
et si de plus la fonction ψ est pluri-sousharmonique, nous dirons que
K est un recouvrement de Stein.
6.4. La structure e´chelonne´e B(X,K). Soit K = (Ks) un recouvre-
ment e´chelonne´ dans Cn. L’espace vectoriel topologique OCn,K0 est alors
e´chelonne´ par les espaces de Banach BX(Ks) :
OCn,K0 = lim−→BX(Ks).
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Supposons que K soit de Stein. Si X est un sous-espace analytique de
Cn contenant K, le the´ore`me A de Cartan montre que l’on peut choisir
une pre´sentation du module OX,K0(voir [9, 10]) :
OCn,K0
C−→ OCn,K0 −→ OX,K0 −→ 0
La proposition 1 du § pre´ce´dent montre que l’image de l’application
C est ferme´e. L’espace vectoriel OX,K0 se voit ainsi muni d’une structure
d’espace vectoriel e´chelonne´. Cet structure ne de´pend que du choix du
recouvrement K et pas du choix de la pre´sentation, car si
OCn,K0
C′−→ OCn,K0 −→ OX,K0 −→ 0
de´signe une autre pre´sentation alors ImC∩BCn(Ks) = ImC′∩BCn(Ks).
Nous noterons B(X,K) l’espace vectoriel topologique OX,K0 muni de
cette structure e´chelonne´e.
(Afin d’e´viter toute confusion avec l’e´tude des voisinages privilie´gie´s,
on prendra soin de remarquer que le sous-espace vectoriel ImC∩BCn(Ks)
n’est pas toujours e´gal a` l’image par C de BCn(Ks) [8, 11].)
On de´finit de meˆme les e´chelonnements des fibres en un compact pour
un faisceau analytique cohe´rent F sur X : on choisit une pre´sentation
de FK0 :
O
p
Cn,K0
C−→ OqCn,K0 −→ FK0 −→ 0,
et on prend sur F la structure e´chelonne´e induite de B(X,K).
Un re´sultat duˆ a` Grothendieck montre que toute suite de Cauchy
dans OX,K0 est en fait contenue dans un des BX(Ks) (voir [16], Chapitre
3, Partie 1, The´ore`me 1 ou Partie 3, Proposition 5). Par conse´quent, en
ge´ome´trie analytique, les ensembles ferme´s que au sens des espaces vec-
toriels e´chelonne´s (Chapitre I, 1.3) co¨ıncident avec ceux de la topologie
forte.
6.5. La structure e´chelonne´e H(X,K). Soit X,K comme pre´ce´demment.
Notons Us l’inte´rieur de Ks. Les espaces de Hilbert
HCn(Us) :=
⋃
s
L2(Us,C) ∩ Γ(Us,OCn).
munissent l’espace vectoriel OCn,K0 d’un e´chelonnement
OCn,K0 = lim−→HCn(Us),
que nous noterons H(X,K).
Comme toute fonction continue sur un compact est inte´grable, l’iden-
tite´ donne un morphisme 0-borne´
J : B(X,K) −→ H(X,K)
Proposition 2. L’inverse de l’application J est un morphisme 1-
borne´.
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Pour z ∈ Us et σ fixe´s, on pose
f(z + σδ) =
∑
j≥0
ajσ
j, aj ∈ Cn.
Comme le recouvrement K est e´chelonne´e, on a
|f |2s+σ ≥
∫
z+σP
|f(z)|2dV =
∑
j≥0
|aj |2σ2j+2
car z + σP ⊂ Ks+σ. On en de´duit l’ine´galite´ :
|f(z)| ≤ σ−1|f |s+σ.
Ce qui de´montre la proposition.
6.6. Ine´galite´s de Cauchy. Soit K un recouvrement e´chelonne´ de
Stein dans une varie´te´ analytique X.
Proposition 3. Tout ope´rateur line´aire aux de´rive´es partielles d’ordre
k de´finit une application k-borne´e de B(X,K).
D’une part, la proprie´te´ d’eˆtre borne´ est conserve´e par passage au
quotient, et d’autre part, tout ope´rateur line´aire aux de´rive´es partielles
d’ordre k est obtenu par composition et addition d’ope´rateurs d’ordre 1.
Il suffit donc de de´montrer la proposition pour X = Cn, k = 1.
Dans ce cas, je dis qu’on a les ine´galite´s
|∂zif |s ≤
1
σ
|f |s+σ, i = 1, . . . , n
Reprenons les notations du 6.4. Soit f ∈ BCn(Ks+σ) et z ∈ Ks. Apre`s
une inte´gration par partie, la formule de Cauchy donne
∂zif(z) =
∫
∂(z+σP)
f(z)
(ξi − zi)
∏n
i=1(ξi − zi)
dξ1 . . . dξn, z = (z1, . . . , zn)
En prenant des coordonne´es polaires ξi = zi + σe
√−1θi , on obtient :
|∂zif(z)| ≤
1
σ
sup
w∈z+σP
|f(w)|.
Comme K est e´chelonne´, on a l’inclusion :
z + σP ⊂ Ks+σ, z ∈ Ks
donc
1
σ
sup
w∈z+σP
|f(w)| ≤ 1
σ
|f |s+σ.
Ceci ache`ve la de´monstration de la proposition.
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6.7. Cas re´el. Supposons la varie´te´ X munie d’une involution anti-
holomorphe
τ : X −→ X
et soit XR le lieu des points fixes de cette involution. Nous dirons qu’une
fonction analytique est re´elle si
f(τz) = f(z), ∀z.
En particulier, le domaine d’holomorphie de f doit eˆtre invariant par
τ . On note RX le faisceau des fonctions analytiques re´elles sur X.
Soit K un compact contenu dans XR. L’alge`bre RX,K est un sous-
espace vectoriel topologique ferme´ de OX,K. Elle he´rite par conse´quent
des structure e´chelonne´es de OX,K.
La partie re´elle d’une sous-varie´te´ X ⊂ Cn de Stein de´finie par des
fonctions analytiques
g1, . . . , gn : X −→ C,
admet des recouvrements e´chelonne´s de Stein. Il suffit, en effet, de
poser 1 :
ψ =
n∑
i=1
|gi|+
n∑
i=1
|z − τ(z)|
et de conside´rer un recouvrement associe´ a` ψ comme dans 6.3. Ces
recouvrements K sont invariants par l’involution τ .
6.8. Produits de Hadamard. Soit A une alge`bre sur un corps k et
M un A-module libre. Supposons que M et A soient munis de topologies
compatibles avec les structures d’alge`bre et de module. Soit (ei), i ∈ I
une famille libre de M telle que l’adhe´rence du module engendre´ par
les ei soit M tout entier.
De´finition. Le produit de Hadamard de deux e´le´ments f :=
∑
i∈I aiei,
g :=
∑
i∈I biei ∈ M, par rapport a` la base ei, est de´fini par la se´rie
f ⋆ g :=
∑
i∈I
aibi ei.
Conside´rons a` pre´sent le cas A = k = C et I = Zn. Soit une varie´te´
X ⊂ Cn et K = (Ks) un recouvrement e´chelonne´ dans X. Nous dirons
que les (ei) forment une base orthogonale de H(X,K) si les ei sont
orthogonaux l’espace de Hilbert H(X,K)s et s’ils engendrent un sous-
espace vectoriel dense, pour tout s.
Proposition 4. Soit (ei), i ∈ Zn, une base orthogonale de H(X,K)
et λ ∈ Cn un vecteur (C, τ)-diophantien. Supposons qu’il existe une
1. Cette fonction m’a e´te´ sugge´re´e par P. Dingoyan.
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application k-borne´e telle que Lei = αiei avec |σ(i)τ | ≤ αi alors le
produit de Hadamard par la fonction
g : z 7→
∑
i∈Zn\{0}
1
(λ, i)
ei
est une application k-borne´e.
De´monstration. Comme la base (ei) est orthogonale, on a :
|f ⋆ g|2s ≤
∑
i∈Zn\{0}
|aibi||ei|2s + |a0b0||e0|2s,
f =
∑
aiei, g =
∑
biei. Comme λ est diophantien, il vient :
|f ⋆ g|2s ≤ C2
∑
i∈Zn\{0}
(σ(i)τ |ai|)2|ei|2s + |a0b0||e0|2s ≤ C2 |Lf |2s + |b0|2|f |2s

Comme l’identite´ induit un morphisme 1-borne´ :
I : H(X,K) −→ B(X,K),
la proposition reste valable pour les e´chelonnements de B(X,K), a`
condition de remplacer k par k + 1 dans la conclusion.
Voici deux exemples qui nous serons utile par la suite.
Exemple 7. Supposons que K soit un recouvrement e´chelonne´ de l’ori-
gine dans Cn munit de coordonne´es z1, . . . , zn. L’ope´rateur aux de´rive´es
partielles
L := Id + (z1∂z1)
τ + · · ·+ (zn∂zn)τ
est d’ordre τ et K est un recouvrement e´chelonne´e donc L est un
ope´rateur (τ + 1)-borne´ de H(X,K). Si le vecteur λ = (λ1, . . . , λn)
est (C, τ)-diophantien alors le produit de Hadamard par la fonction
g : z 7→
∑
i∈Nn
1
(λ, i)
ei
de´finit e´galement un ope´rateur (τ + 1)-borne´ .
Exemple 8. Conside´rons le tore complexe
(C∗)n = {(z1, . . . , zn) : ∀i, zi 6= 0}.
Ce tore est muni de l’involution anti-holomorphe
(z1, . . . , zn) 7→ ( 1
z¯1
, . . . ,
1
z¯n
).
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Sa partie re´elle est un tore re´el T de dimension n. Soit K un recouvre-
ment e´chelonne´ de T. Comme dans l’exemple pre´ce´dent, la proposition
implique que le produit de Hadamard par la fonction
g : z 7→
∑
i∈Zn\{0}
1
(λ, i)
ei
est borne´ pourvu que le vecteur λ = (λ1, . . . , λn) soit diophantien.
Cette ope´ration est un inverse a` droite de la de´rivation
O(C∗)n,T −→ O(C∗)n,T, f 7→
n∑
j=1
λjzj∂zjf.
Rappelons quelques points de terminologie. Le vecteur λ = (λ1, . . . , λn)
de´finit un point de l’espace projectif Pn−1 appele´ fre´quence du champ
de vecteurs
∑n
j=1 λjzj∂zj . Le flot de´finit par ce champ de vecteurs sur
le tore est appele´ quasi-pe´riodique et lorsque la fre´quence est diophan-
tienne, on dit que le tore est diophantien.
On peut adapter, sans difficulte´, les conside´rations de ce n˚ aux cas
ou` la fonction g de la proposition 4 de´pend de parame`tres.
§7 Applications
7.1. Retour sur Poincare´ et Siegel. Revenons aux orbites de l’ac-
tion adjointe du groupe des automorphismes de OCn,0 sur l’alge`bre de
Lie g des de´rivations de cet anneau. L’action infinite´simale en v ∈ g
est donne´e par
w 7→ [v, w].
Il s’agit de de´montrer que sous les hypothe`ses de Siegel, cette applica-
tion admet un inverse borne´. Supposons que v soit de la forme
v =
n∑
i=1
λizi∂zi .
E´crivons w sous la forme
w =
n∑
j∈Nn,i=1
aijz
j∂zi , j = (j1, . . . , jn).
Un calcul direct montre que le crochet est donne´ par :
[v, w] =
n∑
j∈Nn,i=1
((j, λ)− λi)aijzj∂zi .
L’inverse de l’action infinite´simale est donne´ par
j :
n∑
j∈Nn,i=1
bijz
j∂zi 7→
n∑
j∈Nn,i=1
((j, λ)− λi)−1bijzj∂zi .
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Fixons une structure e´chelonne´e H(Cn,K) ou` K est un recouvrement
e´chelonne´ de l’origine. Lorsque 0 n’est pas contenu dans l’enveloppe
convexe des λi et si ceux-ci sont line´airement inde´pendants sur Q alors
les quantite´s ((j, λ) − λi)−1 restent borne´es [33] (voir e´galement [2]).
L’application j est donc 0-borne´e pour H(X,K). Les conside´rations du
n˚ pre´ce´dent montrent que lorsque λ est (C, τ)-diophantien, c’est une
application (nτ+1)-borne´e. Par conse´quent, les the´ore`mes de Poincare´
et de Siegel sont des conse´quences du the´ore`me de M-de´termination.
7.2. Tores invariants. Les tores invariants diophantiens d’un syste`me
hamiltonien inte´grable sont stables par perturbation de l’hamiltonien,
pourvu que l’hamiltonien soit isochroniquement non-de´ge´ne´re´. C’est
essentiellement le contenu du the´ore`me KAM. Nous allons examiner
une variante de ce re´sultat.
Le fibre´ cotangent au tore
(C∗)n = {(z1, . . . , zn) : ∀i, zi 6= 0}.
est trivialisable. Nous notons
(z1, . . . , zn, ξ1, . . . , ξn)
des coordonne´es pour lesquelles la forme symplectique est donne´e par
1√−1
(
dz1
z1
∧ dξ1 + dz2
z2
∧ dξ2 + · · ·+ dzn
zn
∧ dξn
)
.
Si on pose zi = e
√−1ϕi , elle admet la forme familie`re :
dϕ1 ∧ dξ1 + dϕ2 ∧ dξ2 + · · ·+ dϕn ∧ dξn
Nous utiliserons abusivement la meˆme notation T pour le tore re´el de
(C∗)n et pour le produit de ce tore par {0} ⊂ C. Nous de´signerons
par X le produit du fibre´ cotangent au tore complexe avec la droite
C = {t} et par I l’ide´al engendre´ par les ξi aussi bien dans OX,T que
dans O(C∗)n,T.
La forme symplectique induit une structure de Poisson C{t}-line´aire
sur l’alge`bre OX,T.
Munissons OX,T d’une structure e´chelonne´e de type H(X,T) et no-
tons E l’union des espaces orthogonaux au C-espace vectoriel de di-
mension n engendre´ par ξ1, . . . , ξn. L’image par l’application
OX,T −→ OX,T, f 7→
∫
T
f
dz1 ∧ dz2 ∧ · · · ∧ dzn
z1 . . . zn
d’un e´le´ment de E est e´gale a` une constante modulo I2
Proposition 1. Soit f ∈ OX,T une fonction de la forme
f =
n∑
i=1
λiξi (mod I
2), λi ∈ C{t}
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Si la fre´quence (λ1 : . . . : λn) ∈ Pn−1 est inde´pendante de t et si elle est
diophantienne alors l’espace vectoriel tF avec
F := I2 ⊕ C{t}
est une transversale a` l’action du groupe des isomorphismes de Poisson
dans f + tE.
Pour de´montrer la proposition, conside´rons l’action infinite´simale
OX,T 7→ OX,T, h 7→ {h, f}
et identifions OX,T a` la sous-alge`bre des de´rivations hamiltoniennes
exactes par l’application
OX,T −→ Der OX,T(OX,T), h 7→ {h, ·}.
On construit un inverse j(α) borne´e de l’action infinite´simale
ρ(α) : OX,T −→ E/I2 7→ g 7→ {g, f + α}, α ∈ I2
en cherchant d’abord un inverse modulo I puis en ajoutant une cor-
rection afin d’obtenir l’inverse modulo I2. Pour cela, commenc¸ons par
remarquer que la base ξ1, . . . , ξn permet de scinder la suite exacte
d’alge`bres
0 −→ I/I2 −→ OX,T/I2 −→ OX,T/I −→ 0.
On obtient ainsi un isomorphisme d’alge`bres
OX,T/I
2 ≈ OX,T/I⊕ I/I2.
Soit, a` pre´sent, g la fonction de´finie par :
g =
∑
i∈Zn\{0}
1
(λ, i)
zi
Les re´sultats du 6.8 montrent que le produit de Hadamard par g est
borne´ et de´finit un inverse de l’action infinte´simale modulo I. On de´finit
l’inverse j(α) de ρ(α) par la formule :
OX,T/I⊕ (E ∩ I)/(E ∩ I2) : (m,n) 7→ (m ⋆ g, n ⋆ g − {m ⋆ g, α} ⋆ g).
L’application j est borne´e, les conditions du the´ore`me de transversalite´
sont donc satisfaites. La proposition est de´montre´e.
On a une proposition analogue dans un cadre analytique re´el. Avant
d’appliquer la proposition a` un cas concret, rappelons la proce´dure de
moyennisation : a` chaque fonction H, on peut associer la fonction
H0 =
(
1√−1
)n ∫
T
H
dz1 ∧ dz2 ∧ · · · ∧ dzn
z1 . . . zn
qui ne de´pend que des variables ξ1, . . . , ξn :
H0 =
n∑
i=1
λiξi +
n∑
i,j=1
aijξiξj(mod I
3).
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La condition de non-de´ge´ne´rescence isochronique est : det(
∫
T
aij) 6= 0.
Si cette condition est satisfaite, on peut trouver un germe de courbe
α : (C, 0) −→ (Cn, 0), t 7→ (ξ1(t), . . . , ξn(t))
lisse au dessus duquel H0 de´finit un flot quasi-pe´riodique de fre´quence
constante e´gale a` λ. A` l’aide de cette courbe, on construit une famille
a` un parame`tre de translations
ξ 7→ ξ − α(t)
qui rame`ne H a` un e´le´ment de la forme f+tE modulo I2, avec f comme
dans la proposition. La proposition montre que f + tR est conjugue´ a`
f par une isomorphisme de Poisson. Il existe donc une courbe lisse
dans Cn au-dessus de laquelle le flot de H est conjugue´ a` celui de H0
au-dessus de α. Lorsque H et R sont re´els, la partie re´elle de cette
de´formation de´finit une famille a` un parame`tre de tores invariants du
syste`me hamiltonien de fre´quence λ. C’est une variante du the´ore`me
de Kolmogorov [20].
Voyons a` pre´sent la situation ou` H0 est de´ge´ne´re´e, ce qui nous per-
mettra de mieux comprendre les notions mises en jeu dans la conjecture
de Herman. L’application
F : (Cn, 0) −→ Pn−1, ξ 7→ [∂ξ1H0 : ∂ξ2H0 : . . . : ∂ξnH0]
n’e´tant plus lisse, la fibre au-dessus de F(0) est une sous-varie´te´ com-
plexe singulie`re de dimension au moins 1. Dans le cas re´el, la fonction
H admet une famille de tores invariants parame´tre´s par la partie re´elle
de cette varie´te´. Dans le pire des cas, cette varie´te´ peut-eˆtre re´duite a`
un point (par exemple si son ide´al contient la fonction ξ21+ξ
2
2+· · ·+ξ2n).
7.3. Version singulie`re de KAM. Conside´rons le syste`me hamilto-
nien de´finit par le germe de fonction
H : (C2n, 0) −→ (C, 0), (q, p) 7→
n∑
i=1
λiqipi
dans C2n muni de la forme symplectique standard. Les varie´te´s stables
et instables sont deux plans lagrangiens. Notons I l’ide´al engendre´ par
les qipi, i = 1, . . . , n. Le the´ore`me de transversalite´ donne lieu au
re´sultat suivant (l’application du the´ore`me ge´ne´ral a` ce cas particu-
lier est quasiment identique a` celle de la proposition du n˚ pre´ce´dent).
Proposition 2. Si le vecteur λ = (λ1, . . . , λn) est diophantien alors
pour toute fonction de la forme
H+ R, R ∈M3C2n,0
il existe un automorphisme symplectique ϕ ∈ Aut (OC2n,0) tel que
ϕ(H + R) = H (mod I2).
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En particulier le flot de H est line´arisable par un symplectomor-
phisme, sur une varie´te´ lagrangienne complexe symplectomorphe a` la
varie´te´ d’ide´al I.
7.4. L’e´tat fondamental au voisinage d’un point critique. Pas-
sons a` pre´sent a` une version quantique du re´sultat pre´ce´dent. Pour cela,
rappelons que l’alge`bre de Heisenberg Ĥ est la C[[~]]-alge`bre des se´ries
formelles sur 2n-ge´ne´rateurs ve´rifiant les relations
[qi, pj ] = ~δij .
Tout e´le´ment de f ∈ Ĥ s’e´crit sous la forme
f =
∑
i,j,k≥0
aijkq
ipj~k, qipj := qi11 q
i1
2 . . . q
in
n p
i1
1 p
i2
2 . . . p
in
n
avec i = (i1, . . . , in), j = (j1, . . . , jn). On appelle transforme´e de Borel
de f , la se´rie formelle dans les variables commutatives x, y
Bf :=
∑
i,j,k≥0
aijkx
iyj
~k
k!
Nous noterons H la sous-alge`bre forme´e des se´ries dont la transforme´e
de Borel est analytique [32] (voir e´galement [13]). On note M3
H
l’image
re´ciproque de l’ide´al maximal par B.
On pose H{t} := H⊗ˆCC{t} ou` ⊗ˆ de´signe le produit tensoriel topo-
logique (il n’y pas lieu de pre´ciser lequel car C{t} est nucle´aire) [17].
Proposition 3. Si le vecteur λ = (λ1, . . . , λn) est diophantien alors
pour tout e´le´ment de la forme
H+ tR,R ∈M3H⊗ˆCC{t}
il existe un automorphisme de H{t} tel que
ϕ(H + tR) = H (mod I2).
En particulier la se´rie perturbative du spectre de l’e´tat fondamental
est Borel-analytique (voir [13] pour plus de de´tails).
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