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Bounds for several integrals (tail probabilities, for example) are established 
by showing that each integral is a Schur function. 
1. INTRODUCTION 
In many statistical problems we need to evaluate tail probabilities. For 
example, in the simultaneous analysis of variance test, we need to evaluate 
and the qi’s are independently distributed as chi-square with n3 degrees of 
freedom, i = 0, 1, 2. However, it is often difficult to get exact values of such 
an integral and we may have to be satisfied with a reasonably good bound. With 
this in mind, Olkin [9] gave bounds on tail probabilities of Dirichlet integrals 
of which (1.1) is a special case. The technique used in obtaining bounds for 
such integrals is to show that these integrals are Schur functions. Using the same 
technique, we extend Olkin’s result to its generality in Theorems 1 and 2 of 
Section 2. In Section 3, we give several examples. 
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2. Two THEOREMS 
In this section we establish the main results in two theorems. Let 
L(a) = 1-1 ... sg(x, ,..., xk) fi dxi 
i=l 
and 
(2-l) 
where a = (41 ,..., uk) and g(xr ,..., xk) are such that the integrals exist. In 
Theorems 1 and 2, we give conditions on g under which L(a) and U(a) are Schur 
functions (see [l, pp. 30-331). A s a consequence, it follows that if a majorizes b, 
that is, 
in the sense that, after possible reordering, with a, >, *** 3 uk , b, > *.. >, b, , 
holds, then 
W) >, L(b) and W4 b U(b). 
THEOREM 1. Let g(xr ,..., xk) be a fmction of x1 ,..., xk such that the integral 
L(a) defined by (2.1) exists for a, > a, > 1.. > a, > 0. Then, L(a) is a Schur 
function if 
W(Xl ,***, xj-1, uj , xj+1 ,***, Xi-l, aiy, xi+1 ,“‘, xk) 
2 q&1 ,-**, xj-l, %Yv xj+l ,***,%-l, ui > xi+l Y***P xk,) (2.3) 
forulli>j,ullx,~ul,l#(i,j)undy~ 1. 
Proof. Note that L(a) is a Schur function (see [l, p. 321) if the Schur condi- 
tions, namely, 
(ui - ~2~) ($ - *) >, 0 
auj 
for all i # i 
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are satisfied. Because of the structural representation ofL(a), we shall only verify 
the condition for i = 2 and j = 1, Differentiating (2.1) partially with respect 
to a, , we get 
aL a2 fLk 
aa, = em *.. I s g(a, , x2 , x3 ,..., xk) dx2 *a* dxk e-m 
Similarly,writing the derivative for aL/a+ , we can write 
aL aL ----= jIm j:I-. j:l [a2g(ul,a2y,x3,...,xk) aa, aa, 
From (2.3), we have 
- a,g(w, a2, x3 ,-., 41 dy dx3 - d+. 
(al - a,) (e - 5) 2 0. 
This proves that L(a) is a Schur function. 
COROLLARY 1. Let g(xI ,..., xk) be a function ojxl ,..., xk such that the integral 
U(a) defined by (2.2) exists for all a, > a, > .a. > a, > 0. Then U(a) is a Schur 
function ;f 
a&xl ,..-, xjel , aj , xj+l ,..., ximl , w, xi+l ,..., xk) 
< ajg(xl , . . . . xjel , ajy, xj+l ,..., xi--l , ai , xi+1 ,..., xk) (2.4) 
foralli>j,forallxl>a,,l#(i,j)andy~l. 
This can be obtained on the same lines as Theorem 1 or by changing xi to 
-xi for all i in Theorem 1. 
THEOREM 2. Let g(x, ,..., xg) be a junction of xl ,..., xk such that the integral 
L(a) defined by (2.1) exists for all a, > a2 > -** 3 uk. Then L(a) is a Schur 
junction if 
g(xl , x2 ,..., ~j+~, aj , x~+~,..., XGI , ai fy, xi+l,..., xk) 
z ‘44x1 ,.*., q-1 , aj + Y,  xj+l I..*) Xi-1 9 ai Y  Xi+1 s..*F Xk) (2.5) 
for all i > j, all x1 < a1 , 1 # (i, j) andy < 0. 
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The proof of this theorem is similar to that of Theorem 1 except that in this 
case we make the change of variables xa - aa = y (not xe/aa = JJ) in X,/&+ . 
COROLLARY 2. Let g(x, ,..., xk) be a function of x1 , x2 ,.,., xk such that the 
integral U(a) deJined by (2.2) exists for all aI >, ... > a, . Then U(a) is a Schw 
function if 
foralli<j,aiIx,>a,,l#(i,j)andy>,O. 
3. ILLUSTRATIONS 
Let O,(a), O,(a), O,(P), and O,(w) denote 
O,(a) = ((al ,..., qJ: a, > a2 3 a.. 3 ak}, 
O,(a) = {(aI ,..., ak): aI 3 a2 3 *-a > fzk > 01, 
03(P) = {(Pl7*-'9 P&c11 < FL2 < ... < #f-h), 
wk): 0 < w1 < w2 < *" < wk < a}, 
respectively. Also, let 
e = (1, I ,..., I)‘, a K-vector of ones, 
Z; = aa[(l - p)I + pee’], and 
IV&(x j t.~, Z) = the pdf of a K-variate normal random vector x. 
EXAMPLE 1. Let 
xi > 0, f(s) 3 0, w E O,(w). Let a E O,(a). Then -U(a) is a Schur function. 
This result generalizes Olkin’s [9] Theorem 2. If, also, f  (.) is a monotone 
decreasing function, then --L(a) is a Schur function. We shall verify (2.6) for 
j = 1 and i = 2 to show that -U(a) is a Schur function. 
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We have from (2.6), 
&I 9 63 + y, x3 ,**a, Xk) -g(a, +r, a2 > x3 9**'9 Xk) 
= --f(a,+a,+y+x,+...+X,) 
x fi3 xy-'{(u, + y)w+zy - uyqu, + yp-1) 
= --f(~,+~,+y+~,+...+~,) 
k 
x n X;'-luy+luyl(( 1 + y/u*)"'-' - (1 + y/u,)"""} 3 0 
f=3 
for a, > u2 and w1 < w2 , y 3 0, that is, for a E O,(a) and w E O,(w). 
Thus, - U(a) is a Schur function. Similarly, we can verify (2.3) to show that 
--L(a) is also a Schur function. It may be noted that Olkin [9] has already 
established that --L(a) is a Schur function. 
Specific examples of g(s) of the above kind are the bivariate chi-square 
distribution [5, 61, multivariate Pareto Type I distribution [8], bivariate F 
distribution [7], negative multinomial distribution, truncated negative multi- 
nomial distribution [3], and multinomial logarithmic distribution [3, Ill. 
EXAMPLE 2. Let 
where l.~ E Os( p). Then, if a E O,(a), --L(a) and - U(a) are Schur functions. 
We shall verify (2.5) for i = 2 and j = 1. Note that 
lng(x) = c - g(x - p)‘.z;l(x - PI> and 42~’ = pI + qee’, 
where c is a constant, p-1 = 2us(1 - p), and q = --pp/(l - p + kp). Hence, 
In g(u, , a2 + y, x3 , . . . . xk) - In gtal + y, a2 , x3 ,..., xk) 
=M%-@2+f2--PJYGO 
for lo E O&p), a E O,(a), and y < 0. Hence, from Theorem 2, --L(a) is a Schur 
function. Similarly, it can be shown that - U(a) is also a Schur function. 
EXAMPLE 3. The multivariate log-normal is defined by 
yi = exd, i = 1) 2 )..., k, 
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where x = (x1 ,..., x,)’ N NP(p, 2). If p E O,(k) and Z = Z, , then with the 
help of Example 2 it can be shown that for a E O,(a), 
--L(a) = -P{Y, < a,,..., Yk < uk} and -U(a) = -P(Yl 2 a,,..., Ye > ax} 
are Schur functions. 
EXAMPLE 4. The Multiwariute t-distribution (Dunnett and Sobel). Let 
g(t) = Const[l + *(t - P)‘L;-l(f - ~)I-‘* 
ci > 0, -02 < ti < 9 P E osw- 
If a E O,(a), then it can be shown with the help of Example 2 (by recalling the 
definition of t and the conditioning argument) that 
--L(a) = -P(t, < ai , i = 1, 2 ,..., k) and -U(a) = -P(ti >, ai, i = I,..., LK) 
are Schur functions. 
EXAMPLE 5. A multivariate logistic distribution is defined by 
L(x) =P{( 1 <x 1 1 , f 2 <x 1 2 ,*-*s 6% G %I 
= 1 + 2ai e-~t+ b2 c e-v-~j+ b, 1 e-~i-xr2~+~~~+b, exp -2 Xi 
-l. 
i#j i#i#k i=l I 
If “1 2 Xs 3 ... >, xg and a, < a2 < ... < a,, then it can be shown that 
---L(x) is a Schur function. Similarly, if 
then under the same conditions on xi)s and als as above - U(x) is also a Schur 
function. 
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