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El Trabajo de Fin de Ma´ster realizado aborda la monitorizacio´n de la calidad de servicio
de una red para asegurar la ma´xima calidad disponible a aplicaciones con restricciones de baja
latencia. En particular, se centrara´ en la transmisio´n de v´ıdeo en tiempo real para permitir la
conduccio´n remota de un coche teledirigido en el contexto del proyecto Racing Drones (MI-
NECO/FEDER RTC-2016-4744-7). El objetivo de este proyecto es realizar carreras de drones
terrestres, los cuales toman la imagen, la codifican con un co´dec LHE y la env´ıan hasta un
cliente sobre redes IP, por lo que requiere una latencia de red muy baja.
Por ello, este trabajo tiene que realizar una monitorizacio´n del estado de la red, y, por otro
lado, se debe adecuar el tra´fico generado por la aplicacio´n a la capacidad de la red de forma
que se ofrezca la ma´xima calidad de experiencia posible.
Con respecto a la monitorizacio´n, se ha implementado el protocolo Q4S. Este protocolo mide
los para´metros de calidad de servicio de la red (ancho de banda, latencia, jitter y pe´rdidas) y
determina si cumple con las restricciones impuestas por la aplicacio´n, y en caso de que no
cumpla, env´ıe una notificacio´n al mo´dulo actuador.
El mo´dulo actuador es el encargado de, dadas las condiciones de la red, ajustar el tra´fico de
la aplicacio´n, ofreciendo la ma´xima calidad de experiencia posible. Para ello, indicara´ las carac-
ter´ısticas del contenido multimedia generado por la aplicacio´n, y tendra´ tambie´n la capacidad
de generar cambios sobre dicho contenido en el caso de que los para´metros de calidad de la red
var´ıen.
Palabras Clave
Calidad de Servicio (QoS), Calidad de Experiencia (QoE), LHE, Q4S, medidas de red,
monitorizacio´n, actuador, Zynqberry, Raspberry.
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Abstract
This Master’s Thesis explores the Quality of Service monitoring of a given network to ensure
the maximum available quality for applications with low-latency restrictions. Particularly, the
application in this project is related to real time video transmission to allow remote-control car
driving in the context of Racing Drones project (MINECO/FEDER RTC-2016-4744-7). The
target of this project is to allow races with terrestrial drones. Such drones capture the images
to be coded with LHE codec and send them through an IP network, therefore requiring low
latency.
This project monitors network status in order to adapt application’s generated traffic to real
network capacity to provide the best available quality to users.
Regarding the required monitoring, Q4S protocol has been implemented. This protocol mea-
sures network quality indicators (bandwidth, latency, jitter and loses) and qualifies their sui-
tability to application’s restrictions; if there is a deviation, it is automatically notified to the
actuator module.
Actuator module is responsible for adapting the traffic to network conditions in order to
ensure the best possible user experience; therefore, it must analyze generated multimedia content
and it should be able to tune such content in case of deviation of the quality indicators.
Key words
Quality of Service (QoS), Quality of Experience (QoE), LHE, Q4S, network measures, mo-
nitoring, actuator, Zynqberry, Raspberry
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En este primer cap´ıtulo se va a realizar una breve introduccio´n al trabajo realizado. Ini-
cialmente se explicara´ la motivacio´n de este trabajo, as´ı como seguidamente se describira´n los
objetivos, la fase de realizacio´n y la estructura del documento. Para contextualizar este trabajo,
cabe destacar que forma parte del proyecto Racing Drones, cofinanciado por el Ministerio de
Economı´a y Competitividad (MINECO) y el Fondo Europeo de Desarrollo Regional (FEDER)
con el nu´mero de referencia RTC-2016-4744-7. Este proyecto tiene como objetivo el manejo
de un dron terrestre a control remoto mediante redes IP, por lo que el objetivo global es una
transmisio´n de informacio´n de muy baja latencia entre la ca´mara del dron y el usuario final.
1.1. Motivacio´n
Uno de los retos y de los objetivos ma´s importantes para los proveedores de servicios mul-
timedia y en los que ma´s tiempo y recursos se destina es la disminucio´n del retardo en la red.
Gracias a las mejoras en la disminucio´n del retardo de red que se esta´n consiguiendo, cada vez
hay mayor oferta de estos servicios y con mayor complejidad, como son los videojuegos online,
la transmisio´n de v´ıdeos sobre IP, etc.
Debido a la mayor exigencia en te´rminos de requisitos de red, surge la necesidad de una
monitorizacio´n continua de estas comunicaciones, que asegure que la conexio´n entre el proveedor
de servicios y el cliente final cumpla con los requerimientos que dicho contenido necesita para
transmitirse.
Sin embargo, la calidad de la red no es mono´tona a lo largo del tiempo. Existen distintos
factores que influyen en la calidad de la red, como puede ser tra´fico cruzado o cuellos de botella
entre otros que hacen variar la calidad de la conexio´n a lo largo del tiempo entre el cliente y el
servidor. Esta variacio´n de la calidad de la red provoca que el servicio multimedia ofrecido por
el proveedor pueda verse seriamente afectado o incluso interrumpido. Para evitarlo, se plantean
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dos posibilidades, cambiar la red, lo que resulta muy costoso, o cambiar el contenido del servicio
para que se adapte a los nuevos requisitos.
Por otro lado, atendiendo a la calidad del contenido recibido, desde hace unos an˜os, los
proveedores de servicios multimedia se centran en maximizar la calidad percibida por el usuario.
No obstante, se trata de una medida subjetiva, por lo que la monitorizacio´n de esta calidad
percibida, necesita una gran cantidad de recursos y resulta muy compleja. Para solucionarlo,
se han desarrollado algoritmos capaces de pronosticar esta calidad de experiencia dada una
entrada.
Este trabajo se centra en unificar ambos problemas, por ello se realizara´ un protocolo pa-
ra monitorizar la red, y en funcio´n de la calidad de red medida, se realizara´n cambios en la
aplicacio´n para tratar de maximizar la calidad percibida por el usuario.
1.2. Objetivos
El objetivo principal de este Trabajo de Fin de Ma´ster es implementar el protocolo Q4S
[1], y despue´s desarrollar un actuador que ejecute cambios en la aplicacio´n para ajustarla a los
para´metros de red tomados por el Q4S. Posteriormente integrar ambos mo´dulos y adaptarlos
al proyecto Racing Drones. La estructura del trabajo realizado se corresponde a la figura 1.2.
Para conseguir este resultado, los objetivos marcados han sido:
Implementar el protocolo Q4S [1], que se encargara´ de medir en tiempo real diferentes
para´metros de la red.
Realizar un mo´dulo actuador que, dadas unas caracter´ısticas de red, env´ıe un mensaje
HTTP a la aplicacio´n.
Estudiar el tra´fico generado por la aplicacio´n de Racing Drones y la QoE para las diferentes
posibles salidas de la aplicacio´n, de cara a maximizar la calidad de experiencia percibida
por el usuario.
Probar el funcionamiento del Q4S, realizando diferentes pruebas variando los para´metros
QoS de la red con la herramienta netem en diferentes escenarios.
1.3. Fases de realizacio´n
Para la consecucio´n de este proyecto, se han completado diferentes tareas, junto con sus
respectivos entregables hasta llegar al objetivo global. Estas tareas siguen el diagrama de Gantt
de la figura 1.1, que a continuacio´n se exponen de manera ma´s detallada.
Realizacio´n del protocolo Q4S. El entregable de esta fase sera´ un programa que ejecute
dicho protocolo.
Disen˜o de programas de automatizacio´n de pruebas esta´ticas y primeros resultados. Al
final de esta tarea se entregara´ un documento en el que se detallen los resultados de las
pruebas esta´ticas realizadas.
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Figura 1.1: Diagrama de Gantt.
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Disen˜o de programas de automatizacio´n de pruebas dina´micas y primeros resultados. El
entregable sera´ un informe detallando los resultados de dichas pruebas.
Realizacio´n de un mo´dulo actuador gene´rico, el cual no efectu´a ninguna funcio´n, sino que
se buscara´ que este´ al tanto de las restricciones medidas por el Q4S. El entregable de esta
tarea sera´ una esqueleto del actuador, el cual se conectara´ al programa del Q4S generado
en la primera tarea.
Estudio del tra´fico generado por el co´dec LHE y del efecto de para´metros de la calidad
de servicio sobre la calidad de experiencia. Se entregara´ un informe con los detalles del
estudio, probado con diferentes configuraciones del LHE.
Disen˜o de la ma´quina de estados del actuador para Zynqberry. Con los entregables de las
tareas anteriores, se realizara´ un documento con la ma´quina de estados que tendra´ lugar
en la Zynqberry.
Disen˜o de la ma´quina de estados e implementacio´n de los actuadores para la Zynqberry
y creacio´n de un mo´dulo para realizar los cambios en la aplicacio´n. Los entregables sera´n
dos actuadores funcionales en la Zynqberry.
Disen˜o e implementacio´n de la ma´quina de estados para Raspberry. Se entregara´ un mo´du-
lo actuador compatible con la Raspberry.
Integracio´n de la aplicacio´n, el protocolo y el actuador tanto en Zynqberry como en Rasp-
berry. Los entregables sera´n un programa para cada dispositivo que ejecute todos los
mo´dulos interconectados entre s´ı.
Desarrollo de un Dashboard de Grafana. En el final de esta tarea se entregara´ una interfaz
donde se visualizara´ el comportamiento del programa implementado.
Redaccio´n de la memoria. El entregable final sera´ la memoria del trabajo realizado.
1.4. Estructura del documento
En los siguientes cap´ıtulos, se explicara´ el proceso seguido para la consecucio´n del trabajo,
as´ı como los resultados obtenidos, como se muestra en la figura 1.2. La memoria se estructura
de la siguiente manera:
El presente cap´ıtulo 1 incluye la exposicio´n de los motivos por los que se ha realizado
este proyecto, los objetivos que se han perseguido, sus fases de realizacio´n y una breve
estructuracio´n de la memoria.
En el cap´ıtulo 2 se realiza un breve resumen de la documentacio´n necesaria para la ela-
boracio´n de este trabajo. Se explicara´n los conceptos de QoS, QoE, y co´mo se relacionan.
Sobre el QoS, se comentan los para´metros a medir y co´mo se realizan estas medidas, donde
se hara´ hincapie´ en las utilizadas en este Q4S, y tambie´n que´ factores afectan y co´mo a la
QoS. De la QoE se dara´ definicio´n al concepto, detallando diferentes tipos de QoE, como
son la QoE de v´ıdeo sobre IP y QoE de jugabilidad.
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En el cap´ıtulo 3 se exponen algunas caracter´ısticas del proyecto Racing Drones para poder
dar un marco al trabajo. Para ello se comentan los fundamentos principales del codificador
que se utiliza y la forma de empaquetarlos. Tambie´n se describe la topolog´ıa de la red
utilizada.
El cap´ıtulo 4, se habla del sistema implementado, desde el Q4S hasta el actuador, y
muestra el estudio realizado del QoS y QoE para la aplicacio´n en el proyecto Racing
Drones. Se describe, tambie´n, la integracio´n de ambos mo´dulos en los distintos dispositivos
(Raspberry y Zynqberry).
En el cap´ıtulo 5 se detalla el procedimiento llevado a cabo en las pruebas realizadas y los
resultados obtenidos en ellas.
Por u´ltimo, en el cap´ıtulo 6, se plantean las conclusiones sobre el trabajo realizado en
funcio´n de las pruebas y los resultados expuestos en el cap´ıtulo anterior, adema´s de la




Medidas de red en el servidor de aplicación Medidas de red en el cliente de aplicación
HTTP Request
2.2 Actuador
Estimación de la QoS Estimación de la QoE Decisión de cambios en la app
Figura 1.2: Estructura del trabajo.




En este cap´ıtulo se expondra´n los conceptos teo´ricos que fundamentan el trabajo realizado
y son necesarios para la comprensio´n del mismo. En la figura 2.1 se visualiza co´mo esta´ estruc-
turada esta seccio´n. Inicialmente se explicara´ que´ se entiende por calidad de servicio (Quality of
Service,QoS), los para´metros que la definen, co´mo se obtienen dichos para´metros y se describira´
el protocolo Q4S, siendo e´ste el utilizado en el proyecto. Posteriormente se expondra´ el concepto
de calidad de experiencia (Quality of Experience,QoE), para despue´s diferenciar entre la QoE
para v´ıdeos sobre IP y la QoE para la jugabilidad. Por u´ltimo, se definira´n los modelos para
relacionar QoE y QoS.
2.1. Calidad de servicio (QoS)
Se trata de un concepto utilizado para describir la calidad de un servicio, entendido la
calidad de servicio como la capacidad de intercambiar informacio´n a trave´s de un medio de
telecomunicaciones. Existen diferentes enfoques. Inicialmente se entendio´ la QoS como QoS
Estado del arte
QoE QoS
Principales parámetros de QoS
y sus factores críticosQoE jugabilidadQoE video sobre IP
Relación entre QoS -
QoE
Medidas de QoS: Q4S
Figura 2.1: Estructura del estado del arte.
7
Medidas de calidad para la transmisio´n de v´ıdeo en entornos con restricciones de baja latencia
extremo a extremo, aunque, hoy en d´ıa la QoS orientada a la red esta´ cobrando gran importancia,
como en [2], donde definen la QoS de la red como el rendimiento del camino entre el servidor y
el cliente.
Segu´n se detalla en [3], en la cual el ITU-T asume el enfoque de QoS end-to-end, la QoS es
”la totalidad de las caracter´ısticas de un servicio de telecomunicaciones que tienen que ver con
su capacidad de satisfacer las necesidades tanto expl´ıcitas e impl´ıcitas del usuario del servicio”,
mientras que el IETF entiende la QoS desde un enfoque del rendimiento de la red, como define
en [4]: ”Un conjunto de requisitos a ser cumplidos por la red durante el transporte de un flujo”.
En este trabajo, el enfoque que se ha utilizado ha sido el de QoS orientado a red. Por tanto,
a continuacio´n se van a explicar diferentes para´metros que se deben monitorizar en una red para
tener una medida de QoS fiable, y seguidamente se detallara´n algunos me´todos para realizar
esta monitorizacio´n.
2.1.1. Principales para´metros de QoS y sus factores cr´ıticos
Existen multitud de para´metros medibles que caracterizan una red, aunque en esta subsec-
cio´n se van a detallar aquellos que sera´n empleados en la realizacio´n del TFM. Estos para´metros
en concreto son: latencia, jitter, ancho de banda y pe´rdidas.
Latencia
La latencia es el retardo que an˜ade una red. Hay diferentes interpretaciones de la latencia,
entre las que conviene destacar el ”One Way Delay”(OWD) y el ”Round Time Trip”(RTT).
One Way Delay es el tiempo que pasa entre el env´ıo del primer bit de un paquete y la
recepcio´n del u´ltimo bit de este paquete en el destino. En otras palabras es el retardo medido
en un solo sentido [5]. Para poder medir el OWD, es necesario tener sincronizados los relojes
del emisor y el receptor. Estos entornos so´lo suelen darse en laboratorios, ya que con ma´quinas
reales, que suelen encontrarse alejadas, no es tan sencilla su sincronizacio´n. No obstante, existen
protocolos que tratan de sincronizar los relojes de Internet, como es el caso de NTP [6], aunque
no es suficientemente preciso para los requisitos que imponen los servicios interactivos.
Por otro lado, el Round Time Trip se define como el intervalo de tiempo entre el env´ıo
del primer bit de un paquete TCP y la recepcio´n del u´ltimo bit del ACK de respuesta del
destinatario. Tambie´n es extensible a otros protocolos bidireccionales. Adema´s, si se asume
simetr´ıa en el camino del emisor al receptor y viceversa (el tiempo de ida y vuelta es el mismo
para ambos) se puede calcular el OWD como la mitad del RTT.
La latencia suele tomarse realizando medidas activas, ya que estimarlas de manera pasiva
monitorizando conexiones TCP (u otro protocolo bidireccional) requiere conocer otros protoco-
los a nivel superior que se este´n usando, para relacionar peticiones y respuestas.
Jitter
El jitter tiene diferentes significados dependiendo del contexto en que se utilice. En el con-
texto de QoS, el jitter es la variacio´n de la latencia entre los distintos paquetes de un flujo de
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paquetes. Se puede asumir que el jitter es la diferencia de OWD. Esta variacio´n afecta mucho
a la calidad de servicio ya que repercute directamente en el tiempo entre llegada de paquetes.
Como en [7], la definicio´n que se va a adoptar es la dada en [8], que a su vez es la utiliza-
da en el Q4S implementado en este proyecto. En e´sta se define que, dados N + 1 paquetes
unidireccionales,{li}Ni=0 se pueden obtener N diferencias, {δj}Nj=1:
δj = |lj − lj−1| (2.1)
Por lo que se tomara´ el jitter como la media aritme´tica o la media de los {δj}. Tambie´n se puede
estimar el jitter como la desviacio´n esta´ndar de {li}.
Ancho de banda
Se trata de la cantidad de informacio´n que se puede transmitir por un canal por unidad de
tiempo. Existen diferentes definiciones, dependiendo de que´ ancho de banda se quiere medir,
en que´ segmento, etc. En este estado del arte se va a diferenciar principalmente entre ancho
de banda entendido como capacidad total del enlace y ancho de banda disponible, que es la
capacidad de canal que se puede utilizar.
La capacidad total de una red se corresponde con el ma´ximo ancho de banda que se puede
ofrecer sin tener en cuenta el tra´fico cruzado. El ancho de banda ma´ximo de una red se corres-
ponde con la capacidad del enlace con menor ancho de banda total entre todos los distintos
enlaces de la red [9].
El ancho de banda disponible en la red tambie´n se refiere al enlace con menos capacidad
disponible del camino, por lo que de ahora en adelante se hablara´ del ancho de banda disponible
en un enlace. Es la capacidad de canal que no esta´ siendo ocupada por otro tra´fico en la red.
Esta medida var´ıa con el tiempo, ya que esta´ relacionada con la utilizacio´n individual de cada
enlace dando diferente cantidad de tra´fico cruzado. El ancho de banda ocupado de un enlace
U(t, t+ δ) para un intervalo de tiempo [t, t+ δ] puede expresarse como en [10]:






Por lo que el ancho de banda disponible de ese enlace Bδ(t) es la media de la capacidad no
utilizada en ese intervalo de tiempo:
Bδ(t) = C(1− U(t, t+ δ)). (2.3)
Pe´rdida de paquetes
La pe´rdida de paquetes es una de las principales causas del descenso de la QoS. Se define
como la cantidad de paquetes perdidos en un periodo de tiempo [11]. Se incluyen como perdidos
los paquetes que sobrepasan un determinado tiempo sin llegar y aquellos que llegan defectuosos
(ma´s comu´n en conexiones inala´mbricas).
Existe una diferencia muy grande entre los servicios basados en TCP y los servicios basados
en UDP, ya que los TCP pueden utilizar la retransmisio´n para recuperar dichos paquetes. No
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obstante, es cierto que dicha retransmisio´n puede tardar un tiempo demasiado elevado y ser
contabilizado como pe´rdida.
Las aplicaciones a tiempo real suelen estar basadas en UDP, por lo que se pueden ver
fuertemente afectadas por este para´metro. Un ejemplo es el protocolo en tiempo real (RTP), el
cual se usa para el env´ıo de contenido multimedia sobre UDP.
Factores cr´ıticos
Estos para´metros adquieren un significado distinto dependiendo del tipo de enlace. Existen
diferencias entre las caracter´ısticas de una conexio´n inalambrica y las caracter´ısticas de una
conexio´n por cable. Como ejemplo, la latencia en una red cableada puede significar un camino
lento entre los dos terminales, mientras que la misma latencia en una red wifi puede suponer
que esta´ habiendo pe´rdidas que esta´n forzando el reenv´ıo del mensaje.
Un factor cr´ıtico en ambos tipos de red es el taman˜o de paquete. En [12] se realizo´ un
estudio para observar la relacio´n entre el taman˜o de los paquetes y las pe´rdidas en un router. Se
centra en las redes cableadas, asumiendo que los u´nicos puntos de la red en los que la conexio´n
tiene posibilidades de perder paquetes es en los routers. Para realizar este estudio se enviaron
dos tipos de tra´fico, uno con un taman˜o de paquete fijo y un segundo flujo con un ancho de
banda igual la capacidad total del enlace de cara a saturarlo, ya que si el ancho de banda
disponible es alto no deber´ıa haber pe´rdidas. Este segundo flujo inclu´ıa tanto paquetes grandes
como paquetes pequen˜os y medianos para no influir en los resultados obtenidos. Adema´s, para
caracterizar mejor el funcionamiento real de los routers comerciales, se realizo´ el estudio con dos
tipos diferentes de buffer. El primero de ellos mide el taman˜o del buffer en bytes, mientras que
el segundo lo mide en nu´mero de paquetes. Si no hay espacio para encolar los paquetes, e´stos
son descartados. Las ra´fagas de paquetes mandados de taman˜o fijo acababan aproximadamente
cuando se hab´ıan enviado 25 000 paquetes. En los resultados se puede ver como para los buffer
con taman˜o medido en bytes, se observan ma´s pe´rdidas cuanto ma´s grande es el paquete. Sin
embargo, para taman˜os de buffer centrados en el nu´mero de paquetes, no se observa diferencia
al variar el taman˜o del paquete. Por tanto, en este trabajo se asume que cuanto ma´s grande sea
el paquete, ma´s posibilidad de que se pierda.
Con respecto a las conexiones inala´mbricas, el taman˜o del paquete tambie´n resulta bastante
importante. Tal y como se expone en [13], un taman˜o de paquete ma´s grande, puede provocar
que al menos uno de sus bits sea erro´neo. Saca esta conclusio´n mediante un estudio teo´rico sobre
la posibilidad de que un bit este´ corrupto. Adema´s, dado que cuando llega un paquete corrupto
al router dicho paquete se vuelve a enviar, el estudio tambie´n modela la latencia que habra´ en
funcio´n del taman˜o.
2.1.2. Medidas de QoS: Q4S
Para llevar un control sobre los niveles de la QoS, es necesario realizar una monitorizacio´n.
Existen diferentes formas de realizar estas medidas, en funcio´n de la participacio´n en el tra´fico
presente en la red. A pesar de que hay otras medidas, este trabajo, basa´ndose en [14], se va a
centrar en las medidas pasivas y las medidas activas.
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Medidas pasivas
Las medidas pasivas de red son las medidas en las que se observa el tra´fico llegado a un
dispositivo y, a ra´ız de ese tra´fico, se extraen las caracter´ısticas de red. Estas medidas se basan
en la idea de recolectar datos y despue´s procesarlos de cara a estimar los para´metros de red
y analizar el rendimiento de la misma. Por otro lado, las medidas de red suelen obtenerse
en dispositivos dedicados o es desarrollado en routers y switches. Esta informacio´n puede ser
recolectada desde cualquiera de las siguientes categor´ıas:
1. Desde el tra´fico capturado: como las trazas PCAP o los paquetes capturados por algu´n
otro tipo de hardware.
2. Informacio´n pre-procesada y estad´ısticas recogidas por los dispositivos.
Dependiendo del tipo de informacio´n que se recoja se obtendra´ un resultado diferente de monito-
rizacio´n. Unas caracter´ısticas de bajo nivel permiten obtener estimaciones de algunos para´metros
de QoS, como pe´rdida de paquetes, nu´mero de flujos diferentes, etc.
La principal ventaja de las medidas pasivas es la no intrusio´n en la red. Generalmente, se
puede capturar el tra´fico sin apenas interferir en la produccio´n de tra´fico y, aunque a veces
se inserte cierto tra´fico extra, estas medidas son mucho menos intrusivas que las activas. Sin
embargo, calcular los para´metros QoS de una manera precisa resulta muy dif´ıcil debido a la
variacio´n de las condiciones de red y el intervalo de adquisicio´n de informacio´n. Por tanto, si se
tiene un intervalo de recogida de informacio´n muy amplio, cambios muy abruptos en un corto
periodo de tiempo no van a ser detectados; mientras que si se tiene un intervalo de tiempo muy
pequen˜o, el coste computacional y el tiempo dedicado se incrementa considerablemente. Existen
dos te´cnicas predominantes para realizar medidas pasivas: medidas a nivel de flujo y medidas
a nivel de paquete. E´stas medidas a nivel de flujo, segu´n [15], mejoran en rendimiento aunque
empeoran en precisio´n frente a las medidas basadas en paquete.
Medidas activas
Las medidas activas son te´cnicas que se basan en introducir tra´fico a la red con el fin
de caracterizar la misma. Cada aproximacio´n puede aplicarse a diferentes escalas de red, ya
sea extremo a extremo o por enlace para obtener estad´ısticas fiables y determinar la calidad
observada en un segmento de red. Esta forma permite medir directamente lo que los operadores
quieren observar sin la necesidad de esperar a un evento. Por eso es necesario determinar dos
para´metros que definan estas medidas, como son el taman˜o de la informacio´n que se inyecta en
la red y la frecuencia con la que se hara´n las pruebas.
Algunos para´metros de QoS, como puede ser One Way Delay, ancho de banda disponible,
capacidad de enlace o pe´rdida de paquetes, por norma general son medidos con este me´todo.
Para el ca´lculo del OWD , como se ha explicado anteriormente, se necesitar´ıa una sincronizacio´n
entre los relojes de los dos terminales que se quieren medir, proceso que resulta bastante complejo
y no del todo preciso. Adema´s, tanto el ancho de banda disponible como la capacidad del enlace
so´lo pueden conocerse utilizando medidas activas, ya que rara vez el tra´fico alcanza el 100 % de
la capacidad de canal.
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Las medidas activas tienen el inconveniente de que resultan invasivas, puesto que inyectan
tra´fico a la red, pudiendo influenciar en las caracter´ısticas de la red. Por ello, para monitorizar
el comportamiento normal de la red, es necesario minimizar el impacto sobre el tra´fico normal
y el comportamiento de las operaciones de red. Sin embargo, si lo que se desea es caracterizar el
mal uso o disponibilidad de la red cuando e´sta esta´ saturada, se debera´ estresar la red mediante
dicha inyeccio´n de tra´fico.
A continuacio´n se explicara´n tres de las te´cnicas ma´s generalizadas que componen el estado
del arte de las medidas activas.
1. Descarga de fichero: se trata de una te´cnica definida en la European Standards Institute
(ETSI)[16]. Consiste en paralelamente subir y descargar un archivo entre una web y el
usuario final. Estima la QoS utilizando una descarga HTTP. El fichero descargado debe
ser 8 veces el ancho de banda del enlace, y haber sido generado aleatoriamente para evitar
que haya una optimizacio´n del rendimiento en el servidor web. La principal ventaja de
este me´todo es la sencilla implementacio´n que conlleva. Las caracter´ısticas de esta te´cnica
y del fichero a descargar suponen tambie´n que el tiempo requerido para estas medidas sea
de mı´nimo 8 segundos, lo que conduce a la conclusio´n de que el tra´fico cruzado tiene una
influencia muy grande.
2. Par de paquetes: Esta te´cnica trata de estimar la capacidad de un camino mediante la
dispersio´n de dos paquetes del mismo taman˜o enviados back-to-back [17]. Se env´ıan mu´lti-
ples pares de paquetes desde el origen al destino para calcular los para´metros QoS. En
el lado del receptor cada paquete es analizado para estimar la capacidad de enlace. Sin
embargo, esta te´cnica conlleva una sobreestimacio´n o subestimacio´n de la capacidad real
debido al tra´fico interferente [18].
3. Tren de paquetes: dadas las limitaciones en la varianza de la capacidad de la te´cnica
anterior, se plantea como solucio´n la te´cnica de tren de paquetes [19]. En esta se env´ıa
un grupo de N paquetes back-to-back desde el emisor al receptor. La dispersio´n media de
esos N elementos se utiliza para calcular la capacidad extremo a extremo del camino o
enlace [18]. Adema´s esta te´cnica permite estimar tambie´n latencia, pe´rdidas y jitter si se
incluyen las marcas de tiempo de los paquetes.
Este trabajo se centra en las medidas de red realizadas por el protocolo Q4S, puesto que
es el que se va a implementar. El Q4S realiza medidas activas de red poco intrusivas. Estas
medidas de red son en funcio´n del para´metro a medir, las siguientes:
1. Latencia: para medir la latencia, Q4S utiliza el me´todo PING para intercambiar paquetes
entre el cliente y el servidor. Basa´ndose en el intercambio de PING y la respuesta entre
cliente y servidor, se calcula el RTT. Para ello, se necesita un intercambio mı´nimo de 255
muestras. La latencia se calcula como la media del env´ıo de cada PING y la respuesta del
mismo. Por ello, se env´ıa el PING con el timestamp (marca temporal) en la cabecera del
mensaje, y cuando se recibe la respuesta se guarda el timestamp de la recepcio´n. Esto se
hace con la finalidad de que no influya la desincronizacio´n entre los relojes de los distintos
equipos.
2. Jitter: las medidas de jitter se realizan con todos los intervalos de tiempo entre la llegada
de los PINGs. No se tiene en cuenta el tiempo de respuesta. Para esto, tanto cliente como
servidor deben enviar estos mensaje PING con una periodicidad fija.
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3. Ancho de banda: en este protocolo no se mide el ancho de banda disponible ni la capaci-
dad, se mide si la comunicacio´n entre el cliente y el servidor alcanza un ancho de banda
determinado. En otras palabras, busca comprobar si el ancho de banda disponible por la
red es igual o mayor que el ancho de banda demandado. Para ello, tanto cliente como
servidor se intercambian mensajes UDP simulta´neamente.
Los mensajes UDP intercambiados deben tener un taman˜o de 1 KByte o superior. Adema´s,
deben incluir un nu´mero de secuencia. El me´todo empleado para realizar las medidas de
ancho de banda es el siguiente: dado un ancho de banda B que se quiere alcanzar, se
enviara´n 1000 trenes de N nu´mero de paquetes con una longitud L fijada (un tren por
milisegundo), por lo que N = BL∗1000 . En el ca´lculo se contara´ el nu´mero de paquetes
recibidos, y se dividira´ entre el intervalo de tiempo entre el primer y u´ltimo paquete UDP
de la medida de ancho de banda recibido.
4. Pe´rdida de paquetes: la medida de pe´rdida de paquetes se realiza simulta´neamente con
la medida de ancho de banda. La pe´rdida de paquetes se calcula gracias al nu´mero de
secuencia que se incluye en la cabecera de estos mensajes UDP. El ca´lculo del porcentaje
de paquetes perdidos es:
PL% =
NUM SEQMAX −#PAQUETES RECIBIDOS
NUM SEQMAX
100 (2.4)
2.2. Calidad de Experiencia (QoE)
La Quality of Experience (QoE) esta´ definida por la ITU como [20] la aceptabilidad general
de una aplicacio´n o servicio, tal como lo percibe subjetivamente el usuario final. Afecta al sistema
end-to-end, incluyendo el cliente, la terminal, la red, etc.
Como se matiza en [21], esta medida depende de la percepcio´n visual o auditiva humana, y
del grado de satisfaccio´n que el usuario final siente usando un determinado servicio. Esta depen-
dencia nos lleva a la conclusio´n de que se trata de un para´metro totalmente subjetivo. Adema´s
de esta subjetividad, dicha calidad percibida puede variar por diferentes factores independientes
del servicio o aplicacio´n, como son el contexto en el que se mide la QoE, el ambiente y otros
factores. Una correcta medida de la QoE supone realizar varios test al usuario, lo que conlleva
un consumo de tiempo elevado, as´ı como procesos muy costosos.
A pesar de que los para´metros que definen la QoS dependen de la aplicacio´n, en esta seccio´n
tomaremos la clasificacio´n dada por [22], donde son agrupados en tres clases:
1. La calidad del servicio/aplicacio´n en la fuente.
2. La calidad de la red.
3. La percepcio´n humana, donde se incluyen factores externos que afectan a e´sta.
Mientras que los dos primeros son objetivamente mensurables, la tercera resulta un poco ma´s
dif´ıcil de medir. Esta u´ltima suele expresarse como la puntuacio´n de la opinio´n media (MOS,
(Mean Opinion Score). El MOS es un sistema de medida en el que la ITU-T [23] estandarizo´
una escala del 1 al 5, en el que 5 es “excelente”, 4 es ”buena”, 3 es razonable”, 2 es “pobre” y
1 es ”mala”.
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2.2.1. QoE para v´ıdeo sobre IP
Los servicios de v´ıdeo deben de cumplir unas expectativas del usuario diferentes de otros
servicios. La percepcio´n del usuario va a ir muy relacionada a eventos como un tiempo de carga
muy elevado, interrupciones o un descarte de paquetes que afecte a la percepcio´n del v´ıdeo. Para
medir este grado de satisfaccio´n, se realizan me´tricas subjetivas sobre la calidad de experiencia
percibida teniendo en cuenta estos eventos. Adema´s, como se explica en la seccio´n 2.3, existen
tambie´n medidas objetivas que tratan de predecir la QoE en funcio´n de los para´metros de QoS.
Las medidas subjetivas esta´n basadas en la recoleccio´n de la informacio´n dada por los usua-
rios en vista de su experiencia con el servicio. Los resultados de estos test subjetivos se utilizan
normalmente como ground truth para la validacio´n del rendimiento de los modelos de medida
de calidad objetivos. El procedimiento normal de este tipo de medidas es el siguiente:
1. Preparacio´n del test. El test debe ser probado en el laboratorio con condiciones controladas
y en un ambiente de casa, el cual, es ma´s dif´ıcil de medir. Estas condiciones, tanto las
controladas en el laboratorio, como las de un ambiente de hogar, vienen recomendadas
por la ITU-R BT. 500-11. Con respecto a la seleccio´n del v´ıdeo fuente, se deben tener
diferentes factores en cuenta, como el color, la luminancia y otras caracter´ısticas espaciales
y de movimiento. Otro punto determinante es la eleccio´n de evaluadores. Se requieren al
menos 15 evaluadores no expertos, de los cuales se debe tener en cuenta sus caracter´ısticas
y cierta informacio´n personal (edad, sexo, ocupacio´n, etc.).
2. Ejecucio´n del test. La ejecucio´n del test abarca desde la conduccio´n de la prueba hasta
la recoleccio´n de los datos. En la ejecucio´n, el orden de la presentacio´n de los v´ıdeos
deber´ıa ser aleatorio, de cara a cubrir el ma´ximo de posibilidades bajo estudio. Existen
diversos me´todos que pueden ser utilizados. En el me´todo de escala de doble est´ımulo,
inicialmente se muestra el v´ıdeo original y posteriormente el procesado. En el me´todo de
escala de un u´nico est´ımulo, solo se muestra el v´ıdeo procesado. Por u´ltimo, en el me´todo
de comparacio´n de est´ımulo, se comparan dos v´ıdeos procesados.
3. Procesado de datos. El procesado incluye verificar la integridad de los datos y el descarte de
valores at´ıpicos y evaluadores poco convincentes. La puntuacio´n dada por los evaluadores
puede darse en distintas me´tricas. El MOS, por ejemplo, es para test con un so´lo est´ımulo.
Por otro lado, el DMOS, que es la diferencia entre MOS, es para test de doble est´ımulo.
2.2.2. QoE: jugabilidad
En esta subseccio´n se van a analizar los juegos online y la jugabilidad de e´stos segu´n los
para´metros QoS. Adema´s, se pondra´ el foco especialmente en los llamados juegos de tirador en
primera persona (First Person Shooter, FPS), ya que se asume que requieren unas caracter´ısticas
parecidas, o incluso ma´s restrictivas que las demandadas en la aplicacio´n del proyecto Racing
Drones.
Existen diferentes estudios, como [24], donde unos usuarios jugaban a dos juegos en un
entorno controlado. En este entorno, se iban introduciendo pe´rdidas y latencia a las distintas
partidas. Finalmente se preguntaba a los jugadores por la calidad percibida. Las principales
conclusiones extra´ıdas fueron las siguientes:
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1. Diferentes niveles de QoS provocan un desequilibrio en los juegos donde no hay mecanismos
para mitigar estas diferencias de QoS.
2. La percepcio´n de las pe´rdidas depende de los mecanismos que tenga el juego para paliarlas,
ya que en este caso se utilizaban dos juegos distintos y uno de ellos dejaba de funcionar con
el 4 % de pe´rdidas, mientras que el otro juego funcionaba hasta con un 35 % de pe´rdidas.
3. La latencia tiene un efecto ma´s severo sobre la QoE que las pe´rdidas.
Tambie´n merece la pena incluir otro estudio que inclu´ıa el efecto del jitter y de la latencia [25].
En e´ste, mientras un conjunto de jugadores juegan, van variando la latencia y el jitter de la
red. La pruebas se llevaron a cabo en diferentes juegos: un FPS, uno de deportes y un juego
de carreras. Adema´s, aparte de preguntar a los usuarios acerca de la calidad percibida para





De este estudio se dedujo que la latencia tiene un efecto muy significativo en el MOS, mientras
que en el GOS no se aprecia dicho empeoramiento. En cuanto al jitter, los jugadores si empiezan
a percibirlo cuando este es muy alto, sin embargo no influye en gran medida en la calidad
percibida. Con respecto al GOS, el jitter resulta completamente irrelevante.
Dados los resultados de los estudios anteriores, se puede decir que el para´metro de QoS que
ma´s influye es la latencia. Debido a esto, en [26], se concretan ciertas recomendaciones sobre
los retardos l´ımites para distintas aplicaciones. Para juegos online en tiempo real, basa´ndose en
[27], asume tres categor´ıas distintas, segu´n el punto de vista del jugador:
1. Omnipresente. Este tipo de juegos es el que tiene una mayor resistencia a la latencia.
Tiene un umbral de latencia aceptable (latencia en la cual el 75 % del rendimiento sigue
intacto) de 1000 ms. El ge´nero ma´s representativo son los juegos de estrategia.
2. Avatar en tercera persona. En esta perspectiva se controla un avatar, aunque con una
visio´n, por lo general, de vista de pa´jaro sobre el mismo. Tiene un umbral de latencia
aceptable de 500 ms.
3. Avatar en primera persona. Son los ma´s restrictivos. Tienden a exigir una mayor precisio´n
que los de tercera persona, ya que la perspectiva en primera persona exige una respuesta
inmediata. Es por ello que la ma´xima latencia aceptable es 100 ms.
Con todo ello, y debido a las caracter´ısticas del proyecto Racing Drones, el cual podemos
clasificar como un juego en primera persona, podemos concluir que para mantener la jugabilidad
deberemos prestar especial atencio´n a la latencia. Adema´s, al ser un juego en el mundo real, no
se podra´n implementar mecanismos con los que s´ı se cuenta cuando el entorno es virtual, como
la prediccio´n de movimiento.
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2.3. Relacio´n entre QoS y QoE
La relacio´n entre QoS y QoE es dif´ıcil de determinar ya que la calidad percibida del v´ıdeo
es subjetiva y puede cambiar segu´n el ambiente. Realizar una correlacio´n entre la QoS y la QoE
resulta complejo, ya que, dependiendo del tipo de v´ıdeo, un para´metro de QoS puede afectar
ma´s que otro [28]. Sin embargo, s´ı que existen distintos estudios que tratan de estimar la QoE
dados unos para´metros de QoS. Para ello, los modelos de calidad objetivos calculan las me´tricas
en funcio´n de para´metros QoS y otros factores externos. Existen diferentes maneras de obtener
las me´tricas de la QoE, que en [29] se clasifican en tres grupos:
1. Referencia completa (Full Reference, FR): se compara el v´ıdeo original, sin distorsiones,
con el v´ıdeo recibido.
2. Sin Referencia (No Reference, NR): solo esta´ disponible para el usuario el v´ıdeo recibido,
haciendo la estimacio´n de la calidad sin la referencia.
3. Referencia reducida (Reduced reference, RR): los para´metros vienen dados tanto del v´ıdeo
original como del v´ıdeo recibido.
Los modelos de referencia total y referencia reducida necesitan la comparacio´n con los v´ıdeos
originales, lo que provoca que estos modelos sean poco sostenibles para la estimacio´n de la QoE
online. Ambos modelos son intrusivos, ya que agregan carga adicional e innecesaria a la red o
servicio. El modelo sin referencia no an˜ade ninguna carga, por lo que es un modelo no intrusivo,
y ma´s favorable para realizar estimaciones online. Por ello, la velocidad y el rendimiento de
estas estimaciones son factores cr´ıticos a favor de este modelo.
Como clasificacio´n segu´n la entrada, la ITU propone la agrupacio´n de los distintos me´todos
en cinco clases [30]:
1. Modelos de capa de medios: utilizan la sen˜al de v´ıdeo para predecir la QoE. No requieren
informacio´n a priori del sistema bajo prueba, como el tipo de codificador o la tasa de
pe´rdida de paquetes. Se puede usar para evaluar sistemas desconocidos (por ejemplo,
comparacio´n u optimizacio´n de co´decs).
2. Modelos de la capa de para´metros del paquete: predicen la QoE gracias a la informacio´n de
la cabecera del paquete, lo que posibilita una medida muy ligera. La cabecera no contiene
la sen˜al de medios por ella misma. Por tanto, conlleva una dif´ıcil evaluacio´n de la QoE
dependiente del contenido.
3. Modelos de planificacio´n parame´trica: se toman los para´metros de calidad para redes y
terminales como su entrada. Requiere informacio´n a priori acerca del sistema bajo pruebas.
4. Modelos de la capa de flujo de bits: se encuentran entre los modelos de capa de medios y
los modelos de la capa de para´metros del paquete. Utilizan informacio´n del flujo de bits
codificado, adema´s de la informacio´n de la capa de paquete, de modo que puede tener en
cuenta las caracter´ısticas de evaluacio´n de calidad dependientes del contenido, con una
carga de ca´lculo relativamente ligera.
5. Modelos h´ıbridos: son una combinacio´n de los modelos previos. Son efectivos en te´rminos
de explotacio´n de la ma´ximo cantidad de informacio´n posible para predecir la QoE.
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Un ejemplo de estos modelos objetivos es VMAF (Video Multimethod Assessment Fu-
sion)[31]. Se trata de una herramienta que predice la calidad subjetiva combinando mu´ltiples
me´tricas de calidad elementales. El principio ba´sico es que cada me´trica elemental puede tener
sus propias fortalezas y debilidades con respecto a las caracter´ısticas del contenido fuente, el gra-
do de distorsio´n, etc. Gracias al fusionado de me´tricas elementales, VMAF obtiene una me´trica
final usando machine learning, concretamente Support Vector Machine, el cual asigna pesos a
las distintas me´tricas, proporcionando un valor final ma´s preciso. Adema´s el modelo es entre-
nado y probado usando la puntuacio´n de opinio´n media obtenida a trave´s de un experimento
subjetivo. Las me´tricas elementales empleadas por VMAF son:
Fidelidad de la informacio´n visual (VIF). VIF es una medida de calidad de imagen bien
adoptada basada en la premisa de que la calidad es complementaria a la medida de la
pe´rdida de fidelidad de la informacio´n. En su forma original, la puntuacio´n VIF es medida
como la pe´rdida de la fidelidad combinando cuatro escalas. Sin embargo, en VMAF se
adopta una versio´n modificada de VIF, en la cual la pe´rdida de fidelidad en cada escala
se asume como me´trica elemental.
Me´trica de pe´rdida de detalle (DLM). Es una me´trica de calidad de imagen basada en el
fundamento de medir de forma separada las pe´rdidas de detalle que afectan la visibilidad
del contenido y el deterioro redundante que distrae la atencio´n del espectador. Las me´tricas
originales combinan la DLM con otras medidas que miden el deterioro para alcanzar el
resultado final. Esta herramienta tan solo usa el DLM como me´trica elemental. Se presto´
especial atencio´n a casos especiales, como cuadros negros, donde los ca´lculos nume´ricos
para la formulacio´n original se descomponen.
Tanto VIF como DLM son me´tricas de calidad de imagen. Adicionalmente, en VMAF
tambie´n se tiene en cuenta las caracter´ısticas temporales del v´ıdeo:
Movimiento. Es una simple medida de la diferencia temporal entre frames adyacentes. Se
consigue mediante el ca´lculo de la media absoluta de las diferencias entre el componente
de luminancia de cada p´ıxel.
Estas me´tricas y caracter´ısticas elementales fueron seleccionadas entre otros candidatos a trave´s
de iteraciones de prueba y validacio´n.
2.4. Conclusiones
En este estado del arte se han estudiado los diferentes para´metros, te´cnicas y factores que
afectan a la QoS y la QoE. En concreto, los conceptos ma´s importantes que conviene extraer
son los siguientes:
La QoS puede dividirse en dos enfoques principales, la QoS extremo a extremo y la QoS
de la red. Dadas las caracter´ısticas de este trabajo, nos centraremos en la QoS de la red.
Los para´metros que vamos a medir de la red sera´n la latencia, el jitter, el ancho de banda
y las pe´rdidas. Tambie´n conviene distinguir entre ancho de banda disponible y capacidad
total, siendo el ancho de banda disponible el ma´s interesante para este TFM.
CAPI´TULO 2. ESTADO DEL ARTE 17
Medidas de calidad para la transmisio´n de v´ıdeo en entornos con restricciones de baja latencia
Existen dos te´cnicas predominantes para realizar las medidas: activas y pasivas. La me-
didas activas son ma´s precisas y ma´s sencillas pero, sin embargo, son ma´s intrusivas,
pudiendo influir en los para´metros de la QoS de la red. El protocolo Q4S realiza medidas
activas, sin embargo, trata de ser lo menos intrusivo posible.
La QoE es la experiencia percibida por el usuario. Esta QoE se puede dividir entre la QoE
del v´ıdeo y la QoE aplicada a la jugabilidad.
Con respecto a la jugabilidad, existen diferentes factores que son relevantes, poniendo el
foco principalmente en la latencia.
Dado que la percepcio´n del usuario es muy costosa de estimar y requiere participacio´n de
usuarios, se han desarrollado diferentes te´cnicas que tratan de estimar esta QoE objetiva-
mente, en especial, en este TFM, se utilizara´ la herramienta VMAF.
A partir de estos conceptos se ha desarrollado el trabajo expuesto en esta memoria.
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3
Marco de trabajo
Este cap´ıtulo describe el entorno de trabajo. Como se explicaba en el cap´ıtulo 1, este trabajo
esta´ enmarcado en el proyecto Racing Drones. Racing Drones es un proyecto basado en un dron
terrestre manejado v´ıa IP.
Para este proyecto se cuenta con un co´dec LHE a nivel de hardware, que codifica las ima´genes
tomadas por la ca´mara y las env´ıa al paquetizador. Este paquetizador inicia una sesio´n RTSP
(Protocolo de transmisio´n en tiempo real) entre el servidor y el cliente, donde se inicia una
sesio´n RTP [32] sobre UDP, en la cual el servidor env´ıa al cliente el producto de la codificacio´n
del LHE.
3.1. Protocolos y codificador
El codificador utilizado por el proyecto Racing Drones es el co´dec LHE [33] (Logarithmical
Hop Encoding). Se trata de un codificador que se caracteriza por funcionar en el dominio del
espacio, tener una baja complejidad computacional y una latencia muy baja. Sin embargo,
existen dos codec LHE diferentes sobre los que se va a trabajar.
El primero de ellos es el co´dec realizado por el grupo HPCN, el cual esta disen˜ado para
funcionar a nivel de hardware. Para realizar la codificacio´n, este co´dec divide el frame en blo-
ques LHE de taman˜o fijo H ×W , los cuales se codifican de manera independientemente unos
de otros. Tanto la altura como el ancho de los bloques pueden ser modificados durante la eje-
cucio´n de la aplicacio´n de manera manual en el lado del servidor. Adicionalmente, cuenta con
la posibilidad de codificar con distintos perfiles de color (YUV 4:0:0, YUV 4:2:0, YUV 4:2:2 o
YUV 4:4:4) y con diversos framerates. Como se ha comentado antes, al funcionar en el dominio
del espacio, codifican ma´s o menos en funcio´n de la redundancia espacial. Por consiguiente, los
bloques codificados van a tener un taman˜o variable. A dichos bloques se les an˜ade una cabecera
espec´ıfica, como es la mostrada en la figura 3.1, cuyo taman˜o ma´ximo es 8192 bytes. Como se
puede ver en esta cabecera, se incluye el tipo de bloque y el taman˜o de e´ste.
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Figura 3.1: Cabecera del bloque LHE.
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Figura 3.2: Cabecera del paquete LHE.
El resultado se encapsula en un paquete espec´ıfico para LHE [34]. Este paquete tiene la
cabecera de la figura 3.2, en la que los campos que ma´s nos interesa son los siguientes:
1. Profile: indica el perfil de color utilizado.
2. C(codec): indica la versio´n de LHE utilizada.
3. # Blocks: nu´mero de bloques en el paquete.
4. BH: altura del bloque.
5. BW: ancho del bloque.
6. IH: altura en bloques de la imagen.
7. IW: ancho en bloques de la imagen.
8. 1st block id: identificador del primer bloque que aparece en el paquete. En caso de aparecer
varios bloques solo se transmite el ID del primero.
Estos paquetes tienen un taman˜o siempre menor de 1500 bytes, para as´ı evitar la fragmentacio´n
en redes Ethernet, ya que se asume que la Maximum Transmission Unit(MTU) generalizada de
Internet es de 1500 bytes.
Posteriormente, ese paquete se env´ıa bajo el protocolo RTP. El formato de la cabecera RTP
obedece a la figura 3.3; donde M es el marker bit, el cual indica el final de un cuadro. PT o
payload type, indica el contenido de payload. P es una bandera que indica si hay padding, X
una bandera que indica si hay extensio´n de cabecera y por u´ltimo CC indica por cua´ntas fuentes
se transmite el v´ıdeo. Para el caso de paquetes LHE, deben ir a 0. Por u´ltimo, sequence number
es el nu´mero de secuencia asignado.
Por otro lado,en la Raspberry, el co´dec LHE con el que contaba estaba disen˜ado para soft-
ware. Este co´dec codificaba la imagen l´ınea a l´ınea, no por bloques. Adema´s, este co´dec cuenta
con dos para´metros modificables en caliente que son el nivel de cantidad de l´ıneas que se tiran y
el nu´mero de frames que se descartan. La salida de este codificador se empaqueta en un paquete
H264.
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timestamp
synchronization source (SSRC) identifier
V=2 P X CC M PT sequence number
Figura 3.3: Cabecera de RTP.
3.2. Topolog´ıa
La topolog´ıa disen˜ada para Racing Drones es la correspondiente con la figura 3.4. Se trata
de un dron terrestre que transmite el contenido a un servidor, el cual lo env´ıa a trave´s de la red
del proveedor de servicios de internet (Internet Service Provider, ISP) hasta llegar al usuario
final. Este usuario env´ıa una orden de vuelta al coche.
Como se puede observar, existen dos enlaces principales en esta red. El primero de ellos,
es el enlace entre el coche y el servidor, mientras que el segundo es el enlace entre el servidor
y el usuario final. Como ambos enlaces son independientes entre si, se tomo´ la decisio´n de
monitorizarlos de manera independiente. Para la realizacio´n de pruebas se caracterizara´ el enlace
entre el coche y el servidor como un enlace inala´mbrico mientras que el enlace entre el servidor y
el usuario final se caracterizara´ como un enlace cableado. En este proyecto, esta monitorizacio´n
se hace mediante el protocolo Q4S, el cual se explicara´ en el cap´ıtulo siguiente. Este protocolo
cuenta con un cliente y un servidor. En el enlace inala´mbrico se tomara´ el coche como servidor
Q4S y el servidor como cliente Q4S, y para el enlace cableado el servidor sera´ el servidor Q4S y el
usuario final sera´ el cliente. Ambos servidores Q4S cuentan con un actuador independiente. Cada










Figura 3.4: Topolog´ıa de Racing Drones
3.3. Conclusiones
En este cap´ıtulo se ha expuesto el entorno en el que se va a trabajar. En concreto se
ha descrito la aplicacio´n sobre la que se disen˜ara´ el actuador, explicando la codificacio´n y el
empaquetado para los diferentes dispositivos. Asimismo, se ha explicado la topolog´ıa de la red
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de Racing Drones, en la cual se debera´ llevar a cabo la monitorizacio´n con el protocolo Q4S.
Adema´s, la topolog´ıa tambie´n se va a tener en cuenta para el disen˜o del actuador, que dependera´
del escenario para el que actu´e.
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Sistema, disen˜o y desarrollo
En este cap´ıtulo se explica el sistema completo realizado. Dicho sistema consta de la imple-
mentacio´n de un protocolo, en concreto el protocolo Q4S, encargado de medir la calidad de la
red entre dos terminales. Por otro lado, en este sistema se ha desarrollado un mo´dulo actuador
encargado de ajustar la aplicacio´n para que el contenido multimedia que transmite se ajuste
a la calidad de red disponible, as´ı como encargado de realizar cambios en caliente sobre dicha
aplicacio´n para tratar de ofrecer la ma´xima calidad de experiencia. Por u´ltimo, se combinara´n
ambos mo´dulos de forma que las medidas efectuadas por el protocolo Q4S, sean aprovechadas
por el mo´dulo actuador, as´ı como que el protocolo mida los umbrales que demanda la aplicacio´n
sobre la que se centra este trabajo.
4.1. Quality for Service (Q4S)
El protocolo Q4S [1] fue desarrollado con la motivacio´n de poder adaptar una aplicacio´n en
tiempo real (como juegos online, aplicaciones de v´ıdeo interactivo, etc.) a las cualidades de la
red, y reaccionar, lo ma´s ra´pido posible, a cambios en la misma. Por ello, el Q4S debe tener
la capacidad de trabajar conjuntamente con cualquier tipo de aplicacio´n. Cabe destacar que
el Q4S no establece ningu´n tipo de sesio´n multimedia, ni es aprovechada para el transporte
de ninguna informacio´n de la aplicacio´n, sino que se trata de un protocolo de comunicacio´n
orientado a mensajes. De esta manera, se posibilita que este protocolo pueda ser ejecutado en
segundo plano y que su funcionalidad quede totalmente restringida a la monitorizacio´n de los
requisitos de red entre un servidor y un cliente. Sin embargo, estas medidas realizadas s´ı deben
de estar disponibles para que otra aplicacio´n pueda hacer uso de ellas.
El protocolo de Q4S consta de cuatro etapas:
1. Saludo o Handshake: en esta etapa se establece la conexio´n entre cliente y servidor.
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2. Negociacio´n o Negotiation: donde se negocian las condiciones de red iniciales entre ambos.
3. Continuacio´n o Continuity : etapa en la cual se realizara´n de manera continua medidas
para asegurar que las condiciones marcadas en la etapa anterior se esta´n cumpliendo y,
en caso contrario, notificarlo.
4. Terminacio´n o Termination: en esta etapa se da por finalizada la conexio´n entre el cliente
y el servidor.
Este protocolo se arrancara´ justo antes de iniciar una aplicacio´n cliente-servidor que necesite
cumplir requisitos de red relativos a latencia, jitter, ancho de banda disponible o pe´rdida de
paquetes. Una vez que se hayan acordado las condiciones de red en la etapa Negotiation, se
lanzara´ la aplicacio´n y el protocolo Q4S continuara´ midiendo la red y alertando en caso de ser
necesario.
Como se ha recalcado, este protocolo esta´ disen˜ado principalmente para trabajar en segundo
plano. Esto conlleva que el consumo de CPU del Q4S debe de ser muy bajo y, por otro lado,
que el tra´fico que genere no resulte demasiado intrusivo, en yuxtaposicio´n a lo explicado en el
Estado del arte (cap´ıtulo 2), en el que se expon´ıa co´mo las medidas activas eran intrusivas por
definicio´n.
4.1.1. Funcionamiento
A continuacio´n se explicara´ el funcionamiento del Q4S y posteriormente se detallara´ la
implementacio´n que se ha realizado. La figura 4.1 describe gra´ficamente dicho funcionamiento.
Como se ha explicado antes, este protocolo consta de 4 etapas: Handshake, en la que se
establece la conexio´n; Negotiation, en la que se negocian los requisitos de red; Continuity, en
la que se comprueba el cumplimiento de los requisitos previamente negociados; y Termination,
etapa en la que tan solo se cierra sesio´n.
La sesio´n comienza una vez que el cliente env´ıa una peticio´n, consistente en un mensaje
BEGIN. El servidor devuelve el mensaje con un 200 OK, en el cual en nuestro caso se incluyen
en un cuerpo SDP los requisitos de calidad impuestos por la aplicacio´n (umbrales de latencia,
jitter, ancho de banda y pe´rdidas en ambas direcciones), el procedimiento de medida que se
va a utilizar (en nuestro caso el utilizado por defecto), el tiempo entre PINGs consecutivos, el
tiempo mı´nimo entre alertas y el nu´mero de PINGs que se env´ıan en una misma ra´faga y el
modo de alerta. Existen dos modos de alerta posibles, segu´n el tipo de red:
1. q4s-aware-network : en la cual la red conoce el protocolo y se puede adaptar a los requisitos
de e´ste. Estos requisitos son le´ıdos por el cliente y se da paso al siguiente estado.
2. Pol´ıtica del servidor o reactivo: la red no conoce el protocolo y no interviene en el cum-
plimiento de los requisitos, por lo que las pol´ıticas empleadas corren de parte de un nodo
actuador al cual el Q4S se limitara´ a enviarle mensajes UDP del tipo ALERT cada vez
que se infrinjan los umbrales de red.
Una vez que ambas partes se han saludado, comienza la etapa Negotiation. La negociacio´n se
realiza en dos etapas. En la primera (fase 0) se mide la latencia y el jitter y en la segunda (fase
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Figura 4.1: Funcionamiento del Q4S.
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1) se mide ancho de banda y pe´rdidas. Adema´s, la negociacio´n consta de 11 niveles, que van del
nivel 0, en el que las restricciones son mayores, al nivel 10, en el que los umbrales son mucho
ma´s laxos. Despue´s del nivel 10 se asume que la red no cumple con los requisitos mı´nimos de la
aplicacio´n, de forma que el cliente env´ıa un mensaje CANCEL al servidor, dando por terminada
la sesio´n.
Para iniciar la fase 0, el cliente env´ıa un mensaje READY 0. Posteriormente, el servidor
responde con un mensaje 200 OK que, como en la fase Handshake, incluye de nuevo en el
cuerpo SDP las especificaciones de red. La inclusio´n de estos requisitos en el protocolo es una
de las mejoras realizadas, ya que se ha considerado ma´s conveniente actualizar esta informa-
cio´n recursivamente, para asegurarse de que ambos terminales comparten los mismos datos. El
cliente, despue´s de recibir la respuesta del servidor, comienza a enviar PINGs bajo UDP de
manera equiespaciada. Tanto el nu´mero de PINGs que se env´ıan como el tiempo que transcurre
entre dos emisiones consecutivas es impuesto por el servidor. El servidor, en cuanto recibe el
primer PING, empieza tambie´n el env´ıo de mensajes PING. Los PINGs son respondidos por
ambas partes segu´n se reciben, tratando de minimizar el tiempo de respuesta del receptor. Es-
tos mensajes PING tienen incluidos el timestamp del sistema y el nu´mero de secuencia que le
corresponda, mientras que la respuesta es un 200 OK al que se le incluye el nu´mero de secuencia
y el timestamp incluidos en el PING recibido. Adema´s, cuando el 200 OK es recibido se marca
con el timestamp de la llegada. Posteriormente, con el timestamp de llegada del 200 OK y
el timestamp de emisio´n del PING, se calcula la latencia y jitter tal y como se explica en la
subseccio´n 2.1.2.
Al final de esta fase 0, el cliente y el servidor se intercambian las medidas tomadas, incluidas
en un mensaje TCP tipo PING. En caso de que se cumplan los requisitos en ambas direcciones
se continua a la fase 1, y en caso contrario se vuelve al inicio de la etapa Negotiation, donde se
env´ıan los nuevos requisitos de red impuestos por la aplicacio´n correspondientes con el siguiente
nivel de QoS. Adicionalmente, en el caso de los escenarios reactivos, el servidor env´ıa un mensaje
ALERT al actuador con las medidas que no superan el umbral acordado.
Una vez superada la fase 0, se alcanza la fase 1. Esta fase sigue el proceso enumerado a
continuacio´n:
1. Al inicio el cliente env´ıa un mensaje READY 1, siendo respondido por el servidor con un
mensaje 200 OK al que se adjuntan nuevamente los requisitos de la red.
2. Tras ello comienza el intercambio entre servidor y cliente de trenes de paquetes PING.
Segu´n [1], los paquetes PING debera´n tener un payload de 1000 bytes, aunque por motivos
que se explicara´n al final de esta subseccio´n, en esta implementacio´n el taman˜o sera´
variable. Se enviara´n cada milisegundo N paquetes, siendo N el nu´mero de PINGs a
enviar para garantizar el ancho de banda requerido, tal y como se explica en la subseccio´n
2.1.2.
Para realizar las medidas, tanto en el servidor como en el cliente, se inicia un hilo en
paralelo que se encargara´ de realizar el env´ıo de los PINGs as´ı como el ca´lculo de N ,
mientras que en el proceso principal se contara´ con un sema´foro que controlara´ el hilo en
paralelo. Esto se ha ideado debido a que si se enviasen los mensajes en el hilo principal y se
esperase 1 milisegundo para proseguir el env´ıo, se asumir´ıa que el tiempo que se tarda en
enviar los mensajes es despreciable, lo que se ha comprobado experimentalmente que para
26 CAPI´TULO 4. SISTEMA, DISEN˜O Y DESARROLLO
Medidas de calidad para la transmisio´n de v´ıdeo en entornos con restricciones de baja latencia
umbrales de ancho de banda altos, el tiempo consumido se acerca bastante al milisegundo.
Con respecto al ca´lculo de N , dado que el nu´mero de paquetes a enviar cada milisegundo
no puede ser decimal, se ha implementado un bucle en el que se va aproximando al decimal,
de forma que en determinados trenes de paquetes incluir´ıa un paquete extra.
3. Finalmente se vuelven a intercambiar las medidas obtenidas con un mensaje TCP de
tipo PING igual que el de la fase 0. Si ambos sentidos cumplen con las restricciones de
la aplicacio´n, se da por terminada la etapa Negotiation, comenzando as´ı con la etapa
Continuity.
Un cambio que se ha realizado con respecto al borrador del protocolo Q4S es el env´ıo de un
mensaje tipo ALERT Continuity al Actuador, de forma que posibilita a e´ste para arrancar
la aplicacio´n. En el borrador, se sen˜alaba que era el protocolo Q4S el que enviaba un mensaje
HTTP a la aplicacio´n, pero con la intencio´n de estandarizar el protocolo y hacerlo interoperable,
se ha propuesto dicha solucio´n. Si por el contrario, no se cumplen las restricciones de red, de
nuevo se vuelve a empezar la etapa Negotiation, aumentando el nivel de QoS. En caso de que
el nivel QoS sea ma´ximo y no pueda aumentarse se pasar´ıa a la etapa Termination.
En la etapa de Continuity, los u´nicos para´metros de red que se miden son latencia, jitter
y pe´rdida de paquetes. Al igual que en la etapa anterior, el cliente env´ıa un mensaje READY
al servidor y e´ste responde con un 200 OK con los requisitos de la aplicacio´n en el cuerpo del
mensaje. Despue´s, cliente y servidor empiezan a intercambiar mensajes PING con sus respectivas
respuestas 200 OK, de la misma manera que se hac´ıa en la fase 0 de Negotiation, con la salvedad
de que adema´s de medirse la latencia y el jitter, tambie´n se miden las pe´rdidas de paquetes. Al
final de cada ra´faga se calculan los para´metros de QoS de la red y se intercambian las medidas
con un mensaje PING sobre TCP. El siguiente paso se dara´ en funcio´n de los resultados:
Si no se cumplen los l´ımites y el nivel QoS no es el ma´ximo, se env´ıa un ALERT al actuador,
aumenta en uno su nivel QoS y vuelve a empezar la etapa Continuity, esperando, adema´s,
un tiempo preacordado sin enviar un ALERT.
Si no se cumplen los l´ımites y el nivel QoS es el ma´ximo, se pasa a la etapa Termination.
Si se cumplen los l´ımites y el nivel QoS es el negociado en la etapa anterior, se vuelve al
inicio de la etapa para seguir con la monitorizacio´n.
Si se cumplen los l´ımites y el nivel QoS no es el negociado, se manda un RECOVERY al
actuador, se reduce en uno el nivel de QoS, y se vuelve a empezar la etapa, dejando un
tiempo negociado hasta enviar el siguiente RECOVERY.
Por u´ltimo, en la etapa Termination, se da por finalizada una comunicacio´n. El cliente
enviara´ un mensaje TCP tipo CANCEL al servidor y cerrara´ el socket sin recibir respuesta, y el
servidor a su vez enviara´ un mensaje UDP tipo ALERT Terminity al actuador. Posteriormente
se cierra el cliente mientras que el emisor se queda a la escucha a la espera de nuevas conexiones
de clientes.
Un ejemplo de esta comunicacio´n es la figura 4.2, en la que un cliente inicia la conversa-
cio´n con el servidor y al terminar la fase 0 de la etapa Negotiation la red no cumple con los
requerimientos impuestos. Entonces el servidor env´ıa un ALERT al mo´dulo actuador y vuelve
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Figura 4.2: Ejemplo de conversacio´n Q4S.
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a empezar la etapa Negotiation. En el segundo intento s´ı que cumple con las restricciones que
la aplicacio´n impone y pasan a Continuity, enviando el servidor un ALERT Continuity al ac-
tuador. Por u´ltimo, el cliente cuando da por finalizada la sesio´n env´ıa un mensaje CANCEL al
servidor, y e´ste a su vez un mensaje ALERT Termination al actuador para despue´s responder
al cliente con otro mensaje CANCEL.
En nuestro desarrollo, como se puede ver en la figura 4.1, se ha incluido una etapa ma´s
al inicio llamada Init, en la cual se inicializa el programa. En esta etapa, adema´s, se definen
tres procesos diferentes en paralelo, correspondientes con las tres ramas de la figura. El proceso
principal procesara´ los mensajes recibidos, as´ı como tambie´n los enviara´, gestionara´ la ma´quina
de estados del protocolo y se comunicara´ con el actuador. Los otros dos hilos recibira´n los
mensajes, uno de ellos los mensajes TCP y el otro los mensajes UDP. El hilo principal, cuando
recibe un mensaje TCP, automa´ticamente deja de leer los mensajes UDP hasta que el proceso
requiera de nuevo su lectura. Por ejemplo, en la fase 1 de la etapa Continuity, una vez que el
servidor ha recibido el mensaje TCP tipo PING con el resultado de las medidas, elimina los
mensajes UDP recibidos despue´s, hasta, o bien alcanzar la fase 1 y realizar las mediciones de
ancho de banda, o bien volver a la fase 0. Como consecuencia de este borrado de mensajes,
se asumira´ un error por el cual mensajes que han llegado con una latencia muy grande sera´n
tomados como paquetes perdidos. Por otro lado, como proteccio´n para este posible exceso de
latencia, a la hora de realizar los ca´lculos, se empiezan a leer los u´ltimos mensajes recibidos en
primer lugar, de forma que queden descartados los mensajes repetidos recibidos antes.
Adicionalmente, se ha introducido la posibilidad de variar el taman˜o del paquete a mandar
durante la medida del ancho de banda en la etapa Negotiation. La posibilidad de variar esta
longitud de mensaje, permite poder medir el ancho de banda y las pe´rdidas para el taman˜o
de paquete que utilizara´ la aplicacio´n. Como se ha explicado en la seccio´n referencia a factores
cr´ıticos 2.1.1, la longitud de los paquetes representa un factor cr´ıtico de cara a caracterizar la
red dependiendo de en que´ escenario se este´ trabajando.
Por otro lado, el protocolo Q4S desarrollado para este proyecto ofrece tres posibilidades para
la presentacio´n de los resultados. Estas posibilidades son:
Guardar las medidas realizadas, as´ı como la etapa en la que se encuentra y el timestamp
de la toma de la medida.
Imprimir por pantalla las medidas tomadas, as´ı como las alertas enviadas y una marca
que se activa cuando las medidas superan los para´metros de umbral.
Indexar los datos extra´ıdos en una base de datos Influxdb. Dicha base de datos es utilizada
por Grafana para mostrar la informacio´n requerida. Los datos son enviados a la base de
datos Influxdb enviando desde el Q4S una peticio´n HTTP POST al final de las etapas
Negotiation y Continuity.
4.1.2. Ana´lisis de rendimiento
Como se explica al principio de esta seccio´n, el Q4S es un protocolo disen˜ado para funcionar
en segundo plano junto a otra aplicacio´n con ciertos requisitos de red. El hecho de funcionar en
un segundo plano conlleva que el rendimiento del Q4S debe estar bastante optimizado, y que no
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Figura 4.3: Uso de la CPU por el Q4S con respecto al tiempo.
sea muy intrusivo a nivel de red, sobre todo en la etapa de Continuity que es cuando se ejecuta
en paralelo la aplicacio´n.
Por ello, para comprobar que el rendimiento era el correcto se realizaron diferentes pruebas
que monitorizaban el uso de la CPU. Para realizar estas pruebas se conto´ con un programa
que le´ıa la ocupacio´n de la CPU de un equipo. Posteriormente, se implemento´ un programa
que corr´ıa el protocolo Q4S entre dos terminales diferentes. Para estas pruebas se utilizaron una
Zynqberry a modo de servidor y un PC a modo de cliente. Se forzo´ que ambos extremos corrieran
sobre un so´lo nu´cleo. A continuacio´n, el programa capturaba el uso de CPU de la Zynqberry
cada segundo, y repet´ıa esta misma operacio´n 100 veces para as´ı poder calcular una estimacio´n
representativa del uso medio de la CPU. Se monitorizo´ el uso de CPU de la Zynqberry ya que
se ha considerado que sera´ el factor limitante de esta comunicacio´n, asumiendo as´ı que el uso de
CPU en el PC sera´ menor. Una vez obtenidas estas 100 medidas, para calcular la estimacio´n, se
hizo una interpolacio´n lineal entre ellas para as´ı cuadrar el timestamp y el nu´mero de muestras,
con el fin de realizar la media aritme´tica de todas las medidas tomadas.
El resultado obtenido en consecuencia de dicho proceso es el observado en la figura 4.3. En
e´sta se pueden observar dos picos. El primero de ellos es debido a que el servidor, cuando esta´
a la escucha esperando la conexio´n de un cliente, consume en torno al 10 % de CPU del nu´cleo.
El segundo se corresponde con el uso de CPU en la fase 1 de la etapa Negotiation, durante la
medida del ancho de banda, ocupando algo ma´s del 10 % de CPU del nu´cleo. Sin embargo, una
vez superada la etapa Negotiation, el rendimiento del sistema es bueno, ya que el uso de CPU
desciende hasta aproximadamente cero.
Adema´s de controlar el uso de CPU, tambie´n se estudio´ el impacto que supon´ıa a nivel de
red. Se establecio´ una conexio´n cableada entre la Zynqberry y el PC, sobre la que se ejecuto´ el
protocolo Q4S, siendo el PC el servidor y la Zynqberry, el cliente. Los requisitos de ancho de
banda que se fijaron fueron de 2MB en ambas direcciones. Se realizaron 25 capturas del tra´fico
generado por el Q4S durante 95 segundos. Despue´s, igual que en la prueba de uso de CPU, se
30 CAPI´TULO 4. SISTEMA, DISEN˜O Y DESARROLLO























Figura 4.4: Ancho de banda medio consumido por el Q4S con respecto al tiempo.
hizo una interpolacio´n lineal de todas las muestras y se calculo´ la media de estas medidas.
El resultado obtenido es el que se puede observar en la figura 4.4. En e´sta se puede apreciar
claramente cua´l es el pico en el que mide el ancho de banda, en el que alcanza los 4MB de tra´fico
generado, que se corresponde a la suma del tra´fico generado en ambas direcciones, fruto de los
requisitos fijados que demandaban 2MB del servidor al cliente y 2MB del cliente al servidor.
Una vez superada la medida de ancho de banda, se observa co´mo el tra´fico generado en la etapa
Continuity es despreciable, de tal manera que genera un tra´fico cruzado inexistente que es lo
ido´neo para poder ejecutar la aplicacio´n con normalidad.
En conclusio´n, se puede afirmar que el protocolo Q4S que se ha implementado no hace
un uso alto de la CPU, as´ı como tampoco genera un tra´fico excesivo de red, reducie´ndose
bastante en la etapa Continuity, que es en la que se va a ejecutar la aplicacio´n. Por tanto,
el rendimiento es bastante o´ptimo pudiendo funcionar en segundo plano sin perturbar otros
servicios y aplicaciones que se deseen utilizar de manera principal.
4.2. Actuador
Este mo´dulo se encarga de ajustar las propiedades de la aplicacio´n en funcio´n del tra´fico que
e´sta genera y de las caracter´ısticas QoS de la red sobre la que va a funcionar. A partir de estas
restricciones, el actuador tratara´ de que la aplicacio´n ofrezca la calidad de experiencia ma´xima.
Para ello, se encargara´ de dos tareas principales. La primera de ellas sera´ fijar las caracter´ısticas
iniciales del contenido de la aplicacio´n, en funcio´n de los para´metros tomados por el protocolo
Q4S en la etapa de negociacio´n. La segunda tarea sera´ reaccionar a posibles variaciones de la
red, aplicando cambios en caliente durante la ejecucio´n del servicio.
Dado que este TFM esta enmarcado en el proyecto Racing Drones, la aplicacio´n para la cual
se va a disen˜ar este actuador sera´ para la transmisio´n de un v´ıdeo codificado con el codificador
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LHE y enviado sobre RTP. Por ello, es conveniente realizar un estudio del tra´fico generado
por dicha aplicacio´n para marcar cua´les son dichas caracter´ısticas de QoS que debe cumplir la
red. Por otro lado, como el actuador tiene la funcio´n de maximizar la QoE en funcio´n de los
para´metros QoS medidos, se va a realizar un estudio de co´mo afectan diferentes problemas de
red a la QoE, y que´ caracter´ısticas de la aplicacio´n ofrecen una mayor QoE en funcio´n de ciertos
para´metros de QoS. A continuacio´n se detallara´n sendos estudios realizados.
4.2.1. QoS
Para realizar este estudio de la calidad de servicio, se han llevado a cabo unas medidas
pasivas del tra´fico de red correspondiente a la transmisio´n de un v´ıdeo LHE. Para esto, se
creo´ un escenario compuesto por la Zynqberry conectada por cable a un router (router 1), que
mediante un puente, se conectaba de manera inala´mbrica al otro router (router 2), el cual se
conectaba por cable al PC. Adema´s, en el enlace cableado entre la Zynqberry y el router 1, se
ha an˜adido un µTAP1. Se trata de un dispositivo u´til para analizar el tra´fico de un enlace. En
este escenario, se ha conectado el µTAP al PC, donde se analizaba la trama y se comparaba
con la recibida en el PC. Dado que el PC so´lo contaba con una interfaz de red, se utilizo´ un
adaptador ethernet a USB, el cual pod´ıa introducir un poco de ruido a la sen˜al recibida.
La ca´mara Zynqberry captaba las ima´genes gracias a una Raspbery cam, las cuales eran
codificadas con el co´dec LHE, empaquetadas con un formato espec´ıfico, detallado en la seccio´n
3.1, y transmitidas. En el lado del PC, se recib´ıa la trama con las ima´genes, las decodificaba y las
reproduc´ıa. Estas ima´genes eran grabadas en un entorno de oficina, con la ca´mara esta´tica, lo que
no deb´ıa suponer ningu´n problema ya que este codificador no utiliza informacio´n temporal. En
las pruebas realizadas se realizaban transmisiones de 5 segundos, con diferente tasa de refresco,
perfil de color y taman˜o de bloque LHE. Para capturar el tra´fico se utilizo´ la herramienta
tcpdump. Posteriormente, se filtraba con la herramienta tshark para guardar so´lo los paquetes
pertenecientes a una sesio´n RTP.
El primer para´metro que se quer´ıa obtener era el ancho de banda. En la tabla 4.1 se pueden
ver los resultados obtenidos. Estos resultados muestran co´mo a medida que desciende el nu´mero
de cuadros por segundo, desciende significativamente el ancho de banda consumido. Tambie´n,
cuando se env´ıa el frame con un perfil de color YUV 4:2:0, consume ma´s ancho de banda que
so´lo transmitiendo con un perfil de color de YUV 4:0:0. A la hora de comparar el taman˜o de
bloques LHE, se aprecia co´mo el ancho de banda disminuye cuando se trata de bloques y no de
l´ıneas. Esto encuentra explicacio´n, en que si se aprovecha tanto la redundancia vertical, como
la redundancia horizontal, la codificacio´n sera´ ma´s eficiente. Adicionalmente, se observa que
por lo general, los paquetes ma´s grandes suelen acarrear menor ancho de banda, lo que puede
deberse a que se an˜aden menos cabeceras de bloque y, tambie´n, dependiendo de la imagen, que
cuanto mayor es un bloque mayor informacio´n no necesaria se puede eliminar, al tratarse de
un co´dec con codificacio´n espacial. Otro aspecto a destacar en la tabla es que, para tasas de
refresco bajas, la variacio´n de ancho de banda entre las tasas de refresco medidas es menor que
la variacio´n de ancho de banda para los dos perfiles de color a una misma tasa de cuadros por
segundo.
Otra medida que se ha realizado ha sido el tiempo transcurrido entre paquetes consecutivos.
De esta medida se extraen dos tipos de informacio´n que pueden ser de utilidad, una de ellas
1http://cubro.org/index.php/component/zoo/item/cubro-utap
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Tabla 4.1: Medidas de ancho de banda en funcio´n de las caracter´ısticas del co´dec.
fps perfil de color Altura del bloque Ancho del bloque Ancho de banda
55 YUV420p 1 320 5.97 MB
55 YUV420p 1 640 5.89 MB
55 YUV420p 6 160 5.66 MB
55 YUV420p 8 128 5.43 MB
55 YUV400p 1 320 4.51 MB
55 YUV400p 1 640 4.61 MB
55 YUV400p 6 160 4.43 MB
55 YUV400p 8 128 4.44 MB
36 YUV420p 1 320 4.00 MB
36 YUV420p 1 640 3.98 MB
36 YUV420p 6 160 3.85 MB
36 YUV420p 8 128 3.8 MB
36 YUV400p 1 320 3.18 MB
36 YUV400p 1 640 3.07 MB
36 YUV400p 6 160 2.95 MB
36 YUV400p 8 128 2.96 MB
18 YUV420p 1 320 2.07 MB
18 YUV420p 1 640 2.04 MB
18 YUV420p 6 160 1.97 MB
18 YUV420p 8 128 1.97 MB
18 YUV400p 1 320 1.60 MB
18 YUV400p 1 640 1.59 MB
18 YUV400p 6 160 1.54 MB
18 YUV400p 8 128 1.54 MB
13 YUV420p 1 320 1.57 MB
13 YUV420p 1 640 1.56 MB
13 YUV420p 6 160 1.51 MB
13 YUV420p 8 128 1.50 MB
13 YUV400p 1 320 1.22 MB
13 YUV400p 1 640 1.21 MB
13 YUV400p 6 160 1.16 MB
13 YUV400p 8 128 1.08 MB
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Figura 4.5: ECDF del tiempo entre llegadas de paquetes para una misma tasa de cuadros por
segundo.
es el tiempo transcurrido entre dos paquetes consecutivos pertenecientes a un mismo frame,
los interarrivals, y la otra es el tiempo transcurrido entre dos cuadros consecutivos, el tiempo
intraframe. Ambos se han extra´ıdo gracias a las caracter´ısticas tanto de la cabecera LHE, como
de la cabecera RTP, sin necesidad de inspeccionar el paquete. Tambie´n se han utilizado las
medidas pasivas tomadas por el µTAP, tanto el tiempo de env´ıo de frames consecutivos, como
el tiempo entre paquetes consecutivos. Las medidas tomadas en el env´ıo y en la recepcio´n sera´n
comparadas con el fin de visualizar co´mo var´ıa cuando se introduce a la red. Esta medida tiene
especial repercusio´n en el jitter, ya que si la diferencia de tiempos entre el env´ıo de dos paquetes
consecutivos de un mismo cuadro es muy alta, y el jitter de la red es alto, puede provocar que los
paquetes vengan desordenados, lo que puede suponer que se descarten estos paquetes o incluso
el cuadro entero.
En la funcio´n de distribucio´n emp´ırica de los tiempos entre env´ıo/recepcio´n de secuencias
con una misma tasa de refresco de la gra´fica 4.5, se puede ver co´mo afecta el taman˜o de los
bloques y el perfil de color sobre dichos tiempos entre paquetes. Se ve co´mo para el perfil de color
YUV 4:2:0 el tiempo medio entre salidas es menor que para el YUV 4:0:0. Tambie´n se puede
observar que con respecto a la emisio´n, la ECDF de la recepcio´n se suaviza, lo que significa que
los paquetes enviados con una diferencia entre env´ıos ide´ntica, en la recepcio´n se observa que
estos tiempos han variado levemente. As´ı mismo, es destacable cua´ndo ocurre la recepcio´n de
todos los paquetes del cuadro. Por ejemplo, para el perfil de color YUV 4:2:0, sobre todo los
codificados por bloques LHE, aunque la mayor´ıa de los paquetes se env´ıan con una diferencia
de tiempo muy pequen˜a, el 100 % de los paquetes se env´ıan de manera muy tard´ıa, habiendo
entre estos tiempos una gran varianza.
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Figura 4.6: Funcionamiento del VMAF.
4.2.2. QoE
Para el ana´lisis de la calidad de experiencia se ha utilizado la herramienta VMAF. Como ya
se ha expuesto en el cap´ıtulo 2, esta herramienta compara dos v´ıdeos que toma como entradas.
Los v´ıdeos que se han comparado han sido el v´ıdeo original, y el v´ıdeo transmitido en un entorno
local. Para realizar este estudio se ha hecho uso de un programa realizado por el grupo HPCN,
sobre el que se realizaron modificaciones para ajustarlo a los efectos que se quer´ıan estudiar.
El esquema de funcionamiento es el mostrado en la figura 4.6. Inicialmente se realiza una
reduccio´n de la tasa de cuadros por segundo del video original, para posteriormente codificar el
v´ıdeo a un formato LHE para transmitirse sobre un entorno local (localhost) y, por otro lado,
convertir el v´ıdeo original a un formato aceptado como entrada de VMAF para tomarlo como
v´ıdeo de referencia. A su recepcio´n se decodifica y se convierte al formato de entrada de VMAF
para poder ser comparado. Cabe destacar que VMAF no permite realizar comparaciones entre
dos v´ıdeos con diferente tasa de cuadros por segundo.
En el ana´lisis de v´ıdeo desarrollado por el grupo HPCN, se midio´ el efecto del taman˜o del
bloque LHE sobre la puntuacio´n de VMAF cuando en la transmisio´n hay pe´rdidas. Tambie´n se
incluyo´ el resultado del efecto del taman˜o de bloque LHE en la medida anterior. Los resultados
se pueden ver en la figura 4.7, en ella se puede apreciar co´mo las pe´rdidas en la red afectan
claramente sobre la calidad percibida, independientemente del taman˜o del bloque, que no afecta
significativamente a la calidad percibida, ya que la varianza de las puntuaciones de una misma
clase es muy similar a la varianza entre clases.
Para este trabajo, realizamos un segundo ana´lisis, en el que se asumı´a que el taman˜o de
bloque y de paquete no influ´ıa en la calidad en vista de los resultados previamente obtenidos.
Por ello, para un taman˜o de bloque LHE fijo, se probo´ co´mo afectaba la variacio´n de diferentes
para´metros de calidad de servicio con respecto a la calidad subjetiva. Estos para´metros se han
probado a trave´s de la herramienta netem. Se trata de una mejora de Linux que permite an˜adir
retardos, agregar pe´rdidas, duplicar paquetes y dema´s caracter´ısticas a los paquetes salientes
de una interfaz de red seleccionada. Los para´metros que se probaron fueron:
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Figura 4.7: Puntuacio´n VMAF en funcio´n de las pe´rdidas en la red y del taman˜o del bloque
LHE.
1. Latencia: se probaron los valores de 0, 8 y 15 milisegundos.
2. Jitter: Se utilizaba el cociente entre la latencia y los coeficientes 2, 3, 4.
3. Ancho de banda: Se tomaron los anchos de banda de 100Mbits/s 30Mbits/s y 10MBits/s.
4. Pe´rdida de paquetes: se introdujeron pe´rdidas de 0 %, 10 % y 20 %.
De estas medidas se extrajeron diferentes conclusiones. La primera de ellas, que ya se hab´ıa
mencionado anteriormente, es el hecho de que las pe´rdidas son las que ma´s afectan a la calidad
percibida. La segunda conclusio´n es, que adema´s de las pe´rdidas fijadas por netem, si un ancho
de banda es suficientemente pequen˜o, se traduce en pe´rdidas, lo que se refleja a su vez en una
disminucio´n de la calidad percibida, como se puede ver en la figura 4.8.
No obstante, existen algunos resultados de dicha gra´fica que no se ajustan a lo comentado
hasta el momento. Estos valores se corresponden a los situados en la esquina inferior izquierda,
en los que las pe´rdidas son iguales, pero sin embargo la puntuacio´n de VMAF es distinta en
funcio´n de las pe´rdidas fijadas. Para indagar acerca de que´ para´metro provocaba este descenso
de la puntuacio´n VMAF, se hizo una gra´fica que incluyese la influencia de la latencia y del
jitter. Los resultados son los que se ven en la figura 4.9. En ella se puede ver, que para retardos
distintos de cero, las pe´rdidas medidas aumentaban cuando el ancho de banda era bajo. Sin
embargo, no se aprecia ninguna influencia del jitter en las medidas realizadas.
Por otro lado, un factor que se ha tenido muy en cuenta en este trabajo ha sido la influencia
de la latencia en la jugabilidad. En la subseccio´n 2.2.2, se han analizado diferentes investigaciones
al respecto, llegando a la conclusio´n de que la latencia ma´xima admisible para juegos en primera
persona, como es el caso de Racing Drones es 100 milisegundos. Sin embargo, dado que se trata
de un juego cuyo contenido no es continuo, sino que lo que se ve es un muestro de lo observado
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Figura 4.8: Puntuacio´n VMAF en funcio´n de las pe´rdidas medidas, las pe´rdidas fijadas, y el




















 ﬁjadas (%) 0 10 20
Figura 4.9: Puntuacio´n VMAF en funcio´n de la latencia fijada y las pe´rdidas medidas y fijadas.
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por la ca´mara, la latencia permitida se vera´ afectada por esa tasa de muestreo. Si un jugador
debe tener constancia del movimiento que ha ejecutado en menos de 100ms, significa que desde
que el jugador ejecuto´ la orden, hasta que recibe la imagen, teniendo en cuenta el tiempo de
codificacio´n y decodificacio´n y la tasa de refresco de cuadro (fps), pasan como ma´ximo 100ms.
Por tanto, suponiendo que el tiempo de codificacio´n y de decodificacio´n es despreciable, la









Con ese requisito, la ma´xima latencia de red posible para las diferentes tasas de cuadros por
segundo que ofrece el co´dec LHE, es la reflejada en la tabla 4.2. Donde se puede ver que para
la tasa de refresco de 9 cuadros por segundo, la latencia permitida es 0ms, ya que esta tasa
entrega un cuadro cada 111 milisegundos.
4.3. Integracio´n del sistema
En este apartado se realizo´ la integracio´n del sistema. Para ello, se contaba con dos partes,
una primera parte que consist´ıa en incluir el protocolo Q4S en ambos dispositivos y hacer que
ambos mo´dulos se comuniquen, y un segundo apartado que consist´ıa en el disen˜o de la ma´quina
de estados del actuador, y la comunicacio´n de este actuador a su vez con la aplicacio´n, de
forma que pueda modificarla como considere oportuno. Hay que tener en cuenta que, segu´n el
dispositvo (Zynqberry o Raspberry), var´ıa el codificador y el paquetizador implementados en el
mismo, lo que conlleva que, dependiendo del dispositivo, se podra´n modificar unos para´metros
u otros. Por tanto, se va a explicar la integracio´n del sistema implementado en funcio´n del
dispositivo.
4.3.1. Zynqberry
Este dispositivo cuenta con un codificador LHE, que codifica las ima´genes que le van llegando
de la ca´mara Raspberry Pi v2.1. Este codificador, es capaz de codificar bloques con un taman˜o
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ajustable. Posteriormente, el paquetizador implementado en este dispositivo, empaqueta cada
bloque LHE con una cabecera espec´ıfica, que a su vez se empaqueta en un paquete tipo LHE, el
cual se env´ıa sobre RTP. El sistema completo tiene la posibilidad de realizar cambios en caliente
de los frames por segundo, el taman˜o de los bloques LHE y sobre el perfil de color.
Posteriormente se instalo´ el servidor del protocolo desarrollado. El protocolo media la calidad
de la red y cuando no se cumpl´ıan las restricciones, enviaba un mensaje tipo ALERT al puerto
27017.
El actuador estaba a la escucha de mensajes tipo ALERT en ese mismo puerto. Una vez
que recib´ıa el ALERT, analizaba los para´metros recibidos y decid´ıa su pro´ximo salto en la
ma´quina de estados que se explicara´ ma´s tarde. Una vez realizado dicho salto, el actuador
implementado enviaba un peticio´n HTTP POST con los cambios a realizar en el codificador a
un servidor de aplicacio´n web que se encargaba de ello. Este servidor de aplicacio´n web creado
tiene dos funciones principales, aplicar los cambios que recibe del actuador en el codificador y,
por otro lado, actualizar los requisitos de red demandados por la aplicacio´n, que en funcio´n de
las caracter´ısticas de los cambios en caliente realizados tendra´n distintos valores. Los requisitos
de red son le´ıdos por el protocolo Q4S, siendo e´stos los nuevos umbrales demandados por el
mismo.
Adicionalmente, se han realizado cambios sobre el paquetizador, haciendo que el taman˜o
ma´ximo de los paquetes sea modificable. Esta modificacio´n se realizara´ antes de comenzar la
transmisio´n y se fijara´ el mismo taman˜o que el utilizado en el Q4S en la fase 1 de la etapa
Negotiation durante la medida del ancho de banda.
Con todo ello, se ha realizado el diagrama de estados que se puede ver en la figura 4.10. En
e´l se pueden distinguir dos etapas. La primera de ellas correspondiente a la etapa Negotiation, y
la segunda etapa la correspondiente con la etapa Continuity. Para ambas etapas los para´metros
comunes a modificar sera´n el nu´mero de cuadros por segundo y el perfil de color, mientras que
el para´metro en el que difieren es, en la etapa Negotiation, el taman˜o del paquete que se enviara´,
y en la etapa Continuity, el taman˜o del bloque LHE.
Lo que se persigue con este actuador es que en funcio´n de la calidad de servicio medida se
apliquen cambios que no afecten a la calidad de experiencia percibida, y en caso de que afecte
que sea lo mı´nimo posible. Por ello, se han tenido en cuenta los siguientes factores.
Se buscara´ que la jugabilidad sea ma´xima, intentando que la latencia desde la ca´mara
hasta la pantalla del usuario final sea menor que 100ms.
La calidad percibida es mayor con perfil de color YUV 4:2:0 que con perfil de color YUV
4:0:0, sin embargo, el perfil de color 4:0:0 es menos restrictivo que el YUV 4:2:0.
El taman˜o de los bloques apenas afecta a la calidad percibida.
Una reduccio´n de los cuadros por segundo disminuye los requisitos tanto de ancho de
banda, como de latencia y jitter.
Segu´n el escenario en el que se este´ trabajando, el taman˜o de paquete afectara´ de for-
ma diferente, siendo, como se ha visto en el cap´ıtulo 2, ma´s beneficioso para disminuir
las pe´rdidas de paquetes pequen˜os para ambos escenarios, y por otro lado, los paquetes
grandes consumen menos ancho de banda. Sin embargo, para disminuir la latencia, es ma´s
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Figura 4.10: Ma´quina de estados disen˜ado para la Zynqberry.
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beneficioso reducir el taman˜o del paquete para los enlaces inala´mbricos, mientras que en
el caso de los escenarios LAN, una reduccio´n del nu´mero de paquetes enviados (paquetes
ma´s grandes) puede hacer que la latencia sea menor.
Cuanto ma´s alta es la tasa de refresco, menor es la tasa de llegadas entre cuadros. Adema´s,
el tiempo de llegadas entre paquetes de un mismo cuadro var´ıa, haciendo que puedan llegar
desordenados, mezcla´ndose con las llegadas del cuadro siguiente, lo que puede provocar
pe´rdidas.
Por tanto, el diagrama de estados cambia segu´n el escenario en el que se este´ trabajando,
ambos tendra´n los mismos estados, sin embargo variara´ el salto entre estados en los que solo
se altera el taman˜o del paquete y del bloque LHE. Para el escenario inala´mbrico, tal y como
se ha visto en los factores expuestos anteriormente, tanto cuando haya pe´rdidas en la red como
cuando haya una latencia demasiado alta, se disminuira´ el taman˜o del paquete y del bloque
LHE. Cuando haya problemas de ancho de banda se aumentara´ el taman˜o del paquete. Para
enlaces por cable, con respecto a problemas en la red con el ancho de banda disponible y con
problemas de latencia, se aumentara´ el taman˜o del paquete o de bloque LHE, mientras que
para problemas con las restricciones de pe´rdidas de paquetes se tomara´ la decisio´n de enviar
paquetes ma´s pequen˜os.
Una vez que el taman˜o del paquete y el taman˜o del bloque LHE no se puedan aumentar
o diminuir ma´s, se pasa a modificar el resto de para´metros que s´ı que afectan a la calidad de
experiencia. En las primeras fases, se tratara´ de reducir el nu´mero de cuadros por segundo antes
que el perfil de color, hasta llegar en torno a los 30 fps, ya que como se ha comentado antes,
apenas disminuye la calidad. En el caso de este actuador, aplicara´ esta pol´ıtica hasta alcanzar
los 27 frames por segundo, manteniendo el perfil de color YUV 4:2:0. Una vez alcanzada esa
tasa, se pasara´ a variar el perfil de color y la tasa de cuadros por segundo de manera intercalada.
Es decir, primero se pasara´ de perfil de color YUV 4:2:0 a YUV 4:0:0, y en el siguiente salto se
disminuira´ el nu´mero de cuadros por segundo, restableciendo de nuevo el perfil de color YUV
4:2:0.
A medida que se disminuye la tasa de cuadros por segundo, las medidas de latencia se van
haciendo ma´s restrictivas. Aun as´ı, se ira´ disminuyendo esta tasa para que el tra´fico generado
sea menor, ya que es la u´nica accio´n posible que se puede ejecutar en la aplicacio´n para que
disminuya esta latencia.
Estos saltos se dara´n cada vez que se reciba un mensaje tipo ALERT del servidor Q4S, a
excepcio´n del ALERT Continuity y del ALERT Termination. No obstante, cuando se recibe por
parte del servidor un mensaje RECOVERY, no se deshace el camino, sino que lo que se busca
es maximizar la calidad de experiencia, es decir, cuando se recibe un RECOVERY se obvia
el taman˜o del bloque LHE, y se pasa a un estado en el que, o bien se aumenta el nu´mero de
cuadros por segundo, o bien se pasa de perfil de color YUV 4:2:0 a YUV 4:0:0.
Cuando se recibe un mensaje tipo ALERT Continuity, el actuador inicia la sesio´n de trans-
misio´n del v´ıdeo con las caracter´ısticas negociadas en la primera etapa. Esto quiere decir que
cuando se pasa de la etapa Negotiation a la etapa Continuity, el actuador permanece en el mismo
estado. Esta sesio´n RTP es finalizada por el actuador cuando recibe un ALERT Termination.
Por u´ltimo, el mo´dulo que ejecuta los cambios en la aplicacio´n es comu´n a ambos actuadores,
tanto el del escenario con conexio´n cableada, como para el del escenario con conexio´n wifi.
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Tabla 4.3: Umbrales de los para´metros QoS para la Zynqberry.
fps Perfil de color Latencia Jitter Ancho de banda Pe´rdidas
55 YUV420p 41ms 20 6 MB 30 %
36 YUV420p 36ms 40 4.00 MB 30
27 YUV420p 32ms 70 3.10 MB 30
27 YUV400p 32ms 80 2.40 MB 30
22 YUV420p 27ms 100 2.40 MB 30
22 YUV400p 27ms 100 2.0 MB 30
18 YUV420p 23ms 130 2.1 MB 30
18 YUV400p 23ms 130 1.6 MB 30
13 YUV420p 14ms 200 1.6 MB 30
13 YUV400p 14ms 200 1.3 MB 30
9 YUV400p 5ms 200 850 KB 30
Adema´s, este mo´dulo, como se ha mencionado antes, es el encargado de modificar los requisitos
de red a demandar por el protocolo Q4S. Estos requisitos de red han sido fijados en funcio´n
de la tabla 4.1 y de la tabla 4.2, as´ı como en funcio´n de los factores vistos al inicio de esta
subseccio´n. Los requisitos tan so´lo var´ıan cuando se cambia la tasa de refresco o el perfil de
color. Se asume que los cambios en los para´metros QoS que provocan los diferentes taman˜os de
bloque LHE no son suficientes como para cambiar los umbrales, y adema´s, lo que se persigue
realizando cambios en el bloque es que el tra´fico generado se adapte a la red, lo cual no se puede
medir por el Q4S, pero si se puede observar el efecto provocado. Las restricciones impuestas
para cada nivel son las de la tabla 4.3. Las restricciones se fijaron de la siguiente manera:
Latencia: la latencia calculada en la tabla 4.2. Para el u´ltimo nivel la latencia demandada
es 5ms ya que una latencia de 0ms es inalcanzable.
Jitter: el jitter ma´ximo permitido es el tiempo entre llegadas entre el u´ltimo paquete de
un cuadro y el primer paquete del cuadro siguiente.
Ancho de banda: el ma´s restrictivo calculado en la tabla 4.1.
Pe´rdidas: el porcentaje de pe´rdidas estimado en funcio´n del estudio de la puntuacio´n
VMAF obtenido en la figura 4.7.
4.3.2. Raspberry
El sistema con el que cuenta la Raspberry consta de un codificador LHE, que codifica l´ınea
a l´ınea, desaprovechando la redundancia vertical, por lo que los bloques de codificacio´n no
sera´n modificables. La salida de este codificador se empaqueta con la cabecera de un mensaje
H264 en lugar de empaquetarlo con una cabecera espec´ıfica como era el caso anterior. Por otro
lado, este codificador cuenta con un servidor HTTP que recibe peticiones para poder realizar
cambios en caliente sobre la codificacio´n del v´ıdeo. El primero de estos cambios es discard, que
se corresponde al nivel de descarte de l´ıneas, es decir, tira l´ıneas en funcio´n del nivel elegido,
para luego reconstruir la imagen en recepcio´n. Este nivel va del 0 al 5, y cuanto ma´s alto sea,
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ma´s l´ıneas descartadas. Con este me´todo se asume una perdida de calidad en la imagen recibida.


























Figura 4.11: Ma´quina de estados disen˜ada para la Raspberry.
Por ello, el actuador realizado, sigue el diagrama de estados correspondiente con la figura
4.11. En el que en cada estado se va aumentando poco a poco el nivel de Discard, y cuando su
valor es ma´ximo se empiezan a descartar frames. A medida que se cambia de estado disminuye
la calidad de experiencia. Los saltos entre un estado y otro tienen lugar cuando se recibe un
ALERT, en el cual se salta de un estado al ma´s pro´ximo con una calidad inferior, mientras que
si se trata de un mensaje RECOVERY, se pasa al estado que aumenta la calidad percibida.
Dados los u´nicos cambios que se pueden realizar para este dispositivo, no es posible realizar
dos actuadores distinguiendo de si se trata de un enlace cableado o un enlace inala´mbrico.
Adema´s, como en el caso anterior, cuando recibe del Q4S un mensaje ALERT Continuity
inicia la recepcio´n del v´ıdeo, el cual esta´ continuamente envia´ndose desde el emisor, y cuando
recibe un mensaje ALERT Termination pone fin a esta recepcio´n.
4.4. Conclusiones
En esta seccio´n se ha explicado todo el desarrollo llevado a cabo, as´ı como la integracio´n de
todos sus mo´dulos en sendos dispositivos. En primer lugar, se ha realizado un protocolo Q4S que
mide latencia, jitter, ancho de banda y pe´rdidas para la monitorizacio´n de la red. Cuando detecta
un problema, el Q4S notifica al actuador, el cual realiza cambios en la aplicacio´n. El actuador
depende de la aplicacio´n desarrollada, por lo que dependera´ en gran medida de la aplicacio´n
sobre la que se trabaja. Para este proyecto se trabajo´ con dos co´dec LHE, pero implementados
de manera diferente, uno para la Zynqberry (por hardware) y otro para la Raspberry (por
software).
Para la primera implementacio´n del co´dec LHE se realizo´ un estudio para determinar co´mo
poder maximizar la QoE respetando la QoS de la que se dispon´ıa. En este estudio, se llegaron
a las siguiente conclusiones:
El para´metro QoS que ma´s influye en la calidad percibida son las pe´rdidas. Otros factores
como un ancho de banda muy limitado tambie´n supone un empobrecimiento de la QoE. De
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igual forma pasa con la latencia, la cual si es muy elevada reduce la calidad de experiencia.
El taman˜o de bloque LHE no es relevante para la QoE, aunque e´ste s´ı que influye en el
ancho de banda consumido por la aplicacio´n.
El tiempo de llegadas entre paquetes en una sesio´n RTP puede dar infomacio´n del jitter
a partir del cual se pueden empezar a detectar problemas.
A medida que se disminuye la tasa de cuadros por segundo, se hace ma´s restrictiva la
latencia de red permitida.
Gracias a esta informacio´n y a la vista en el estado del arte, se realizo´ el actuador para esta
implementacio´n. En concreto se realizaron dos, uno para cada escenario, en el que cambiaba la
pol´ıtica a la hora de variar el taman˜o de los paquetes. Con respecto a la segunda implementacio´n
del co´dec LHE, se realizo´ un actuador que determinaba el comportamiento de la aplicacio´n
descartando l´ıneas y frames.
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Pruebas y Resultados
La simulacio´n de este trabajo se centra principalmente en validar el protocolo y el actuador
implementado. Dicha validacio´n se ha realizado mediante dos pruebas diferentes, tal y como se
muestra en la figura 5.1. En la primera de ellas se cuenta con una red esta´tica, es decir, una red
con unos para´metros fijos de latencia, jitter, ancho de banda y pe´rdidas. En la segunda prueba
se configura una red cuyos para´metros de QoS var´ıan a lo largo del tiempo. Por tanto, en el
primer supuesto, se comprobara´ si el funcionamiento del protocolo Q4S en su fase Negotiation
es correcto. En la segunda prueba se tratara´ de probar la fase Continuity. Adema´s, se probara´
el funcionamiento del Q4S de manera conjunta con el mo´dulo actuador.
5.1. Preparacio´n de las pruebas
Para la realizacio´n de sendas validaciones, se ha utilizado la herramienta netem. Esta he-
rramienta so´lo ha sido utilizada sobre la interfaz de red del ordenador, no en el dispositivo
(Zynqberry o Raspberry), por lo que este filtro so´lo se aplicara´n en un sentido. Los valores de
los para´metros de QoS de la red que se han utilizado en sendas pruebas, han sido los siguientes:
Pruebas










Figura 5.1: Estructura de las pruebas realizadas.
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Figura 5.2: Densidad de probabilidad cubierta por cada desviacio´n esta´ndar en una distribucio´n
normal.
1. Latencia: los retardos an˜adidos a la red en las pruebas esta´ticas han sido 0ms, 5ms y
10ms. Estas medidas se han elegido con el fin de probar si el comportamiento en la
fase Negotiation es correcto. Para ello, el umbral de latencia elegido para realizar los
experimentos ha sido 5ms. De esta manera, en el primer caso, el Q4S deber´ıa superar la
fase 0 de la etapa Negotiation, en el segundo caso puede superarla o no (dependiendo del
jitter), y en el tercer caso no deber´ıa superarla de ningu´n modo. Para las pruebas esta´ticas
se ha variado de manera aleatoria la latencia en un intervalo entre 0 y 10.
2. Jitter: como se ha demostrado en la subseccio´n 2.1.1, se puede definir el jitter como
la varianza de la latencia. Adema´s, sabiendo que la herramienta netem genera el jitter
siguiendo una distribucio´n normal, y que la latencia mı´nima esta´ acotada inferiormente
en 0, se ha llevado el siguiente razonamiento:
Dada una distribucio´n normal como la de la figura 5.2, en la que existe la propiedad que
dicta que en el intervalo µ − 2σ, µ + 2σ] se encuentra comprendida, aproximadamente el
95,6 % de la distribucio´n, y que el espacio muestral en el que se llevan a cabo las pruebas
esta´ acotado entre [0, ı´nf), y debido a que se quiere que la distribucio´n normal respete sus
caracter´ısticas de simetr´ıa; se debe cumplir que µ − 2σ = 0 por lo que el jitter ma´ximo
que se propone sera´ σ = µ2 .
Por ello, para que las medidas realizadas este´n centradas en la latencia, se tomara´ como
valor ma´ximo de jitter aquel que incluya la mayor cantidad de muestras posibles, en
nuestro caso, fraclatencia2. Adema´s de este coeficiente, tambie´n se realizaron pruebas
con los coeficientes de jitter 3 y 4. El resultado entre la latencia y el coeficiente de jitter
se redondea al nu´mero inferior. Es decir, que para la latencia de 0ms no se va a introducir
jitter, para la de 5ms el jitter que se introducira´ sera´ jt = |5ms2 | = 2, jt = |5ms3 | = 1.
3. Ancho de banda: el ancho de banda elegido para limitar la salida de la interfaz de red ha
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Tabla 5.1: Para´metros QoS por defecto de las redes utilizadas.
Escenario Latencia(ms) Jitter(ms) Pe´rdidas( %)
LAN 0.53 0.057 0 %
WLAN 2.24 2.37 0 %
sido 50 Megabits, 28 Megabits y 20 Megabits. Por otra parte, el umbral del Q4S en una
primera ronda es 28Mbits, mientras que en los niveles de QoS posteriores, es 20Mbits. A
priori, deber´ıa superar la fase 1 siempre, aunque para las pruebas con el ancho de banda
limitado a 20 Megabits debera´ pasar por la fase 1 dos veces, de forma que alcance el nivel
1 de QoS.
4. Pe´rdida de paquetes: la pe´rdida de paquetes esta´ implementada por netem mediante el
descarte aleatorio de un porcentaje de paquetes antes de que estos sean encolados. Para
estas pruebas, los valores elegido como la probabilidad de que un paquete se pierda han
sido 10 %, 5 % y 1 %. Al incluir la bandera random en netem, la probabilidad de pe´rdidas
sera´ algu´n valor pro´ximo a los valores seleccionados. El umbral de pe´rdidas que esta´
configurado en el Q4S en ambos sentidos es de 5 %.
Estos experimentos han sido llevados a cabo en dos escenarios distintos. El primero de ellos
se trata de una conexio´n cableada entre el PC y la Zynqberry, pasando por el router. Sobre
ellos se corr´ıa el protocolo Q4S, siendo el PC el cliente y la Zynqberry el servidor. El segundo
escenario trataba de una conexio´n inala´mbrica entre la Zynqberry y el router, que a su vez
estaba conectado con un cable Ethernet al ordenador. El acceso wifi de la Zynqberry se obtuvo
gracias a un adaptador wifi a USB. En este escenario, como en el anterior, se probo´ el protocolo
Q4S, situando el servidor en la Zynqberry y el cliente en el PC.
Conviene tener en cuenta los para´metros de ambas conexiones para dar validez a los experi-
mentos realizados. Por ello, utilizando la herramienta ping, se ha medido la latencia, el jitter, y
las pe´rdidas de ambos escenarios. Para que las medidas fueran va´lidas, se deb´ıa de contar con un
nu´mero suficiente de muestras, y por tanto se enviaron en torno a 1000 PINGs, tomando como
resultados la media de la latencia, la media de jitter, y el porcentaje de pe´rdidas con respecto
el total. Estos para´metros se encuentran en la tabla 5.1.
5.2. Pruebas esta´ticas
Estas pruebas ten´ıan como finalidad comprobar el correcto funcionamiento del Q4S en la
etapa Negotiation. Se deb´ıa comprobar que las medidas que realizaba se correspond´ıan con la
realidad. Por tanto, lo que se ideo´ fue un programa que fijaba un filtro de netem a la interfaz de
red del PC, combinando las caracter´ısticas de latencia, jitter, pe´rdidas y ancho de banda pre-
viamente descritas, y posteriormente dando inicio al protocolo Q4S entre el PC y la Zynqberry.
Estas medidas se guardaban para as´ı dar lugar a los resultados mostrados a continuacio´n. Las
medidas del Q4S que se guardaban eran las siguientes: etapa en la que se encontraba(donde 0
es Negotiation y 1 es Continuity), marca temporal (timestamp) de la realizacio´n de la medida,
latencia de subida y de bajada, jitter de subida y de bajada, ancho de banda de subida y de
bajada, pe´rdidas de subida y de bajada, nivel de QoS, y una bandera que se levantaba cuando
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Figura 5.3: Latencia de subida vs. Latencia de bajada en LAN.
las medidas superaban el umbral. Se entiende por subida la medida tomada por el servidor, y
viceversa. En lo que resta de esta seccio´n se van a exponer estos resultados, dividie´ndolos entre
latencia, jitter, ancho de banda y pe´rdidas.
5.2.1. Latencia
Para comprobar que las medidas de latencia realizadas son correctas, se enfrento´ en una
gra´fica las medidas de latencia realizadas por el cliente y las medidas de latencia realizadas por
el servidor. La gra´fica resultante se puede ver en la figura 5.3 y en la figura 5.4
En la figura 5.3 se puede observar co´mo las medidas pintadas esta´n bastante centradas
en la diagonal, lo que significa que las medidas tomadas de latencia de subida respecto de
bajada coinciden. A medida que la latencia va aumentando se empieza a apreciar una dispersio´n
generada por el jitter. Por ello, cuando el jitter es 0, no se aprecia ninguna distorsio´n. No´tese
tambie´n, que a pesar de que se ha introducido una latencia de 0ms, 5ms y 10ms, en ambas
gra´ficas la latencia medida aparece centrada en torno a 0ms, 2.5ms y 5ms. Esto es debido a que,
como se ha especificado en la subseccio´n anterior, la herramienta netem solo ha sido utilizada
en la salida de la interfaz de red del PC, actuando so´lo en los paquetes de salida por lo que el
retardo incluido se reflejara´ afectando al RTT . Con lo cual, el resultado es el obtenido al dividir
entre dos la latencia an˜adida.
La figura 5.4 se corresponde a la gra´fica del escenario inala´mbrico. En esta se pueden apreciar
las mismas afirmaciones con respecto a que las medidas se encuentran centradas en la diagonal.
Sin embargo, al tratarse de una red wifi, con las caracter´ısticas por defecto sen˜aladas en la
tabla 5.1, se observa una mayor dispersio´n de dichas muestras, an˜adiendo un jitter mayor y una
latencia ma´s elevada.
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Figura 5.4: Latencia subida vs. Latencia de bajada en WLAN.
5.2.2. Jitter
El jitter se trata de una medida de varianza de la latencia. Este retardo viene an˜adido
por el filtro creado por la herramienta netem, siguiendo lo explicado en la introduccio´n, en el
que cabe destacar que dicha herramienta an˜ade un jitter aleatorio entre ciertos valores. Por
ello, no tiene sentido enfrentar el jitter medido de subida y de bajada, ya que son medidas
independientes entre s´ı. Por ello, se hara´ uso de las gra´ficas 5.3 y 5.4 para justificar su medida,
ya que nuevamente esa dispersio´n de la latencia coincide con el jitter fijado.
5.2.3. Pe´rdida de paquetes
Por otro lado, se comprobo´ el correcto funcionamiento del protocolo a la hora de medir el
porcentaje de pe´rdida de paquetes. Para comprobarlo, se ha dibujado una gra´fica en la que se
puede ver el porcentaje de pe´rdidas medido con respecto al porcentaje de pe´rdidas fijado en
netem. Esta gra´fica se corresponde con la figura 5.5.
En esta gra´fica se puede ver co´mo los valores medidos esta´n centrados en la diagonal con
respecto a los valores fijados. La dispersio´n observada se debe a la seleccio´n del filtro aleatorio
en la herramienta netem, que hace que las pe´rdidas sean un valor aproximado de las deseadas.
Por otro lado, se observan puntos muy alejados de estas modas. Como se puede ver en la escala
de color, estos outlayers encuentran explicacio´n en las limitaciones de ancho de banda fijadas,
traducie´ndose tambie´n en pe´rdidas en el sistema.
5.2.4. Ancho de banda
De nuevo, para el ancho de banda, se ha optado por enfrentar el ancho de banda medido
en el cliente contra el ancho de banda medido en el servidor. El resultado es el mostrado en la
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Figura 5.5: Pe´rdidas de subida vs. Pe´rdidas de bajada.
figura 5.6.
A modo de recordatorio, queda resen˜ar que el Q4S no mide el ancho de banda disponible,
sino que mide si la red dispone de un ancho de banda solicitado. Los anchos de banda solicitados
son 28Mbps y 20 Mbps. Por tanto, las restricciones que se ejerzan sobre la red, so´lo afectaran
en el caso de que los umbrales sean mayores que las restricciones.
Con todo ello, la figura muestra co´mo el ancho de banda medido esta´ situado alrededor del
ancho de banda solicitado, tanto para subida como para bajada. Sin embargo, se puede ver que
el ancho de banda de subida y de bajada medido no es igual siempre, ya que la herramienta
netem solo interfiere en la tarjeta de red, por lo que en un sentido s´ı cumplira´ las restricciones,
mientras que hacia el otro, cuando haya restricciones de red, no cumplira´.
5.3. Pruebas dina´micas con Zynqberry
Las pruebas dina´micas han sido realizadas para comprobar el funcionamiento del protocolo
Q4S en su etapa Continuity, es decir, ver co´mo se comporta la aplicacio´n frente a cambios. Para
ello, nuevamente se han utilizado ambos escenarios explicados en la introduccio´n del cap´ıtulo.
Por lo tanto, se disen˜o´ un programa para automatizar las pruebas que lanzaba el Q4S, tanto
en el cliente (PC) como en el servidor (Zynqberry), y aplicaba un filtro sobre la interfaz de
red de salida del PC. Como lo que se buscaba en esta prueba era validar el funcionamiento
de la etapa Continuity, se iniciaba la aplicacio´n sin ningu´n filtro hasta que alcanzaba la etapa
Continuity, una vez alcanzada dicha etapa se iba variando el jitter, la latencia y las pe´rdidas,
dejando de lado el ancho de banda, ya que segu´n se explica en el borrador de Q4S, no se hacen
comprobaciones del ancho de banda en esta etapa. Adema´s, se han eliminado las restricciones
de red, de forma que no llegase a la etapa Termination, y no hubiera que volver a lanzar el
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Figura 5.6: Ancho de banda de subida vs. Ancho de banda de bajada.
cliente de nuevo. El resultado, tanto para el escenario cableado como para el inala´mbrico, es el
que se puede observar en la figura 5.7 y 5.8.
Con respecto a la figura 5.7, se observa que a medida que se va variando la latencia de salida,
las medidas realizadas por el Q4S van variando tambie´n. El efecto del jitter tambie´n se refleja,
haciendo que las medidas tomadas disten ma´s de sus valores teo´ricos cuando la latencia fijada
es alta. El mismo efecto pero ma´s acentuado se puede ver en la figura 5.8, debido al jitter que
an˜ade la red inala´mbrica.
La figura 5.7 se corresponde con la ECDF tanto de los para´metros reales, como de los
para´metros medidos en el escenario cableado. Se puede ver co´mo ambas tienen la misma for-
ma, pero se aprecia que la curva de las medidas esta´ levemente desplazada a la derecha. Este
desplazamiento es originado por el retardo que an˜ade la red sobre los mensajes transmitidos.
Para probar el actuador se ha utilizado el mismo procedimiento que anteriormente, con la
salvedad de que tambie´n se ha lanzado el Actuador y se han fijado nuevamente las restricciones.
Para comprobar que tanto el Q4S como el actuador esta´n coordinados, es decir, que ambos son
conscientes del estado de la red, se ha dibujado el nivel QoS que ambos han obtenido de manera
independiente, producto de los mensajes tipo ALERT y tipo RECOVERY intercambiados, y
de los algoritmos de estimacio´n del nivel de QoS presentes en el cliente, en el servidor y en el
acuador. Adema´s, tambie´n se deb´ıa apreciar como el protocolo volv´ıa al estado inicial una vez
que se alcanzaba la etapa Termination, fijando el nivel QoS a cero y restableciendo los valores
iniciales.
Como se puede ver en la figura 5.10, el comportamiento es el esperado, siendo el nivel QoS
del Actuador el mismo que el nivel QoS del protocolo del cliente y del servidor. El procedimiento
que este sigue es el siguiente:
1. Se va aumentando el nivel QoS hasta que se llega a un acuerdo, en este caso en 6.
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Figura 5.8: Latencia medida dina´micamente en WLAN.
52 CAPI´TULO 5. PRUEBAS Y RESULTADOS









Distribución de la probabilidad Medidos Reales














Módulo Continuidad QoS level del actuador
QoS level
 del Q4S servidor
QoS level Q4S
 del cliente
Figura 5.10: Nivel QoS del Actuador, Nivel QoS del servidor Q4S y nivel QoS del cliente Q4S
con respecto al tiempo.
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Figura 5.11: Latencia de subida medida por el cliente Q4S.
2. Una vez en la etapa Continuity se mantiene el nivel hasta que empieza a haber restricciones
de red. Entonces es cuando se vuelve a aumentar el nivel QoS.
3. Cuando estas restricciones cesan, se reduce de nuevo el nivel QoS, pero sin superar el nivel
QoS negociado al principio.
4. La red vuelve a empeorar, por lo que se incrementa sucesivamente el nivel QoS, pero
esta no cumple con los requisitos establecidos ni en el nivel ma´s alto, por lo que se env´ıa
un mensaje ALERT Termination, finalizando as´ı la sesio´n y reestableciendo los valores
iniciales en el actuador.
5.4. Pruebas dina´micas con Raspberry
En esta seccio´n se han realizado pruebas que verifican el funcionamiento del sistema en la
Raspberry. Sin embargo, para la visualizacio´n de esta informacio´n, se ha optado por la opcio´n
de visualizacio´n implementada haciendo uso de Grafana. Para realizar estas pruebas, se ha
creado un programa de automatizacio´n de pruebas que mediante la herramienta netem se fijan
filtros sobre la salida de la interfaz de red que van variando cada 30 segundos, y en caso de
que se haya cerrado la aplicacio´n por haber superado el nivel QoS ma´ximo, llegando as´ı a la
etapa Termination, la lanza de nuevo eliminando los filtros de red hasta que alcanza la etapa
Continuity. En las gra´ficas 5.11 y 5.12 se puede ver el dashboard generado. Al estar validando la
etapa Continuity, las medidas que se han dibujado han sido latencia (figura 5.11) y jitter (5.12).
En ambos se observa co´mo las medidas tomadas se ajustan bastante bien a las fijadas. Adema´s,
tambie´n se aprecia que cuando las medidas superan el umbral establecido (franja roja), se acaba
finalizando la comunicacio´n.
5.5. Conclusiones
En este cap´ıtulo se han validado los diferentes mo´dulos realizado durante el proyecto. En
primer lugar, se ha validado el comportamiento del Q4S en su etapa Negotiation mediante unas
pruebas esta´ticas y, posteriormente, se han realizado unas pruebas dina´micas para probar la
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Figura 5.12: Jitter de bajada medido por el servidor Q4S.
etapa Continuity. De estas pruebas esta´ticas se ha concluido que la latencia medida se ajusta
bastante a la latencia esperada, as´ı como por otro lado, tambie´n se ha observado el efecto que el
jitter puede tener en la latencia. Con respecto a las pe´rdidas, en este proyecto se han generado
tirando paquetes de manera aleatoria, por lo que no siempre sera´ la misma medida. Sobre las
medidas de ancho de banda, se ve como muchas veces el ancho de banda medido se asemeja
bastante al esperado. Por u´ltimo, se han visualizado las medidas realizadas con la Raspberry,
en la que se han obtenido resultados muy similares que para los de la Zynqberry.
La conclusio´n principal que se puede extraer de este cap´ıtulo es, que tanto el cliente Q4S, co-
mo el servidor Q4S, como el actuador, funcionan de manera coordinada, realizando las medidas
de una manera bastante ajustada a la realidad. E´sto, junto con el hecho de que funciona correc-
tamente para ambos dispositivos, permite afirmar que el sistema implementado es interoperable
y funcional, independientemente de la ma´quina de estados que siga el actuador.
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6
Conclusiones y trabajo futuro
En este apartado se va a realizar un breve resumen del trabajo realizado, exponiendo las
ideas principales que se han extra´ıdo, y plantendo los aspectos ma´s relevantes del ana´lisis, tanto
del sistema desarrollado, como de los resultados obtenidos. A continuacio´n se relacionara´ el
TFM con lo aprendido en el ma´ster, y por u´ltimo, se hara´n algunas propuestas de trabajo
futuro que se consideren interesantes.
6.1. Conclusiones
En el cap´ıtulo 1, se expusieron los principales objetivos de este trabajo. Por ello en primer
lugar se hara´ una descripcio´n del estado de los objetivos marcados al inicio del proyecto:
Se ha desarrollado un protocolo Q4S, capaz de realizar medidas de los diferentes para´me-
tros de la QoS de la red en tiempo real, con una intrusio´n muy baja y un uso de la
CPU despreciable. Adema´s, este protocolo es capaz de notificar cuando no se cumplen las
restricciones marcadas por una aplicacio´n.
Se ha implementado un actuador, que dadas las caracter´ısticas del tra´fico, env´ıa un men-
saje HTTP a un servidor de aplicacio´n web encargado de la aplicacio´n con las nuevas
caracter´ısticas del servicio.
Se ha realizado un actuador para cada dispositivo y cada escenario de Racing Drones.
Para ello, se ha personalizado este actuador en vista de los para´metros modificables de
la aplicacio´n de Racing Drones. Para realizarlo, se ha estudiado el tra´fico generado por
la aplicacio´n las diferentes caracter´ısticas de codificacio´n del LHE y de paquetizacio´n
llevada a cabo para esa informacio´n. Tambie´n se ha hecho un estudio sobre como afectaban
diferentes para´metros de QoS a la QoE calculada por VMAF para v´ıdeos codificados con
LHE.
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Se han realizado pruebas para validar los objetivos anteriores, utilizando diferentes esce-
narios y realizando diferentes simulaciones de red.
Por otro lado, se han cumplido las tareas expuestas en el cap´ıtulo 1 con sus respectivos
entregables, fundamentales para la realizacio´n de este trabajo.
Para ser ma´s concreto, se ha desarrollado un protocolo en C++, ideado para sistemas UNIX,
en el que se med´ıa la calidad de un enlace entre dos usuarios, en nuestro caso un cliente y un
servidor. Adema´s, este protocolo no solo deb´ıa funcionar sobre dispositivos terminales, sino que
adema´s ten´ıa que funcionar para dispositivos cuya CPU pod´ıa ser un factor limitante, pudiendo
funcionar en un segundo plano.
Asimismo, este protocolo ten´ıa que ser resistente a redes con unas caracter´ısticas muy des-
favorables, como puede ser una latencia muy alta, jitter, un porcentaje de pe´rdidas alto, y una
capacidad de red muy limitada, pero sin perder de vista su principal funcio´n de ser apto para
entornos con restricciones de baja latencia. Adicionalmente, se han propuesto diferentes mejoras
y aportaciones para dotarlo de interoperabilidad y hacerlo ma´s eficiente.
Con respecto al desarrollo del actuador, al no poder hacerse un actuador estandarizado ya
que cada aplicacio´n requiere sus propias caracter´ısticas, se han desarrollado tres actuadores
diferentes, que a pesar de que siguen la misma estructura y persiguen el mismo objetivo, los
medios para alcanzarlo eran bien distintos.
Para realizar el actuador de la Zynqberry, se ha realizado un ana´lisis del tra´fico generado por
la aplicacio´n y un estudio la QoE de la aplicacio´n. Sobre el ana´lisis del tra´fico de red generado
se han extra´ıdo conclusiones como que el taman˜o de los bloques de LHE afecta al ancho de
banda, as´ı como que la latencia permitida depende en gran medida de la tasa de cuadros por
segundo.
Con respecto al estudio de la QoE, en vista de los resultados dados por la herramienta
VMAF, se concluye que el taman˜o de los bloques LHE y el taman˜o de los paquetes que se elijan
no suponen una mejora en la calidad relevante. Las pe´rdidas son totalmente determinantes en la
QoE, a pesar de que el LHE tiene mayor resistencia a perdidas que otros codificadores. Adema´s,
un ancho de banda limitado tambie´n disminuye la QoE, ya que esta reduccio´n de ancho de
banda se traduce en un aumento de las pe´rdidas. La latencia tambie´n reduce significativamente
la puntuacio´n recibida por el VMAF, aunque afecta ma´s gravemente a la jugabilidad.
Por u´ltimo, para la realizacio´n de este Trabajo de Fin de Ma´ster, se ha hecho uso de varios
conocimientos y te´cnicas aprendidos en el ma´ster. En concreto, destaca la influencia de siete
asignaturas, como son Gestio´n de Redes, Planificacio´n de Redes, Tecnolog´ıas y Servicios de
Internet, Sistemas Electro´nicos Integrados y Proyectos en Ingenier´ıa de Telecomunicacio´n y
tambie´n, aunque en menor medida, Teor´ıa de las Comunicaciones y Procesamiento Avanzado de
Sen˜ales Multimedia. De estas asignaturas los conocimientos y aptitudes necesarias y reforzadas
durante la ejecucio´n del trabajo han sido:
Gestio´n de Redes: se ha realizado una gestio´n de red integrada, en la que se han seguido
las 4 fases para la monitorizacio´n de la red, como son la definicio´n de la informacio´n que
se monitoriza, el acceso a la informacio´n, el disen˜o de mecanismos y el procesado de e´sta.
Planificacio´n de redes: el tema que ma´s se ha tratado ha sido las medidas de red aprendidas.
58 CAPI´TULO 6. CONCLUSIONES Y TRABAJO FUTURO
Medidas de calidad para la transmisio´n de v´ıdeo en entornos con restricciones de baja latencia
Se han hecho tanto monitorizaciones activas como pasivas, as´ı como medidas de la QoE y
de la QoS.
Tecnolog´ıas y Servicios de Internet: se han hecho uso de aplicaciones Web como es el caso
de Grafana, y se ha creado un servidor de aplicacio´n web como el mo´dulo que controla el
codificador LHE de la Zynqberry.
Sistemas Electro´nicos Integrados: se han manejado sistemas como Zynqberry y Raspberry.
Proyectos en Ingenier´ıa de Telecomunicacio´n: se ha enfocado este trabajo como un proyecto
real de ingenier´ıa, ya que esta´ enmarcado en uno.
Teor´ıa de las Comunicaciones: se ha trabajado con un codificador, que a pesar que no
se ha estudiado durante la asignatura, el hecho de haber estudiado otros, ayuda a la
comprensio´n del LHE.
Procesamiento Avanzado de Sen˜ales Multimedia: desde el punto de vista del procesado de
sen˜al, este trabajo puede enfocarse como un clasificador. En este clasificador se introducen
los para´metros QoS medidos, y se obtienen dos clasificaciones, si la red es buena o no, y
en caso de no serlo, que´ para´metros dan la QoE ma´s alta.
6.2. Trabajo futuro
Tras la realizacio´n de este proyecto y el ana´lisis de los resultados obtenidos, se proponen las
siguientes mejoras:
Sobre la monitorizacio´n, se propone realizar nuevas medidas ma´s precisas. Por ejemplo,
la latencia se mide como la mitad del tiempo de ida y vuelta, lo que no se correspond´ıa
con la realidad del caso estudiado.
Aumentar la independencia entre las variables medidas, para as´ı poder realizar un clasi-
ficador ma´s fiable.
Realizar un estudio sobre la influencia de los cuadros por segundo en la calidad de expe-
riencia de jugabilidad para este tipo de juego.
Crear una red que conozca el funcionamiento del protocolo Q4S, de forma que se pueda
adaptar las preferencias de red, crear canales, etc.
Simular un entorno con tra´fico cruzado con herramientas como mininet-Wifi [35], para
poder probar las ma´quinas de estado.
Simular un entorno real, con pe´rdidas reales que no son fa´cilmente simulables por software.
CAPI´TULO 6. CONCLUSIONES Y TRABAJO FUTURO 59

Glosario de acro´nimos
RTT, Round Trip Time: tiempo de ida y vuelta.
OWD, One Way Delay : retardo de un camino.
SDP, Session Description Protocol : protocolo de descripcio´n de sesio´n.
Q4S, Quality for Service: calidad para el servicio.
QoS, Quality of Service: calidad de servicio.
QoE, Quality of Experience: calidad de experiencia.
UDP, User Datagram Protocol : protocolo de datagramas de usuario.
TCP, Transmission Control Protocol : protocolo de control de transmisio´n.
ITU, International Telecommunication Union: unio´n internacional de telecomunicaciones.
MOS, Mean Opinion Score: puntuacio´n de opinio´n media.
DMOS, Diference MOS : diferencia entre MOS.
GOS, Game Outcome Score: puntuacio´n media de un juego.
VMAF, Video Multimethod Assessment Fusion: fusio´n multime´todo de la evaluacio´n de
v´ıdeo.
VIF, Visual Information Fidelity : fidelidad de la informacio´n visual.
DLM, Detail Loss Metric: me´trica de pe´rdida de detalle.
FPS, First Person Shooter : tirador en primera persona.
LHE, Logarithmical Hop Encoding : codificacio´n de salto logar´ıtmico.
RTP, Real time Transport : protocolo en tiempo real.
RTSP, Real Time Streaming Transport : protocolo de transmisio´n en tiempo real.
HTTP, Hypertext Transfer Protocol : protocolo de transferencia de hipertexto.
CPU Central Processing Unit : unidad central de procesamiento.
IP Internet protocol : protocolo de internet.
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IETF Internet Engineering Task Force: grupo de trabajo de ingenier´ıa de internet.
ETSI European Standards Institute: instituto de estandarizacio´n europea.
FR, Full Reference: referencia completa.
NR, No Reference: sin referencia.
FR, Reduced Reference: referencia reducida.
ISP, Internet Service Provider : proveedor de servicios de internet.
PC, Personal Computer : computador personal.
USB, Universal Serial Bus: bus universal en serie.
ECDF, Empirical Cumulative Distribution Function: funcio´n de densidad emp´ırica.
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