Some nonlinear Stokes equations with variable exponent of the nonlinearity are considered. The initial-boundary value problem for these equations is investigated and the existence of the weak and very weak solutions for the problem is proved.
Introduction. Let n ∈ N and T > 0 be fixed numbers, n ≥ 2, Ω ⊂ R n be a bounded domain with the smooth boundary ∂Ω, Q 0,T := Ω × (0, T ), Σ 0,T := ∂Ω × (0, T ), Ω τ := {(x, t) | x ∈ Ω, t = τ }, τ ∈ [0, T ]. We seek a weak solution {u, π} of the problem
In the motion equation (1) , u = (u 1 , . . . , u n ) : Q 0,T → R n is the velocity field, π : Q 0,T → R is the pressure, F is a given field of the external forces,
N is the extra stress tensor,
D = 
α > 0 is the dynamical viscosity of the fluid, β > 0 is the additional viscosity of the fluid. In his paper [1] , O.A. Ladyzhenskaya proposes to describe the motion of the viscous incompressible fluids by the initial-boundary value problem for the generalized Navier-Stokes equations
where ∆u =
, ν 0 > 0, ν 1 > 0, ν 2 = 1, and p ≥ 5 2 . It is well known that the exponent p of the nonlinearity of equations (10) characterizes type of the fluid. In the case p ∈ (1, 2) we have visco-plastic fluid (blood, lava, paint etc.), in the case p = 2 we have Newtonian fluid (water), in the case p > 2 we have dilatant fluid (clay suspensions, sweet mixture, water-sand systems etc.) (see [2] ). Equations (10) with ν 2 = 0 are called the generalized Stokes equations. The Stokes system is a particular case of (10) corresponding to ν 1 = ν 2 = 0 (see [3] , [4] ). Equations (1)- (2) are the equations of type (10) with the term |u| q(x)−2 u instead of H(u, ∇u). We seek a weak and very weak solution to (1)-(5) (see definition below for more details). The weak solution of the Navier-Stokes and Stokes equations with the constant and variable exponents of the nonlinearities is considered in [4] [5] [6] [7] [8] [9] [10] [11] (see also the references given there). The very weak solution of the Navier-Stokes equations with the constant exponents of the nonlinearities is studied in [2] . Variational inequality for the Stokes equations is considered in [12] . As we know the very weak solution of the Stokes equations with variable exponent of the nonlinearity is not studied yet.
The paper is organized as follows. In Section 1, we formulate the considered problem and main results. The auxiliary statements are given in Section 2. Finally, in Section 3 we prove the main statements. [13, p. 9] 
, and D(O) are the spaces of the smooth functions (see [14, p. 9, 19] 
and
For the sake of convenience we shall write u(t)
(note that 
Let us define the function
By [2, p. 1081] we get that J p is convex a Gateaux-differentiable function and
Definition 1. A pair {u, π} is called a weak solution of problem (1)- (5) if
π satisfies condition (3) and the equality
Note that if u and v are regular enough and if
From [2, p. 1089] we have the estimate
Let us introduce the function
By [17, p. 17] we get that I q is convex Gateaux-differentiable, I
′ q = G, and so
If we replace v by v − u in (19) and use (5), (21), (22) and (24), we obtain the parabolic variational inequality ∫
we give the following definition.
2. Auxiliary facts. First notice that if D and D II are determined from (8)- (9), then
2.1. Generalized Lebesgue spaces. Properties of the generalized Lebesgue and Sobolev spaces were widely studied in [18] , [19] , [20] , [21] , and [22] . In particular, it is well known that if q ∈ B + (O) and
is the Banach space which is reflexive and separable (see [22, p. 8] ). For every q ∈ B + (O), by definition, put (28) , and ρ q is defined by (13) . Then for every v ∈ M(O) the following statements hold:
Proposition 2. Suppose that q ∈ B + (Ω) and q 0 > 1. Then the following statements hold: (i) (see Lemma 2 [24, p. 46]) we have continuous and dense embeddings
(ii) (see [19, p. 613 
it is continuous and bounded, in particular,
where the constant C 1 > 0 is independent of z.
Cauchy's problem for system of ordinary differential equations. Take
where [25, p. 872] 
holds, then problem (31) has a global weak solution φ ∈ W 1,r (0, T ; R ℓ ). [27] and [28, p. 393] 
Special function
The Aubin's result is extended by the following Proposition 6 and Theorem 3. 
, and the following estimate is satisfied
then there exists a subsequence {φ
Proof. We use the method [6, p. 1097-1098] (see also [2, p. 1084]). Take a point δ ∈ (0, T ). Denote by τ δ φ the translated function of φ, that is (τ δ φ)(t) = φ(t + δ). Integrating by parts (see Theorem 2 [16, p. 286]) and using estimate (34), we obtain
The right-hand side of (35) tends to zero in δ → +0, uniformly for m ∈ N (see [6, p. 1098] [7] , Remark 4.3 [7] , and Lemma 2 [6 
]). Suppose that Ω be a open bounded connected and Lipschitz subset of
Moreover, there exists a positive number C 3 (independent of F, π) such that
To detail Proposition 7, let us introduce additional notation. First let us consider the vector-valued distributions, used in (36) (see [7, Sect. 3.5] ). We now define the distribution space because the space, used in (36), will be defined as a subspace of such a space. 
This provides a topological imbedding C(O; Y) ⊂ D * (O; Y).
Further let us consider the Sobolev space, used in (36) if s 1 = 0 and s 1 = −1 (see [7, Sect. 3.6] 
Now let us consider the linear image of the distribution, used in (38) (see [7, Sect. 3.7] ). Let Y and X be two complete LCSTVS and let
In the case of the Banach spaces, A maps continuously
Since s 2 ∈ Z ≥−1 , we get s 2 +1 ≥ 0 and (36) implies that π lying in
. Finally let us consider the separation of the variables, used in (36) (see [7, Sect. 3.8] ). The separation of variable for functions which map C(Q 0,T ; Y) onto C((0, T ); C(Ω; Y)), extends by continuity in a one-to-one bicontinuous map from the space D
Using this map to identify the spaces, we get the topological equality
This identity allows us to consider π either as distributions on Q 0,T , as in (37), or as distributions on (0, T ) with values in a space of distributions on Ω, as in (36).
Additional statements.
The following facts are needed for the sequel.
Proposition 8. (the Korn inequality, see [18, p. 462]). Suppose that p ∈ [1, +∞). Then there exist positive constants
K 1 and K 2 such that for every u ∈ [W 1,p 0 (Ω)] n we have K 1 ∥∇u; L p (Ω)∥ ≤ ∥D(u); L p (Ω)∥ ≤ K 2 ∥∇u; L p (Ω)∥.(43)
Proposition 9. (Lemma 5 [6, p. 1098]). Suppose that y
hold, then the following estimate is true
Proof. We use the method [30, p. 51 
3. Proof of the main theorems.
Proof of Theorem 1. The solution will be constructed via Faedo-Galerkin's method.
Step 
Let {w µ } µ∈N and Z s are taken from Proposition 4, s ∈ N, and 
where the functions φ 
Similarly to [25, p. 874] , we prove that
Using (18), (43), and the Friedrichs inequality (see [15, p . 50]), we obtain
where the constant
from (18) and (52), we get
Then estimate (32) holds. Thus the Carathéodory-LaSalle theorem (see Proposition 3) yields the existence of the weak global solution φ ∈ H 1 (0, T ; R m ) to problem (49)-(50). Since
Step 2. Multiplying both sides of (49) by φ m µ (t), summing over µ = 1, m, and taking into account (18) and (27), we have
Then Cauchy-Bunyakowski-Schwarz's inequality and (53) yield that
and from Proposition 9 we get the following estimate
Therefore, taking into account (46) and (51), we obtain
Integrating both sides of (54) in t ∈ [0, T ] and using (55), we get
Thus, (see the Korn inequality (43) and Proposition 1)
Here the constants C 7 , . . . , C 10 > 0 are independent of m.
Estimates (55)-(57) imply that there exists {u
Step 3. Take m, ℓ ∈ N, m ≥ ℓ, v ∈ V ℓ . By (55) we get
where the constant C 11 > 0 is independent of m, t.
On the other hand, from (18) and the Korn inequality (43) we obtain
From (18), (27) , the Hölder inequality, and the Korn inequality (43) we have
Vp ∥v∥ Vp , t ∈ (0, T ). (62)
Using generalized Hölder inequality (see [20, p. 431] ) and (30), we get
Finally note that (see (47))
Using (61)- (64), from (49), we obtain the estimate
where f ∈ L 1 (0, T ), the constant C 17 > 0 is independent of t, m, f , v,
Estimates (56) and (57) (see also (29) ) yield that the set {a m } m∈N is bounded in L r (0, T ), where r = min{2, 
for every fixed v ∈ V ℓ , where ℓ ∈ N.
We can also take v as before with λ < 0 and get ⟨F, w⟩ U (Q 0,T ) ≤ 0. Hence, ⟨F, w⟩ U (Q 0,T ) = 0, w ∈ U (Q 0,T ),
and (19) holds.
Step 6. Setting w(x, t) = v(x)φ(t), x ∈ Ω, t ∈ (0, T ), from (83) we obtain Using notation (14)- (15), we get
Then the generalized De Rham's theorem (see Proposition 7) yields that there exists a function π ∈ W 0,h (0, T ; [W 0,h (Ω)] n ) = L h (Q 0,T ) such that (37)-(38) are satisfied. Thus (3) and (20) hold. This completes the proof of Theorem 2.
