Abstract. We study reaction-di¤usion systems of propagator-controller type in the one-dimensional unit interval. When propagator di¤uses slowly, we establish the existence of transition layer equilibria by using singular perturbation expansions and a Lyapunov-Schmidt reduction method. Our approach to the existence also enables us to simultaneously obtain a stability criterion for the layer equilibria.
Introduction and main results
1.1. Reaction-di¤usion system. We study the following one-dimensional system of reaction-di¤usion equations Systems like (1.1) have been employed in many fields [4, 5, 9, 12, 15, 21] to study pattern formation phenomena from a mathematical viewpoint.
When e > 0 is small and the ODE u t ¼ f ðu; vÞ is bistable for each v fixed in some interval, we expect that solutions of (1.1)-(1.2) will develop transition layers. To see this, let us consider a specific example of reaction kinetics ð f ; gÞ; Notice that u ¼ G1 (to be called h G ðvÞ later) are asymptotically stable equilibria for the ordinary di¤erential equation u t ¼ ð1 À u 2 Þðu À h 0 ðvÞÞ with each v being fixed. This suggests that solutions ðuðt; xÞ; vðt; xÞÞ of (1.4) will generically behave as lim t!y uðt; xÞ ¼ G1 for most x A ½0; 1. For large t, uðt; xÞ is expected to exhibit a sharp transition behavior, from uðt; ÁÞ A À1 to uðt; ÁÞ A þ1, in a neighborhood of some points x Ã A ½0; 1. Our objective in this paper is to show that, for a general class of functions f , g, there are equilibria of (1.1), (1.2) which exhibit transition layers for 0 < e f 1. The equilibria of (1.1) and (1. for 0 < e f 1. Stability properties of these solutions also will be determined. Our approach is based on a singular perturbation method, namely, we first examine reduced solutions of (1.5) for ''e ¼ 0'', and then construct solutions for small e > 0 by a perturbation argument.
Let us outline the construction of transition layer equilibria with a single transition, by using the nonlinearity ð f ; gÞ of (1.3). We first consider a reduced problem where x Ã A ð0; 1Þ is the location of transition layer, which is to be determined. This solution has a jump discontinuity at x ¼ x Ã . To obtain a smooth solution for small e > 0, we will need to have a sharp transition layer near x Ã . To accomplish this, we introduce a stretched variable z ¼ ðx À x Ã Þ=e near the transition point, and rewrite the first equation of (1.5) in terms of z; 0 ¼ u zz þ ð1 À u 2 Þðu À q tanhðv À gÞÞ:
We now seek a solution satisfying lim z!Gy uðzÞ ¼ G1. Such a solution exists only if v ¼ g when jqj a 1, q 0 0. Therefore, at the transition point, we should require that vðx Ã Þ ¼ g. Using the above definition of U Ã in the second equation of (1.6) and using the boundary conditions for v, it is natural to consider the following problem: which follows immediately from (1.7). For this choice of x Ã , V Ã also belongs to C 1 ð½0; 1Þ V C y ð½0; 1nfx Ã gÞ. The main result in this paper, when applied to the specific example (1.3), is the following one.
Main Result for (1.3).
There exist an e Ã > 0 and a family of solutions ðu e ; v e Þ of (1.5) for e A ð0; e Ã with the following properties. 
8). (iii) The solution ðu
e ; v e Þ is asymptotically stable if 0 < q a 1, and unstable if À1 a q < 0.
was discussed in [2, 1] when f , g have some specific types of monotonicity. With the extension of our method to parabolic systems, it is possible to have more general f , g which include the specific example (1.3). A preliminary version of such an extension is presented in [18, 19, 20 ].
1.2. Transition layer equilibria. We now state conditions and results in general terms. Throughout the paper, we let the nonlinear functions f and g satisfy the condtions listed below.
(A1) The function f is smooth on R 2 , and the ordinary di¤erential equation _ u u ¼ f ðu; vÞ is bistable in u for each fixed v A ðv; vÞ ¼: I 0 . Namely, f ðu; vÞ ¼ 0 has exactly three zeros u ¼ h In [11] the existence part of Theorem 1.1 was first proved by modifying a method developed in [3] . This was later improved in [8] . In these articles, the authors construct two boundary layer solutions and glue them smoothly across the transition point x Ã (C 1 -matching). In our approach, we do this matching while we construct approximate solutions. The stability result, Theorem 1.1 (iii), was proved much later in [14] . With our method, the stability result comes simultaneously with the existence result. Theorem 1.1 is slightly more general than those of [11, 8, 14] . In our result, a situation g v ðu; vÞ b 0 at u ¼ h G ðvÞ is allowed to the extent that (A4) is satisfied, while g v ðu; vÞ a 0 at u ¼ h G ðvÞ was required in [11, 8, 14] . For example, our theory applies to the situation where f ðu; vÞ ¼ u À u 3 À v and gðu; vÞ ¼ u þ gv, as long as g < 1=2. This improvement comes from our derivation and treatment of SLEP (cf. § § 5.2, 5.3).
In Theorem 1.1 (i), the function V Ã; D is similar to the one given in (1.7). Statement (ii)(b) clearly shows that our solutions exhibit a sharp transition layer at x ¼ x Ã . It is of interest to observe from Theorem 1.1 (iii) that the stability properties of the transition layer solutions are determined by a single quantity a perturbation argument: Lyapunov-Schmidt Reduction ( § 2.4).
Proof of Theorem 1.1
In this section, we prove Theorem 1.1 by using several propositions. The proofs of some of these propositions are postponed to § § 4 and 5.
Preliminaries. For each v
0 A I 0 ¼ ðv; vÞ, we consider the reduced problem,
1Þ where x 0 A ð0; 1Þ is a quantity to be determined so that the last condition V ðÁÞ A C 1 ð½0; 1Þ, called a C 1 -matching condition, is fulfilled. In multi-dimensional spaces, the problem (2.1) corresponds to a freeboundary problem (in which x 0 is replaced by a hypersurface). It is not so easy to find a solution of such problems. In the one-dimensional case, it has an easy solution. 
x A ð0; 1Þ:
y and defining vðyÞ :¼ V ðxÞ, we obtain the equivalent problem,
We use the shooting method to find the desired C 1 -matched solution. For a A ½v; v 0 , b A ½v 0 ; v, there are solutions of the problems
( where l À > 0 and l þ > 0 are given by
It is easy to verify
by using g G v < 0 (cf. (A3)). Rescaling back to the original x-variable will yield a solution of (2.1) if a and b are chosen so that
Moreover, the third condition in (2.1) (C 1 -matching condition) requires that v
. Let us define p À ðaÞ > 0 and p þ ðbÞ > 0 by 
As remarked earlier, scaling back to the original x A ½0; 1, we obtain the desired solution of (2.1) as follows: 
have unique solutions satisfying
( ii ) If we define a constant p 0 ðv 0 Þ by
Proof. Since g G v ðvÞ < 0 from (A3), the problems ð2:6ÞðGÞ have unique solutions.
The solution
, and hence this is true for all x A ½0; x 0 . This makes it impossible to fufill the boundary condition C Similar arguments apply to C þ , giving rise to
From (2.9) and (2.10), we obtain
which is equivalent to (2.8) . r
For our discussion below, the solution of (2.1) with v 0 ¼ v Ã , where v Ã A I 0 is as in (A2), is of particular importance. We denote this solution by 
is a building block to construct transition layer solutions of (1.5).
For each v A I 0 :¼ ðv; vÞ, let us consider the determination of eigenpair ðQðz; vÞ; cðvÞÞ of the problem (iii) If, in addition, (A2) is satisfied, then we have
Proof. For each fixed v A I 0 , we write the di¤erential equation in (2.14) as a first order system;
ð2:15Þ
where c A R is a free parameter. In the Q-P phase plane for (2.15) 
where
This will be proved in § 4.
Remark 2.1. In the statement of Proposition 2.4 (iii), we could choose b ¼ 0, if we were only content with the approximation being C 0 -matched at x ¼ x Ã . By making the approximate solutions smooth across x ¼ x Ã , we slightly lose the degree of approximation. Compare Remark 4.1 at the end of § 4.
In order to prove Theorem 1.1, we will need Proposition 2.4 only for k ¼ 2. The reason why we present the proposition for general k A N is that we do not know in advance how accurate our approximations should be for successfully establishing the existence of true solutions nearby. The degree of accuracy of approximation has to be determined accroding to the magnitude of linear part. In fact, the reason why it su‰ces to use Proposition 2.4 with k ¼ 2 for the proof of Theorem 1.1 comes from the fact that small eigenvalues of the linearization of (1.5) around our approximation behaves like OðeÞ as e ! 0. The latter fact will be established in the next subsection.
Spectral analysis.
The proof of Theorem 1.1 (iii) will follow from a spectral analysis of the linearization of (1.1) around the transition layer solutions ðu e; D ; v e; D Þ. This involves an analysis of the eigenvalue problem ( i ) There exists l Ã > 0 so that there is only one eigenvalue (called a critical eigenvalue) of (2.18) .18) is real, simple and has the following behavior as e ! 0: 
ofL L e k associated with l e 0 can be chosen so that the following conditions are fulfilled.
where hÁ ; Ái stands for the L 2 -inner product.
The proof of Proposition 2.5 is given in § 5. We now introduce function spaces.
By using Proposition 2.5, we decompose Y as
Then L e k : M ! N is not only an isomorphism, but also satisfies the following property.
This will be proved in § 5.
Lyapunov-Schmidt Reduction.
In this subsection, we choose the order of approximation k b 2 and look for solutions of (1.5) in the following form.
In terms of p, (1.5) is equivalent to 
with R e j , j ¼ 1; 2, being defined in Proposition 2.4 (iii). According to the decompositions in (2.19) and (2.20), we further look for solutions of (2.21) in the form p ¼ pF 
It also follows, from kF We then have 
It is now evident that 
Lemma 3.1. Consider the linear inhomogeneous equations ( ii ) When (3.4) holds, solutions of (3. By using the representation (3.5)-(3.6), integrating by parts and exchanging orders of integration, we have ð
which proves (3.7). To prove the first of (3.8), we apply l'Hospital's rule repeatedly. To prove the second and third of (3.8), we apply the same rule to the equation for u z and u zz , respectively. r Lemma 3.2. Consider the linear inhomogeneous equations 
for some constants A G and B
G
. In this expression, the third term on the right hand side behaves like Oðe Àd 0 jzj Þ as z ! Gy. As a consequence, if
, the conditions in (3.10) are fulfilled. This proves the first part of the lemma. The second part immediately follows. r
Approximate solutions
In this section, we will prove Proposition 2.4 by using asymptotic expansions. Let in such a way that they asymptotically satisfy (1.5) on the respective domain W G . By substituting (4.1) into (1.5) and equating coe‰cients of like powers of e in the equation, one obtains two sets of equations, one coming from ucomponent and the other from v-component.
The equations coming from the u-component are given by
where f
Note that f G; j depends only on ðU G; k ; V G; k Þ with 0 a k a j À 1. In accordance with the condition (A1), as a solution of (4.2)-(i), we choose
Therefore U G; j ð j b 0Þ is determined by V G; k ð0 a k a jÞ. The equations coming from the v-component give rise to a series of boundary value problems:
In the above, 
Note that g G; j depends only on V G; k ð0 a k a j À 1Þ and hence one can determine V G; j successively, starting from j ¼ 0. The boundary values b G; j at x ¼ x Ã are to be determined later, when we impose C 1 -matching conditions at
As a solution of (4.3), we choose the function V Ã; D given in Proposition 2.1, namely,
Throughout the remainder of this paper, we denote this function simply by V 0 ðxÞ (note that V 0 A C 1 ½0; 1, but its second derivative has a jump at x ¼ x Ã ). We also understand that V
It is now easy to see that the outer expansion satisfies the following estimates.
Proposition
uniformly on W G , where C k > 0 is a constant independent of e A ð0; e 0 for some e 0 > 0.
Inner Expansion.
In order to discuss the sharp transition behavior in u near x Ã , let us introduce a stretched variable z ¼ ðx À x Ã Þ=e. In terms of the new variable z, the di¤erential equations in (1.5) are recast as follows: Notice that our outer expansion is constructed so that it satisfies (1.5) and that (4.6) is an expression of (1.5) in the z-coordinate system. Therefore, we immediately obtain the following. Substituting (4.9) into (4.6) and equatin coe‰cients of powers of e, we obtain equations for ðu j ; v j Þ, which are valid on R. They are given for j ¼ 0; 1; 2 and j b 3 by
In these equations, g j ð j b 2Þ and f j ð j b 1Þ are lower order terms defined by We also defineg g G; j ðzÞ ðj b 0Þ andf f G; j ðzÞ ðj b 1Þ, respectively, by the same formulae as (4.16) and (4.17) with ðŨ U G; j ;Ṽ V G; j Þ replacing ðu j ; v j Þ. We then find from Proposition 4.2 (i) that The parameter a 0 is to be determined so that the second equation in (4.13) has a solution satisfying (4.10) with j ¼ 1. The solvability condition (3.4) now reads as:
which is the same as (4.20). Now (3.5) gives the expression of u 1 .
(ii) Let us first exhibit the proof for j ¼ 2. We apply Lemma 3.2 to ðv;
Since (4.24) implies V À; 1
We now apply Lemma 3.1 to ðu; u
where f 2 , by definition, is as follows.
in which a short hand expression 
We easily find that the coe‰cient of b 2 is equal to J 0 ðv Ã Þ. Integrating by parts, we also find that the coe‰cient of ða 1 Þ 2 is 0 and that of a 1 is equal to
We do not give an explicit formula for C 1 . We therefore established (4.23) with j ¼ 2.
The proof is similar for j b 3. r Corollary 4.1. For each k b 0, there exists a constant C k > 0 such that the following estimates hold for z A R. Moreover, the conditions (4.10) and (4.11) are valid for derivatives; where P k ði; jÞ stands for summation over integers 1 a i; j a k satisfying i þ j ¼ k þ 1, and c ij ðz; eÞ are bounded functions. Therefore, using the estimates (i) on v j and u j , the estimate in (ii) follows. Similar arguments apply to establish (iii). The estimates (iv) and (v) easily follow from the proof of Lemmas 3.1 and 3.2. called C 1 -matching conditions. We will show now that these conditions are satisfied by adequately choosing the parameters a j ð j b 0Þ and b j ð j b 1Þ. In this process, the following non-degeneracy condition
plays an important role. The inequality in (4.25) follows from (2.12) and (2.13).
Let us first couple (4.20) and (4.22) with j ¼ 2, which is equivalent to (note:
Thanks to (4.25), this has a unique solution.
For j b 2, we couple (4.23) and (4.22) (with j being replaced by j þ 1). This gives rise to The second line has been established in the above. Similarly, the first line is obtained as follows. We have
By using (4.10), Corollary 4.1 (i) and (4.28), this yields the first line of (4.31).
To prove Proposition 2.4 (iii), we only need to deal with the case jrðx; eÞj a 2, thanks to Proposition 4.1. 
We also obtain
Next, we treat the case 1 a jrðx; eÞj a 2. We introduce a short hand expression
Note that 0 < l e a 1 for small e > 0. By using Proposition 4.1, we have By using (4.31), we also obtain K Indeed, the functions in (4.32) are better approximations to the solution of (1.5) on W À and W þ , in the sense that Proposition 2.4 (iii) holds with b ¼ 0.
Moreover, the entire proof of Proposition 2.4 for (4.32) is easier than that for (4.27). However, the functions in (4.32) have a fatal defect for our purpose here. Namely, they are not smooth across the interface x ¼ x Ã . They are C 0 -matched at x ¼ x Ã , but not C 1 -matched. The di¤erence in the derivatives at x ¼ x Ã is Oðe kþ1 Þ. On the other hand, when we deal with boundary layers, it is better to employ the approximations in (4.32), as clearly described in [7] .
Eigenvalue problems
In this section, we will prove Propositions 2.5 and 2.6. We stress that the proof below works for any k b 1, where k A N is the order of approximation in Proposition 2.4. Statement (ii) was also proved in [22] for m ¼ 0. Our proof for (ii) below is very similar to that of [22] .
Proof. 
For any sequence fe n g with lim n!y e n ¼ 0, there exists a subsequence (which we still denote by e n ) such that lim n!y m
Since jp e ðzÞj a 1, by using (5.9), we find jp e n zz j is bounded uniformly in e n A ð0; e 0 . Therefore, there exists a subsequence (still denoted by e n ) such that p e n is convergent in C zzz j is bounded uniformly in e > 0. Therefore, there exists a subsequence (still denoted by e n ) so that p e n converges in C 2 loc ðRÞ as n ! y. We consider (5.9) with e ¼ e n . Passing to the limit n ! y, we obtain u ðxÞg, jm n j a R and e n such that maxjw n j ¼ 1, lim n!y e n ¼ 0 and kq n k L y ! 0 as n ! y, where q n ¼ ðL e n k À m n Þw n . We express the last relation in terms of a stretched variable z ¼ ðx À x n Þ=e, where x n is such that jw n ðx n Þj ¼ 1. We may assume, without loss of generality, that x n and m n converge to x y A ½0; 1 and m 0 with Re m 0 > max x A ½0; 1 f f 0 u ðxÞg, jm 0 j a R. We assume, for the moment, that x y A ð0; 1Þ. (The cases x y ¼ 0; 1 will be treated similarly.) The equation forw w n ðzÞ :¼w w n ðx n þ e n zÞ, withn ðzÞ :1n ðx n þ e n zÞ, isq 
We immediately find that outer solutions for this equation are identically equal to 0, reflecting the fact that f e 0 ¼ Oðe 
We characterize the eigenvalues of L e k contained in C l Ã to establish Proposition 2.5. In the sequel, we always consider l A C l Ã .
By decomposing the first component of the eigenfunction of L is bounded uniformly in ðe; lÞ A ð0; e 0 Â C l Ã .
We prove this result later in § 5.3. We now resume the proof of Proposition 2. Proof. From (5.19) and Proposition 5.2 (i), the c-component of the eigenfunction is non-zero. We normalize it as kck L 2 ¼ 1. Multiply the second equation in (5.19) by c, the complex conjugate of c, and integrate over ½0; 1. We separate the Re-and Im-parts and use kck L 2 ¼ 1 to obtain 
This completes the proof of Proposition 2.5 (i)(ii). The simplicity of the eigenvalue l e 0 is an implication of Proposition 2.5 (iii), which will be proved below.
In order to prove Proposition 2.5 (iii), we recall from the line of arguments above that the principal eigenfunction 
establishing Proposition 2.5 (iii).
(iv) The proof of this part is accomplished by applying the same line of reasoning as in the proof of statements (i), (ii) and (iii) toL L e k . The only change one needs to make is to exchange the roles of f where f stands for the complex conjugate of f. Our aim is to show that B e l is bounded and coercive for ðe; lÞ A ½0; e 0 Â C l Ã , where e 0 > 0 is an appropriate constant. It is easy to see that B e l is bounded. Moreover, it depends continuously on e A ½0; e 0 . Therefore, to show the coercivity of B e l for l A C l Ã , we only need to do so for the limit B This establishes, on account of the continuity of B e l in e, the coercivity of B 
