Abstract: This paper investigates path restoration in translucent optical networks. Regenerator information is carried by GMPLS protocols (RSVP-TE signaling and OSPF-TE routing protocols). Restoration performance is evaluated in terms of blocking probability and control plane load.
Introduction
Translucent optical networks (i.e., optical networks with sparse opto-electronic regenerators) are a promising trade-off between opaque and transparent networks (i.e., networks equipped with all-electronic or all-optical switching devices respectively) [1] . On the one hand, the sparse usage of shared-per-node regenerators in translucent networks permits to overcome the signal degradation that affects transparent networks, fulfilling quality of transmission (QoT) requirements. On the other hand, network device costs are kept limited with respect to opaque networks. Many papers focused on regenerator placement and on static routing and wavelength assignment in translucent networks, as reviewed in [1] . In dynamic GMPLS-controlled translucent networks, the lightpath provisioning can take advantage either of OSPF-TE routing protocol or RSVP-TE signaling protocol. In the former case, the regenerator availability information (i.e., the number of available regenerators in a node) can be announced by an OSPF-TE node state advertisement (NSA), proposed in [2] for the advertisement of node capacity (e.g., wavelength converter) information. In the latter case, two dynamic lightpath provisioning methods for translucent networks exploiting RSVP-TE signaling protocol extensions are proposed in [3, 4] . In particular, availability regenerator information is gathered in the traversed nodes during the lightpath set up. Then, this information is utilized for computing the route and for designating the regeneration candidate nodes. However, as highlighted in [1] , restoration in translucent networks has not been thoroughly investigated yet. In this paper, the restoration performance of GMPLS-controlled translucent networks is assessed. First, the study analyzes the path restoration blocking contributions in dynamic translucent networks. Then, two path restoration schemes, respectively based on RSVP-TE protocol alone and on both RSVP-TE and OSPF-TE protocols, are compared in terms of restoration blocking probability and control plane load.
1 The work described in this paper was carried out with the support of the BONE-project ("Building the Future Optical Network in Europe"), a Network of Excellence funded by the European Commission through the 7th ICT-Framework Programme.
Path Restoration schemes in GMPLS-controlled translucent networks
The considered translucent network consists of N nodes and In this way, each node is aware of the regenerator availability in the network. In both schemes when the Resv message reaches s, the lightpath is successfully restored.
Simulation results
The restoration performance is evaluated on a Pan European network topology with N=27, L=55, W=40, M=7, r=8. Lightpath provisioning requests are dynamically generated according to a Poisson process and uniformly distributed among all the source-destination pairs. Both inter-arrival and holding time are exponentially distributed with an average of 1/λ=10 4 s and 1/µ s, respectively. It is assumed that during provisioning QPD and RD are updated by GMPLS protocols. Once in the steady state, a single link failure is randomly generated among all links. Fig. 1 shows the overall restoration blocking probability and its contributions experienced by RBS and RAA as a function of λ/µ. A lightpath restoration can be blocked for three reasons. The first contribution is due to lack of bandwidth (i.e., forward blocking) when no available bandwidth is found along the computed back up path. The second contribution is due to resource contention (i.e., backward blocking [6]), when concurrent RSVP-TE instances try to reserve the same wavelength w in close time instants. In this case, only one Resv message actually reserves the selected wavelength. The third contribution is due to unacceptable QoT (i.e., QoT blocking), when no feasible chain of transparent segments along the back up path can be found, caused by lack of regenerators. Forward blocking is not shown in Fig. 1 because it is negligible. Backward blocking increases with the offered network load because the number of concurrent reservation instances increases as well. QoT blocking increases for high network load, due to lack of regenerators. RBS experiences almost the same overall restoration blocking probability than RAA. The similar backward blocking is expected because resource contention is not influenced by regenerator information. Even though the number of regenerators in the network is limited, the availability regenerator information flooded with RAA does not converge in due time, thus it does not succeed in decreasing QoT blocking. This happens because RI-NSAs are triggered during restoration when a Resv message reserves a regenerator resource. Typically, before that instant, the source nodes of the disrupted lightpaths have already computed the path, designated the regenerator nodes and started the restoration signaling. Fig.  2 shows the benefits of RBS in terms of control plane load during restoration. Indeed, the number of control plane packets (i.e., RSVP-TE messages and OSPF-TE RI-NSA) sent during restoration is much lower with RBS with respect to RAA since the former does not flood any RI-NSA.
Conclusion
This paper has investigated path restoration in translucent networks. Two path restoration schemes have been considered. RBS scheme exploits RSVP-TE signaling protocol, RAA scheme also exploits node state advertisement flooded by OSPF-TE routing protocol. Simulation results have shown that RBS experiences similar restoration blocking probability with respect to RAA requiring a much lower number of control plane packets. 
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