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A RESTRICTION ESTIMATE FOR POLYNOMIAL
SURFACES WITH NEGATIVE GAUSSIAN CURVATURES
SHAOMING GUO AND CHANGKEUN OH
Abstract. We prove Lp bounds for the Fourier extension operators as-
sociated to polynomial surfaces in R3 with negative Gaussian curvatures
for every p > 3.25.
1. Introduction
For every hypersurface S in R3 parametrized by
(1.1) S = {(ξ, η, h(ξ, η) : (ξ, η) ∈ [−1, 1]2},
we define an extension operator associated to the surface S by
(1.2) ESf(x1, x2, x3) =
∫
[−1,1]2
f(ξ, η)e
(
ξx1 + ηx2 + h(ξ, η)x3
)
dξdη.
Here, h(ξ, η) is a C∞ function and e(t) = e2πit. One formulation of the
restriction problem, introduced by Stein in the 1960s, is to find an optimal
range of (p, q) satisfying the following Fourier extension estimate
(1.3) ‖ESf‖Lp(R3) ≤ C(S, p, q)‖f‖Lq([−1,1]2).
It is reasonable to expect that the range of (p, q) depends on the choice of the
smooth function h. Stein (see for instance page 345 of [SS11]) conjectured
that the extension estimate (1.3) holds true if and only if p > 3 and q ≥ 2p′
with p′ := p/(p − 1), provided that the determinant of the Hessian matrix
of h is non-vanishing, that is,
(1.4) det

 ∂2h∂ξ2 ∂2h∂ξ∂η
∂2h
∂ξ∂η
∂2h
∂η2

 6= 0
at every point on [−1, 1]2. We refer to [Tao04, Sto19b] for historical back-
grounds and applications of the restriction estimates.
The condition (1.4) is equivalent to the condition that the Gaussian cur-
vature of the surface S is non-vanishing everywhere. As the determinant of
the Hessian matrix is continuous, once the condition (1.4) is satisfied, the
sign of the determinant does not change as the point changes in [−1, 1]2.
For the case that the sign is positive, there has been a number of signif-
icant progress over the past twenty years. Tao, Vargas and Vega [TVV98]
proved (1.3) for p ≥ 4−5/27 and the optimal range of q, and for p ≥ 4−2/9
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and certain range of q. Indeed, they discovered that one can derive the
linear restriction estimate by using certain bilinear restriction estimates.
Tao [Tao03] obtained (1.3) for p > 10/3 by proving certain sharp bilinear
restriction estimates. Bourgain and Guth [BG11] invented the method of
broad-narrow analysis, which allows them to use the tri-linear restriction es-
timate due to Bennett, Carbery and Tao [BCT06], and improve the range to
p > 56/17. Guth [Gut16] further developed the idea of broad-narrow anal-
ysis, successfully applied the polynomial method in the context of Fourier
restriction, and pushed the range to p > 3.25 (and q = ∞). Later, Shayya
[Sha17] and Kim [Kim17] refined the argument of Guth [Gut16] and im-
proved his result to the range p > 3.25 and q ≥ 2p′. The most recent result
is due to Wang [Wan18], who proved (1.3) for p > 3 + 3/13. Her method is
based on the polynomial method and the two ends argument that originated
from the work of Wolff [Wol01]. For earlier results, we refer to Tao, Vargas
and Vega [TVV98], in particular, Table 1 on page 969 of their paper.
Regarding the case of negative Gaussian curvatures, the case of the hy-
perbolic paraboloid h(ξ, η) = ξη has been very well studied. Lee [Lee06]
and Vargas [Var05] independently obtained (1.3) for p > 10/3 by using the
bilinear method. Their result has been improved by Lee and Cho [CL17]
to the range p > 3.25 and q = ∞ by using the polynomial method of Guth
[Gut16]. Later, Kim [Kim17] refined their argument, and improved their
result to the range p > 3.25 and q > 2p′. More recently, Stovall [Sto19a] ob-
tained scale-invariant restriction estimates for p > 3.25 (and q = 2p′ which
makes (p, q) on the scaling line).
However, for general surfaces with negative Gaussian curvatures, the
problem starts to get more complicated. Buschenhenke, Mu¨ller, and Vargas
first studied the problem of restriction estimates for perturbed hyperbolic
paraboloids in one variable, given by h(ξ, η) = ξη + g(η) for some smooth
function g. A typical and model example is g(η) = η3. They obtained the
restriction estimate (1.3) for this typical example in the range p > 10/3 in
[BMV20a] and in the range p > 3.25 in [BMV20c]; for functions g that are
of finite types in the range p > 10/3 in [BMV19]; and for flat functions g
with g′′′ monotone in the range p > 10/3 in [BMV20b].
In this paper, we obtain a restriction estimate in the range p > 3.25 for
every polynomial surface with negative Gaussian curvatures. In particular,
our result improves over the range p ≥ 4 of Tomas [Tom75] and Stein [Ste86]
for such surfaces, and no prior results seem to be known for two-variable
perturbations of the hyperbolic paraboloid.
Theorem 1.1. Let h(ξ, η) be a polynomial such that
(1.5) det

 ∂2h∂ξ2 ∂2h∂ξ∂η
∂2h
∂ξ∂η
∂2h
∂η2

 < 0,
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at every point in [−1, 1]2. Then for every p > 3.25, q > 2p′, and every
function f : [−1, 1]2 → C, it holds that
(1.6) ‖ESf‖Lp(R3) ≤ Ch,p,q‖f‖Lq([−1,1]2),
where Ch,p,q is a constant depending on h, p and q.
Let us briefly explain why the case of perturbed hyperbolic paraboloid is
more difficult than that of the hyperbolic paraboloid. In the latter case, we
have two distinguished directions and we have clean scalings that preserve
the surface, to be more precise, the surface (ξ, η, ξη) is preserved under the
scaling (ξ, η) 7→ (aξ, bη) for two arbitrary a, b ∈ R. This scaling structure
plays a crucial role in the previously mentioned works [Var05, Lee06, CL17,
Sto19a]. However, in the general case, such a scaling structure is no longer
available. For instance, Buschenhenke, Mu¨ller and Vargas [BMV20a] ex-
plained in their paper that under certain natural scalings, the term η3 in
their surface (ξ, η, ξη+ η3) could assume a dominant role (see the last equa-
tion in page 127 of their paper and the discussion after it) and can no longer
be viewed as a perturbation.
Next we briefly mention the novelties of the paper. We follow the frame-
work of the polynomial methods of Guth [Gut16], which is partly based on
the method of induction on scales. The major difference comes from the
“wall” case (see equation 4.9 and the line below it), in particular, how the
L4 argument of Cordoba, Sjo¨lin and Fefferman (see for instance Lemma 7.1
of Tao [Tao03]) is applied. When certain “significant” frequency squares (see
(4.36)) form “bad lines” or “bad pairs” (see (2.4) and Subsection 2.2), we
will not have good enough L4 estimate. However, Lemma 2.1 and Lemma
2.4, which is one main ingredient of the paper, tell us how bad pairs and
bad lines are distributed. Moreover, in contrast to the case of the hyper-
bolic paraboloid, bad lines are no longer either horizontal or vertical, but can
point to a large number of directions. This will make the notion of “broad
functions” of Guth [Gut16] more complicated (see equation (3.2) and (3.3)).
Moreover, as our polynomial h(ξ, η) allows perturbations of all different or-
ders up to the degree d, when running the method of induction on scales,
we will have to pick as many scales Kd+1 ≪ Kd ≪ · · · ≪ K0 (see (2.56)) to
take care of all the perturbations. Due to the appearance of these different
scales, when defining broad functions, we will have to make sure that our
function is broad at every scale. This will make the argument of passing
from bilinear estimates to linear estimates more involved (see Lemma 4.4).
Our main theorem will follow from the following restriction estimate by
combining a standard scaling argument with the argument in [Sha17] (see
also Theorem 5.3 in [Kim17]).
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Theorem 1.2. Let h be given by the polynomial
(1.7) h(ξ, η) := ξη + a2,0ξ
2 + a2,2η
2 +
d∑
i=3
i∑
j=0
ai,jξ
i−jηj .
For sufficiently small ǫ0 > 0, the following holds true: Suppose that the
polynomial h satisfies the condition
(1.8) |a2,0|+ |a2,2|+ 100
d
d∑
i=3
i∑
j=0
|ai,j| ≤ ǫ0.
Then for every 3/13 < λ < 1, ǫ > 0, R ≥ 1, ball BR of radius R, and
function f : [−1, 1]2 → C, it holds that
(1.9) ‖ESf‖L3.25(BR) ≤ Cǫ,d,λR
ǫ‖f‖1−λ
L2([−1,1]2)
‖f‖λL∞([−1,1]2).
Here, the constant Cǫ,d,λ is independent of the choice of ai,j.
Proof of Theorem 1.1 by assuming Theorem 1.2. By a standard scaling argu-
ment, we may assume that our polynomial h satisfies the assumption (1.8).
By Tao’s epsilon removal lemma in [Tao99] (see also [Kim17]), it suffices to
prove the local restriction estimate: For every p > 3.25, q > 2p′, and ǫ > 0,
(1.10) ‖ESf‖Lp(BR) ≤ Cp,q,ǫR
ǫ‖f‖Lq([−1,1]2).
Theorem 1.2 yields the restricted strong type (p, q) for the extension opera-
tor ES at every p > 3.25 and q > 2p
′. It suffices to interpolate this with the
trivial L1 → L∞ estimate. 
Notation: For two non-negative numbers A1 and A2, we write A1 . A2
to mean that there exists a constant C, which possibly depends on d, such
that A1 ≤ CA2. Similarly, we use O(A1) to denote a number whose absolute
value is smaller than CA1 for some constant C.
For simplicity, we sometimes use Eg for ESg and use p0 := 3.25. For a
polynomial h, we use ‖h‖ to denote the supremum of all its coefficients. For
every set A and a number a > 0, we denote by Na(A) the a-neighborhood of
the set A. We denote by 1A the characteristic function of A and denote f1A
by fA. For each square τ with side length K
−1, let 2τ denote the square
with the same center and the side length 2K−1. Let F denote the Fourier
transform. For every K ≥ 1 and A ⊂ [−1, 1]2 we denote by P(K−1, A)
the set of all dyadic squares with side length K−1 in A. We sometimes use
P(K−1) for P(K−1, [−1, 1]2).
We will use the dyadic numbers KL,Kd, . . . ,K1,K with
(1.11) 1≪ KL =: Kd+1 ≪ Kd ≪ · · · ≪ K1 ≪ K0 := K ≪ R.
These constants will be determined later.
Acknowledgement. The authors would like to thank Betsy Stovall for a
number of insightful discussions. S.G. was partially supported by NSF grant
DMS-1800274.
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Note. Ben Bruce has recently obtained the same extension estimate for
the hyperbolic hyperboloid, which is a non-polynomial surface. Both proofs
share certain features. For this reason, Bruce and the authors have decided
to prepare a joint paper that will include both results. The present manu-
script will be uploaded to the arXiv but otherwise remain unpublished.
2. Bad lines and bad pairs
In this section, we introduce the notions of bad lines and bad pairs (of
frequency points and frequency squares). These concepts are introduced
to study certain degenerate behaviours that originate from higher order
perturbations of the hyperbolic paraboloid (see the higher order terms in
(1.7)). Throughout the rest of the paper, we let S be a hypersurface given
by (1.1) with a polynomial h satisfying (1.8).
2.1. Bad lines. Let c1(K
−1
L ) be a small number given by
(2.1) c1(K
−1
L ) := 10
−10dǫ0K
−1
L .
We take a collection D of points on the unit circle S1 such that D is
a maximal c1(K
−1
L )-separated set. For every a ∈ c1(K
−1
L )Z ∩ [−10, 10]
and v = (v1, v2) ∈ D with |v2| ≤ |v1|, let l1,a,v denote the line pass-
ing through the point (0, a) with direction vector v. Similarly, for every
a ∈ c1(K
−1
L )Z ∩ [−10, 10] and v = (v1, v2) ∈ D with |v2| > |v1|, let l2,a,v de-
note the line passing through (a, 0) with direction vector v. We distinguish
these two collections of lines as we will see that the variables ξ and η will
be rescalled differently. This is a phenomenon that was already present in
Lee [Lee06] and Vargas [Var05].
Let us now define bad lines of the hypersurface S. Suppose that a line
l = l1,a,v is given. We define an affine transformation Ml associated to the
line l in the following way. First, let Ml,1 be the action of translation that
sends (0, a) to the origin and let Ml,2 be the rotation mapping v to the point
(1, 0). Define
(2.2) Ml := Ml,2 ◦Ml,1.
We write the polynomial (h ◦M−1l )(ξ, η) as
(2.3) (h ◦M−1l )(ξ, η) =
d∑
i=0
i∑
j=0
ci,jξ
i−jηj .
By the assumption (1.8) it is easy to see that |c2,1| ≥ 100
−1. The line l1,a,v
is called a bad line provided that
(2.4) max
i=2,...,d
(|ci,0|) ≤ 10
−5dǫ0K
−1
L = 10
5dc1(K
−1
L ).
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We define a bad line for l2,a,v in a similar way, with the role of ξ and η in
(2.3) and (2.4) exchanged.
Take ι ∈ {1, 2}. Let Lι,a,v denote the c1(K
−1
L )-neighborhood of lι,a,v and
call it a bad strip. We denote the collection of all the bad strips by
(2.5) L := {Lι,a,v : lι,a,v is a bad line; ι = 1, 2}.
The directions of bad lines change as the polynomial h changes. However,
the total number of bad lines can always be controlled. Also, bad lines
spread out.
Lemma 2.1. Let KL be a large number. The total number of bad lines is at
most 1010d(c1(K
−1
L ))
−1. For every square τL of side length K
−1
L , the number
of bad strips intersecting τL is at most 10
20dǫ−10 .
Proof of Lemma 2.1. The first statement follows from
#{lι,a,v : lι,a,v is a bad line} ≤ 10
8d(2.6)
for every ι ∈ {1, 2} and every a ∈ c1(K
−1
L )Z. Without loss of generality, we
take ι = 1. We write the line l := l1,a,v as
(2.7) {(ξ, η) : η = (tan θ)ξ + a}
for some θ with |θ| ≤ π/4. We take the translation M−1l,1 : (ξ, η) 7→ (ξ, a+ η)
and the rotation
(2.8) M−1l,2 : (ξ, η) 7→ (ξ cos θ − η sin θ, ξ sin θ + η cos θ)
so that M−1l =M
−1
l,1 ◦M
−1
l,2 .
Let us compute the coefficient of ξ2 of the polynomial (h ◦M−1l )(ξ, η).
The quadratic part of (h ◦M−1l,1 )(ξ, η) is given by
(
a2,0 +
d∑
i=3
ai,i−2a
i−2
)
ξ2 +
(
1 +
d∑
i=3
(i− 1)ai,i−1a
i−2
)
ξη
+
(
a2,2 +
d∑
i=3
i(i− 1)
2
ai,ia
i−2
)
η2.
(2.9)
The coefficient of ξ2 of the polynomial (h ◦M−1l,1 ◦M
−1
l,2 )(ξ, η) is given by
(
a2,0 +
d∑
i=3
ai,i−2a
i−2
)
(cos θ)2 +
(
1 +
d∑
i=3
(i− 1)ai,i−1a
i−2
)
sin θ cos θ
+
(
a2,2 +
d∑
i=3
i(i− 1)
2
ai,ia
i−2)
)
(sin θ)2.
(2.10)
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We denote this function by F (θ). By focusing only on the quadratic part,
(2.6) follows from
(2.11) #{θ ∈ c1(K
−1
L )Z ∩ [−π/4, π/4] : |F (θ)| ≤ 10
−3dǫ0K
−1
L } ≤ 10
8d.
If ǫ
1/2
0 ≤ |θ| ≤ π/4, by the assumption (1.8), we obtain |F (θ)| & 1 and the
line l1,a,v is not a bad line. Hence, we may assume that |θ| ≤ ǫ
1/2
0 . Note that
F ′(θ) =
(
1 +
d∑
i=3
(i− 1)ai,i−1a
i−2
)
cos 2θ
+
(
− (a2,0 +
d∑
i=3
ai,i−2a
i−2) + (a2,2 +
d∑
i=3
i(i − 1)
2
ai,ia
i−2)
)
sin 2θ.
(2.12)
The assumption (1.8) implies that F ′(θ) ≥ 1/2 for every |θ| ≤ ǫ
1/2
0 . The
inequality (2.11) follows immediately.
Let us prove the second statement. Suppose that a square τL is fixed.
Denote by (c1, c2) the left bottom corner of τL. By (2.6), it suffices to show
that there are at most 1011dǫ−10 many a such that lι,a,v intersects τL for some
v. Without loss of generality, we may assume that ι = 1. We can write l1,a,v
intersecting τL as
(2.13) {(ξ, η) : η = (tan θ)ξ + (c2 − c1 tan θ) + (e2 − e1 tan θ)}
for some e1 and e2 with 0 ≤ e1, e2 ≤ K
−1
L . It suffices to note that
(2.14) |e2 − e1 tan θ| ≤ 2K
−1
L
and the points a are 10−10dǫ0K
−1
L -separated. 
We fix ǫ0, ǫ > 0 and aim to prove Theorem 1.2. The strategy of the proof
is to apply the induction on scales. Our induction hypothesis is as follows:
For every 3/13 < λ < 1, surface S with a polynomial h satisfying (1.8),
R′ ≤ R/2, ball BR′ of radius R
′, and function f : [−1, 1]2 → C, we assume
(2.15) ‖ESf‖L3.25(BR′ ) ≤ Cǫ,d,λ(R
′)ǫ‖f‖1−λ
L2([−1,1]2)
‖f‖λL∞([−1.1]2).
Under this induction hypothesis, we will prove (1.9).
We will use two different types of rescaling argument: Isotropic rescaling
and anisotropic rescaling. When a function is supported on a small square,
we can make use of the induction hypothesis more effectively via isotropic
rescaling. When a function is supported on a bad strip, anisotropic rescaling
will come into play. In particular, such anisotropic rescaling is also compat-
ible with our induction hypothesis.
For every set A ⊂ [−1, 1]2 we denote g1A by gA. Here, 1A is the charac-
teristic function of A.
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Lemma 2.2. Suppose that 1010d ≤ K ≤ R′ ≤ R/2. Under the induction
hypothesis (2.15), for every 3/13 < λ < 1, surface S with a polynomial h
satisfying (1.8), ball BR′ of radius R
′, square τ ⊂ [−1, 1]2 with side length
K−1, and function f : [−1, 1]2 → C, we obtain
(2.16) ‖ESfτ‖L3.25(BR′ ) ≤ K
−1−λ+ 4
3.25CCǫ,d,λ(R
′)ǫ‖fτ‖
1−λ
L2
‖fτ‖
λ
L∞ ,
where C is some universal constant.
Proof of Lemma 2.2. Without loss of generality, we assume that the center
of the ball BR′ is the origin. Write τ = [c1, c1 +K
−1] × [c2, c2 +K
−1]. We
apply the change of variables:
(2.17) (ξ, η) 7→
(
K(ξ − c1),K(η − c2)
)
and obtain
|ESfτ (x)| =
∣∣∣∣∣ 1K2
∫
[−1,1]2
g(ξ, η)e
(〈
Mx, (ξ, η, h1(ξ, η))
〉)
dξdη
∣∣∣∣∣,(2.18)
where
(2.19) g(ξ, η) := fτ (c1 + ξ/K, c2 + η/K),
M is a linear transformation of the form
(2.20) Mx =
(x1 +O(1)x3
K
,
x2 +O(1)x3
K
,
x3
K2
)
and h1 is the polynomial given by
h1(ξ, η) :=
(
1 +A1
)
ξη + (A2,0)ξ
2 + (A2,2)η
2 +
d∑
i=3
1
Ki−2
i∑
j=0
(Ai,j)ξ
i−jηj ,
(2.21)
with
A1 :=
d∑
i=3
i∑
j=1
(i− j)jci−j−11 c
j−1
2 ai,j,
Ai,j :=
d∑
i′=i
i′∑
j′=j
(
j′
j
)(
i′ − j′
i− j
)
ci
′−j′−i+j
1 c
j′−j
2 ai′,j′.
(2.22)
Note that |A1| . ǫ0. We define the new surface
(2.23) S1 := {(ξ, η, (1 +A1)
−1h1(ξ, η)) : (ξ, η) ∈ [−1, 1]
2}.
Via a simple change of variables, we obtain
‖ESfτ‖L3.25(BR′ ) . K
−2+ 4
3.25 ‖ES1g‖L3.25(BR′ ).(2.24)
The ball BR′ on the right hand side could have been replaced by a smaller
ball. However, we will not take advantage of that gain. Let us check that
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the polynomial (1 + A1)
−1h1 satisfies the induction hypothesis (1.8). We
need to check that
|A2,0|+ |A2,2|+ 100
d
( d∑
i=3
1
Ki−2
i∑
j=0
|Ai,j|
)
≤
(
1 +A1
)
ǫ0.(2.25)
This follows from
|A2,0|+ |A2,2|+ ǫ0|A1|+ 100
d
( d∑
i=3
1
Ki−2
i∑
j=0
|Ai,j |
)
≤ ǫ0.(2.26)
It is not difficult to show that it holds true by the initial condition on the
coefficients ai,j. Hence, we can apply the induction hypothesis and obtain
‖ESfτ‖L3.25(BR′ ) . K
−2+ 4
3.25 ‖ES1g‖L3.25(BR′ )
. K−2+
4
3.25Cǫ,d,λ(R
′)ǫ‖g‖1−λ
L2
‖g‖λL∞
. K−1−λ+
4
3.25Cǫ,d,λ(R
′)ǫ‖fτ‖
1−λ
L2
‖fτ‖
λ
L∞ .
(2.27)
The last inequality follows from ‖g‖L∞ = ‖fτ‖L∞ and ‖g‖L2 = K‖fτ‖L2 .
This completes the proof. 
Lemma 2.3. Under the induction hypothesis (2.15), for every L ∈ L, large
numbers KL, R
′ with 1010d ≤ KL ≤ R
′ ≤ R/2, 3/13 < λ < 1, surface S
with a polynomial h satisfying (1.8), ball BR′ of radius R
′, and function
f : [−1, 1]2 → C, we have
(2.28) ‖ESfL‖L3.25(BR′ ) ≤ (KL)
(− 1
2
−λ
2
+ 2
3.25
)CdCǫ,d,λ(R
′)ǫ‖fL‖
1−λ
L2
‖fL‖
λ
L∞ ,
for some constant Cd depending only on d.
Proof of Lemma 2.3. The proof is very similar to that of Lemma 2.2. With-
out loss of generality, we assume that the center of the ball BR′ is the origin.
Also, to simplify the presentation of the proof, we assume that our strip L
is
(2.29) [−1, 1] × [−c1(K
−1
L ), c1(K
−1
L )].
The proof of the general case is similar. Since L ∈ L, by the definition of a
bad line, we obtain
(2.30) max
k=2,...,d
{|ak,0|} ≤ 10
−5dK−1L ǫ0.
We apply the anisometric scaling (ξ, η) 7→ (ξ,KLη). After this scaling,
ESfL(x) becomes
K−1L
∫
[−1,1]2
fL(ξ,K
−1
L η)e
(〈
(x1,K
−1
L x2,K
−1
L x3), (ξ, η, h2(ξ, η))
〉)
dξdη.
(2.31)
10 SHAOMING GUO AND CHANGKEUN OH
Here, the polynomial h2(ξ, η) is given by
ξη + a2,0KLξ
2 + a2,2K
−1
L η
2 +
d∑
i=3
i∑
j=0
ai,j(K
−1
L )
j−1ξi−jηj.(2.32)
Let us use the notation g(ξ, η) = f(ξ,K−1L η) and let S2 denote the surface
associated with h2. We can write
(2.33) ESfL(x) = K
−1
L ES2g
(
x1,K
−1
L x2,K
−1
L x3
)
.
We apply the change of variables on the physical variables (x1, x2, x3) 7→
(x1,K
−1
L x2,K
−1
L x3) and obtain
(2.34) ‖ESfL‖L3.25(BR′ ) . (KL)
−1+ 2
3.25 ‖ES2g‖Lp(BR′ ).
The polynomial h2(ξ, η) may not satisfy the induction hypothesis (1.8). To
deal with this issue, we decompose the square [−1, 1]2 into smaller squares
with side length 10−10d. By the triangle inequality, we obtain
(2.35)
‖ES2g‖Lp(BR′ ) .
∑
q∈P(10−10d)
‖ES2gq‖Lp(BR′ ) . sup
q∈P(10−10d)
‖ES2gq‖Lp(BR′ ).
For convenience, we assume that q = [0, 10−10d]2. The proof of the gen-
eral case is similar. We apply the scaling (ξ, η) 7→ (1010dξ, 1010dη). Then
ES2gq(x) becomes
(2.36)
10−20d
∫
[−1,1]2
gq(10
−10dξ, 10−10dη)e
(〈
(x′1, x
′
2, x
′
3), (ξ, η, h3(ξ, η))
〉)
dξdη
where (x′1, x
′
2, x
′
3) = (10
−10dx1, 10
−10dx2, 10
−20dx3) and h3(ξ, η) is given by
ξη + a2,0KLξ
2 + a2,2K
−1
L η
2 +
d∑
i=3
10−10(i−2)d
i∑
j=0
ai,j(K
−1
L )
j−1ξi−jηj .
(2.37)
This polynomial satisfies the induction assumption (1.8). We apply the
change of variables
(2.38) (x1, x2, x3) 7→ (10
−10dx1, 10
−10dx2, 10
−20dx3),
and by the induction hypothesis (2.15) we obtain
‖ESfL‖L3.25(BR′ ) . (KL)
−1+ 2
3.25 ‖ES2g‖Lp(BR′ )
. CdCǫ,d,λ(KL)
−1+ 2
3.25 (R′)ǫ‖g‖1−λ
L2
‖g‖λL∞
. CdCǫ,d,λ(KL)
(− 1
2
−λ
2
+ 2
3.25
)(R′)ǫ‖fL‖
1−λ
2 ‖fL‖
λ
∞.
(2.39)
The last inequality follows from ‖g‖∞ = ‖fL‖∞ and ‖g‖2 = (KL)
1
2‖fL‖2.
This completes the proof of Lemma 2.3. 
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2.2. Bad pairs. Let ζ be a point on [−1, 1]2. We define an affine transfor-
mation Tζ associated to ζ in the following way. First, let Tζ,1 be the action
of translation that sends ζ to the origin. Consider the resulting polynomial
(2.40) (h ◦ T−1ζ,1 )(ξ, η) =
d∑
i=0
i∑
j=0
a′i,jξ
i−jηj ,
for some new coefficient a′i,j. We examine its quadratic terms. Via simple
computation, it is not difficult to see that
(2.41) |a′2,0|+ |a
′
2,2| . ǫ0, |a
′
2,1 − 1| . ǫ0.
Therefore, one can find an affine transformation, called Tζ,2, which is a small
perturbation of the identity map, such that
(2.42) (h ◦ T−1ζ,1 ◦ T
−1
ζ,2 )(ξ, η) =
d∑
i=0
i∑
j=0
a′′i,jξ
i−jηj, a′′2,1 = 1, a
′′
2,0 = a
′′
2,2 = 0
for some coefficients a′′i,j. Define
(2.43) Tζ := Tζ,2 ◦ Tζ,1.
We will use the map Tζ frequently throughout the paper. Define a polyno-
mial hζ , associated to the point ζ, by
(2.44) hζ(ξ, η) := ξη +
d∑
i=3
i∑
j=0
a′′i,jξ
i−jηj .
Now we consider two points ζ1, ζ2 with |ζ1 − ζ2| > K
−1
L . Denote by
ζ2 = (ζ2,1, ζ2,2) ∈ R
2 the image of ζ2 under the map Tζ1 . Note that |ζ2| >
(2KL)
−1. Without loss of generality, we assume that |ζ2,1| ≥ |ζ2,2|. Under
this assumption, it is easy to see that
(2.45) |∂2hζ1(ζ2)| ≥
1
3KL
and |∂2hζ1(ζ2)| ≥
1
2
|∂1hζ1(ζ2)|.
Here we have used the separation assumption on ζ1 and ζ2. We define an
auxiliary function associated to the pair (ζ1, ζ2) by
(2.46) Pζ1,ζ2(ξ, η) :=
∣∣∣∣∂1hζ1(ξ, η) ∂2hζ1(ξ, η)∂1hζ1(ζ2) ∂2hζ1(ζ2)
∣∣∣∣ .
Note that Pζ1,ζ2(0) = Pζ1,ζ2(ζ2) = 0. Note also that
(2.47) Pζ1,ζ2(ξ, η) =
∣∣∣∣∣∣
∂1hζ1(Tζ1(ζ1)) ∂2hζ1(Tζ1(ζ1)) −1
∂1hζ1(Tζ1(ζ2)) ∂2hζ1(Tζ1(ζ2)) −1
∂1hζ1(ξ, η) ∂2hζ1(ξ, η) −1
∣∣∣∣∣∣ .
Set the zero set of this polynomial to be
(2.48) Zζ1,ζ2 := {(ξ, η) : Pζ1,ζ2(ξ, η) = 0}.
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Notice that Zζ1,ζ2 contains both the origin and ζ2. From (2.45), we see that
(2.49) |∂2Pζ1,ζ2(ξ, η)| ≥
1
4KL
and |∂2Pζ1,ζ2(ξ, η)| ≥
1
2
|∂1Pζ1,ζ2(ξ, η)|,
for every (ξ, η) ∈ [−4, 4]2. By the implicit function theorem, we can write
Zζ1,ζ2 ∩ [−4, 4]
2 as
(2.50) {(ξ, ηζ1,ζ2(ξ)) : ξ ∈ [−4, 4]},
for some smooth function ηζ1,ζ2 with ηζ1,ζ2(0) = ηζ1,ζ2(ζ2,1) = 0. Moreover,
from (2.49) we can conclude that1
(2.51) |η′ζ1,ζ2(ξ)| . 1, for every ξ.
Define the function hζ1 along the variety by
(2.52) Hζ1,ζ2(ξ) := hζ1(ξ, ηζ1,ζ2(ξ)).
Define two bad sets
B1(ζ1, ζ2) := {(ξ, ηζ1,ζ2(ξ)) ∈ [−4, 4]
2 : |η′ζ1,ζ2(ξ)− η
′
ζ1,ζ2(0)| ≤ K
−1
1 },
B2(ζ1, ζ2) := {(ξ, ηζ1,ζ2(ξ)) ∈ [−4, 4]
2 : |H ′ζ1,ζ2(ξ)| ≤ K
−1
1 }.
(2.53)
Now we have all the notions we need to define bad pairs. We say that (ζ1, ζ2)
is a bad pair if
(2.54) ζ2 ∈ B(ζ1, ζ2),
where
(2.55) B(ζ1, ζ2) := B1(ζ1, ζ2) ∩ B2(ζ1, ζ2).
Otherwise we say that (ζ1, ζ2) is a good pair. Note that if ζ ∈ B(ζ1, ζ2) then
B(ζ1, ζ2) = B(ζ1, ζ). Note also that even if (ζ1, ζ2) is a good pair, according
to our definition, (ζ2, ζ1) may not be a good pair.
Suppose that τ1, τ2 are squares with side length K
−1 and dist(τ1, τ2) ≥
2K−1L . We say that (τ1, τ2) is a bad pair if (ζ1, ζ2) is a bad pair for every
ζi ∈ 2τi. Otherwise, we say that (τ1, τ2) is a good pair.
The total number of bad pairs could be enormous. However, under some
circumstance, we are able to describe their distribution. The following
lemma plays a crucial role in the proof of Theorem 3.1.
Lemma 2.4. Fix sufficiently small ǫ0 > 0 and ǫ > 0. Let ζ1, ζ2 be points
in [−1, 1]2 with |ζ1 − ζ2| > K
−1
L . For sufficiently large dyadic numbers
KL,Kd, . . . ,K1,K with
(2.56) KL =: Kd+1 ≪ Kd ≪ · · · ≪ K1 ≪ K0 := K
1We postpone the details to (2.69) in order not to interrupt the discussion.
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the following holds true: Either there exist squares υj,i ∈ P(K
−1
j ,R
2) such
that
(2.57) B(ζ1, ζ2) ⊂
( d2⋃
i=1
Tζ1(υd+1,i)
)
∪
( d−1⋃
j=2
O(K3j+1)⋃
i=1
Tζ1(υj,i)
)
or there exist bad strips Lj such that
(2.58) NK−2L
(
B(ζ1, ζ2)
)
⊂
2⋃
j=1
Tζ1(Lj).
Note that for each j the number of the squares υj,i is O(K
3
j+1). Even
though K3j+1 is a large number compared to one, it is still very small com-
pared to Kj . Hence, the number of squares will not cause any trouble.
To prove this lemma, we will consider several cases. In some cases, we
will reduce our problem to a problem involving a one-variable polynomial
and apply Lemma 2.5. Recall that for a polynomial p(ξ), ‖p‖ denote the
supremum of all its coefficients.
Lemma 2.5. Let n ≥ 1. For every polynomial
(2.59) p(ξ) = b0 + b1ξ + · · · + bnξ
n
with ‖p‖ = 1 and for every 0 < γ . 1, there exist points {ξi}
n(n+1)/2
i=1 such
that
(2.60)
{
ξ ∈ [−4, 4] : |p(ξ)| < γ
}
⊂
n(n+1)
2⋃
i=1
(
[ξi − 4γ
1
2n , ξi + 4γ
1
2n ]
)
.
This lemma is a corollary of Lemma 2.14 in [GZ19]. We will give a proof
for the completeness of the paper.
Proof of Lemma 2.5. Let us use the notation I = [−4, 4] for simplicity.
We claim that for every σ > 0 and polynomial p0 with ‖p
′′
0‖L∞(I) ≤ 1 the
following holds true:
{ξ ∈ I : |p0(ξ)| ≤ σ
2} ⊂ {ξ ∈ I : |p′0(ξ)| ≤ 2σ} ∪ Nσ(Z(p0)),(2.61)
where Z(p0) denotes the zero set of p0. We assume that this claim holds true
for a moment and deduce (2.60). Note that if ‖p′‖ ≪ 1, then by the claim
the left hand side of (2.60) is empty for sufficiently small γ > 0. Hence, we
may assume that ‖p′‖ ≃ 1. By the fundamental theorem of algebra, it is not
difficult to see that the lemma follows by applying the claim repeatedly.
It remains to prove this claim. First note that if |p0(ξ)| ≤ σ
2 and |p′0(ξ)| >
2σ then
(2.62) |p0(ξ)| − σ|p
′
0(ξ)|+
1
2
σ2‖p′′0‖L∞(I) < 0.
Our goal to show that in this case dist(ξ,Z(p0)) ≤ σ. Without lose of
generality, we may assume that p0(ξ) > 0. Suppose that dist(ξ,Z(p0)) > σ
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for a moment and deduce the contradiction. We consider the case that
p′0(ξ) > 0. By Taylor’s theorem,
(2.63) 0 < p0(ξ − σ) ≤ p0(ξ)− σp
′
0(ξ) +
1
2
σ2‖p′′0‖L∞(I).
This contradicts with (2.62). We consider the other case that p′0(ξ) < 0. By
Taylor’s theorem,
(2.64) 0 < p0(ξ + σ) ≤ p0(ξ) + σp
′
0(ξ) +
1
2
σ2‖p′′0‖L∞(I).
This also contradicts (2.62), and therefore completes the proof of Lemma
2.5. 
Proof of Lemma 2.4. Recall the map Tζ1 from (2.43). Denote by ζ2 =
(ζ2,1, ζ2,2) the image of ζ2 under Tζ1 . Without loss of generality, we assume
that |ζ2,1| ≥ |ζ2,2|. Throughout the proof, for the sake of simplicity, hζ1
will be abbreviated to h0, Hζ1,ζ2 simply to H, ηζ1,ζ2 to η0, and B(ζ1, ζ2) to
B.
Let us first compute the derivative of η0(ξ). Recall that the function η0(ξ)
is implicitly defined by
(2.65)
Pζ1,ζ2(ξ, η0(ξ)) = ∂1h0(ξ, η0(ξ))∂2h0(ζ2)− ∂2h0(ξ, η0(ξ))∂1h0(ζ2) = 0.
We take a derivative with respect to ξ and obtain
∂11h0(ξ, η0(ξ))∂2h0(ζ2) + ∂12h0(ξ, η0(ξ))η
′
0(ξ)∂2h0(ζ2)
− ∂12h0(ξ, η0(ξ))∂1h0(ζ2)− ∂22h0(ξ, η0(ξ))η
′
0(ξ)∂1h0(ζ2) = 0.
(2.66)
By rearranging terms, we obtain
(2.67) η′0(ξ) =
∂12h0(ξ, η0(ξ))∂1h0(ζ2)− ∂11h0(ξ, η0(ξ))∂2h0(ζ2)
∂12h0(ξ, η0(ξ))∂2h0(ζ2)− ∂22h0(ξ, η0(ξ))∂1h0(ζ2)
.
Note that
(2.68) η′0(0) =
∂1h0(ζ2)
∂2h0(ζ2)
.
Moreover, by taking derivatives repeatedly to (2.65), it is not difficult to
show that
(2.69) |η
(j)
0 (ξ)| . 1 for every ξ ∈ [−4, 4]
for every j = 1, . . . , d. By the chain rule and (2.65), we obtain
|H ′(ξ)| = |∂1h0(ξ, η0(ξ)) + ∂2h0(ξ, η0(ξ))η
′
0(ξ)|
=
∣∣∣∂2h0(ξ, η0(ξ))(η′0(ξ) + ∂1h0(ζ2)
∂2h0(ζ2)
)∣∣∣.(2.70)
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For (ξ, η0(ξ)) ∈ B, we apply the triangle inequality and obtain
|H ′(ξ)| ≥
∣∣∣∂2h0(ξ, η0(ξ))(η′0(0) + ∂1h0(ζ2)
∂2h0(ζ2)
)∣∣∣−K−11
= 2
∣∣∣∂2h0(ξ, η0(ξ))(∂1h0(ζ2)
∂2h0(ζ2)
)∣∣∣−K−11 .
(2.71)
Depending on the size of
∣∣∂1h0(ζ2)
∂2h0(ζ2)
∣∣, we have two cases
(2.72)
∣∣∣∂1h0(ζ2)
∂2h0(ζ2)
∣∣∣ > K−1/21 or ∣∣∣∂1h0(ζ2)∂2h0(ζ2)
∣∣∣ ≤ K−1/21 .
The quantity that appears in the above display has a geometric meaning,
see (2.68).
Case 1.
∣∣∣∂1h0(ζ2)
∂2h0(ζ2)
∣∣∣ > K−1/21 .
In this case, by (2.71), for (ξ, η0(ξ)) ∈ B we obtain
(2.73) 2K
−1/2
1 |∂2h0(ξ, η0(ξ))| −K
−1
1 < |H
′(ξ)| ≤ K−11 .
Multiplying K
1/2
1 on both sides we obtain
(2.74) |∂2h0(ξ, η0(ξ))| < K
−1/2
1 ,
which certainly means that
(2.75) B ⊂ {(ξ, η0(ξ)) ∈ B : |∂2h0(ξ, η0(ξ))| < K
−1/2
1 }.
By the lower bound (2.45) and the equality (2.65), for every (ξ, η0(ξ)) ∈ B,
we obtain
(2.76) |∂1h0(ξ, η0(ξ))| < 2K
−1/2
1 .
By choosingK2 ≪ K1 we can take υ ∈ P(K
−1
2 ,R
2) such that Tζ1(υ) contains
the set on the right hand side of (2.75). This completes the discussion of
Case 1.
Case 2.
∣∣∣∂1h0(ζ2)
∂2h0(ζ2)
∣∣∣ ≤ K−1/21 .
In this case, by (2.65), for every (ξ, η0(ξ)), we obtain
(2.77) |∂1h0(ξ, η0(ξ))| ≤ 2K
−1/2
1 .
Since (ξ, η0(ξ)) ∈ B, we obtain from (2.68) and the triangle inequality that
(2.78) |η′0(ξ)| ≤ 2K
−1/2
1 .
This, combined with (2.67), implies that
(2.79) |∂11h0(ξ, η0(ξ))| ≤ 4K
−1/2
1 ≤ K
−1
2 .
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We have shown that
B ⊂
{
(ξ, ηp(ξ)) ∈ B : |∂1h0(ξ, η0(ξ))| ≤ 2K
−1/2
1
}
∩
{
(ξ, ηp(ξ)) ∈ B : |∂11h0(ξ, η0(ξ))| ≤ K
−1
2
}
=: D1 ∩ D2.
(2.80)
Depending on the size of maxi=3,...,d
(
|a′′i,0|
)
, we have two subcases
(2.81) max
i=3,...,d
(
|a′′i,0|
)
≤ K−2L or maxi=3,...,d
(
|a′′i,0|
)
≥ K−2L .
Case 2.1. maxi=3,...,d
(
|a′′i,0|
)
≤ K−2L .
In this case, we have
(2.82) sup
ξ∈[−1,1]
|∂1h0(ξ, 0)| ≤ d
2K−2L
and since ∂1h0(ξ, η) = η · (1 +O(ǫ0)) + ∂1h0(ξ, 0) we see that
(2.83) D1 ⊂ N2d2K−2L
({η = 0}).
Since we are in the former case of (2.81) and the width of a bad strip is
2 · 10−10dǫ0K
−1
L , we can find two bad strips L1 and L2 so that the image
of their union under the map Tζ1 covers the set on the right hand side of
(2.83). By (2.80), we obtain
(2.84) B ⊂ Tζ1(L1) ∪ Tζ1(L2).
This gives the desired result.
Case 2.2. maxi=3,...,d
(
|a′′i,0|
)
≥ K−2L .
Define the sets
(2.85) Dj := {(ξ, η0(ξ)) ∈ B :
∣∣∣∂jh0
∂ξj
(ξ, η0(ξ))
∣∣∣ ≤ K−1j }
for every j = 3, . . . , d. We claim that
(2.86) B ⊂
( d⋂
j=1
Dj
)
∪
( d−1⋃
j=2
O(K3j+1)⋃
i=1
Tζ1(υj,i)
)
for some υj,i ∈ P(K
−1
j ,R
2).
Let us prove the claim inductively. Suppose that we have obtained that
(2.87) B ⊂
( k⋂
j=1
Dj
)
∪
( k−1⋃
j=2
O(K3j+1)⋃
i=1
Tζ1(υj,i)
)
for some k ∈ {2, . . . , d − 1}. Note that the case k = 2 follows from (2.80).
Note first that
(2.88)
k⋂
j=1
Dj ⊂
( k+1⋂
j=1
Dj
)
∪
( k⋂
j=1
Dj ∩ (Dk+1)
c
)
.
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We will show that
(2.89)
k⋂
j=1
Dj ∩ (Dk+1)
c ⊂
O(K3k+1)⋃
i=1
Tζ1(υk,i).
This gives the proof of (2.87) for k + 1 and by an inductive argument it
finishes the proof of the claim (2.86).
Let us prove (2.89). Let (ξ0, η0(ξ0)) be a point belonging to the set on
the left hand side of (2.89). It is not difficult to see that (2.89) follows from
the following geometric observation: All points (ξ, η0(ξ)) ∈ B with
(2.90) CKk+1K
−1
k ≤ |ξ − ξ0| ≤ C
′K−1k+1
do not belong to
⋂k
j=1Dj ∩ (Dk+1)
c. Here C,C ′ are two constant that are
to be chosen. Divide (2.65) by ∂2h0(ζ2). By taking derivatives with respect
to ξ, for every j ≥ 2, we obtain
(2.91)
∂j−1
∂ξj−1
(
∂1h0(ξ, η0(ξ))
)
=
∂j−1
∂ξj−1
(
∂2h0(ξ, η0(ξ))
)∂1h0(ζ2)
∂2h0(ζ2)
.
Since we are considering the latter case of (2.72), the right hand side is
bounded by O(K
−1/2
1 ). By the chain rule, we obtain
∂jh0
∂ξj
(ξ, η0(ξ)) +
∂2h0
∂ξ∂η
(ξ, η0(ξ))η
(j−1)
0 (ξ)
+ Error(ξ, η
(0)
0 (ξ), . . . , η
(j−2)
0 (ξ)) = O(K
−1/2
1 ).
(2.92)
where
(2.93) |Error(ξ, η
(0)
0 (ξ), . . . , η
(j−2)
0 (ξ))| .
j−2∑
l=1
|η
(l)
0 (ξ)|.
Hence, by an inductive argument, we see that
(2.94) |η
(j−1)
0 (ξ0)| ≃
∣∣∣∂jh0
∂ξj
(ξ0, η0(ξ0))
∣∣∣ ≤ K−1j
and
(2.95) |η(k)(ξ0)| ≃
∣∣∣∂k+1h0
∂ξk+1
(ξ0, η0(ξ0))
∣∣∣ > K−1k+1.
for every j = 2, . . . , k. By (2.94) and the previous discussion, it suffices to
show that for every point (ξ, η0(ξ)) ∈ B with CKk+1K
−1
k ≤ |ξ−ξ0| ≤ C
′K−1k+1
it holds that
(2.96) |η
(k−1)
0 (ξ)| > CK
−1
k .
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Let us prove (2.96). By the fundamental theorem of calculus and (2.94) with
j = k, we obtain
η
(k−1)
0 (ξ) =
∫ ξ
ξ0
η
(k)
0 (x) dx + η
(k−1)
0 (ξ0)
=
∫ ξ
ξ0
( ∫ x
ξ0
η
(k+1)
0 (y) dy + η
(k)
0 (ξ0)
)
dx+ η
(k−1)
0 (ξ0)
=
∫ ξ
ξ0
∫ x
ξ0
η
(k+1)
0 (y)dydx+ (ξ − ξ0)η
(k)
0 (ξ0) +O(K
−1
k )
=
∫ ξ
ξ0
(ξ − y)η
(k+1)
0 (y)dy + (ξ − ξ0)η
(k)
0 (ξ0) +O(K
−1
k ).
(2.97)
We use (2.95), (2.97), and a trivial bound (2.69), and obtain
(2.98) |η
(k−1)
0 (ξ)| & K
−1
k+1|ξ − ξ0| − c|ξ − ξ0|
2 − cK−1k ,
for some small constant c. It is not difficult to see that if 4cKk+1K
−1
k ≤
|ξ − ξ0| ≤ C
′K−1k+1 then the above lower bound is greater than 2cK
−1
k and
this finishes the proof of (2.96), and thus (2.87) and (2.86).
It remains to prove that
(2.99)
d⋂
j=1
Dj ⊂
d2⋃
i=1
Tζ1(υd+1,i)
for some υd+1,i ∈ P(K
−1
d+1,R
2). For simplicity, we first write
(2.100)
d⋂
j=1
Dj ⊂
{
(ξ, η) ∈ [−4, 4]2 : max
j=1,...,d
∣∣∣∂jh0
∂ξj
(ξ, η)
∣∣∣ ≤ K−1d }.
By Taylor’s theorem with respect to ξ-variable, we obtain
(2.101)
∂h0
∂ξ
(0, η) =
d∑
j=1
(−1)j−1
ξj−1
(j − 1)!
∂jh0
∂ξj
(ξ, η).
Thus, the set on the right hand side of (2.100) is contained in
(2.102)
{
(ξ, η) ∈ [−4, 4]2 : max
(∣∣∣∂h0
∂ξ
(ξ, η)
∣∣∣, ∣∣∣∂h0
∂ξ
(0, η)
∣∣∣) . K−1d }.
Since ∂h0∂ξ (0, η) = η · (1 + O(ǫ0)), if a point (ξ, η) belongs to the above set,
we obtain |η| . K−1d . Hence, by treating η as an error, the above set is
contained in
(2.103)
{
(ξ, η) ∈ [−4, 4]2 : |η| . K−1d ,
∣∣∣∂h0
∂ξ
(ξ, 0)
∣∣∣ . K−1d }.
Since we are in the latter case of (2.81), the norm of the polynomial ∂1h0(ξ, 0)
has a size & K−2L and we apply Lemma 2.5 and obtain (2.99). This completes
the proof. 
RESTRICTION ESTIMATES 19
3. Basic setup: Broad function and wave packet decomposition
In this section, we follow the broad-narrow analysis of Bourgain and Guth
[BG11] and Guth [Gut16], and introduce the notation of broad points. One
advantage of introducing this notion is that with it we can start making use
of multilinear restriction estimates (bilinear in our case).
Our notion of broad points is slightly more complicated than those in
[Gut16, CL17], see (3.2) and (3.3). First of all, it involves many different
scale, including Kd+1, · · · ,K0. In other words, we need to make sure that
our function |Ef(x)| is “broad” at every scale Kj . This is necessary as in
Lemma 2.4 bad pairs appear at every scale. Next, the notion of broad points
involves bad strips. A similar notion was already used in [CL17]. We need
to get rid of bad strips as it will be difficult to obtain a bilinear restriction
estimate as good as the one in [Gut16], if certain main contributions come
from a bad strip. However, a technical issue arises here. In [CL17], bad
strips are either horizontal or vertical. Two bad strips are either disjoint
or intersect at a square. In our case, orientations of bad strips are more
complicated and we need to take into account all the possible intersections
of bad strips.
We also review wave packet decomposition in this section.
3.1. Broad function. Take dyadic numbers
(3.1) KL = Kd+1 ≪ Kd ≪ · · · ≪ K1 ≪ K0 = K.
Let M := 1020dǫ−10 . Recall that P(K
−1, A) is a collection of all dyadic
squares with side length K−1 in a set A and we sometimes use P(K−1)
for P(K−1, [−1, 1]2). Recall also that Lemma 2.1 states that for every
square with side length K−1d+1 there are at most M bad strips with width
2 · 10−10dǫ0K
−1
L intersecting the square.
For every (d+2)-tuple α = (α0, . . . , αd+1) ∈ (0, 1)
d+2, we say that x ∈ R3
is an α-broad point of Ef if
(3.2) max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ (x)
∣∣∣ ≤ αd+1|Ef(x)|
and
max
τj∈P(K
−1
j )
|Efτj (x)|
+ max
υj∈P(K
−1
j )
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υj∩(∩Mi=1Li))
Efτ (x)
∣∣∣ ≤ αj |Ef(x)|(3.3)
for every j = 0, . . . , d+1. Here, the bad strips Li do not need to be distinct.
Also, the second term on the left hand side of (3.3) is introduced for some
technical reason.
For α ∈ (0, 1)d+2 and r ∈ R, we use the notation rα = (rα0, . . . , rαd+1).
We let BrαEf(x) denote the function which is |Ef(x)| if x is an α-broad
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point of Ef and 0 otherwise. Theorem 1.2 follows from the following broad
function estimate.
Theorem 3.1. For every ǫ > 0 there exist dyadic numbers K,K1, . . . ,Kd,KL
with
(3.4) KL = Kd+1(ǫ)≪ Kd(ǫ)≪ · · · ≪ K1(ǫ)≪ K0(ǫ) = K
and a small number δtrans ∈ (0, ǫ) so that the following holds true: For every
α = (α0, . . . , αd+1) with 1 ≥ αj ≥ K
−ǫ
j and j = 0, . . . , d + 1, R ≥ 1, ball
BR ⊂ R
3 of radius R, and function f : [−1, 1]2 → C, it holds that
‖BrαEf‖L3.25(BR) ≤ Cǫ,dR
δtrans(
∑d+1
j=0 log (K
ǫ
jαj))Rǫ‖f‖
12
13
+ǫ
L2
max
θ∈P(R−1/2)
‖f‖
1
13
−ǫ
L2avg(θ)
.
(3.5)
Here, the averaged L2 norm is defined by
(3.6) ‖f‖L2avg(θ) :=
( 1
|θ|
∫
θ
|f(x)|2 dx
)1/2
.
Moreover, limǫ→0Kd+1(ǫ)→ +∞, and δtrans can be taken to be ǫ
6.
Let us assume Theorem 3.1 and finish the proof of Theorem 1.2.
Proof of Theorem 1.2. For simplicity, we use the notation p0 = 3.25. Fix
3/13 < λ < 5/13. The other case where 5/13 ≤ λ ≤ 1 follows by Ho¨lder’s
inequality. Assume that ǫ > 0 is sufficiently small so that
(3.7) 0 < 10dǫ < λ−
3
13
.
Our proof relies on an induction argument on the radius R. We assume that
(1.9) holds true for all the radii smaller than R/2 and aim to prove (1.9) for
the radius R. Take αj = K
−ǫ
j . By the definition of the broad function, we
obtain
|Ef(x)| ≤ |BrαEf(x)|+
d+1∑
j=0
α−1j
(
max
τj∈P(K
−1
j )
|Efτj (x)|
+ max
υj∈P(K
−1
j )
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υj∩(∩Mi=1Li))
Efτ (x)
∣∣∣
)
+ (αd+1)
−1 max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ (x)
∣∣∣.
(3.8)
RESTRICTION ESTIMATES 21
We raise both sides to the p0-th power, integrate over BR, replace the max
by lp0-norms, and obtain
∫
BR
|Ef |p0 ≤ C
∫
BR
|BrαEf |
p0 + C
d+1∑
j=0
α−p0j
( ∑
τj∈P(K
−1
j )
∫
BR
|Efτj |
p0
+
∑
υj∈P(K
−1
j )
∑
L1,...,LM∈L
∫
BR
∣∣∣∣ ∑
τ∈P(K−1, υj∩(∩Mi=1Li))
Efτ
∣∣∣∣
p0
)
+ C(αd+1)
−p0
∑
L1,...,LM∈L
∫
BR
∣∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ
∣∣∣∣
p0
,
(3.9)
for some universal constant C. We apply Theorem 3.1 to the first term and
obtain
∫
BR
|BrαEf |
p0 ≤ CCp0ǫ,dR
p0ǫ‖f‖
12
13
p0+ǫp0
L2
max
θ∈P(R−1/2)
‖f‖
p0
13
−ǫp0
L2avg(θ)
≤ 10−dp0Cp0ǫ,d,λR
p0ǫ‖f‖
p0(1−λ)
L2
‖f‖p0λ∞ ,
(3.10)
provided that Cǫ,d,λ in Theorem 1.2 is chosen such that
(3.11) 102dp0CCǫ,d ≤ Cǫ,d,λ.
The second inequality of (3.10) follows from Ho¨lder’s inequality and from
the fact that 12/13 > 1 − λ. This takes care of the contribution from the
first term.
Let us bound the second term. Note that p0(1−λ) > 2. We apply Lemma
2.2 and the embedding lp0(1−λ) →֒ l2 to obtain
α−p0j
∑
τj∈P(K
−1
j )
∫
BR
|Efτj |
p0 ≤ (Kj)
−ǫCp0ǫ,d,λR
p0ǫ
∑
τj∈P(K
−1
j )
‖fτj‖
p0(1−λ)
L2
‖fτj‖
p0λ
L∞
≤ (Kj)
−ǫCp0ǫ,d,λR
p0ǫ‖f‖
p0(1−λ)
L2
‖f‖p0λL∞ .
(3.12)
Hence, the second term is also harmless as Kj is sufficiently large. The third
term can be dealt with by following the same argument. We leave out the
details.
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Let us bound the fourth term. By Lemma 2.3 and the embedding lp0(1−λ) →֒
l2, we obtain
α−p0d+1
∑
L1,...,LM∈L
∫
BR
∣∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ
∣∣∣∣
p0
≤ (Kd+1)
−ǫCp0ǫ,d,λR
p0ǫ
∑
L1,...,LM∈L
‖f∩Mi=1Li
‖
p0(1−λ)
L2
‖f‖p0λL∞
≤ (Kd+1)
−ǫCp0ǫ,d,λR
p0ǫ
( ∑
L1,...,LM∈L
‖f∩Mi=1Li
‖2L2
) p0(1−λ)
2
‖f‖p0λL∞ .
(3.13)
By Lemma 2.1, it is further bounded by
(3.14) ǫ−p00 10
20dp0(Kd+1)
−ǫCp0ǫ,d,λ‖f‖
p0(1−λ)
L2
‖f‖p0λL∞ .
By taking Kd+1 to be sufficiently large, we finish the analysis of the last
term. This completes the proof of Theorem 1.2. 
3.2. Wave packet decomposition. We briefly review the standard wave
packet decomposition. Details can be found in Tao [Tao03] and Guth
[Gut16]. We decompose the square [−1, 1]2 into smaller dyadic squares θ of
side length R−1/2. Let wθ denote the left bottom corner of θ. Let vθ denote
the normal vector to our surface S at the point (wθ, h(wθ)). Let T(θ) denote
a set of tubes covering BR, that are parallel to vθ with radius R
1/2+δ and
length CR. Denote T := ∪θ∈P(R−1/2)T(θ) and T(τ) := ∪θ∈P(R−1/2,τ)T(θ).
For each T ∈ T(θ), let v(T ) denote the direction vθ of the tube.
Proposition 3.2 (Wave packet decomposition). If f ∈ L2([−1, 1]2) then
for each T ∈ T we can choose a function fT so that the following holds true:
(1) If T ∈ T(θ) then supp(fT ) ⊂ 3θ;
(2) If x ∈ BR \ T , then |EfT (x)| ≤ R
−1000‖f‖2;
(3) For any x ∈ BR, |Ef(x)−
∑
T∈TEfT (x)| ≤ R
−1000‖f‖L2;
(4) If T1, T2 ∈ T(θ) and T1, T2 are disjoint, then |
∫
fT1 f¯T2 | ≤ R
−1000
∫
θ |f |
2;
(5)
∑
T∈T(θ)
∫
[−1,1]2 |fT |
2 .
∫
θ |f |
2.
For the proof of the wave packet decomposition, we refer to that of Propo-
sition 2.6 in [Gut16].
We decompose [−1, 1]2 into smaller squares τ with side length K−1. Write
f =
∑
τ∈P(K−1) fτ and apply the above wave packet decomposition to the
function fτ . To simplify notation, (fτ )T will be abbreviated to fτ,T .
Lemma 3.3. Suppose that Tk ⊂ T indexed by k ∈ A for some index set A.
If each tube T belongs to at most µ of the subsets {Tk}k∈A then for every θ,
(3.15)
∑
k∈A
∫
3θ
∣∣∣ ∑
T∈Tk
fτ,T
∣∣∣2 . µ ∫
10θ
|fτ |
2.
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The proof of Lemma 3.3 is identical to that of Lemma 2.7 in [Gut16].
Hence, we leave out the details. We record a special case of Lemma 3.3.
Lemma 3.4. For every cap θ, τ , and subcollection Tk ⊂ T,
(3.16)
∫
3θ
∣∣∣∣ ∑
T∈Tk
fτ,T
∣∣∣∣
2
.
∫
10θ
|fτ |
2.
4. Proof of Theorem 3.1
In this section we will prove Theorem 3.1. We may assume that (3.5) holds
true for αd+1 ≥ 10
−100d by taking Kd+1 large enough and for αj ≥ K
−100
j+1
for j = 0, . . . , d by taking Kj large enough. The constants Kd+1, · · · ,K0
will satisfy
(4.1) 1≪ Kd+1 ≪ Kd ≪ · · · ≪ K1 ≪ K0.
We will introduce other parameters, called δ, δtrans, δdeg, such that
(4.2) δtrans ≪ δdeg ≪ δ ≪ ǫ.
More explicitly, we take
(4.3) δtrans = ǫ
6, δdeg = ǫ
4, and δ = ǫ2.
Moreover, recall from the last section that M = 1020dǫ−10 .
The proof is via an induction argument on the radius R. We assume that
(3.5) holds true for all radii ≤ R/2 and aim to prove it for all radii ≤ R.
We will utilize the polynomial partitioning lemma in [Gut16].
Theorem 4.1 (Corollary 1.7 in [Gut16]). Let W be a non-negative L1 func-
tion on Rn. Then for any D ∈ Z+, there is a non-zero polynomial P of degree
at most D so that Rn \ Z(P ) is a disjoint union of ≃ Dn open sets Oi, and
the integrals
∫
Oi
W agree up to a factor of 2. Moreover, the polynomial P
is a product of non-singular polynomials.
We apply Theorem 4.1 to the function 1BR(Brα(Ef))
p0 with D = Rδdeg .
Then there exists a polynomial P such that
(4.4) R3 \ Z(P ) =
≃D3⊔
i=1
Oi
and
(4.5)
∫
Oi′∩BR
(BrαEf)
p0 ≃
∫
Oi∩BR
(BrαEf)
p0
for every i and i′. Here, P is a product of non-singular polynomials.
We define a wall W to be the R1/2+δ-neighborhood of the variety Z(P ).
Define cells O′i := (Oi ∩ BR) \W . Denote the collection of all the tubes
intersecting O′i by
(4.6) Ti := {T ∈ T : T ∩O
′
i 6= ∅}.
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For every τ ∈ P(K−1) and τj ∈ P(K
−1
j ) with j = 1, . . . , d+ 1, define
(4.7) fτ,i :=
∑
T∈Ti
fτ,T , fτj ,i :=
∑
τ∈P(K−1,τj)
fτ,i, fi :=
∑
τ∈P(K−1)
fτ,i.
To prove (3.5), we decompose our ball BR into the cells and the wall and
obtain
(4.8)
∫
BR
(BrαEf)
p0 =
≃D3∑
i=1
∫
BR∩O
′
i
(BrαEf)
p0 +
∫
BR∩W
(BrαEf)
p0 .
There are two scenarios. We say that we are in the cellular case if
(4.9)
≃D3∑
i=1
∫
BR∩O
′
i
(BrαEf)
p0 ≥
∫
BR∩W
(BrαEf)
p0 .
Otherwise, we say that we are in the wall case.
4.1. Cellular case. In this case, there exists a subcollection T of the index
set of the cells with cardinality ≃ D3 such that for all i ∈ T
(4.10)
∫
BR
(BrαEf)
p0 ≃ D3
∫
BR∩O
′
i
(BrαEf)
p0 .
We refer to Lemma 4.1 in [CL17] for more details.
Lemma 4.2. For every i ∈ T and every x ∈ O′i, it holds that
(4.11) BrαEf(x) ≤ Br2αEfi(x) +O(R
−900‖f‖L2).
Proof of Lemma 4.2. Suppose that x ∈ O′i is an α-broad point of Ef. By
item (3) of Proposition 3.2, we obtain
(4.12) Efτ (x) =
∑
T∈T
Efτ,T (x) +O(R
−1000‖fτ‖2).
If x ∈ T , then T intersects O′i and T ∈ Ti. If x /∈ T , then by item (2) of
Proposition 3.2, we have |Efτ,T (x)| ≤ R
−1000‖fτ‖2. Hence, we have
(4.13) Efτ (x) = Efτ,i(x) +O(R
−990‖fτ‖2).
By summing over τ , we obtain
(4.14) Ef(x) = Efi(x) +O(R
−990‖f‖2).
It remains to show that x is a 2α-broad point of Efi. We may assume
that |Ef(x)| ≥ R−900‖f‖2 and by the above inequality, we have |Efi(x)| ≥
R−890‖f‖2. We need to show that
(4.15) max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ,i(x)
∣∣∣ ≤ 2αd+1|Efi(x)|
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and
max
τj∈P(K
−1
j )
|Efτj ,i(x)|
+ max
υj∈P(K
−1
j )
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υj∩(∩Mi=1Li))
Efτ,i(x)
∣∣∣ ≤ 2αj |Efi(x)|
(4.16)
for every j = 0, . . . , d+ 1.
Let us first prove (4.15). By (4.13), the left hand side of (4.15) is bounded
by
(4.17) max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ (x)
∣∣∣+O(R−980‖f‖2)
which is further bounded by
(4.18)
11
10
αd+1|Ef(x)|
as x is an α-broad point of Ef . By (4.14), the above display is further
bounded by
(4.19)
11
10
αd+1|Efi(x)|+O(R
−980‖f‖2).
Since the error term is bounded by 910αd+1|Efi(x)|, this gives (4.15). The
second inequality (4.16) can be proved in the exactly same way. We leave
out the details. 
We apply Lemma 4.2 to each cell O′i and obtain
(4.20)
∫
BR∩O
′
i
(
BrαEf(x)
)p0
.
∫
BR
(
Br2αEfi(x)
)p0
+O(R−900p0‖f‖p0
L2
).
If the error dominates the first term on the right hand side, we automatically
obtain Theorem 3.1. Hence, we may assume that the first term dominates
the error. We decompose the ball BR into smaller balls of radius R/2 and
apply the induction hypothesis on R and obtain
∫
BR∩O
′
i
(
BrαEf(x)
)p0
. Rδtrans(
∑
j log (K
ǫ
j2αj))p0Rǫp0‖fi‖
3+ǫp0
L2
max
θ∈P(R−1/2)
‖fi‖
1
4
−ǫp0
L2avg(θ)
.
(4.21)
We apply Lemma 3.4 to ‖fi‖L2avg(θ) and see that the above term is bounded
by
Rδtrans(
∑
j log (K
ǫ
j2αj))p0Rǫp0‖fi‖
3+ǫp0
L2
max
θ∈P(R−1/2)
‖f‖
1
4
−ǫp0
L2avg(θ)
. Rδtrans(
∑
j log (K
ǫ
j2αj ))p0Rǫp0
( ∑
τ∈P(K−1)
‖fτ,i‖
2
L2
) 3+ǫp0
2 max
θ∈P(R−1/2)
‖f‖
1
4
−ǫp0
L2avg(θ)
.
(4.22)
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As a line can intersect Z(P ) at most (D + 1)-times (recall that the degree
of the polynomial P is D), we see that each tube T ∈ T intersects at most
(D + 1) many cells O′i. By this observation and Lemma 3.3, we have
(4.23)
∑
i∈T
‖fτ,i‖
2
L2 . D‖fτ‖
2
L2 .
Since the cardinality of T is ≃ D3, we can find some i0 ∈ T such that
(4.24)
∑
τ∈P(K−1)
‖fτ,i0‖
2
L2 . D
−2
∑
τ∈P(K−1)
‖fτ‖
2
L2 . D
−2‖f‖2L2 .
By combining (4.10), (4.21), (4.22) and (4.24) with i = i0, we obtain
∫
BR
(BrαEf)
p0
. D−ǫp0RCδtransRδtrans(
∑
j log (K
ǫ
jαj))p0Rǫp0‖f‖3+ǫp0
L2
max
θ∈P(R−1/2)
‖f‖
1
4
−ǫp0
L2avg(θ)
.
(4.25)
It suffices to note that
(4.26) D−ǫRCδtrans = R−ǫδdeg+Cδtrans ≪ 1
for sufficiently large R. This completes the proof of the cellular case.
4.2. Wall case. In the wall case, we need to show that
‖BrαEf‖L3.25(BR∩W )
≤ 10−1Cǫ,dR
δtrans(
∑
j log (K
ǫ
jαj))Rǫ‖f‖
12
13
+ǫ
L2
max
θ∈P(R−1/2)
‖f‖
1
13
−ǫ
L2avg(θ)
.
(4.27)
We will cover BR with ≃ R
3δ balls Bk of radius R
1−δ. Let Tk,tang denote
the collection of all tubes T ∈ T such that Bk ∩W ∩ T 6= ∅ and
(4.28) Angle(v(T ),Tz(Z(P ))) ≤ R
−1/2+2δ ,
for every z that is a non-singular point of Z(P ) lying in 2Bk ∩ 10T . Here
Tz(Z(P )) is the tangent plane of Z(P ) at the point z. Let Tk,trans denote
the collection of all tubes T ∈ T such that Bk ∩W ∩ T 6= ∅ and
(4.29) Angle(v(T ),Tz(Z(P ))) > R
−1/2+2δ ,
for some non-singular point z of Z(P ) lying in 2Bk ∩ 10T . We use the
notations Tk,− and Tk,+ for Tk,tang and Tk,trans, respectively. It is easy to
see that each tube T with Bk ∩W ∩ T 6= ∅ belongs to either Tk,+ or Tk,−.
Denote Tk,+(τ) := T(τ)∩Tk,+ and Tk,−(τ) := T(τ)∩Tk,−. We will use two
geometric estimates.
Lemma 4.3 (Lemma 3.5 and 3.6 in [Gut16]).
(1) Each tube T ∈ T belongs to at most RO(δdeg) different sets Tk,+.
(2) For each k, the number of different θ with Tk,−∩T(θ) 6= ∅ is at most
R1/2+O(δ).
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For a subcollection I of the squares τ , we define fI by
(4.30) fI =
∑
τ∈I
fτ ,
and define
(4.31)
fτ,k,+ :=
∑
T∈Tk,+(τ)
fT , fk,+ :=
∑
τ∈P(K−1)
fτ,k,+, fI,k,+ :=
∑
τ∈I
fτ,k,+.
Moreover, define fτ,k,−, fk,−, fI,k,− similarly. We also define the bilinear
function
(4.32) Bil(Ef) :=
∑
(τ,τ ′)∈P(K−1)×P(K−1):
(τ,τ ′) is a good pair
|Efτ |
1/2|Efτ ′ |
1/2.
Now we are ready to run the broad-narrow analysis of Bourgain and Guth
[BG11] and Guth [Gut16]. We will use geometric lemma 2.4 here and see
the motivation of our definition of broad points.
Lemma 4.4. Suppose that α ∈ (0, 1)d+2 satisfies
(4.33) K−ǫj ≤ αj ≤ K
−100d
j+1 , K
−ǫ
d+1 ≤ αd+1 ≤ 10
−100d
for every j = 0, . . . , d. Then for every x ∈ Bk ∩W
BrαEf(x) ≤ 2
∑
I
Br200d2αEfI,k,+(x)
+K1000 Bil(Efk,−)(x) +R
−50‖f‖2.
(4.34)
The summation
∑
I runs over all possible collections of squares with side-
length K−10 .
Proof of Lemma 4.4. Suppose that x is an α-broad point of Ef . We may
assume that
(4.35) |Ef(x)| ≥ R−100‖f‖2.
Otherwise, the inequality is trivial. We define the non-significant tangential
part
(4.36) C =
{
τ ∈ P(K−1) : |Efτ,k,−(x)| < K
−100|Ef(x)|
}
.
We consider several cases.
Case 1. Cc is empty.
In this case, by the triangle inequality, we obtain
|Ef(x)| ≤
∣∣∣ ∑
τ∈P(K−1)
Efτ,k,+(x)
∣∣∣ + ∑
τ∈P(K−1)
|Efτ,k,−(x)|+R
−200‖f‖2
≤
∣∣∣ ∑
τ∈P(K−1)
Efτ,k,+(x)
∣∣∣ +K−50|Ef(x)|+R−200‖f‖2.
(4.37)
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By rearranging the terms, we obtain
(4.38) |Ef(x)| ≤ 2
∣∣∣ ∑
τ∈P(K−1)
Efτ,k,+(x)
∣∣∣.
It remains to show that x is a 200d2α-broad point of Efk,+. By definition,
it follows from
(4.39)
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ,k,+(x)
∣∣∣ ≤ 200d2αd+1∣∣∣ ∑
τ∈P(K−1)
Efτ,k,+(x)
∣∣∣
and
max
υj∈P(K
−1
j )
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υj∩(∩Mi=1Li))
Efτ,k,+(x)
∣∣∣
+ max
τj∈P(K
−1
j )
|
∑
τ∈P(K−1,τj)
Efτ,k,+(x)| ≤ 200d
2αj
∣∣∣ ∑
τ∈P(K−1)
Efτ,k,+(x)
∣∣∣
(4.40)
for every j = 0, . . . , d+ 1. Let us prove (4.39). By (4.38) it suffices to show
that
(4.41) max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ,k,+(x)
∣∣∣ ≤ 100d2αd+1|Ef(x)|.
It follows by the fact that τ ∈ C and x is an α-broad point of Ef(x). This
gives the proof of (4.39). The inequality (4.40) can be proved in exactly the
same way. We leave out the details.
Case 2. Cc is not empty.
We pick τ∗ ∈ Cc and take the dyadic square containing τ∗ with sidelength
K−1d+1. We take a square υ with sidelength 8K
−1
d+1 so that it contains the
dyadic square and the distance between the boundary of the dyadic square
and the boundary of υ becomes greater than 2K−1d+1. We may assume that
the square υ is a union of 64 dyadic squares with side length K−1d+1. We have
two subcases.
Case 2.1.
⋃
τ∈Cc τ ⊂ υ.
Note that all the elements τ ⊂ υc belong to C. Since x is an α-broad
point of Ef and x ∈ Bk, we obtain
|Ef(x)| ≤
∣∣∣ ∑
τ∈P(K−1, υ)
Efτ (x)
∣∣∣+ ∣∣∣ ∑
τ∈P(K−1, υc)
Efτ (x)
∣∣∣
≤ 64αd+1|Ef(x)|+
∣∣∣ ∑
τ∈P(K−1, υc)
Efτ (x)
∣∣∣
≤
(
65αd+1 +K
−50
)
|Ef(x)|+
∣∣∣ ∑
τ∈P(K−1, υc)
Efτ,k,+(x)
∣∣∣+R−200‖f‖2.
(4.42)
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Recall that αd+1 ≤ 10
−100d. This implies
(4.43) |Ef(x)| ≤ 2
∣∣∣ ∑
τ∈P(K−1, υc)
Efτ,k,+(x)
∣∣∣.
It remains to show that x is a 200d2α-broad point of the function
∑
τ⊂υc Efτ,k,+.
By definition and by applying (4.43) and the fact that τ ∈ C, it suffices to
show
(4.44) max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, (∩Mi=1Li)∩υ
c)
Efτ (x)
∣∣∣ ≤ 90d2αd+1|Ef(x)|
and
max
τj∈P(K
−1
j )
|Efτj (x)|
+ max
υj∈P(K
−1
j )
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υj∩(∩Mi=1Li))
Efτ (x)
∣∣∣ ≤ 90d2αj|Ef(x)|,
(4.45)
for every j = 0, . . . , d + 1. Note that (4.45) immediately follows from the
assumption that x is an α-broad point of Ef(x). Let us prove (4.44). By
the triangle inequality, the left hand side of (4.44) is bounded by
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ (x)
∣∣∣ + max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υ∩(∩Mi=1Li))
Efτ (x)
∣∣∣.
(4.46)
Since υ is a union of 64 dyadic squares with side length K−1d+1 and x is an
α-broad point of Ef , by the triangle inequality, it is further bounded by
65αd+1|Ef(x)| and this gives the proof of (4.44).
Case 2.2. There exists τ∗∗ ∈ Cc such that dist(τ∗, τ∗∗) ≥ 2K−1d+1.
If Cc contains two squares τ1 and τ2 such that the pair (τ1, τ2) is a good
pair, then we obtain
(4.47)
|Ef(x)| ≤ K100|Efτ1,k,−(x)|
1/2|Efτ2,k,−(x)|
1/2 ≤ K100Bil(Efk,−)(x).
This gives the desired result. Hence, we may assume that there does not
exist two squares τ1, τ2 ∈ C
c such that (τ1, τ2) is a good pair.
Since x ∈W and non-singular points are dense on Z(P ), by the definition
of tangent wave packets, we can find a non-singular point z of Z(P ) such
that
(4.48) |x− z| ≤ 2R1/2+δ and Angle(v(T ),Tz(Z(P ))) ≤ R
−1/2+2δ
for every T ∈ Tk,− with z ∈ 10T . Since τ
∗, τ∗∗ ∈ Cc, they contain points such
that the angles between the normal vectors of the surface associated with
h at the points and Tz(Z(P )) are smaller than 2R
−1/2+2δ. We denote the
points in τ∗ and τ∗∗ by ζ∗ and ζ∗∗, respectively. Write ζ∗∗ := (ζ∗∗1 , ζ
∗∗
2 ) :=
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Tζ∗(ζ
∗∗). Here, Tζ∗ is the map defined in (2.43). Without loss of generality,
we may assume that |ζ∗∗1 | ≥ |ζ
∗∗
2 |. Note that
{θ ∈ P(R−1/2) : Angle(Tz(Z(P )), vθ) ≤ 2R
−1/2+2δ}
⊂ {T−1ζ∗ (ξ, η) : |Pζ∗,ζ∗∗(ξ, η)| < R
−1/2+O(δ)}
(4.49)
because (2.47) says that |Pζ∗,ζ∗∗(ξ, η)| is comparable to the volume of the
parallelogram generated by the normal vectors of the surface associated with
h at ζ∗, ζ∗∗, and T−1ζ∗ (ξ, η). Here, vθ is the normal vector to the surface S
associated with h at the point (wθ, h(wθ)) and wθ is the bottom corner of
θ. Recall that
(4.50) Pζ∗,ζ∗∗(ξ, η) = ∂1hζ∗(ξ, η)∂2hζ∗(ζ∗∗)− ∂2hζ∗(ξ, η)∂1hζ∗(ζ∗∗).
Since ∂1hζ∗(ξ, η) = η · (1 + O(ǫ0)) + ∂1hζ∗(ξ, 0) and ∂2hζ∗(ξ, η) = ξ · (1 +
O(ǫ0)) + ∂2hζ∗(0, η), by (2.45), the set on the second line of (4.49) is con-
tained in
(4.51) T−1ζ∗ (NR−1/2+O(δ)(Z(Pζ∗,ζ∗∗))).
Hence, for every τ ∈ Cc with dist(τ∗, τ) ≥ 2K−1d+1, there exists
(4.52) ζ = ζ(τ) ∈ 2τ ∩ T−1ζ∗ (Z(Pζ∗,ζ∗∗)).
Since Tζ∗(ζ
∗), Tζ∗(ζ
∗∗), Tζ∗(ζ) ∈ Z(Pζ∗,ζ∗∗), we obtain
(4.53) det

 ∂1hζ∗(Tζ∗(ζ∗)) ∂2hζ∗(Tζ∗(ζ∗)) −1∂1hζ∗(Tζ∗(ζ∗∗)) ∂2hζ∗(Tζ∗(ζ∗∗)) −1
∂1hζ∗(Tζ∗(ζ)) ∂2hζ∗(Tζ∗(ζ)) −1

 = 0.
Since (τ∗, τ) is a bad pair, (ζ∗, ζ) is a bad pair. By (2.47) and (4.53), we
obtain Z(Pζ∗,ζ∗∗) = Z(Pζ∗,ζ) and B(ζ
∗, ζ) = B(ζ∗, ζ∗∗). Since (ζ∗, ζ) is a
bad pair, Tζ∗(ζ) ∈ B(ζ
∗, ζ) = B(ζ∗, ζ∗∗). We apply Lemma 2.4. We consider
the first case in Lemma 2.4: There exist some squares υ′j,i ∈ P(K
−1
j ,R
2)
such that
{Tζ∗(ζ) = Tζ∗(ζ(τ)) : τ ∈ C
c, dist(τ∗, τ) ≥ 2K−1d+1}
⊂ B(ζ∗, ζ∗∗) ⊂
( d2⋃
i=1
Tζ∗(υ
′
d+1,i)
)
∪
( d−1⋃
j=2
O(K3j+1)⋃
i=1
Tζ∗(υ
′
j,i)
)
.
(4.54)
We take T−1ζ∗ on the both sides, enlarge squares υ
′
j,i, include the square υ
defined at the discussion at the beginning of Case 2, and we obtain
(4.55)
⋃
τ∈Cc
τ ⊂
( 27d2⋃
i=1
υ′d+1,i
)
∪
( d−1⋃
j=2
K4j+1⋃
i=1
υ′j,i
)
=: Bad
for some υ′j,i ∈ P(K
−1
j , [−1, 1]
2).
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By the triangle inequality,
(4.56) |Ef(x)| ≤
∣∣∣ ∑
τ∈P(K−1,Bad)
Efτ (x)
∣∣∣+ ∣∣∣ ∑
τ∈P(K−1):τ∩Badc 6=∅
Efτ (x)
∣∣∣.
By the definition of an α-broad point, the upper bound of αj , and the
triangle inequality, we obtain∣∣∣ ∑
τ∈P(K−1,Bad)
Efτ (x)
∣∣∣
≤
27d2∑
i=1
∣∣∣ ∑
τ∈P(K−1, υ′d+1,i)
Efτ (x)
∣∣∣+ d−1∑
j=2
K4j+1∑
i=1
∣∣∣ ∑
τ∈P(K−1, υ′j,i)
Efτ (x)
∣∣∣
≤
(
27d2αd+1 +
d−1∑
j=2
K4j+1αj
)
|Ef(x)| ≤ 2−1|Ef(x)|.
(4.57)
Hence, by combining (4.56) and (4.57), and by x ∈ Bk, we obtain
(4.58) |Ef(x)| ≤ 2
∣∣∣ ∑
τ∈P(K−1):τ∩Badc 6=∅
Efτ,k,+(x)
∣∣∣.
It remains to show that x is a 200d2α-broad point of
∣∣∣∑τ∩Badc 6=∅Efτ,k,+(x)∣∣∣.
By the above inequality (4.58) and by the fact that all the squares τ with
τ ∩ Badc 6= ∅ belong to C, it suffices to show that
(4.59) max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li):
τ∩Badc 6=∅
Efτ (x)
∣∣∣ ≤ 90d2αd+1|Ef(x)|
and
max
τj∈P(K
−1
j )
|Efτj (x)|
+ max
υj∈P(K
−1
j )
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υj∩(∩
M
i=1Li)):
τ∩Badc 6=∅
Efτ (x)
∣∣∣ ≤ 90d2αj |Ef(x)|
(4.60)
for every j = 0, . . . , d+ 1.
Let us prove (4.59) first. By the triangle inequality, the left hand side of
(4.59) is bounded by
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ (x)
∣∣∣ + max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, (∩Mi=1Li)∩Bad)
Efτ
∣∣∣.
(4.61)
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Since x is an α-broad point of Ef , as in (4.57), it is further bounded by
(4.62)
(
30d2αd+1 +
d−1∑
j=2
K4j+1αj
)
|Ef(x)|.
Since this is bounded by 100d2αd+1|Ef(x)| by the lower bound and upper
bound of αj , this gives the proof of (4.59).
Let us prove (4.60). The first term on the left hand side of (4.60) can be
bounded by αj |Ef(x)| by the definition of an α-broad point. By the triangle
inequality, the second term is bounded by
max
υj∈P(K
−1
j )
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υj∩(∩Mi=1Li))
Efτ (x)
∣∣∣
+ max
υj∈P(K
−1
j )
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υj∩(∩Mi=1Li)∩Bad)
Efτ (x)
∣∣∣.(4.63)
The first term of (4.63) can be bounded by αj |Ef(x)| by the definition of
an α-broad point. For j = 0, 1, 2, Bad does not play a role and the second
term of (4.63) can be dealt with by the definition of an α-broad point and
it is bounded by αj |Ef(x)|. For j = 3, . . . , d, by the triangle inequality, the
second term of (4.63) is bounded by
max
υj∈P(K
−1
j )
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υj∩(∩Mi=1Li))
Efτ (x)
∣∣∣
+
j−1∑
l=2
K4l+1∑
i=1
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,υl,i∩(∩
M
i=1Li))
Efτ (x)
∣∣∣.
(4.64)
We can apply the definition of an α-broad point and it is bounded by
(4.65)
(
αj +
j−1∑
l=2
K4l+1αl
)
|Ef(x)|.
This is futher bounded by 200d2αj |Ef(x)|. For j = d + 1, by the triangle
inequality, the second term of (4.63) is bounded by
(4.66)
(
50d2αd+1 +
d−1∑
l=2
K4l+1αl
)
|Ef(x)|.
This is futher bounded by 200d2αd+1|Ef(x)|. This completes the proof of
(4.60) and finishes the discussion for the first case of Lemma 2.4.
Let us consider the second case in Lemma 2.4: There exist bad strips Lj
such that
(4.67)
⋃
τ∈Cc
τ ⊂ υ ∪ L′1 ∪ L
′
2 =: Bad1,
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where υ is the square with side length 8K−1d+1 defined at the beginning of
the discussion of Case 2. By the triangle inequality,
(4.68) |Ef(x)| ≤
∣∣∣ ∑
τ∈P(K−1,Bad1)
Efτ (x)
∣∣∣ + ∣∣∣ ∑
τ∈P(K−1):τ∩Badc1 6=∅
Efτ (x)
∣∣∣.
By inclusion-exclusion principle,
∣∣∣ ∑
τ∈P(K−1,Bad1)
Efτ (x)
∣∣∣
≤
∣∣∣ ∑
τ∈P(K−1, L′1)
Efτ (x)
∣∣∣+ ∣∣∣ ∑
τ∈P(K−1, L′2)
Efτ (x)
∣∣∣+ ∣∣∣ ∑
τ∈P(K−1, L′1∩L
′
2)
Efτ (x)
∣∣∣
+
∣∣∣ ∑
τ∈P(K−1, υ)
Efτ (x)
∣∣∣+ ∣∣∣ ∑
τ∈P(K−1, L′1∩υ)
Efτ (x)
∣∣∣+ ∣∣∣ ∑
τ∈P(K−1, L′2∩υ)
Efτ (x)
∣∣∣
+
∣∣∣ ∑
τ∈P(K−1, L′1∩L
′
2∩υ)
Efτ (x)
∣∣∣.
(4.69)
By the definition of an α-broad point, it is futher bounded by 300αd+1|Ef(x)|.
Hence, we obtain
(4.70) |Ef(x)| ≤ 2
∣∣∣ ∑
τ∈P(K−1):τ∩Badc1 6=∅
Efτ (x)
∣∣∣.
It remains to show that x is a 200d2α-broad point of
∣∣∣∑τ∩Badc1 6=∅Efτ (x)
∣∣∣.
It can be proved as in (4.59) and (4.60). By definition and (4.70), it suffices
to prove
(4.71) max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li):
τ∩Badc1 6=∅
Efτ (x)
∣∣∣ ≤ 90d2αd+1|Ef(x)|
and
max
τj∈P(K
−1
j )
|Efτj (x)|
+ max
υj∈P(K
−1
j )
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υj∩(∩Mi=1Li)):
τ∩Badc1 6=∅
Efτ (x)
∣∣∣ ≤ 90d2αj |Ef(x)|
(4.72)
for every j = 0, . . . , d+ 1.
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Let us first prove (4.71). By inclusion-exclusion principle, the left hand
side of (4.71) is bounded by
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ (x)
∣∣∣
+ max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υ0∩(∩Mi=1Li))
Efτ (x)
∣∣∣
+
2∑
j=1
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, (∩Mi=1Li)∩L
′
j)
Efτ (x)
∣∣∣
+ max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, (∩Mi=1Li)∩L
′
1∩L
′
2)
Efτ (x)
∣∣∣
+
2∑
j=1
max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, (∩Mi=1Li)∩L
′
j∩υ)
Efτ (x)
∣∣∣
+ max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, (∩Mi=1Li)∩L
′
1∩L
′
2∩υ)
Efτ (x)
∣∣∣.
(4.73)
Since L′1 and L
′
2 are bad strips and at each point x there are at most M bad
strips intersecting x, the above term is further bounded by
4 max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1,∩Mi=1Li)
Efτ (x)
∣∣∣
+ 4 max
L1,...,LM∈L
∣∣∣ ∑
τ∈P(K−1, υ∩(∩Mi=1Li))
Efτ (x)
∣∣∣.(4.74)
Since x is an α-broad point of Ef , it is bounded by 300αd+1|Ef(x)| and
finishes the proof of (4.71). The proof of (4.72) is identical to that for (4.71).
We leave out the details. 
By raising to the p0-th power on both sides of Lemma 4.4, integrating
over Bk ∩W and summing over all the balls Bk, we obtain∫
BR∩W
|BrαEf(x)|
p0 . K500
∑
k,I
∫
Bk∩W
(
Br200d2αEfI,k,+
)p0
+K500
∑
k
∫
Bk∩W
Bil(Efk,−)
p0 +R−50‖f‖p02 .
(4.75)
Hence, by the inequality
(4.76) max
θ∈P(R−1/2)
‖f‖L2avg(θ) . R
1/2‖f‖2,
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the wall estimate (4.27) follows from the estimate of the transverse wave
packets
∑
k,I
∫
Bk∩W
(
Br200d2αEfI,k,+
)p0
≤ C(K)R−δǫRδtrans(
∑
j log (K
ǫ
jαj))p0Rǫp0‖f‖
( 12
13
+ǫ)p0
L2
max
θ∈P(R−1/2)
‖f‖
( 1
13
−ǫ)p0
L2avg(θ)
,
(4.77)
and the estimate of the bilinear operator
(4.78)
∑
k
∫
Bk∩W
Bil(Efk,−)
p0 ≤ C(K)RCδ‖f‖
( 12
13
)p0
L2
max
θ∈P(R−1/2)
‖f‖
( 1
13
)p0
L2avg(θ)
.
4.2.1. The estimates for the transverse wave packets. Let us prove (4.77).
Recall that Bk is a ball of radius R
1−δ. By the induction on the radius R
and Lemma 3.4, we obtain
∫
Bk∩W
|Br200d2αEfI,k,+(x)|
p0 ≤ CCp0ǫ R
CδtransRδtrans(
∑
j log (K
ǫ
jαj))p0R(1−δ)ǫp0
× ‖fI,k,+‖
3+ǫp0
L2
max
θ∈P(R−1/2)
‖f‖0.25−ǫp0
L2avg(θ)
.
(4.79)
By summing over Bk ⊂ BR and by embedding l
3+ǫp0 →֒ l2, we obtain
∑
k
∫
Bk∩W
|Br200d2αEfI,k,+(x)|
p0
≤ CCp0ǫ R
CδtransRp0δtrans(
∑
j log (K
ǫ
jαj))R(1−δ)ǫp0
(∑
k,τ
‖fτ,k,+‖
2
L2
) 3+ǫp0
2
max
θ∈P(R−1/2)
‖f‖
1
4
−ǫp0
L2avg(θ)
.
(4.80)
We apply Lemma 4.3 with Lemma 3.3 and obtain
(4.81)
∑
k
∫
|fτ,k,+|
2 . RCδdeg
∫
|fτ |
2 +R−100‖fτ‖
2
2.
By combining (4.80) and (4.81), we obtain
∑
k
∫
Bk∩W
|Br200d2αEfI,k,+(x)|
p0
. Cp0ǫ R
CδdegRCδtransRp0δtrans(
∑
j log (K
ǫ
jαj))R(1−δ)ǫp0‖f‖3+ǫp0
L2
max
θ∈P(R−1/2)
‖f‖
1
4
−ǫp0
L2avg(θ)
.
(4.82)
Note that
(4.83) RCδdegRCδtransR−δǫp0 ≪ R−δǫ.
This completes the proof of (4.77).
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4.2.2. The estimates for the bilinear operator. Let us prove (4.78). By re-
placing the summation over k by the supremum, it suffices to show that
(4.84)
∫
Bk∩W
Bil(Efk,−)
p0 ≤ C(K)RCδ‖f‖
( 12
13
)p0
L2
max
θ∈P(R−1/2)
‖f‖
( 1
13
)p0
L2avg(θ)
for every k. We cover Bk ∩W with balls Q of radius R
1/2. For each Q, let
(4.85) Tk,−,Q := {T ∈ Tk,− : T ∩Q 6= ∅}.
On a ball Q, we obtain
(4.86) Efτ,k,−(x) =
∑
T∈Tk,−,Q
Efτ,T (x) +O(R
−100‖f‖2).
Since a wall could be curved, the tangent wave packets are not necessarily
coplanar. However, the tangent wave packets intersecting a ballQ are always
coplanar in the sense that they are contained in some R1/2+δ-neighborhood
of a hyperplane by the following reason. Since Q ∩ W is non-empty, we
can choose a point z ∈ Z(P ) in the R1/2+δ-neighborhood of Q. Since the
non-singular points are dense in Z(P ) as P is a product of non-singular
polynomials, we may assume that z is a non-singular point. By definition,
for every T ∈ Tk,−,Q and z ∈ 10T ∩2Bk∩Z(P ), the angle between v(T ) and
Tz(Z(P )) is O(R
−1/2+O(δ)). Hence, all the elements of Tk,−,Q are contained
in the R1/2+O(δ)-neighborhood of the hyperplane Tz(Z(P )).
Since the wave packets T ∈ Tk,−,Q are coplanar, the support of fτ,T and
fτ ′,T must be clustered near some variety. We have defined a good pair (τ, τ
′)
so that it enjoys the following property: Either the hypersurface along the
variety or the variety itself is curved in such a way that we can perform
L4-argument either way. This idea will be clear in the proof of Proposition
4.5.
Let ψQ be a smooth function such that |ψQ(x)| ≃ 1 on x ∈ Q and F(ψQ)
is supported on BcR−1/2(0) for some small number c > 0. Here, F is the
Fourier transform.
Proposition 4.5. Suppose that (τ, τ ′) is a good pair. For any ball Q of
radius R1/2 intersecting Bk ∩W ,
∫
Q
∣∣∣ ∑
T1∈Tk,−,Q
Efτ,T1
∣∣∣2∣∣∣ ∑
T2∈Tk,−,Q
Efτ ′,T2
∣∣∣2
. C(K)RCδ
∑
T1∈Tk,−,Q
∑
T2∈Tk,−,Q
∫
R3
|ψQ|
4|Efτ,T1 |
2|Efτ ′,T2 |
2.
(4.87)
Proof of Proposition 4.5. To apply the Fourier transform, we first replace
the strict cut-off by a smooth cut-off and bound the left hand side of (4.87)
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by ∫
R3
|ψQ|
4
∣∣∣ ∑
T1∈Tk,−,Q
Efτ,T1
∣∣∣2∣∣∣ ∑
T2∈Tk,−,Q
Efτ ′,T2
∣∣∣2.(4.88)
By the discussion above Proposition 4.5 and the discussion at the beginning
of Case 2.2 of the proof of Lemma 4.4, there exist points ζ ∈ τ and ζ ′ ∈ τ ′
such that supports of fτ,T1 and fτ ′,T2 are contained in the set
(4.89) T−1ζ (NR−1/2+O(δ)(Z(Pζ,ζ′))).
Let us put ζ ′ := (ζ ′1, ζ
′
2) := Tζ(ζ
′). Without loss of generality, we may
assume that |ζ ′1| ≥ |ζ
′
2|. By a change of variables we obtain
|Efτ,T1(x)| =
∣∣∣ ∫
[−CK−1,CK−1]2
fτ,T1(T
−1
ζ (ξ, η))e
(
(Ax) · (ξ, η, hζ (ξ, η)
)
dξdη
∣∣∣
= |ES2gTζ(τ),T1(Ax)|
(4.90)
for some linear transformation A with determinant ≃ 1. Here S2 is the
surface corresponding to the polynomial hζ(ξ, η) and
(4.91) gTζ(τ),T1 := fτ,T1 ◦ T
−1
ζ .
We apply the same change of variables given by the matrix T−1ζ to Efτ ′,T2
and we define
(4.92) gTζ(τ ′),T1 := fτ ′,T2 ◦ T
−1
ζ .
Put φQ(x) := ψQ(A
−1x). After this change of variables, we obtain
(4.88) .
∫
R3
|φQ|
4
∣∣∣ ∑
T1∈Tk,−,Q
ES2gTζ(τ),T1
∣∣∣2∣∣∣ ∑
T2∈Tk,−,Q
ES2gTζ(τ ′),T2
∣∣∣2.(4.93)
We expand the L2-norm and obtain∑
T1,T ′1∈Tk,−,Q
∑
T2,T ′2∈Tk,−,Q
∫
R3
(
(φQES2gTζ(τ),T1)(φQES2gTζ(τ ′),T2)
)
×
(
(φQES2gTζ(τ),T ′1)(φQES2gTζ(τ ′),T ′2)
)
.
(4.94)
We apply Plancherel’s theorem and the integration becomes
∫
R3
(
F(φQES2gTζ(τ),T1) ∗ F(φQES2gTζ(τ ′),T2)
)
×
(
F(φQES2gTζ(τ),T ′1) ∗ F(φQES2gTζ(τ ′),T ′2)
)
.
(4.95)
We will perform an L4 argument. Denote by w1(Ti) and w1(T
′
i ) the projec-
tions to the ξ-axis of the centers of the supports of gTζ (τ),Ti and gTζ(τ ′),T ′i .
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The integration vanishes unless
w1(T1) + w1(T2) = w1(T
′
1) +w1(T
′
2) +O(R
−1/2+O(δ)),(4.96)
ηζ,ζ′(w1(T1)) + ηζ,ζ′(w1(T2)) = ηζ,ζ′(w1(T
′
1)) + ηζ,ζ′(w1(T
′
2)) +O(R
−1/2+O(δ)),
(4.97)
Hζ,ζ′(w1(T1)) +Hζ,ζ′(w1(T2)) = Hζ,ζ′(w1(T
′
1)) +Hζ,ζ′(w1(T
′
2)) +O(R
−1/2+O(δ)).
(4.98)
We claim that either
(4.99) |η′ζ,ζ′(ζ
′
1)− η
′
ζ,ζ′(0)| > (2K1)
−1
or
(4.100) |H ′ζ,ζ′(ζ
′)| > (2K1)
−1.
Recall that (τ, τ ′) is a good pair. Thus, there exist µ ∈ 2τ and µ′ ∈ 2τ ′
such that (µ, µ′) is a good pair. Let us take µ′ := (µ′1, µ
′
2) := Tµ(µ
′). By
the implicit function theorem, the set Z(Pµ,µ′) can be written as a graph of
some function ηµ,µ′ . Since (µ, µ
′) is a good pair, the claim follows from
|η′ζ,ζ′(ζ
′
1)− η
′
µ,µ′(µ
′
1)| . K
2
d+1K
−1,(4.101)
|η′ζ,ζ′(0) − η
′
µ,µ′(0)| . Kd+1K
−1,(4.102)
|H ′ζ,ζ′(ζ
′)−H ′µ,µ′(µ
′)| . Kd+1K
−1,(4.103)
provided that K is sufficiently large, compared to K1. Before we enter the
proof, let us mention that by continuity and by Taylor’s expansion, we have
(4.104) ‖Tζ − Tµ‖ . K
−1 and ‖hζ − hµ‖ . K
−1.
Let us first prove (4.101). By (2.67), |η′ζ,ζ′(ζ
′
1)− η
′
µ,µ′(µ
′
1)| is equal to
(4.105)∣∣∣∂12hζ(ζ ′)∂1hζ(ζ ′)− ∂11hζ(ζ ′)∂2hζ(ζ ′)
∂12hζ(ζ ′)∂2hζ(ζ ′)− ∂22hζ(ζ ′)∂1hζ(ζ ′)
−
∂12hµ(µ′)∂1hµ(µ′)− ∂11hµ(p
′)∂2hµ(µ′)
∂12hµ(µ′)∂2hµ(µ′)− ∂22hµ(µ′)∂1hµ(µ′)
∣∣∣.
Let us write the above term as AB−
C
D =
A(D−B)+(A−C)B
BD . Since |∂12hζ(ζ
′)| ≃
|∂12hµ(µ′)| ≃ 1, by (2.45), we obtain |BD|
−1 . K2d+1. It suffices to prove
that |B − D| . K−1 and |A − C| . K−1. This easily follows by the in-
equalities ‖hζ − hµ‖ . K
−1 and |ζ ′−µ′| ≤ 2K−1. This finishes the proof of
(4.101).
Let us next prove (4.102). By the definition of ηζ,ζ′ and ηµ,µ′ ,
|η′ζ,ζ′(0) − η
′
µ,µ′(0)| =
∣∣∣∂1hζ(ζ ′)
∂2hζ(ζ ′)
−
∂1hµ(µ′)
∂2hµ(µ′)
∣∣∣
=
∣∣∣∂1hζ(ζ ′)∂2hµ(µ′)− ∂1hµ(µ′)∂2hζ(ζ ′)
∂2hζ(ζ ′)∂2hµ(µ′)
∣∣∣.
(4.106)
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This is equal to
(4.107)
∣∣∣∂1hζ(ζ ′)
(
∂2hµ(µ′)− ∂2hζ(ζ ′)
)
+
(
∂1hζ(ζ ′)− ∂1hµ(µ′)
)
∂2hζ(ζ ′)
∂2hζ(ζ ′)∂2hµ(µ′)
∣∣∣.
By (2.45), it is bounded by
(4.108) . Kd+1
(
|∂2hµ(µ′)− ∂2hζ(ζ ′)|+ |∂1hζ(ζ ′)− ∂1hµ(µ′)|
)
.
Since ‖hζ − hµ‖ . K
−1 and |ζ ′ − µ′| ≤ 2K−1, it is further bounded by
Kd+1K
−1 and finishes the proof of (4.102).
Lastly, let us prove (4.103). By the chain rule,
|H ′ζ,ζ′(ζ
′)−H ′µ,µ′(µ
′)|
= |∂1hζ(ζ ′) + ∂2hζ(ζ ′)η
′
ζ,ζ′(ζ
′
1)− ∂1hµ(µ
′)− ∂2hµ(µ′)η
′
µ,µ′(µ
′
1)|
≤ |∂1hζ(ζ ′)− ∂1hµ(µ′)|+ |∂2hζ(ζ ′)η
′
ζ,ζ′(ζ
′
1)− ∂2hµ(µ
′)η′µ,µ′(µ
′
1)|.
(4.109)
It is further bounded by Kd+1K
−1 by the inequalities ‖hζ − hµ‖ . K
−1,
and |ζ ′ − µ′| ≤ 2K−1, and (4.101). This finishes the proof of the claim.
By the claim, either (4.99) or (4.100) holds true. Since the side length of
τ and τ ′ is K−1, we obtain that
η′ζ,ζ′(ξ) = η
′
ζ,ζ′(0) +O(K
−1) for every (ξ, ηζ,ζ′(ξ)) ∈ Tζ(τ),(4.110)
η′ζ,ζ′(ξ
′) = η′ζ,ζ′(ζ
′
1) +O(K
−1) for every (ξ′, ηζ,ζ′(ξ
′)) ∈ Tζ(τ
′).(4.111)
Hence, we obtain either
(4.112) |η′ζ,ζ′(w1(T1))− η
′
ζ,ζ′(w1(T2))| >
1
4K1
for every Ti ∈ Tk,−,Q,
or
(4.113) |H ′ζ,ζ′(w1(T1))−H
′
ζ,ζ′(w1(T2))| >
1
4K1
for every Ti ∈ Tk,−,Q.
We consider only the case that (4.112) holds true. The other case (4.113)
can be dealt with in exactly the same way. By the relation (4.96), we may
assume that w1(T1) < w1(T
′
1) < w1(T
′
2) < w1(T2). We take two intervals
I = [w1(T1), w1(T
′
1)] and I
′ = [w1(T
′
2), w1(T2)]. Note that |I| = |I
′| +
O(R−1/2+O(δ)). By (4.112), we obtain
(4.114) |I|+ |I ′| . C(K)
∣∣∣ ∫
I
η′ζ,ζ′ −
∫
I′
η′ζ,ζ′
∣∣∣+R−1/2+O(δ),
and by the fundamental theorem of calculus, it is further bounded by
C(K)
∣∣∣ηζ,ζ′(w1(T ′1))− ηζ,ζ′(w1(T1))− ηζ,ζ′(w1(T ′2)) + ηζ,ζ′(w1(T2))∣∣∣+R−1/2+O(δ).
(4.115)
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By the relation (4.97), this is bounded by C(K)R−1/2+O(δ) and we obtain
|w1(Ti)−w1(T
′
i )| . R
−1/2+O(δ). Therefore,
(4.88) . RCδ
∑
T1∈Tk,−,Q
∑
T2∈Tk,−,Q
∫
R3
|φQ|
4
∣∣ES2gTζ(τ),T1∣∣2∣∣ES2gTζ(τ ′),T2∣∣2.
(4.116)
We change back to the original variables and it gives the desired result. 
Lemma 4.6. Suppose that (τ, τ ′) is a good pair. For any ball Q of radius
R1/2 intersecting Bk ∩W ,∫
Q
|Efτ,k,−|
2|Efτ ′,k,−|
2 . C(K)RO(δ)R−1/2( ∑
T1∈Tk,−,Q
‖fτ,T1‖
2
2
)( ∑
T2∈Tk,−,Q
‖fτ ′,T2‖
2
2
)
.
(4.117)
Proof. By Lemma 4.5, we obtain∫
Q
∣∣∣ ∑
T1∈Tk,−,Q
Efτ,T1
∣∣∣2∣∣∣ ∑
T2∈Tk,−,Q
Efτ ′,T2
∣∣∣2
. RCδ
∑
T1∈Tk,−,Q
∑
T2∈Tk,−,Q
∫
R3
|ψQ|
4|Efτ,T1 |
2|Efτ ′,T2 |
2.
(4.118)
We take a smooth function ψBR such that |ψBR(x)| ≃ 1 on x ∈ BR and
F(ψBR) is supported on BcR−1(0) for some small number c > 0. It suffices
to show that
(4.119)
∫
R3
|ψBREfτ,T1 |
2|ψBREfτ ′,T2 |
2 . C(K)R−1/2‖fτ,T1‖
2
2‖fτ ′,T2‖
2
2.
By Plancherel’s theorem, it amounts to showing that
(4.120)∫
R3
|F(ψBREfτ,T1) ∗ F(ψBREfτ ′,T2)|
2 . C(K)R−1/2‖fτ,T1‖
2
2‖fτ ′,T2‖
2
2.
Since the normal vectors of T1 and T2 are separated by & 1/KL by the
separation condition on τ1 and τ2, the measure of the intersection of trans-
lations of the support of F(ψBREfτ,T1) and F(ψBREfτ ′,T2) is . K
O(1)
L R
−5/2.
Hence, we obtain two estimates
‖F(ψBREfτ,T1) ∗ F(ψBREfτ ′,T2)‖∞ . K
O(1)
L R
−1/2‖fτ,T1‖∞‖fτ ′,T2‖∞,
‖F(ψBREfτ,T1) ∗ F(ψBREfτ ′,T2)‖1 . ‖fτ,T1‖1‖fτ ′,T2‖1,
(4.121)
and interpolating these two inequalities gives the desired inequality. 
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We are ready to prove (4.84). Let (τ1, τ2) be a good pair. We decompose
Bk ∩W into smaller balls Q of raidus R
1/2 and obtain
(4.122)
∫
Bk∩W
|Efτ1,k,−|
2|Efτ2,k,−|
2 =
∑
Q⊂Bk∩W
∫
Q
|Efτ1,k,−|
2|Efτ2,k,−|
2.
By applying Lemma 4.6 to each ball Q, we obtain∫
Bk∩W
|Efτ1,k,−|
2|Efτ2,k,−|
2
. C(K)RCδR−1/2
∑
Q⊂Bk∩W
(
2∏
l=1
( ∑
Tl∈Tk,−,Q
χTl(Q)‖fτl,Tl‖
2
2
))
.
(4.123)
Here, χTl(Q) = 1 if Tl intersects Q and χTl(Q) = 0 otherwise. By inter-
changing the sums, it is further bounded by
C(K)RCδR−1/2
∑
T1∈Tk,−
∑
T2∈Tk,−
‖fτ1,T1‖
2
2‖fτ2,T2‖
2
2
∑
Q⊂Bk∩W
χT1(Q)χT2(Q)
. C(K)R2CδR−1/2
∑
T1∈Tk,−
∑
T2∈Tk,−
‖fτ1,T1‖
2
2‖fτ2,T2‖
2
2.
(4.124)
By summing over all the good pairs, we obtain
(4.125) ‖Bil(Efk,−)‖L4(Bk∩W ) . C(K)R
2CδR−1/8
( ∑
τ∈P(K−1)
‖fτ,k,−‖
2
2
)1/2
.
By a trivial estimate, we obtain
‖Bil(Efk,−)‖L2(Bk∩W ) . C(K)
( ∑
τ∈P(K−1)
‖Efτ,k,−‖
2
L2(Bk)
)1/2
. C(K)R1/2
( ∑
τ∈P(K−1)
‖fτ,k,−‖
2
2
)1/2
.
(4.126)
By interpolating these inequalities via Ho¨lder’s inequality, we obtain
‖Bil(Efk,−)‖Lp0 (Bk∩W ) . C(K)‖Bil(Efk,−)‖
3
13
L2(Bk∩W )
‖Bil(Efk,−)‖
10
13
L4(Bk∩W )
. RCδR
1
52
( ∑
τ∈P(K−1)
‖fτ,k,−‖
2
2
)1/2
.
(4.127)
By Lemma 4.3, we obtain
(4.128) ‖fτ,k,−‖
2
2 . R
−1/2+O(δ) max
θ∈P(R−1/2)
‖fτ‖
2
L2avg(θ)
.
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Hence, by combining this with Lemma 3.4, we obtain
‖Bil(Efk,−)‖Lp0 (Bk∩W ) . C(K)R
Cδ
( ∑
τ∈P(K−1)
‖fτ,k,−‖
2
2
) 6
13 max
θ∈P(R−1/2)
‖fτ‖
1
13
L2avg(θ)
. C(K)RCδ‖f‖
12
13
2 max
θ∈P(R−1/2)
‖fτ‖
1
13
L2avg(θ)
.
(4.129)
This completes the proof of (4.84).
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