Introduction
Environmental design criteria for offshore facilities have inherent uncertainties. These uncertainties are a function of both the climate variability at a location and the amount of data available for modeling and estimating design criteria ͑e.g., ͓1͔͒. In regions such as the Gulf of Mexico and off the North West Shelf of Australia, extreme sea states are associated with hurricanes, but these occur relatively infrequently ͑by comparison to extra-tropical storms in the North Sea, for example͒. Moreover, hurricanes are relatively small scale by comparison to extra-tropical storms and, as a result, hurricane track has an important influence on severity of sea state at a particular location.
In the Gulf of Mexico, site averaging is used to increase the sample size for modeling and to account for randomness of storm track ͓2͔. However, hurricane data from even quite largely separated locations are highly correlated. As a result, it is not straightforward to determine the reliability ͑or, equivalently, the degree of uncertainty͒ associated with design criteria derived from the siteaveraging approach.
In this paper, we consider uncertainties of extreme value estimates for hurricane regions, particularly the Gulf of Mexico, motivated by the site-averaging approach. Analysis of illustrative hindcast data is reported, together with results of simulations using realistic extreme value models, to examine the effect of sample size and intersite correlation on estimates for extremes and uncertainties associated with those estimates. For this purpose, it is sufficient to consider only the significant wave height of a sea state, but we acknowledge that an appropriate treatment of the short-term variability is needed in practice to specify, for example, the extreme crest for design ͑e.g., ͓3͔͒.
In a previous study ͓4͔, application of generalized Pareto modeling to estimation of North Sea storm severity was reported for storms with return periods of 100-500 years based on NESS hindcast data. The study consisted of the following elements. The tail distribution of storm severity was modeled, and magnitudes of extreme events with long return periods were estimated. Uncertainty of estimates was quantified using a bootstrapping approach. Finally, bias and coverage for estimates of uncertainty were quantified by simulation study. The present investigation follows similar lines but focuses on extreme value modeling using data from a neighborhood of locations.
Practical applications of multivariate extreme value modelling are usually limited to two or three dimensions ͑e.g., ͓5-7͔, and references therein͒. Coles and Simiu ͓8͔ explore the use of bootstrapping to obtain reasonable measures of uncertainty when using hindcast data for extreme value analysis. Bootstrapping is a standard approach in statistics and involves estimating parameter uncertainty by resampling the original data sample at random ͑e.g., ͓9-13͔͒. Coles and Simiu ͓8͔ discuss a number of difficulties in applying bootstrapping for estimation of uncertainties in extreme value analysis, including the tendency to underestimate extreme quantiles. Nevertheless, they conclude that bootstrapping, carefully applied, can be used reliably to give realistic estimates for parameter uncertainties. Heffernan and Tawn ͓12͔ report a conditional approach for extreme value analysis applicable to higherdimensional problems, also incorporating bootstrapping, in which dependence structure is characterised using rank correlation.
The paper is arranged as follows. In Sec. 2, we introduce the GOMOS hindcast data motivating the investigation, illustrating some key features. In Sec. 3, an outline of the generalized Pareto model used to characterise the extreme value behavior of the data is given. We also apply the model to the hindcast data and motivate the analysis in Secs. 4 and 5. In Sec. 4, a simulation study is performed to explore the effects of site averaging on extreme value estimation. In Sec. 5, we introduce a simple method based on bootstrapping to estimate uncertainty in extreme value estimates ͑such as the magnitude of the most probable 100-year event͒ and evaluate the performance of the method. In Sec. 6, we discuss characteristics of the distribution of 100-year significant wave height and the need for careful interpretation of most probable extreme values, especially when the extreme value index is thought to be small and negative. In Sec. 7, we summarise findings and make suggestions and recommendations for future studies. spacing with 0.125 deg ͑Ϸ14 km͒. For each storm period for each grid point, we isolated storm peak significant wave height H S sp for modeling purposes.
Figures 1-3 illustrate the key features of the current data, namely that they correspond to a sample of extreme values from 72 locations that are spatially dependent with extreme values of similar magnitudes. A histogram of storm peak data ͑H S sp ͒ in excess of 2.5 m is given in Fig. 1 . Figure 2͑a͒ illustrates the high intercorrelation in H S sp between one pair of diagonally opposite corner points of our lattice. Figure 2͑b͒ shows the Spearman rank correlation matrix for H S sp values above 2.5 m. Figure 3 gives the maximum value of H S sp observed at each location for the full period of the hindcast. We note that the spatial dependence evident in Figs. 2 and 3 is a function of the wave environment in the region under consideration. The extent of spatial dependence will, of course, depend on location in general, although we believe the current location to be typical for the Gulf of Mexico.
The Model
Generalized Pareto Modeling. We follow the approach outlined in Elsinghorst et al. ͓4͔ for extreme value modeling using the generalized Pareto distribution ͑GPD͒ for extremes above a prespecified threshold. Motivation for this choice of distribution is given by Reiss and Thomas ͓5͔. The cumulative density function for the GPD is given by
where ␥ is the extreme value index ͑also known as the shape parameter͒, is the scale, and u is a prespecified threshold. We use maximum likelihood estimation to estimate the values of parameters ͑␥ , ͒ appropriate for a given sample of data. Care must be taken to ensure that values of ͑␥ , ͒ are not materially affected by choice of u. Asymptotic variances for ͑␥ , ͒ can be derived analytically.
They are
Extreme quantiles can also be estimated as follows. The most probable 100-year significant wave height, H S100yrMP , is estimated in terms of the 100-year return level, using
Here, p is the given by p = P / 100n, where P is the period of the data in years and n is the number of data used to achieve the fit. p −1 corresponds to the expected number of occurrences above the GPD threshold in 100 years. An expression for the asymptotic variance of H S100yrMP is also available 
␥ and are reserved throughout the paper to refer to extreme value tail index and scale, respectively.
Estimation for Individual and Combined Locations. Using the GPD model, we have estimated the extreme value parameters and H S100yrMP for grid locations, individually. Results are given in Table 1 , in terms of the mean value for extreme value index and scale over the 72 locations. Table 1 also gives the mean value ͑over the 72 locations͒ of the asymptotic standard error for each of extreme value index and scale. When limited by the number of measurements of H S sp available at any one location, it is attractive to combine data from neighboring locations to achieve a bigger sample for extreme value estimation; this is the basis of the siteaveraging approach. Our motivation for doing this is that neighboring locations are assumed to have common ͑or very similar͒ extreme value behavior. Combining locations gives us more data, with the same underlying extreme value distribution, to model. We would expect to obtain better estimates of extreme value parameters ͑␥ , ͒ and extreme quantiles. Table 1 gives values for extreme value index, scale and H S100yrMP estimated using combined data for all locations. 12,226 data were used to provide the single estimate based on all locations. Per location, an average of 170 data were used for the location-specific estimation.
Agreement between estimates for ͑␥ , ͒ and H S100yrMP is good. However, there is a clear discrepancy in values for standard errors. Estimation based on a single location uses data from that location only; thus, standard errors are larger. But the estimate above, based on all data, has assumed that different locations represent independent samples from the common extreme value distribution. However, neighboring locations are interdependent. Given this dependence structure, it is likely that we are underestimating the uncertainty associated with the extreme value estimates ͑␥ , ͒ and Ĥ S100yrMP . Suppose we have data for n values of H S sp at each of p locations in a neighborhood. Furthermore, if data for all locations are identical, corresponding to perfect dependence ͑so that all locations return the same H S sp for any given storm͒, combining locations cannot improve estimation. The number of independent data for modeling is still n. Conversely, suppose that H S sp for each pair of locations is independent; combining locations will improve estimation. The number of independent data for modeling is n ϫ p. In intermediate situations, with some level of dependence between locations, it is difficult to quantify the extent to which combining data from different locations alters the uncertainty in extreme value parameters ͑␥ , ͒ and extreme quantiles Ĥ S100yrMP . Furthermore, we know that uncertainty estimates in Table 1 are based on asymptotic results and are unlikely to be reliable in practice, especially for small samples.
The discussion above motivates the current investigation. Using a simulation study, we explore the possible magnitudes of effects due to site averaging on the estimation of extreme value parameters and quantiles. We further investigate a procedure to estimate the uncertainties of extreme value parameters and quantiles directly, given any set of n measurements for H S sp at each of p locations in a neighborhood, for arbitrary dependence structure.
Effect of Sample Size and Site Averaging on Extreme Value Estimates
We consider a simple model to construct dependent storm peak data to examine the effects of sample size and site averaging on extreme value estimates. The essence of the model is to construct data based on random samples from the generalized Pareto distribution, perturbed by Gaussian noise. We select the parameters of the GPD to mimic the GoM ͑Gulf of Mexico͒ data above and adjust the strength of dependence by changing the standard deviation of the Gaussian noise perturbation. The scheme is explained as follows:
1. We draw a random sample ͕Z i ͖ i=1 n from GPD with ͑␥ , ͒ = ͑−0.02, 2.4͒ corresponding to n storm peaks at each of p locations. 2. We add Gaussian random noise with standard deviation ␤ to represent data for p locations:
. . , p, where are independent drawings from the standard Gaussian distribution. 3. By construction, each pair of locations has common dependence structure; each pair of locations will be dependent to the same extent. The magnitude of the rank correlation is a function of ͑␥ , ͒ and ␤. 4. By construction, the marginal distributions at all locations are identical, but the overall extreme value characteristics will be modified by the additive noise term. 5. Values exceeding the threshold u = 2.5 m are used for extreme value modeling.
One-thousand realizations of this sample are created for different combinations of sample size n ranging from 10 to 10 5 , number of locations from 1 to 200, and perturbation standard deviations from 0 to 5. Results are presented in terms of variation of ͑␥ , ͒ and Ĥ S100yrMP , for combinations of different numbers of locations, with respect to sample size at each location.
Figures 4-6 present results for the variation of ͑␥ , ͒ and Ĥ S100yrMP in the case ␤ = 1. The mean Spearman rank correlation coefficient is 0.73 for these data. We note that all estimates are biased for small sample sizes per location. As sample size per location increases, relative bias reduces. We also note that curves for different numbers of locations combined are distinguishable for ͑␥ , ͒; this trend is not evident for Ĥ S100yrMP . We conclude that combining data from different locations reduces the bias of ͑␥ , ͒ 
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Transactions of the ASME but not that of Ĥ S100yrMP . Corresponding curves for case ␤ =0 ͑perfect dependence, not shown͒ exhibit the same trends with sample size, but no effect due to number of locations combined as would be expected. In passing, we note that these results are consistent with those for the GOMOS hindcast sample in Table 1 , for which relatively large samples are available per location, and locations are highly dependent. Note that a minimum sample size of 100 for GPD modeling was imposed in these simulation studies. Therefore, cases corresponding to smaller sample sizes were not evaluated and thus not shown in Figs. 4-6. As we increase Gaussian noise standard deviation to ␤ = 2 and ␤ = 5, corresponding to weaker dependence between locations, the effect of combining locations becomes clearer, even for Ĥ S100yrMP . Figure 7 illustrates this for ␤ = 5, although it should be noted that extreme value estimates change considerably since the Gaussian perturbation is dominating. We have confirmed that a Weibull fit to this GOMOS data set behaves in a similar way, and we expect other distributions used to model extremes to behave similarly. The mean Spearman rank correlation coefficient for the cases ␤ = 2 and ␤ = 5 is 0.47 and 0.15, respectively.
Bootstrap Approach to Quantifying Uncertainty in Extreme Value Estimates
In this section, we present a method to estimate uncertainties of extreme value parameters ͑␥ , ͒ and quantiles Ĥ S100yrMP directly, given any set of n measurements for H S sp at each of p͑Ն1͒ locations in a neighborhood, for arbitrary dependence structure. The approach uses bootstrapping, a well-established technique for estimation of parameter uncertainty ͑e.g., ͓10͔͒ based on data resampling.
Suppose we have a set of observations ͕x ij ͖ i=1 n j=1
p for H S sp measured at p locations corresponding to n storms. We assume that each location has the same generalized Pareto marginal distribution with parameters ͑␥ , ͒, GPD͑␥ , ͒. The spatial dependence between locations is unknown but potentially considerable. Given the original data sample
p , we proceed as follows.
1. Estimate ͑␥ , ͒ and Ĥ S100yrMP using the whole of the original data sample D. 
Create a sample
The rationale for the specific nonparametric studentized resampling approach adopted here is as follows. In step 1, we estimate the common marginal distribution of extremes using the GPD. In step 2, based on the assumption that the original sample D provides a valid estimate for the distribution from which D is drawn, we assume that D ͑b͒ will also provide a valid estimate. Note that resampling in step 2 retains the dependence structure of D; data for all locations for any given storm are treated as a single multivariate observation for resampling. In steps 3 and 4, we estimate the difference between estimate and on a standardized ͑stu-dentized͒ scale. Studentizing improves performance of bootstrap estimation ͑e.g., ͓10͔͒. By repeating steps 2-4 a large number of times, we estimate critical values ͑c − , c + ͒ for ͕␥ , , H S100yrMP ͖ that characterize parameter uncertainty of ͑with respect to known ͒ and, therefore, the parameter uncertainty of ͑with respect to the true unknown ͒. Note, in particu- lar, the signs and placement of c − and c + in the expression for the confidence interval for at step 7, since a
We apply the method to a subset of the GoM hindcast data for which all 72 locations provide storm peak H S sp values in excess of 2.5 m, so that we can assume that data for each location are reasonably modeled by a common extreme value distribution. A total of 148 storms were used. Results of extreme value modeling using B = 500 bootstrap realizations are given in Table 2 . We observe, in particular, that the 95% interval for each parameter is asymmetric. For Ĥ S100yrMP in particular, asymmetry is consistent with theory and previous findings for single locations ͓4͔.
It is interesting to compare estimates in Table 2 to those in Table 1 . Recalling that for Table 1 , asymptotic 95% confidence bands can be constructed using ͑ − 1.96 a , + 1.96 a ͒, we see that confidence intervals for ␥ and in Table 2 are narrower than those based on an individual location, but considerably wider than those based on combining data for all locations without regard for dependence structure. That is, site averaging reduces uncertainty of ͑␥ , ͒ to some extent. Conversely, for Ĥ S100yrMP , the confidence band in Table 2 is almost as wide as that estimated using a single location. These inferences concur with those from the simulations in Sec. 4 for case ␤ =1.
The performance of the bootstrapping method was quantified in terms of the coverage for interval estimates ͑ − c + a , − c − a ͒ for ͕␥ , , H S100yrMP ͖, when the true data model is known. We performed the following simulation study. Data samples of size 150 storms for 72 locations were generated from GDP͑−0.1, 2.7͒ for three different situations. In the first case ͑no dependence͒, independent data samples were generated for each location. In the second case, ͑perfect dependence͒, identical data were used for each location for any given storm. In the third case, ͑GOMOS resample͒, a resample ͑stormwise across all locations͒ of the actual GOMOS data was used. The no-dependence and perfectdependence cases correspond to limiting dependence structures that we would expect to encounter.
For each of 500 realizations of the data, Bϭ500 bootstrap samples were used to estimate extreme value parameter uncertainty. Results are given in Table 3 , in terms of the number of exceedances of the bootstrap interval on the left-and right-hand sides.
We expect total exceedance to be 5%, since we are using a 95% interval, with an average 12.5 of the 500 realizations to provide exceedances on each of the left-and right-hand sides. Values for number of exceedances in Table 3 confirm that the bootstrap confidence interval estimate is performing adequately in all three cases; numbers of exceedances are generally consistent with expectation. We also note that intervals ͑−c + ,−c − ͒ for , in particular, correspond reasonably with intuition. For the no-dependence case, ͑−c + ,−c − ͒ is approximately equal to the asymptotic value ͑−1.96, 1.96͒. For the perfect-dependence case, the interval estimate is approximately ͱ 72Х 8.5 times as wide as the nodependence case. The GOMOS resample case is intermediate, as would be expected. We note that interval estimates are skewed, skewness being considerable for ␥ and especially Ĥ S100yrMP .
We note at this point that a brief study of the Heffernan and Tawn ͓12͔ approach was undertaken, but found not to provide that same quality of coverage performance especially for the nodependence and perfect-dependence cases. This is perhaps not surprising since rank correlation is an inadequate characterisation of the dependency structure in these cases.
Discussion
The value of extreme value index for the current data is small and negative. This requires careful interpretation of estimates of H S100yrMP used for structural design purposes. For values of ␥ of approximately −0.3 ͑typical for northern North Sea environments͒, the distribution of the 100-year significant wave height H S100yr is relatively symmetric about H S100yrMP . However, as the value of ␥ increases to zero from below, the distribution of H S100yr becomes increasingly skewed to the right. H S100yrMP remains its most probable value, but there is increasing probability of considerably larger values than H S100yrMP . In particular, from a structural design perspective, broad-brush application of a design safety factor may be inappropriate. Indeed, it might be more appropriate to estimate the value of some high percentile ͑say 95%͒ of the H S100yr distribution, rather than its most probable value. Specifically, H S100yr0.95 is the value of H S100yr exceeded once in every 20 independent locations studied. From above, we have H S100yrMP = ր ␥ ͑p −␥ −1͒ + u where p = 1 ր n 100 and n 100 is the expected number of storms in a 100-year period. A similar expression can be derived for the value of H S100yr͑1−q͒ , the value of the 100-year significant wave height exceeded with probability q in any 100-year period, assuming that the number of storms in 100 years is Poisson distributed,
For H S100yr0.95 , q = 0.05. Figure 8 shows the behavior of H S100yrMP and H S100yr as a function of ␥ for the standard case =1, u = 0. Values for other and u can be read from Fig. 8 by multiplying the value of the ordinate from the figure by then adding u. H S100yr0.95 grows more quickly than H S100yrMP as ␥ approaches 0 from below. Thus, for the current GOMOS data, the most probable value for H S100yr is ϳ13 m, whereas the value of H S100yr0.95 is above 17 m. It is illustrative to consider the implications of Fig. 8 for northern North Sea conditions compared to Gulf of Mexico. For the northern North Sea, the distribution of H S100yr is approximately symmetric ͑index is approximately −0.3͒. However, for the Gulf, the distribution is asymmetric ͑index is ϳ0͒. No dependence 14/500 14/500 17/500 13/500 18/500 17/500 Perfect dependence 27/500 21/500 8/500 9/500 16/500 7/500 GOMOS resample 21/500 9/500 24/500 12/500 6/500 28/500
Thus, even for the same value of H S100yrMP in both environments, we expect a greater proportion of larger values of H S100yr in the Gulf than in the northern North Sea.
For comparison, Fig. 8 also shows values of the median H S100yr0.50 and fifth percentile H S100yr0.05 . The inset in Fig. 8 extends the illustration to small positive extreme value index. The current findings clearly demonstrate the need to accommodate wave height uncertainty explicitly ͑for example in the form of the distribution for H S100yr rather than its most probable value H S100yrMP ͒ for reliable structural design.
It might be noted that the current analysis assumes the distribution of extremes of storm peak H S to be homogeneous in space, time, and direction. The current data does not contradict the assumption of homogeneity in space for the spatial scale under consideration. However, there is clear evidence in the data suggesting temporal variability ͑e.g., from comparison of data for the periods before and after 1950͒ and directional variability for hurricanes in the Gulf of Mexico. The intention of the current investigation is to develop a pragmatic but reliable approach to the estimation of the uncertainty of extreme storm conditions for the simple model presented. In a future analysis, it would be worthwhile to extend the model formulation in Sec. 3 to include both directional and temporal variation of the extreme value distribution; an extension incorporating directional variability has recently been presented by Ewans and Jonathan ͓14͔. Over wider spatial domains, spatial variability would also need to be accommodated in a full spatiotemporal directional extreme value model.
Conclusions
The main conclusions of the investigation are as follows:
1. Modeling using the generalized Pareto distribution for data typical of the current hindcast example produces biased estimates for extreme value index, scale, and quantiles from small samples. Simulation studies for single and multiple locations show that, for data typical of the GOMOS hindcast examined here, using Ͻ100 independent points for modeling leads to underestimation of events, such as H S100yrMP . Magnitudes of extreme value index ␥ and scale are overestimated, but these effects partly compensate for H S100yrMP quantile estimates. Similar effects are observed for Weibull fitting of the same data. 2. Combining dependent data from different locations reduces bias of estimates. Given that all locations can be modeled using a common extreme value distribution, estimates for ␥,
, and H S100yrMP become less biased as effective sample size increases, regardless of whether that sample is drawn from multiple dependent locations. Nevertheless, site averaging can have ͑at worst͒ no effect and can also be of little benefit when strong location dependence exists. Site averaging also provides less benefit for estimates of extreme quantiles than for index and scale. 3. Reliable estimates for parameter uncertainties for data from multiple dependent locations are not trivial to obtain. Asymptotic forms for standard errors of maximum likelihood estimators for ␥, , and H S100yrMP are available but cannot be used reliably to quantify uncertainty. We present a nonparameteric studentized bootstrapping approach and demonstrate its performance in providing ϳ95% confidence intervals using GOMOS hindcast and simulated data corresponding to a range of dependence structures. 4. Estimates of H S100yrMP used for structural design purposes require careful interpretation, especially when the extreme value index is small and negative. As ␥ increases to zero ͑and beyond͒ from below, the distribution of H S100yr becomes increasingly skewed to the right and there is increasing probability of considerably larger values of H S100yr for given H S100yrMP . Fig. 8 H S100yrMP , H S100yr0.95 , H S100yr0.50 , and H S100yr0.05 as a function of extreme value index ␥ for the standard case =1, u =0. The distribution becomes skewed to the right as ␥ approaches zero from below.
