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1. INTRODUCTION 
In several cases, problems in optimal control, mathematical economics, 
and mechanics, involving various types of ambiguity, indeterminancy or 
shortage of information (hysteresis, stochastic problems, dynamical price 
decentralization, etc.) lead to the study of differential inclusions. In a dif- 
ferential inclusion the tangent at each point is prescribed by a mul- 
tifunction (set-valued function) and the direction field is usually called an 
orientor field. 
In this paper we consider the differential inclusion 
x( 0) = xg 
and we examine its attainable set. This is the set of all points which can be 
attained along the trajectories of the differential inclusion. In particular, we 
pay special attention to extremal trajectories, i.e, solutions that move along 
the boundary of the attainable set. The reason for this is the celebrated 
Pontryagin maximum principle. In its classical formulation, the maximum 
principle is stated as an analytical condition involving a certain 
Hamiltonian associated to the optimal control system (see Clarke [3]). 
However, the maximum principle can be reformulated by observing that a 
necessary condition for an admissible control to be optimal is that the tra- 
jectory of the cost-augmented control problem terminates on the boundary 
of the attainable set. Also we use the minimal time function to describe the 
attainable set of a class of nonlinear control systems and we have a bang- 
bang-type theorem. 
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To make the paper self-contained we include the proof of an existence 
theorem which was first obtained by the author in [ 151. 
2. PRELIMINARIES 
Let (Q, C, p) be a complete o-finite measure space and X a separable 
Banach space. By X* we will denote this topological dual. Throughout this 
note we will use the following notations: 
Pflc,(X) = {A E X: nonempty, closed, (convex)} 
P,,,,,,.,(X) = {A C X: nonempty, (w)-compact, (convex)}. 
If A s 2”\(@} we will write IAl = sup,,, /JxIJ. Furthermore, cA(. ) will 
be the support function of A, i.e., crA(x*) = SUP,,~ (x*, x). 
A multifunction F: Sz + P,(x) is said to be measurable if any of the 
following equivalent conditions holds: 
(i) GrF={(o,X)EQxX: x E F(o)} E .E x B(X) with B(X) being 
the Bore1 a-field of X, 
(ii) 0 + d,,,(x) = inf,, Fcwj (Ix - zll is measurable for all x e X, 
(iii) there exist {f,,(.)),,l measurable selectors of F( * ) s.t. F(w) = 
Cl{fn(4),, I (Castaing’s representation). 
For details we refer to any of the following four excellent references: 
Castaing and Valadier [2], Himmelberg [9], Rockafellar [17], and 
Wagner [ 183. 
The following set is very important in the integral theory of measurable 
multifunctions 
Clearly this is strongly closed and also it is not difficult to see that it is 
nonempty if and only if inf,, F(oj llzll EL:(Q). This set is used in the 




1 f(o)44w):f(.)Eq- . 
R 1 
In the above definition the vector-valued integrals are defined in the 
sense of Bochner. Recall that F(. ) is integrably bounded if IF( * )I E L: . 
If Y, Z are locally convex spaces and F: Y -+ 22\(4} then we say that 
F( . ) is upper semicontinuous (u.s.c.) if for all VE Z open we have that 
( y E Y: F(y) G V} is open. 
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In the remaining part of this section we will state some general results 
about multifunctions that we will need in the sequel and we will prove our 
existence theorem for upper semicontinuous orientor fields. 
The first theorem is a new general weak compactness result for the 
Lebesgue-Bochner space L’(0) and was first obtained by the author in 
c131. 
THEOREM 2.1 [ 133. If F: 52 + PwkC (X) is integrably bounded then Sj; is 
a w-compact, convex subset of L;(Q). 
Remarks. (1) If we assume that X is w-sequentially complete then the 
converse of this theorem holds. Namely if SL. is nonempty, convex, and WI- 
compact subset of L;(Q) then for all LCI EQ, F(U) E P,,,, (X). This converse 
was obtained by the author in [14]. 
(2) This theorem generalizes in the context of separable Banach 
spaces, Theorem 2 of Diestel [6] who assumed that for all o E Q, F(w) = K. 
(3) Finally an interesting immediate consequence of this theorem is 
that in F(o) d,u(W) E P,+(X). 
The next theorem is a useful superpositional measurability result for 
multifunctions, proved by the author in [15]. By X, (resp. X,) we will 
mean the Banach space X endowed with the weak (resp. strong) topology. 
THEOREM 2.2 [ 151. If F: Q x X-t P,, (X) is a multijiinction with boun- 
ded values s.t. 
( I ) ,for all x E X, F( , x) is measurable 
(2) ,for all CO EQ, F((o, .) is U.S.C. from X, into X,. and lf x: 52 --t X is 
measurable 
then w + F(w, .x(w)) admits a measurable selector. Furthermore if 
F: Sz x X -+ P,,.,, (X) is a multifunction sati@ng ( I ), kchich is separable and 
(2’) for all ~~52, F(o, .) is 1.~. from X,Y into X,, and x: Q -+ X is 
measurable 
then o -+ F(o, x(w)) is measurable. 
Remarks. (1) Note that if F(o, .) is U.S.C. from X, into X, (or from X,, 
into X,) then it is automatically U.S.C. from X, into X,, and the theorem 
applies. 
(2) For F( . , .) single-valued, the above theorem recovers the well- 
known result which says that a Caratheodory function (i.e., a function 
measurable in the o-variable and continuous in the x-variable) is jointly 
measurable. 
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Now we are ready to state an existence theorem for the Cauchy problem 
where the orientor field F( . , .) satisfies a certain upper semicontinuity con- 
dition, t E [0, T], T< cc and XE X= a separable Banach space. By a 
solution of (*) we understand an absolutely continuous function x: T * X 
that satisfies (*) almost everywhere. To economize in the notation, when 
no confusion is possible we will write T for the interval [0, T]. The 
theorem was first obtained by the author in [15]. For completeness we 
include its proof. 
THEOREM 2.3. rf l? T x X + Pwkr(X) is a multifunction s.t. 
(1) for all x E X, F( . , x) is measurable and F( t, x) s G(t) a.e., where 
G: T -+ Pwkc (X) is integrably bounded, 
(2) for all t E T, F(t, .) is ww-U.S.C. (i.e., U.S.C. from X,. into X,), 
then (*) admits a solution. 
Proof. Let W= (x(.)ECx(T):x(t)=x,+ j&f(s)ds, tET,.f(.)ESh}. 
First we will show that W is a compact subset of CXw( T). Note that 
for all t E T, x(t) E x0 + s; G(s) ds. From Theorem 2.1 we know that 
xo + j;, G(s) ds E Pwkc (xl, tE T. So for all te T, {x(t)},,.,,, is relatively 
w-compact. 
Next, for every E >O we can find a 6 >O s.t. if t,, t, E T, t, < t, and 
t, - t, < 6, jz IG(s)l ds < E. Hence for any x( .) E W we have 
Ilx(t, - x(t*)ll = x0 + 
II 1 
d’l’(s) ds - xo - j;‘f(s) dsii 
= l/j;fWs~l G j; Ilfb)ll d-( I%)l ds<E. 
This shows that W is an equicontinuous family, hence a fortiori is 
w-equicontinuous. So it remains to show that W is closed in CX, (T) and 
then the Arzela-Ascoli theorem will tell us that W is compact in CXw( T). 
Let {x~(.)}& Wbeanets.t.x,(.)+ CXw(T) x( .). Then for every a we have 
x,(t) = x0 + fhf,(s) ds with f,( .) F Sk. Theorem 2.1 tells us that we can find 
a subnet (fb(.)} s.t.fh(.) -+ “P”““‘f(.)~SL. Thus for all te T we have 
t 
x,(t)=x,+ s 0 
fb(s)ds-= xo+ ;/(s)ds. I 
We already know that xh(t) + w x(t) for all t E T. Hence x(t) = 
x,, + shf(s) ds, t E T with f( .) E S& r> x( .) E W. Therefore W is closed in 
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C,,% (T) and by the Arzela-Ascoli theorem (see Kelley [ 11, p. 2341) is com- 
pact in C,,< (T). 
Now consider the multifunction 
defined by 
L(x)= y(.)Ec,y(T):?((t)=x”+ ~rg(.s)tf.s.fET,g(~)ES),,,, ,  
i - 0 I 
First we will show that L( .) has nonempty values in W. That the values 
of L( .) are in W follows immediately from the fact that F(t, x) E G(t) a.e. 
Also from Theorem 2.2 we know that t + F(t, *y(t)) admits measurable 
selectors and clearly all such selectors belong to the Lebesgue-Bochner 
space I!,:,(T). Hence we get that Sz., .Y(. ), # fa and so for 
g(d4q .\(.,) , ,v( t) = x0 + j;, g(s) ds is a function in W s.t. J$. ) E L(.u). So 
indeed L: W -+ 2”\(@}. Furthermore, since for all x(. ) E W, S&., r,. ,) is a 
t+compact subset of Li( T), we can see that L( .) has nonempty, closed, 
and convex values in W. In addition, the topology on W induced by 
C,,& (T) is the topology of pointwise convergence on a countable dense set 
in T and so W is metrizable in C,,(T). 
Next let (x,,. J’,,) + Wr ” (x, y) with .I’,, E L(.Y,, ), TV 3 I. Then wc have 
J’,,(f) =xg + ‘,f;,(.s) ds. 
i’ 0 
where .f;, ( ‘1 E %, ,,, ( .)). From Theorem 2.1 we know that by passing to a 
subsequence, if necessary, we may assume that ,f,,( .) +” “i’7’f( .) E S:; as 
n -+ x‘. Invoking Mazur’s theorem we can find zn (.) E conv IJk .,,fx (.) s.t. 
I,,(.) +’ LL(T)f(.) and, by passing to a further subsequence if necessary. 
we may assume that z,,(r) -+ If’(r) for t E T\,N, where E,(N) = 0. Fix t E T\,%N. 
Because by the hypothesis that F(t, .) is ~VS-u.s.c., we know that given V 
Iv-open there exists n > 1 s.t. for k 3 n we have 
F(t, .rk(t))z F(r. s(t))+ V. 
Hence 
u F(t, x,(t)) sF(t, x(t)) + J’ 
*COIlV u F(t,x,(t))~F(t,s(t))+ v 
k2n 
-f(t) E F(t, x(t)) + I’. 
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But F’ was arbitrary. So f(t) E F(t, x(t)). Since t E T\N was arbitrary we 
deduce that f( .) E S&.,,,.,,. Thus we have shown that L( -) has a closed 
graph. This by Delahaye and Denel [ 51 means that L( =) is U.S.C. So we can 
apply Himmelberg’s fixed-point theorem [lo] to find a( .) E W s.t. i E L(i). 
Clearly a( .) is the desired solution of (*). Q.E.D. 
Other existence results with different hypotheses on the orientor field 
F( ., .) (even for nonconvex or nonclosed valued F( ., .)) can be found in 
[15] and [16]. 
3. THE ATTAINABLE SET 
In this section we present the main results of our work, which are about 
the attainable set of differential inclusions in Banach spaces and of a class 
of nonlinear control systems. 
Again let T = [0, T] with the Lebesgue measure A and the complete 
o-field C of Lebesgue measurable sets. We will start with differential 
inclusions. Consider the Cauchy problem (*) introduced in Section 2. The 
attainable set of (*) at time t E T is defined to be the set 
R(t)= {yEX:y=x(t)forsome~(.)ES(x~)}, 
where S(x,) is the solution set for (*). Theorem 2.3 gave us conditions 
under which S(x,) # 121. 
The attainable set of (*) with unspecified endtime is the set 
R= u R(t). 
rtr 
A solution x( .) of (*) is said to be extremal at time t E T if we have that 
x(t) E aR(t). 
We start with a result that says that if a trajectory at some time instant 
moves in the interior of the attainable set, then it remains there for some 
period of time. 
THEOREM 3.1. Assume that the hypotheses of Theorem 2.3 hold and, in 
addition, 
IG(.)l EL?. 
Zf x( .) E S(x,) and x(i) E int R( t^) for some i E T then there exists S > 0 s.t. for 
all t E [f i + S] we have x(t) E int R(t). In particular, int R(t) # 0 for all 
tE [t^, i+S]. 
Proof We will proceed by contradiction. So suppose that the claim of 
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the theorem is not true. Then this means that for all n 3 1 there exist 
t,, E [i, i+ l/n] s.t. alar. Let u,,EB,i,,(x(t,))n [R(tn)]‘. Clearly 
u nm -+ ’ .u(t,?) as m -+ co. Also t, J i and so ,Y(t,) -+ x(i) as n + m. By a 
diagonal process we can find p, = u~(,,,,,,, -+ ’ -r(l) as m + xi. Consider the 
following Cauchy problem m 3 1 
where t, = tk,,,,,. 
From Theorem 2.3 we know that (*,?,), m 2 1, have solutions z,,~( ‘) 
defined on [0, T]. Our claim is that z,(i)+ R(i). Suppose this is not the 
case. Then we can find u, ( .) E S(.Y”) st. c’,,(i) = z,~ (i). Set 
y,(t) = 
1 
vn, ( t 1 for t E [0, i], 
-‘w,(f) for t E [i. 7J. 
Clearly Y,~ ( .) E S(x,) and y, (2,) = z, (t,) =>p,,, E R( t,,), a contradiction 
to the choice of pm’s, So z,(i) 4 R(i). Since x(i) E int R(i), we can find f: > 0 
s.t. 2~ < II;,,(i) - x(i)11 for all m 3 1. Hence there exist x,*, E ,I’*, li.x,*,il = 1 s.t. 
t: < I(-x,T,, zm (i)-x(i))l. Next note that 
6 
I 
” ll2,(s)II dsdMlr’-tl, 
f 
where M= )I IG(.)l IIX. 
Now we are going to examine the convergence of the sequence 
i (x2, =m (i)-.x(i))},.,. We have 
I(.~:? :,n (0-4i))l 6 I(-u,T,~~,(~)-z,(~,))l + I(XZ? -,(tm)--u(O)1 
d Il-uzfII lz,(f)-z,,(~,,)II + 1(x-,*,, ;,,,(r,,,)--y(f))1 
<Mli-t,( + Ilz,(t,)-x(i)11 -+o asm-+ sc, 
a contradiction to the fact that for all m 2 1, F < I (.x2, zrn (i) - x( i))l. 
Therefore x(l) E int R(t) for all t E [E i+ S]. Q.E.D. 
Remarks. (1) Note that with the above proof we have actually obtained 
that ,x(t) + 6B, s R(t) for all t E [i t^ + S]. 
(2) If X has the Schur property (i.e., weak and strong convergence 
coincide on sequences), then we can drop the hypothesis that IG( .)I E L ; . 
For the next theorem we will need the following lemma 
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LEMMA 3.1. If F: T x X --* prC (X) has bounded values, is Hausdorff con- 
tinuous, and v E int F( t, x), then there exist 6 > 0 s.t. for all 1 t’ - t\ < 6 and all 
(Ix’-XII <6, we have B,(u)~intF(t’,x’). 
Proof First note that since v E int F(t, x), we have that dpC,, xJ (v) > 0. 
Next we claim that (t, x, u) + dp.Cr,xj(~) is jointly continuous. From 
Proposition 2.1 of DeBlasi and Pianigiani [4] we know that (t, x) -+ 
F”(t, x) is Hausdorff-continuous. So given E > 0 there exists 6 > 0 s.t. if 
It’- tl <S and 11x’-XII ~6 then 
h(P”( t, x), Fc( t’, x’)) < 42. 
Also let I/v’ - VII E ~/2. Using the fact that the distance function is 
Lipschitz we have 
Idmt. ~,(u)-~F(.(,,..~,)(u’)~ IdF’.(t,.~,(v)-dp.(~..~)(v’)I 
+ Idmr,.xj(u’) -dw, .~,(o’)l 
d llu-v’ll +h(F”(t,x),F’(t’,x’)<E/2+&/2=e. 
Thus indeed (t, x, u) + dpCr, K,(v) is jointly continuous. Since 
d FLCf,YJ(v)>O there exists 6>0 s.t. if It’-tl<S, /Ix’-XII ~6 and 
I/u’ -011 < 6 then dr,(,., \-,) (v’) > 0 * v’ E int F( t’, x’). Q.E.D. 
We are going to use this lemma to generalize and sharpen Theorem 12 of 
Kikuchi [ 121 and Theorem 3.4 of Grasse [7]. The property described in 
the conclusion of our theorem is also known as the “bang-bang property.” 
THEOREM 3.2. If F: T x X -+ P,?(X) is a Hausdorff-continuous mul- 
tifunction with bounded values and x( .) is an extremal solution of (*) then 
i(t) E LJF( t, x(t)) a.e. 
Proof Suppose that for some z E T we have that 
a(r) E int F(t, x(z)). 
Using Lemma 3.1 we know that there exists 6 > 0 s.t. if It’- t( < 6 and 
/lx’-x(z)11 ~6 then we have 
B,(l(r)) c int F(t’, x’). (+I 
Let &,=min{6,6/6+ Ilx(r)ll, T-z}/2>0. Set q,(t)=x(~)+(t--Z) 
(i(z) + b) for b E B,(O) and t E [r, z + 6,). Because of the choice of 6, we get 
that 
llu~(t)-~(~)lI = It--z1 IP(~)+bll <&Cll~(~)ll +bl<d. 
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Hence am E B,(x(r)) for all t E [t, 7 + 6,). Furthermore we have 
Thus(+)tellsus that tih(f)~F(t,~,,(f))a.e.on [r,z+fi,,)andh~B~~(O). 
Let 6,>0 be such that if It--51 ~6, then Il(-I--.u(r))i’(t--T)--.~(Z)j/ <?i. 
Set h(t)=(.~(t)-x(s))/(r-z)-<t(t) for ~E(T, r+6,). Then u,,,( ,(t)= 
.u(r)*,x(r)s.u(z)+ (r-z)(?i(z)+ B,(O))cint R(r), a contradiction to the 
hypothesis that .u( .) is extremal. Q.E.D. 
Further expanding the idea underlying the previous theorem we can ask 
the following fundamental question: Find a subset of F(r, x), essentially to 
retain the solutions of the original Cauchy problem (*). In the linear case. 
research in that direction led to the celebrated bang-bang principle. Our 
next result is a nonlinear version of that, in the context of differential 
inclusions. For this result we will assume that X is finite dimensional. If 
A E: ,I’ then ext A denotes the extreme points of il. 
THEOREM 3.3. [fJi T x X -+ R is N ,funcrion .v.r. 
(I j for all .Y E X, f‘( ‘, x) is measurable, 
(2) .for ull r E T, .f(t, .) is locall?’ L’-Lipschir~, 
(3) ,fi)r all (t,x)~TxX i.f(r,x)l Gq(r)cp(.)EL', (T). and if’ 
K: T + P,, (XI is inregrahly hounded 
rhen rhc solurion set s” of 
i~f'(r, X) ext K(r) 
x(0)=x0 
(**I 
is dfwse it? rhr solution set S of 
.~(rk.f(r, -4 K(r) *** 
s(0) =x0 . 
( I 
Proof: From Benamara [ 1 ] we know that r -+ ext K(r) has a 
C x B(X) -measurable graph. So Aumann’s selection theorem tells us that 
ext K( .) admits measurable selectors. Let k( .) be such a selector. Consider 
the following Cauchy problem 
1 





From Theorem 5.3 of Hale [8] we know that (****) admits a unique 
solution ,‘ck ( .) which is also a solution of ( * * ). Consider the map k + I~. 
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From Castaing and Valadier [2] we know that ext Si = St,, K is w-dense in 
S:. So it suffices to show that k -+ xk is continuous from (LL( T), w) into 
C,(t). To that end let {k,},~lsS~ s.t. k, +“-Lik~Sk. We have 
&(t) =f(c xk,(t)) k,(t) a.e. 
An easy application of the Arzela-Ascoli theorem tells us that 
k,W”> 1 is relatively compact in C,(T). By passing to a subsequence if
necessary we can say that x,“( .) -+ CX(T) x( .). Then 
-+ “f.(s, x(s)) k(s) ds. 
s , 
Thus x(t’) - x(t) = j;‘f(s, x(s)) k(s) d s f or all t, t’~T=>i(t)=f(t,x(t))k(t) 
a.e. Therefore k + xk is continuous from (Li( T), w) into C,(T) and so S 
is indeed dense in S. Q.E.D. 
LetR(t)={x~X:~=~(t)forsomex(~)~S}andR’(t)={x~X:~=~(t) 
for some x( .) E s’). Then using Theorem 3.3 we can say the following 
about those two attainable sets. 
THEOREM 3.4. If all hypotheses of Theorem 3.3 hold then 
R”(t) = R(r). 
Proof. Recall that for all t E T the evaluation map e,: C,(T) -+ X 
defined by e, (x( .)) = x(t) is continuous (see Kelley [ 11 I). So 
-- 
e,(S’)Ee,(S’). 
But from Theorem 3.3 we know that F = S. Thus we get that 
e,(S)ce,(Se)=sR(t)sRe(t). (1) 
On the other hand, a careful look of the proof of Theorem 2.3 can con- 
vince the reader that S is a compact subset of C,(T). So it is easy to see 
that R( .) is compact-valued. Therefore, 
R’(t) G R(t). (2) 
From (1) and (2) above we conclude that 
R(r) = R’(t). Q.E.D. 
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It is natural to ask what the properties are of the multifunction t -+ R(t). 
Our next result gives an answer to this question in the context of infinite 
dimensional differential inclusions. 
Consider the following generalization of problem (*) 
where KE P,,kc (X). We denote the solution set of (*‘) by S(K). 
THEOREM 3.5. If all hypotheses of Theorem 2.3 hold then the mul- 
tifunction t + R(t) is w-U.S.C. and has nonempty Iv-compact values. 
ProoJ That the values of the multifunction R( .) are nonempty, follows 
immediately from Theorem 2.3. 
The proof of Theorem 2.3 tells us that S(K) is a compact subset of 
C,,, (T). Since for all t E T, R(t) = e, (S(K)), where e, ( .) is the evaluation 
map and the latter is continuous, we deduce that R(t) E P,.,(X) for all t E T. 
Next let V be a weakly open set containing R(t). Then we can find V’,, 
weak neighborhood of the origin s.t. R(t)+ VOs L’. From the 
Arzela-Ascoli theorem we know that there exists 6 > 0 s.t. if 1 t - t’l < 6 then 
.r(t’)-x(t)eVO for all x(.)eS(K). So x(t’)Ex(t)+ V,,cV for all 
.u( .) E S(K) * R( t’) c V which proves that R( .) is u’-U.S.C. Q.E.D. 
An interesting consequence of that result is the 
COROLLARY. Jf everything is as in Theorem 3.5 then R = u,, r R(t) is a 
w-compact subset of X. 
Proqf: This follows from the fact that T is compact and R( .) is 12’-U.S.C. 
with Ml-compact values. Q.E.D. 
Furthermore the set R has the time-optimality property. In particular we 
have 
THEOREM 3.6. [f the hypotheses of Theorem 2.3 hold then for every .Y E R 
there e?cists a trajectory x( .) E S(x,) for which s is attainable at a minimum 
time. 
Proof: Let M= (t’ET:x=x(t’) for some x(.)~S(x~)). By hypo- 
thesis M # 0. Let i= inf M. Then we can find t, E M, n 3 1 s.t. t,, i i as 
n -+ a. So there exist x,(.) E S(x,), n > 1 s.t. x,(t,) = x. But we know 
that S(X,,) is compact in C,“(T). So by passing to a subsequence if 
necessary we may assume that x,(.) -+ c‘u*(r) x( ,) E S(x,) as 
n-, z0 *x,,(t,l) -+ “‘x(Z) as n --t co + x = x(i). From Theorem 3.5 we 
316 NIKOLAOSS.PAPAGEORGIOU 
know that w - lim, ~ to R(t,) G R(t^) and so x E R( 2). Therefore x( -) is the 
desired time optimal trajectory. Q.E.D. 
This leads to the introduction of the following fundamental concept of 
optimal control theory: 
T(z)=inf{tET:zER(t)}. 
This is known as the minimal time function and clearly is well defined on 
R, and thanks to Theorem 3.6 the inlimum is always attained. 
The next result examines the regularity properties of T( .) on R. 
THEOREM 3.7. If the hypotheses of Theorem 2.3 hold then T( .) is w-1.s.c. 
on R. 
Proof. Consider the set LA = (2~ R: T(z) < A}. We need to show that 
this is w-closed. From the corollary we know that R is a w-compact subset 
of the separable Banach space X. So it is metrizable for the weak topology. 
This allows us to work with sequences. Let z, + w z in R and 
(z”},,~, c L,. Then T(z,) d 1. Note that we have 
s 
T(zn) z,=x,+ fn(s) dso 
for somefn( .) E Sk,.,,nt.,,. Since Sbc.,,nc.,, - c Sb and the latter is w-compact in 
Lk ( T) (Theorem 2.1) we may assume that f, ( .) + w - “$f( .) E Sk. Invoking 
Mazur’s lemma we can find z,(.)Econv lJkanfk(.) s.t. z,(.) +“-“kjl(.) 
and, by passing to a subsequence if necessary, we may assume that ^ 
z,(t) -+ “f(t) for all t E r\N, A(N) = 0. Recall that S(x,) is a compact set in 
CxW(T). So without loss of generality, we can say that 
x,(.) cx,(T) - x(.)*x,(t)2 x(t) for all t E T. 
Fix t E T\N. Because F(t, .) is ww-U.S.C. we know that, for V w-open, 
there exists n > 1 s.t. for k > n we have 
Qt, Xk(t)) s Qt, x(t)) + ff 
*z,(t)eF(t,x(t))+ I/ 
=&)eF(t,x(t))+ I/. 
Since V arbitrary f(t) E F(t, x(t)) for all t E T\N which implies that 
j‘W%(.,x(.)). 
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Also since T(z,,)E [0, E.], we may assume that T(z,,) + T as n -+ nc. We 
claim that 
To see that, let x*EX*. Then 
First observe that max( r”, T(z,,)) - min( p, ‘I(:,,)) + 0 as II -+ 3~. Also 
From these inequalities we deduce that 
s 
lnBX( 7. 7CZ”)) 
I(x*,f,,(.~))l c-i? -+ 0 
mml?, 7X:,)) 
as n --t x. Also recall that 
as n -+ E. Hence the claim follows. Thus we have that z = x0 + jrf(.~) <s 
and since f( .) E SkC.,XC.,, we get that z E R(F). This means that T(z) d T. 
Since F< 1 we have that T(z) < 1 and so z E L,. Therefore we conclude 
that L;. is w-closed which means that T( .) is ~-1,s.~. on R. Q.E.D. 
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We are going to use this function to provide a precise description of the 
attainable set of a large class of nonlinear control systems with time-vary- 
ing control domain. 
To do what we will need an auxilliary result which is also interesting in 
its own. Consider the controlled differential equation i =f(t, x, u) and 
define F(r, x) = (J,, uf(t, x, u). Then clearly the solutions of the control 
equation also solve the differential inclusion i E F(t, x). What about the 
converse? I.e., we want to determine conditions under which those two 
systems are, in fact, equivalent. By Y = separable Banach space, we will 
denote the control space. 
THEOREM 3.8. Zf 8 T x Xx Y -+X is measurable in t and jointly con- 
tinuous in (x, u) E X x Y and if U: T + 2 ‘\ (@ } is graph measurable (i.e., 
Gr WE Cx B(Y)) then the two systems are equivalent. 
Proof. We need only to show that a solution of the differential 
inclusion also solves the controlled differential equation, 
So let x( .) be a solution of the differential inclusion. Then from 
the definition of F( ., .) we know that for all t E T’ = T\N, i(N) = 0, there is 
a u, E U(r) s.t. i(t) =f(t, x(t), u,). Consider the multifunction 
A: T’-+2x\{faj defined by 
A(t)= {uEu(t):i(t)=f(t,X(t),U)} 
*GrA={(t,u)ET’x Y:z?(t)--f(t,x(t),u)=O)nGr U. 
Because f(., . , . ) is Caratheodory t +f(t, x(t), u) is measurable. 
So (t, U) -+ i(t) -f( t, x(t), u) is Caratheodory, which means that 
{(t, U) E T’ x Y: -II-(t) -f( t, x(t), U) } E: L( T’) x B(X), where L( T’) = Lebesgue 
sets of T’. Also by hypothesis Gr UI,EL(T’) x B(X). Hence 
Gr A E L( I”‘) x B(X). Apply Aumann’s selection theorem to find U: T’ -+ X 
measurable s.t. u(t) E A(t) for all t E T’. Let 
ii(t)= u(t) iftET’, 
u’(t) iftET\T’, 
where a’(.) is a measurable selector of U(.) (it exists since U(.) is graph 
measurable). Then i(t) =f( t, x(t), a(t)) a.e. + x( .) solves the controlled 
differential equation. Q.E.D. 
Now let X, Y be finite dimensional Banach spaces. We will consider the 
following nonlinear control system 
{ 
i =f(t, x, u) 
1 
***** 
24E U(t), x(0)=x, . ( ) 
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We are going to make the following assumptions concerning the control 
multifunction U( .) and the velocity vector field .f’( ‘. ‘, ): 
(A, ) U: T -+ P, ( Y) is continuous and for all t E :’ we have 
OEint U(f). 
For ,!i T x Xx Y --+ X we need to make the following assumptions: 
(A,) f’( . . , ) is jointly continuous, 
(A,) for all .uEX, ll,f(f, X, u)li <p(r) for all TV T’N. i(N)=O, and for 
all u E U(I), with cp( .) E L I,, 
(A,) for all (t, x) E TX A’, ,f( t, .Y. .) is an open map. ,f’( t, .\-. 0) = 0. and 
f’(f, .3, Cl(t)) is convex. 
Then we can have the following complete characterization of the 
attainable set R(t), fc T, of (*****). 
THEOREM 3.9. Jf (A,) to (A,) ull hoki then ,for rrll f E T. 
(i) R(t)= (xEX: T(.u)<t) 
(ii) ?/t(f)= j.veX: T(.u)=rj. 
Proof: Assume that XE R(t). This means that there exists .\-(.)E S(x,,) 
s.t. s(f) = .Y. On [t, T] consider the function Z( .) E s. Then because of (A, ) 
and (A,) we have that on [t, T], Z( .) solves the problem 
fi =,f’(r, I’, II) 
.u(r)=r 
when no control is used, i.e., u = 0 on [r, r]. Hence we see that .Y E R( t’) for 
all 1’ E [f, T], i.e., R(t) G R(f’) for f d f’. 
Now let ZE {xEX: T(x)<t}. Then ZER(T(L)+ l/n) for all n3 1. From 
Theorem 3.8 we know that the control system under consideration is 
equivalent to the differential inclusion ,t~ F(r, x) = UUF r.,,,,f’(t, x, u). So 
from [19] the R( .) multifunctions are the same. We will show that F( ., t t 
is U.S.C. For that purpose let V be an open set in X and consider the set 
B=~(~,~)ETxX:F(~,X)S C’;. 
We have to show that B is open. Note that 
B= ((~,.‘c)ETxX:,~‘(~,X,U)E VforalluEG:(f)I. 
Since by (A, 1, .#I., , . ) is jointly continuous we can find N,(t), N, (.u) 
neighborhoods of t and x respectively and N(u) neighborhood of u s.t. 
,I’( t’, x’, u’) E V for all t’ E N,(t), .Y’ E N,,(x), and U’ E N(u). Since by (A,), 
:i”, t-5 
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U(r) is compact we can find u1 ... uN s.t., U(t)z Uyz, N(ui) = W. Set 
N(t) = fly=, N,,(t) and N(x) = fiF= 1 N,,(x). These are still neighborhoods 
of t and x, respectively. Also because of the continuity of U( .) we can 
find N’(t) neighborhood of t s.t. U(t’) c_ W for all t’ E N’(t). Set 
A(t) = N(t) A N’(r). Then we havef(t’, x’, u’) E V for all t’ E A(t), x’ E N(x), 
and U’ E U(t’) and this proves that F( ., . ) is U.S.C. But then we have that 
R( .) is u.s.c., too. So lim,, ~ R(T(z)+l/n)GR(T(z))ER(t)*xER(t). 
Hence, 
{XEX T(x)<t}dqt). (1) 
On the other hand, it is clear from the definitions that 
R(f)% (XEX T(x)<t). (2) 
From (1) and (2) we conclude that 
R(t)= {XEX T(x)=t}, 
and this proves (i). 
Now for the second part. Because of (A4) for all (t, x) E T x X we have 
that f(t, x, int U(t)) is open. Since f(t, x, int U(f)) G intf(t, x, U(r)), we 
deduce that 
F(4 xl =f(t, x, U(l)) 
has solid, convex values, which are also compact since f(t, x, ) is con- 
tinuous and U( .) is compact-valued. 
We claim that F( ., .) is 1.s.c. To see that {(t,, x,,)},~ 1 G T x X s.t. 
(t,, x,) + (t, x) and let z E F(t, x). Then there exists u E U(t) s.t. 
z =f(t, x, u). Since by (A,), U( .) is continuous, U(t) = lim, _ co U( t,). 
Hence there exists u,, E U( t,), n > 1, s.t. U, -+ U. Set z, =f(t,,, x,, u,). 
Clearly, z, E F(t,, x,). Furthermore, since by (A2)f( ., ., .) is continuous, we 
have that f(tn, xnr un) +f(t, x, a)=+~,, +z+F(t, x)Elim,,, F(t,, x,)3 
F( ., .) is 1.s.c. as claimed. 
In the first part of the proof we saw that F( ., .) is U.S.C. Thus F( ., .) is 
continuous and, being compact-valued, we conclude that it is Hausdorff- 
continuous. 
We have seen in the first part of the proof that if x = R(t), then on [It, T] 
the function z( .) - x solves i =f(t, z, 0) E int F(t, z). Let x( .) be the trajec- 
tory that reaches x at time t, i.e., x(t) = x. Set 
f(t) = x(f) for t’ E [IO, t], 
X for t’ E [t, T]. 
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Clearly 2( .) is still a trajectory of the system. Furthermore for t’ E (t, 7J we 
have that j( t’) =f( t’, x, 0) E int F( t’, x). Since F( ., .) is Hausdorff-con- 
tinuous, from the proof of Theorem 3.2 we deduce that there exists 6 > 0 s.t. 
for t’ E (t, t + S], x E int R( t’). 
Now we will show that the minimal time function r( .) is U.S.C. So con- 
sider the set Ly = {x E X: T(x) < 3.). From all the previous work we know 
that for BE L’j we have s~R(T(x))cint R(T(.\-)+6) for some 6>0. Let 
0 < 6’ < min(6, j. - T(x)). Then since x E int R( T(.u) + (5’) there exists 6” > 0 
s.t. for J E B,,,(x), 
is open. So 7( .) is U.S.C. From Theorem 3.7 we also know that T( .) is 1s.~. 
Hence r( .) is continuous. Therefore, using part (i) we can finally write that 
?R(I)= (xEX: T(x)=t}. Q.E.D. 
Remark. Nonlinear control systems in which the control appears 
linearly fall in the class of systems considered in the previous theorem. 
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