A model of wavelet neural network (WNN) using a new evolutionary learning algorithm is proposed in this paper. This new evolutionary learning algorithm is based on a hybrid of Particle Swarm Optimization (PSO) and gradient descent algorithm (GD), and is thus called HGDPSO. The Particle Swarm Optimizer has previously been used to train neural networks and generally met with success. The advantage of the PSO over many of the other optimization algorithms is its relative simplicity and quick convergence. But those particles collapse so quickly that it exits a potentially dangerous property: stagnation, which state would make it impossible to arrive at the global optimum, even a local optimum. HGDPSO was proposed for neural network training to avoid premature and eliminate stagnation in PSO. The effectiveness of the HGDPSO based WNN is demonstrated through the classification of the fault signals in rotating machinery. The simulated results show its feasibility and validity.
Introduction
With the development of industry, the machine or the production system is becoming more and more complicated, and the fault diagnosis for such large and complicated system is also becoming more and more difficult. Any know-how to help to make the fault diagnosis for the large-scale system easier to handle and implement, and make the diagnosis accuracy is clearly desirable. Recently, neural networks have become a popular tool in fault diagnosis due to their fault tolerance and their capacity for selforganization. The multi-layer perception (MLP) [1] , along with the back-propagation (BP) training algorithm, is probably the most frequently used type of neural network in practical applications. Unfortunately, these ANNs have some inherent defects, such as low learning speed, existence of local minima, and difficulty in choosing the proper size of network to suit a given problem. To solve these defects, we combine wavelet theory with it and form a wavelet neural network (WNN) whose activation functions are drawn from a family of wavelets.
The wavelet neural network has been proposed as a novel universal tool for functional approximation [2] , which shows surprising effectiveness in solving the conventional problem of poor convergence or even divergence encountered in other kinds of neural networks. It can dramatically increase convergence speed [3] , [4] . Advances in its theory, algorithms and application have greatly influenced the development of many disciplines of science and technology, including mathematics, physics, engineering and etc., and will continue to influence other areas as well [5] , [6] .
How to determine the structure and parameters of the neural networks promptly and efficiently has been a difficult point all the time in the field of neural networks research [7] . In previous work, the standard PSO algorithm has been used in training MFNNs [8] , [11] , [13] . Other variations of PSO were also to train MFNNs [8] , [9] , [10] , and the performance was acceptable. Particle swarm optimization (PSO) developed by Dr. Kennedy and Dr. Eberhart [12] , [13] is one of the modern heuristic algorithms under the EAs and gained lots of attention in various engineering applications [14] , [15] , [16] . PSO when compared to EP has very fast converging characteristics, however it has a slow fine-tuning ability of the solution. Also PSO has a more global searching ability at the beginning of the run and a local search near the end of the run [13] . Therefore, while solving problems with more local optima, there are more possibilities for the PSO to explore local optima at the end of the run.
To overcome this drawback, a hybrid method that integrates the PSO with a gradient descent algorithm is proposed in this paper. To validate the performance of the proposed approach, fault diagnosis for rotating machine is tested and the results obtained are compared with those obtained using PSO, GD technique in this paper. 
Neural Network for Fault Diagnosis
The WNN employed in this study are designed as a three-layer structure with an input layer, wavelet (hidden) layer and output layer. The topological structure of the WNN is illustrated in Fig.1 , where w jk denotes the weights connecting the input layer and the hidden layer, u ij denote the weights connecting the hidden layer and the output layer. In this WNN models, the hidden neurons have wavelet activation functions of different resolutions, the output neurons have sigmoid activation functions. The activation functions of the wavelet nodes in the wavelet layer are derived from a mother wavelet
, which represents the collection of all measurable functions in the real space, satisfies the admissibility condition [17] :
where ψˆ(x) indicates the Fourier transform of ) (x ψ . The output of the wavelet neural network Y is represented by the following equation:
where denotes the kth component of the input vector; u ij denotes the connection weight between the output unit i and the hidden unit j; w jk denotes the weight between the hidden unit j and input unit k; a j , b j denote dilation coefficient and translation coefficient of wavelons in hidden layer respectively; L,M, N denote the sum of input, hidden and output nodes respectively.
Basic Particle Swarm Optimization
Particle swarm optimization (PSO) is an evolutionary computation technique motivated by the simulation of social behavior [12] , [13] . In the PSO system, each agent makes his decision according to his own experiences and other agent' experiences. The system initially has a population of random solutions. Each potential solution, called a particle (agent), is given a random velocity and is flown through the problem space. The basic concept of the PSO technique lies in accelerating each agent towards its pbest and gbest locations, with a random weighted acceleration at each time step and this is illustrated in Fig.2 . Searching procedures by PSO can be described as follows: a flock of agents optimizes a certain objective function. Each agent knows its best value so far (pbest) and its position. Moreover, each agent knows the best value in the group (gbest) among pbest, namely the best value so far of the group. The modified velocity and the distance from pbest and gbest as shown below:
where k i v denotes current velocity of agent i at iteration k;
velocity of agent i at iteration k+1; rand 1 ,rand 2 denote random number between 0 and 1;
k i x denotes current position of agent i at iteration k; pbest i denotes pbest of agent i; gbest denotes gbest of the group; w i denotes weight function for velocity of agent i; c 1 ,c 2 , weight coefficients for each term; k denotes current iteration number.
Using the above equation, a certain velocity that gradually gets close to pbest and gbest can be calculated. The current position (searching point in the solution space) can be modified by the following equation:
The inertia weight w is introduced in [18] to improve PSO performance. Suitable selection of inertia weight w provides a balance between global and local exploration and exploitation. The inertia weight w is set according to the following equation.
where w max , initial weight, w min , final weight, iter max maximum iteration number.
Gradient Descent (GD) Algorithm
The network is trained with gradient descent (GD) algorithm in batch way [19] , During the training phase, wavelet node parameters, a, b and WNN weights, w jk , u ij , are adjusted to minimize the least-square error, given the p i d as the ith desired target output of pth input pattern, the cost function can be written as:
For this wavelet neural network, Morlet wavelet has been chosen to serve as an adoption basis function to the network's hidden layer, which has been the preferred choice in most work dealing with ANN, due to its simple explicit expression. 
Hybrid PSO Based Wavelet Neural Networks for Intelligent Fault Diagnosis 525 Such that
The learning rate and momentum are set as η and µ in the experiments respectively.
Then the parameters are updated as follows:
Hybrid Particle Swarm Optimization
There is not widespread satisfaction with the effectiveness of the gradient descent algorithm since there is a danger of getting stuck or oscillating around a local minimum. In addition, the convergence of the gradient descent algorithm during the training is sensitive to the initial values of weights. If the initial values of the weights are not properly selected, the training process is more accurate in terms of number of iteration required to reach a pre-specified error criterion. Tests have shown that particle swarm optimization can be superior to gradient descent algorithm in generalizing to previously unseen test data. The tendency of particles to "overfly" the global and personal best solutions leads to the algorithm exploring new space, and avoid the problem of being stuck on local minima.
Rather than relying solely on gradient descent algorithm or PSO, a better method might be to combine the two. If we used PSO to find the area of the best solution, we would avoid many (if not all) problems associated with a lack of PSO diversity. This would combine the best of both worlds, and avoid the pitfalls of both. In the beginning of the run, PSO has more possibilities to explore a large space and therefore the agents are freer to move and sit on various valleys. The accuracy of the PSO methods increases very slowly after many generations. The solution may fall and may stagnate in the local minima itself. In such situation, the gradient algorithm is employed to escape from the local minima. The search will continue until a termination criterion is satisfied. In this study, we used a hybrid algorithm integrating PSO with gradient descent algorithm for WNN training. We will call this algorithm HGDPSO in the following sections.
Without loss of generality, it is denoted that W being the connection weight matrix between the input layer and the hidden layer, U, the one between the hidden layers and the output layer, A, the dilation coefficient of wavelons in hidden layer, and B, the translation coefficient of wavelons in hidden layer.
It is further denoted as
When a PSO is used to train he WNN, the ith particle is represented as better than pbest, then set pbest value equal to the current value and the pbest location equal to the current location in d-dimensional space. (6) Compare fitness evaluation with the population's overall previous best. If the current value is better than gbest, then reset gbest to the current particle's array index and value. (7) Change the velocity and position of the particle according to equations (3) and (4) respectively. (8) Check whether gbest is trapped into the stagnate, if not go to step (10) . (9) Use gradient descent algorithm to optimize some particles (here randomly select 3 particles) whose fitness evaluation value is not equal to the gbest. (10) (Check the stop criterion). Repeat step (4) until a criterion is met, usually a sufficiently good fitness or a maximum number of iterations/epochs. (11) Save the training parameters and the whole training of the WNN is completed.
Experiments for Fault Diagnosis of Rotating System
Experiments were performed on a machinery fault simulator, which can simulate the most common faults, such as misalignment, unbalance, resonance, radial rubbing, oil whirling and so on. The schematic of the test apparatus is mainly consists of a motor, a coupling, bearings, discs and a shaft etc. The fault samples are obtained by simulating corresponding fault on experiment system. The measurements with acceleration, velocity, or displacement data from rotating equipment are acquired by the NI digital signal acquisition module, and then are collected into an embedded controller. Each condition was measured with a given times continuously. The frequency of used signal is 5000Hz and the number of sampled data is 1024.
The features of vibration signals are extracted with wavelet packet analysis and FFT, the time-frequency spectrum of data is computed and fed into the training stage, in which 6 faults and 7 frequency bounds are selected to form a feature vector. These feature vectors are used as input and output of BP or WNN.
Selection of Parameters for Training Algorithms
The selection of these optimal parameters plays an important role in various training algorithms. A single parameter choice has a tremendous effect on the rate of convergence. For this paper, the optimal parameters are determined by trail and error experimentations.
In HGDPSO, a particle X is a set of parameters of WNN denoted as
. The domain of the weights w j , the dilation a j and translation b j is different, so this work divides X into X 1 , X2 and X 3 , where X 1 ={W, U}, X 2 ={B}, X 3 ={A}, and the rate of position change (velocity) V for particle X is accordingly divided into V1, V2, V3 respectively, where
The search space range available for X 1 is defined as (-100,100), X 2 is defined as (0,100) and X 3 is defined as (1, 100) , that is, the particle cannot move out of this range in each dimension. The other settings of the HGDPSO algorithm are as follows: V max was set to 5, swarm size was set to 50, c 1 and c 2 were both set to 2, and the inertia weight was linearly decreased from 0.7 to 0.4. In PSO, the population size and initial individuals are the same as those used in HGDPSO. For fair comparison, the parameters c 1 , c 2 , and w are also the same as those used in HGDPSO. The GD algorithm has two parameters to be set: the learning rate and the momentum.
Network Training and Determination
In this experiment, two types of Neural Networks, namely wavelet neural networks and BP networks, are trained on fault classification using various training algorithms. In the first series of experiments, we want to test the performance of the WNN and BP network. In the second series of experiments, we want to test the performance of the various training algorithms for WNN. Each experiment was run 50 times for given iterations, and the results were averaged to account for stochastic difference.
Comparison of WNN and BP Method
Comparing to WNN, the same 150 groups of data are processed with a 7-10-6 BP network, expecting output error threshold is 0.001. The MSE function is same as Eq. (6) . The other parameters are same as WNN. Fig.3 and Fig.4 demonstrate the training history and the performance of the WNN and BP networks by using HGDPSO and GD respectively. By looking at the shapes of the curves in Fig.4 , it is easy to see the WNN trained with GD algorithm converges more quickly than the BP trained with GD algorithm. As seen in Fig.3 , it is clear that the simulation time obtained by the WNN trained with HGDPSO algorithm is comparatively less compared to the BP networks trained with HGDPSO algorithm. Table 1 shows the final values reached by each algorithm after 2500 iterations were performed. The second column in this table lists the diagnosis accuracy on the 150 actual sample data. The WNN achieve higher diagnosis accuracy (95.33%) of the tested set than that of that of BP (90.67%). The test results confirm that, in both cases, the proposed WNN have a better capability for generalization than the BP methods. From the comparison of training histories in WNN and BP networks trained with various methods, it can be seen that, for the given errors, the WNN presents better convergence performance than the BP networks. On considering the classify accuracy, the results produced by the WNN model are more close to the original data than those by BP networks. In general, the WNN generates more accurate classify and presents better performance than the BP ones does. 
Comparison of HPSO, GD and PSO Algorithm
To show the effectiveness and efficiency of HGDPSO integrating the GD algorithm with the PSO, WNN designed by GD algorithm and PSO are also applied to the same fault diagnosis problem. As shown in figure 5 , the MSE error of 0.001 has been reached by using HGDPSO algorithm after an average of 280 iterations in the training phase, and after 1550 iterations, the mean squared error reached the same level by using GD algorithm. Meanwhile, after 2000 iterations, the mean squared error reached by using PSO technique was not less than 0.008.
By looking at the shapes of the curves in Figure 5 , it is easy to see the PSO converges quickly under training phase but will slow its convergence speed down when reaching the optima. The PSO lacks global search ability at the end of run that a method is required to jump out of the local minimum in some cases.
In the testing phase, the HGDPSO trained WNN was able to discriminate the fault examples with an accuracy higher than 96% (see Table 1 ), compared to GD' 95.33%, while the PSO trained WNN with an accuracy less than 90%. From Table 1 , we can see that the classification error for HGDPSO was the smallest.
The results on performance clearly show that the HGDPSO is a much stronger optimizer than the basic PSO and the implemented GD algorithm on the WNN training. The HGDPSO represent a clear and substantial improvement over the basic PSO and GD algorithm, not only in the final solutions, but also in the speed with which they are found.
Conclusions
A HGDPSO-based wavelet neural network approach is developed for fault diagnosis. The approach takes a novel kind of optimization algorithm, i.e., HGDPSO optimization algorithm, to train wavelet neural work. The feasibility and effectiveness of this new approach is validated and illustrated by a study case of fault diagnosis on rotating machine. The data measured at a machinery fault simulator by the data acquisition module are chosen as the original data to testify the performance of the proposed method. The results show that the HGDPSO-based WNN has a better training performance, faster convergence rate, as well as a better diagnosis ability than the other methods to be selected cases.
