We combine image-processing techniques with a powerful new statistical methodology to test for and nd the location of linear production faults in woven textiles. Our approach detects an alignment pattern in preprocessed images via model-based clustering and uses an approximate Bayes factor to assess the evidence for the presence of a defect. Results are shown for some representative examples, and the associated software has been made available on the Internet.
The Flaw Detection Problem
Garment production can be divided into two distinct phases: manufacture of the textile fabric, and garment assembly. Usually the two phases are carried out separately, often by d i e r e n t organizations. Each phase in turn is made up of sub-phases, between which there are opportunities for inspection. Using the terminology of Newman and Jain (1995) we distinguish between process inspection, and (end) product inspection. Our interest is in the problem of product inspection after fabric manufacturing, before nal assembly.
Fabric is produced by looms in two-meter wide rolls at a rate of about 10 mm per second.
Although it might seem that product inspection could occur concurrently, the fabric is rst packed into rolls and later unrolled for inspection. Reasons for this presumably include the slow speed of production, which is insu cient t o k eep an inspector occupied, and the relatively hostile working environment. We hope to replace this manual inspection by an automatic procedure.
Two major obstacles to machine inspection of textile fabrics are the di culty o f c haracterizing defects, and the high data rate. The denim fabric considered here manifests the former problem in abundance: there are many d e f e c t t ypes, some of which are quite subtle, due to the local texture irregularity that is one of its attractive features. In the manual inspection process, the aws are marked using chalk or metallic tape. At garment a s s e m bly, cutting into shapes is done on batches of approximately fty l a yers. This layering is manually supervised, and the operators attempt to handle awed regions via cutting and excising, or overlapping. There is clearly great scope for machine control here, with the location of automatically detected aws being supplied along with the fabric roll.
Torn threads, if large enough in size, can be captured by sizable deviations from the xed background pattern. In this article, we assess a new and powerful statistical methodology for less obvious linear or aligned aws. Such a ws are easily picked out by the human eye, but components of aligned thread and weaving irregularities are often small. Fig. 1 shows a sample of faults. The torn thread`splurges' can be detected through thresholding and size of the contiguous area. The more di cult case of faint aligned aws will be investigated in this article. Previous work on this data has included Campbell et al. (1995) which used discrete Fourier transform texture descriptors (the amplitude spectrum) in 32 32 subimage windows to provide input to a trainable classi er system. The next section reviews the basis for the statistical cluster-nding and testing method. It assumes that a point pattern cluster is to be found in a background noise eld. The preliminary image-processing steps are then treated in a section on experimentation. This involves thresholding and cleaning using mathematicalmorphology, followed by labeling and analysis of contiguous areas in order to provide point pattern data.
Model-Based Clustering
Consider data which are generated by a mixture of (G;1) bivariate Gaussian densities, f k (x ) BVN( k k ), for clusters k = 2 : : : G , and with Poisson background noise corresponding to k = 1 .
The overall population thus has the mixture density
where the mixing or prior probabilities, k , sum to 1, and f 1 (x ) = A ;1 , w h e r e A is the area of the data region. This is the basis for model-based clustering (Ban eld and Raftery 1993 Dasgupta The parameters, and , can be estimated e ciently by maximizing the likelihood, sometimes also called the mixture likelihood, namely
with respect to and , w h e r e x i is the i-th observation.
In this work, we assume the presence of two clusters, one of which i s P oisson noise, the other (1 1 2 ). This leads to the complete data log-likelihood:
The E-step then computesẑ ik = E(z ik j x 1 : : : x n ), i.e. the posterior probability t h a t x i is in cluster k. The M-step involves maximization of the expected c omplete data log-likelihood:
The E-and M-steps are iterated until convergence.
For the 2-class case (Poisson noise and a Gaussian cluster), the complete-data likelihood is
The corresponding expected log-likelihood is then used in the EM algorithm. This formulation of the problem generalizes to the case of G clusters, of arbitrary distributions and dimensions. We approximate the Bayes factor using the Bayesian Information Criterion (BIC) (Schwarz 1978) . In the present c o n text, this takes the form: In the present context of mixture models, the regularity conditions underlying the derivation of the BIC approximation to the Bayes factor do not hold (e.g. Titterington, Smith and Makov 1985).
The same is true of other conventional statistical testing and model selection procedures such a s t h e likelihood ratio test or AIC. The asymptotic theory of testing methods for mixture models is still incomplete. However, Leroux (1992) has shown that, asymptotically, if the BIC is not consistent (i.e. if it does not pick the correct model with probability tending to 1 as sample size increases), the errors it makes will tend to be false positives rather than false negatives, which is probably desirable in the product inspection situation. The other two common testing methods, likelihood ratio testing and AIC, also tend to produce false positives rather than false negatives. Of the three testing methods mentioned (BIC, likelihood ratio testing, and AIC), BIC is the most stringent a n d therefore would tend to produce the smallest number of false positives, while asymptotically its false negative rate will tend to zero. This suggests that BIC is the most suited of these methods for aw detection in the present application, and, indeed, our results, reported in the next section, indicate that it performs very well in practice.
The method described so far does not incorporate any explicit mechanism for linearity-or alignment-seeking. When there is only one aw in the image, corresponding to a single Gaussian cluster, this does not seem to matter. The unconstrained Gaussian density tends to adapt to what is in the image, nding a feature that is highly linear (i.e. long and thin) if it is present. However, if there are several aws, perhaps intersecting one another, a more explicit incorporation of linearity might be advantageous. We n o w indicate brie y how this can be done.
In model-based clustering, the covariance matrix associated with a cluster is parametrized (Ban eld and Raftery, 1993) as = DAD T where: is the largest eigenvalue of , D is the matrix of eigenvectors, and A = diagf1 g. E a c h of the three components of this decomposition of the covariance matrix corresponds to a geometric and visually intuitive property of the cluster that it describes. Thus, corresponds to the volume of the cluster, D to its orientation, a n d A (or equivalently here, ) t o i t s shape. T h e v alue is the ratio of second to rst eigenvalues. For close to 1, clusters will be spherical while for values approaching 0, the clusters will be very linear (i.e. their members will be highly aligned).
The user (or program, e.g. using Bayes factors as described below), can set or determine values of to control the cluster volume, D to control orientation, and A to control shape. By constraining some or all of , D and A to be equal across clusters, the nding of clusters of di erent t ypes can be prioritized. In this work, we are interested only in letting the data determine the best value for A which amounts to determining the best value for . Murtagh and Raftery (1984) assumed user-speci cation of . A maximum likelihood estimate of the clusters (using EM) may additionally be used automatically to determine an optimal value of in the following way.
Take a s e t o f n points comprising a Gaussian cluster (n 1 points), with spatially homogeneous
Poisson background (n 0 points), and let the sample covariance matrix for the cluster have spectral decomposition^ = L L T . The maximized classi cation log-likelihood of the data, with assumed known, is 2l = ;(n ; n 0 )(2 log(2 ) + 2(1 ; log 2)) + log(j A j) ; 2n 1 log(tr( k A ;1 )=n 1 ) ; 2n 0 log(A):
The \pro le likelihood" with respect to is then maximized. This results in a likelihood equation which reduces to the following simple expression for the estimate of : = ! 2 =! 1 i.e.
the ration of eigenvalues (Dasgupta and Raftery, 1995) . This reinforces the approach of Murtagh and Raftery (1984) by casting this problem in a likelihood framework.
Sample Processing of Two Images
Figs. 2 and 3 show the images used. The image shown in Fig. 2 was cropped of edging (to avoid undesired e ects on thresholding and other operations) and, as shown, is of dimensions 415 501.
The image shown in Fig. 3 is of dimensions 512 512. A simple thresholding using a 3-sigma detection limit (i.e. image mean value + 3 times the image standard deviation) was applied. A large number of thresholded pixel values remained. An opening (erosion followed by dilation) was applied, with 3 3 structuring element, SE, ( (0,1,0), (1,1,1), (0,1,0) ), i.e. a cross shape. A 3 3 SE of one-values had worked particularly well on Fig. 2 , whereas a 2 2 SE of one-values had worked particularly well on Fig. 3 , so the cross-shaped SE was chosen to cater for both cases. Fig.   4 shows the result of thresholding and applying the opening to Fig. 3 . The contiguous thresholded regions were then labeled, and their centroids obtained. In this way a p o i n t pattern set was derived from these images.
To c o u n teract di culties in dealing with many u n weighted points (for example, size-related weights were not investigated), we excluded from consideration all centroids associated with the (numerous) smallest contiguous regions. A lower limit of ve pixels was imposed, as well as a rejection rule for labeled regions too close to the image boundary. Figures 5 and 6 show the point sets used with the initial (random) and nal con gurations dark points indicate those alleged to belong to the cluster. In each case, the nal cluster assumes an elliptical shape arising from the We should point out that the the clustering method can produce di erent results for di erent starting values. It is also the case that the ability of the method to detect aws declines if the criterion for deriving the point pattern from the image is not stringent enough (e.g. if a lower limit of less than ve pixels is used in images d8 and d10). However the BIC value was invariably reliable as an indicator of the quality of the solution. Good results corresponded to large BIC values (of the order of 10{40 for these examples), while bad ones yielded BIC values that were either negative or fairly small in magnitude.
The initial image processing (thresholding, opening, labeling, object centroiding) was carried out in IDL. The analysis of the point p a t t e r n s w as carried out in S-Plus. The code used for the latter is available at ftp://ftp.infm.ulst.ac.uk/pub/Image/mclust-jeans and will be permanently archived at the Statlib software server in the near future.
Conclusion
The question of whether or not a cluster is present in a data set is a recurrent one with a long history.
The model-based methodology described here, with its attendant inferential detection criterion, is one which has worked well on other data. The model assumes a (possibly very linear, i.e. long and thin) Gaussian distribution for the cluster, and a uniform distribution for noise, assumed to arise from a spatial Poisson process. Here we apply this approach to the di cult problem of detecting relatively faint aligned faults in denim textiles. We h a ve also devoted considerable attention to the processing chain which extends from the capture of the images. Finally, it should be noted that the operations carried out here are very fast, of the order of a second or two on Spacstation 10 class platforms.
Two issues remain to be investigated. Firstly, w eights can be introduced which take account of the cardinality of the contiguous regions. In this way, more evidence can be provided by larger contiguous regions. The second issue to be investigated is related to the testing of one aligned cluster. What if no such fault is present? The speed of the method described in this article would allow it to be used on each and every image. Even re-running to account for di erent results from di erent starting con gurations can still allow a highly reliable majority decision to be quickly arrived at. Sounding an alarm for a human operator may be a suitable way to implement s u c h a strategy in practice, i.e. in a semi-interactive w ay. 
