Abstract. A Hermitian form q on the dual space, g * , of the Lie algebra, g, of a simply connected complex Lie group, G, determines a decreasing family of seminormed spaces J 0 t , t > 0, in the dual of the universal enveloping algebra of g. When q satisfies Hörmander's condition for the hypoellipticity of the associated sub-Laplacian ∆ on G, each J 0 t is a Hilbert space that can be identified as the space of Taylor coefficients of the space of holomorphic functions, f , on G for which (e t∆/4 |f | 2 )(e) < ∞.
Let G be a complex Lie group with Lie algebra, g. Denote by e the identity element of G. Let ξ be the left-invariant vector field on G associated with ξ ∈ g. For a holomorphic function f on G, the map
is a multilinear map into the complex numbers and is consequently represented by a unique element of the dual space of g ⊗k . Allowing k to vary and putting these elements together yields an elementf of the algebraic dual space T , wherein T denotes the tensor algebra over g. We refer tof as "the Taylor coefficient" of f at the identity element of G. Because of the Lie algebra relations,f belongs, in fact, to a subspace J 0 of T that is naturally isomorphic to the dual U of the universal enveloping algebra, U, of g.
Let q be a Hermitian form on the dual, g * , of g. The Hermitian form q naturally yields a family of seminorms indexed by t > 0 on T . Namely, if α ∈ T is given by α = α k , α k being an element of the dual space (g * ) ⊗k of g ⊗k , then define
where q k is the Hermitian form induced by q on (g * ) ⊗k . Let J 0 q,t be the subspace of J 0 on which · q,t is finite. Then · q,t is a seminorm on J 0 q,t . The left-invariant extension of the real part of the Hermitian form q determines a sub-Laplacian ∆ on G. In this context, Hormander's condition for the hypoellitcity of this sub-Laplacian can be understood as a condition on the Hermitian form q. It is proved in [5] that Hormander's condition is equivalent to the property that each of the semi-norms · q,t is actually non-degenerate and, consequently, the space J 0 q,t is a Hilbert space.
Let dx be a fixed right-invariant Haar measure on G. The sub-Laplacian ∆ defined on C ∞ c (G) ⊂ L 2 (G, dx) is essentially self-adjoint. Abusing notation, we will also denote by ∆ its unique self-adjoint extension. The associated heat semigroup e t∆/4 commutes with left multiplication in G and thus determines a unique family of probability measures {ρ t } defined by the identity e t∆/4 = right convolution by ρ t , that is, e t∆/4 f (x) = G f (xy)ρ t (dy), x ∈ G, f ∈ L 2 (G, dx). We call ρ t the heat kernel measure on G. Under Hörmander's condition, ρ t admits a smooth positive density w.r.t. the right Harr measure. Somewhat abusively, we will denote this density by x → ρ t (x). Hence, we have ρ t (dx) = ρ t (x)dx. Note that e t∆/4 also admits a transition kernel h t (x, y) -the heat kernel -so that e t∆/4 = G h t (x, y)f (y)dy. The function ρ t (x) and the heat kernel h t (x, y) are related by the formula h t (x, y) = ρ t (x −1 y)m(x) where m is the modular function on G. See [5] for more details. For each t > 0, x → ρ t (x) decays fast enough at infinity so that the Hilbert space HL 2 (G, ρ t ), consisting of holomorphic functions in L 2 (G, ρ t ), is non-empty and is in fact a quite substantial space. There is a remarkable identity of norms involving f and its Taylor coefficients. On the one hand one has the norm f L 2 (G,ρt) while on the other hand one has the norm f q,t as an element of J 0 ⊂ T . These norms are equal. In fact the map f →f is unitary if G is simply connected. This theorem has a long history, starting with the classical case, G = C. When the form q is positive definite and thus induces a left-invariant Riemannian metric on G, the unitarity of the Taylor map, f →f , was proved in [4] . We refer the reader to [4] for a precise description of the results and some history. The case when q is degenerate but satisfies Hörmander's condition is treated in [5] . These theorems concerning the unitarity of the Taylor map have two parts. First, one proves that the Taylor map is an isometry from HL 2 (G, ρ t ) into J 0 q,t . Next one shows that this map is surjective. This part can be thought of as the problem of constructing a holomorphic function from a set of Taylor coefficients using some sort of Taylor series (either explicitly or implicitly). Both parts are technically involved and use refined heat kernel estimates. But the surjectivity of the Taylor map has always been the most difficult issue. Moreover, the proof of surjectivity given in [5] for the general case when q satisfies Hörmander's condition is substantially different and more complicated than the proof given in [4] in the positive definite case.
In this context, it is natural to ask how the families of Hilbert spaces associated with two distinct Hermitian forms q 1 , q 2 compare. Given two (monotone) families of Hilbert spaces H i t , t > 0, i = 1, 2, (all contained in a common underlying vector space, T ) we say that the second family controls the first if for each t > 0 there is an s > 0 such that H 2 t ⊂ H 1 s . In terms of norms, this means that for each t > 0 there is C ∈ (0, ∞) and s > 0 such that f H 1
. A particularly interesting question is whether the family J 0 q,t associated with a positive definite Hermitian form can be controlled by the family associated with a form that merely satisfies Hörmander's condition. This is one of the main problems that motivates the results presented in this paper.
Section 2 reviews the definition of the spaces J 0 q,t , t > 0, which all lie in J 0 ⊂ T and which are associated with a Hermitian form q on the dual g * of g. It also describes the main results of [5] regarding the Taylor map. Section 3.2 shows how known heat kernel estimates and the fact that the Taylor map is unitary (the main result of [5] ) imply that the family of Hilbert spaces J 0 q 2 ,t associated with any given Hermitian form q 2 satisfying Hörmander's condition controls the family of Hilbert spaces J 0 q 1 ,t associated with any other such Hermitian form q 1 . Section 3.1 points out that, if one can prove such a control a priori, then the surjectivity of the Taylor map for the form q 1 actually implies the surjectivity of the Taylor map for q 2 . In particular, this opens the door to the possibility of deducing the main result of [5] (i.e., the surjectivity of the Taylor map for Hermitian forms satisfying Hörmander's condition) from the main result of [4] (i.e., the surjectivity of the Taylor map for positive definite Hermitian forms). This raises the question of whether this control between families of Hilbert spaces can be deduced directly on the tensor side (i.e., Taylor coefficients side) by algebraic or combinatorial means. Section 4 shows that this can indeed be done for the three dimensional (complex) Heisenberg group, H C 3 and, more generally, for H C 2n+1 . In Sections 5, we consider the situation wherein the group G is the direct product of two simply connected complex Lie groups G a × G b (i.e., the Lie algebra g is the direct sum of two Lie algebras g a , g b ) and q = q a ⊕ q b , with q a , q b Hermitian forms on g * a , g * b satisfying Hörmander's condition. We show that there is a unique natural surjective isometry from J o qa,t ⊗ J 0 q b ,t onto J 0 q,t . As an application, we observe that this allows us to extend the comparison of families obtained for the Heisenberg groups H C 2n+1 in Section 4 to products of such groups. In section 6, we discuss the case of homogeneous spaces M = K \ G where K is a closed connected Lie subgroup of G. When K is normal, M = K \ G is a simply connected Lie group and we stay in the same framework as in the previous sections of this paper. In this case, the results of Section 6 show that the comparison of two families of Taylor coefficient Hilbert spaces on G descends to M = K \ G. However, when K is not a normal subgroup, we obtain a host of new complex manifolds for which we can produce a unitary Taylor map between an L 2 space of holomorphic functions on M and a Hilbert space of Taylor coefficients. These are the first examples of such a result for complex manifolds that are not complex Lie groups. In Section 7, we discuss in some detail two simple examples: the Grushin two dimensional complex space and a quotient of the group of holomorphic affine motions on the complex plane.
Notation and Background
In this section we will review some notation and basic results from [5] . We will use angle brackets, ·, · , to denote the pairing of a vector space, V, and its algebraic dual, V , i.e. α, v := α (v) for all v ∈ V and α ∈ V . Let G be a complex connected Lie group equipped with its right Haar measure dx and let H = H(G) denote the space of complex valued holomorphic functions on G. Given A ∈ g := Lie (G) (the complex Lie algebra of G), letÃ denote the unique left invariant vector field acting on C ∞ (G) such thatÃ (e) = A. We let (g * ) ⊗k be the dual of g (we use * instead of in this case because of the possible confusion with the derived subalgebra).
Denote by T (g) the tensor algebra over g. An element of T (g) is a finite sum:
We may and will identify T (g) with the direct product
Notation 2.1 (Left Invariant Differential Operators). We define a real linear map β →β from T (g) to left invariant differential operators on G determined by: 1)
If f is a C ∞ function on G, the Taylor coefficient of f at x ∈ G is the element, f (x) , in T (g) Re (the real linear functionals on T (g)) defined by (2.4) f (x) , β = (βf )(x) for all β ∈ T (g) .
If we further assume f ∈ H, then β → (βf )(x) is complex linear and in this casê f (x) ∈ T (g) . In either case,f (x) annihilates the two sided ideal, J ⊂ T (g), generated by
So if f ∈ H and x ∈ G, thenf (x) ∈ J 0 where (2.6)
The space J 0 is complex isomorphic to U where U := T (g)/J is the universal enveloping algebra of g. Notation 2.2. Let q be a nonnegative Hermitian form on the dual space g * . Thus
for some, possibly degenerate, nonnegative sesquilinear form ( , ) q on g * .
As is shown in [5, Lemma 2.2], there exists a linearly independent (over C)
The space, H := span (X 1 , . . . , X m ) equipped with the unique Hermitian inner product, (·, ·) H , for which {X j } m j=1 is an orthonormal basis, is called the Hörmander subspace associated to q. H is the backwards annihilator of the kernel of q. See, e.g., Equation (2.3) in [5] . Also associated to q is the second order left invariant differential operator,
It can be shown that ∆ and (H, (·, ·) H ) depend only on q and not on the choice of basis {X j } m j=1 ⊂ g for which Eq. (2.8) holds, see [5] . The form q induces a degenerate Hermitian form q k := q ⊗k whose inner product,
⊗k , we will write q k (α) or |α| 2 q k for (α, α) q k . By convention, V ⊗0 = C and we define q 0 on (g * ) ⊗0 so that q 0 (1) = 1. For t > 0 define
The function, · q,t , defines a seminorm in the subspace of T (g) on which α 2 q,t is finite. But we will, by restriction, always consider · q,t to be a semi-norm on (2.12) J 0 q,t := {α ∈ J 0 : α 2 q,t < ∞}. Whenever there is no risk of confusion concerning which form q is under consideration, we will often drop the reference to q and write · t = · q,t and J 0 t = J 0 q,t . Remark 2.3. Similar constructions can be carried out over a real Lie algebra equipped with a non-negative quadratic form. See [5] and Section 5 of the present paper.
Definition 2.4. We say that Hörmander's condition holds for q if the smallest Lie subalgebra, Lie (H) , containing H is g. (It is permissible here to view Lie (H) as the Lie algebra generated by H ⊂ g with g thought of being either a complex or a real Lie algebra.)
The significance of Hörmander's condition is twofold. 1) By [5, Theorem 2.7] , Lie (H) = g iff for some t > 0 (hence for all t > 0), · t is a norm on J 0 t . 2. By Hörmander's theorem [13] , Lie (H) = g iff ∆ is hypoelliptic, see the end of Section 1 in [5] for a more detailed discussion on this last point. So under Hörmander's condition on q, the operator, ∆, in Eq. (2.9) induces a heat semigroup, e t∆/4 , with a smooth convolution kernel,
and that, abusing notation, we use the same letter, ∆, for its unique self-adjoint extension.) We call the measure ρ t (dx) = ρ t (x)dx the heat kernel measure on G associated to the sub-Laplacian ∆. In what follows, we will refer to x → ρ t (x) as the heat kernel associated with ∆ although, properly speaking, the heat kernel is a function of time and two space-variables (x, y), h t (x, y), related to ρ t by h t (x, y) = ρ t (x −1 y)m(x) where m is the modular function on G. See Section 3 in [5] for more details of this construction. Notation 2.5. We denote by H the space of holomorphic functions on G and define (2.14)
For any complex matrix group the matrix entries and polynomials in these entries lie in this space for any such subelliptic Laplacian.
We may now summarize some of the main theorems from [5] . 
and yields the family of Hilbert spaces
We will say that the q 2 family (partially) controls the q 1 family if for each t > 0 there is a s > 0 and a constant C such that
Our interest in this definition comes from the following proposition. [5] (see Theorem 2.8 above) but the comparison inequalities (3.2) and Proposition 3.1 implies that provide an alternate proof based on the result for the positive definite case obtained earlier in [4] .
In Section 3.2 we will show (see Theorem 3.3) that for any two quadratic forms satisfying Hörmander's condition each family controls the other. The proof depends on Theorem 2.8 and in particular on the already known surjectivity of the Taylor map. But in Section 4 we will give a direct combinatorial proof of the inequalities (3.2) in case g is the three dimensional complex Heisenberg Lie algebra.
3.2.
Comparison of norms via heat kernels. In this section we will show that, as a consequence of the unitarity theorem, Theorem 2.8, the family of inequalities (3.2) holds. Theorem 3.3. Let g be a complex Lie algebra and let q 1 , q 2 be nonnegative Hermitian forms on the dual space g * which satisfy Hörmander's condition (cf. Definition 2.4.) . Then there exists ε ∈ (0, 1) such that for any 0 < s ≤ εt < ∞ and α ∈ J 0 , we have
The proof of Theorem 3.3 depends on the following lemma which compares the size of two heat kernels.
Lemma 3.4. Assume that q 1 , q 2 satisfy Hörmander's condition. Then there exists ε ∈ (0, 1) such that for all 0 < s ≤ εt < ∞ we have
Proof: This follows from [18, Prop. III.4.2], which states that any two proper left invariant length distances are comparable on a large scale on G, and from the heat kernel bounds in [5, Theorem 3.4] . These yield
For nilpotent groups (and, more generally, for Lie groups with polynomial volume growth), the better heat kernel estimates of [18, Chap. IV] give
The positive finite constants ε, c 1 , c 2 and C 1 depend on the group and the forms q 1 , q 2 but not on s and t as long as 0 < s ≤ εt. In the nilpotent (or polynomial volume growth) case, under the additional assumption that the form q 2 is dominated by the form q 1 in the sense that there exists κ ∈ (0, ∞) such that q 2 ≤ κq 1 the heat kernel estimates of [18, Chap. IV] give the improved estimate
Q.E.D. As an immediate corollary of Lemma 3.4 we have the following proposition. are nonnegative Hermitian forms on the dual space g * of the complex Lie algebra of G. Assume that q 1 , q 2 satisfy Hörmander's condition. Then there exist ε ∈ (0, 1) such that, for any 0 < s < εt < ∞ and for any f ∈ H (G) , we have f (e) q 1 ,s ≤ C(s, t) f (e) q 2 ,t with C(s, t) ∈ (0, 1∞) Proof: By Lemma 3.4, there exists ε ∈ (0, 1) such that for 0 < s ≤ εt and f ∈ H,
Hence the desired bound (with a constant C = C(s, t) given by Lemma 3.4) follows from the fact that f →f (e) is an isometry from
Q.E.D.
Remark 3.6. As an application of Proposition 3.5, one may take q 1 to be a positive definite Hermitian form, i.e., a form inducing a Riemannian metric on G and q 2 to be a nonnegative Hermitian form satisfying Hörmander's condition but not positive definite. Then the proposition gives control of the series
which involves "all" Taylor coefficients of f in terms of the series
which only involves "horizontal" Taylor coefficients of f.
Proof: We may assume α q 2 ,t < ∞, for otherwise there is nothing to prove. Let G be the complex, connected, simply connected Lie group such that Lie (G) = g and let ρ j t , j = 1, 2 be the heat kernels on G associated to q j for j = 1, 2. By Theorem 2.8, there exists f ∈ H (G) such thatf (e) = α. The result now follows directly form Proposition 3.5.
Remark 3.7. The proof of Theorem 3.3 given above yields the desired inequality with C(s, t) = R(s, t), R(s, t) being the heat kernel ratio defined in Lemma 3.4. However, the norms · q i ,τ are increasing functions of τ . It follows that, in Theorem 3.3, it suffices to treat the case when s = t. Consequently, one can replace C(s, t) = R(s, t) by K(s, t) = min{R(s, ε −1 s), R( t, t)}. For general Lie groups, the bounds mentioned in the proof of Lemma 3.4 yield
whereas for nilpotent groups (or groups of polynomial volume growth) they yield
for some ε, c 1 , c 2 , C 1 depending on G and q 1 , q 2 . In this latter case, if one assumes in addition that q 2 ≤ κq 1 for some κ ∈ (0, ∞) then one obtains
be a subLaplacian on G satisfying Hörmander's condition and ρ t be the associated heat kernel. The well-known two-sided heat kernel estimates mentioned earlier easily implies that the spaces
are algebras under pointwise multiplication. Lemma 3.4 shows that these algebras are independent of the choice of the sub-Laplacian ∆, as long as Hörmander's condition is assumed.
As we shall see in the next Section 4, proving Eq. (3.1) by a direct computation involving commutators appears to be a combinatorial challenge, even under very strong assumptions.
Combinatorial approach to comparison for the Heisenberg algebra
In this section we will give a direct combinatorial proof of the comparison inequalities (3.2) when h C 3 is the three dimensional complex Heisenberg Lie algebra, q 2 is the natural degenerate form and q 1 is a particular nondegenerate form. As pointed out at the end of this section, the same argument applies to the higher dimensional Heisenberg algebras h C 2n+1 . As already noted in Proposition 3.1, the inequalities (3.2) then yield a proof of surjectivity of the Taylor map in our degenerate case quite different from the proof given in [5, Sections 5 and 6.].
Theorem 4.1. Suppose g is the complex 3 dimensional Heisenberg Lie algebra, so that g is the span of X, Y, and Z with Z in the center of g and
which is finite provided that (es/t) 4 t + 1 < 1. Let g be a Lie algebra, U(g) be its universal enveloping algebra, and for x ∈ g, let R x and L x denote right and left multiplication by x on U = U(g) and ad x := L x − R x . Hence for α ∈ U we have L x α = xα, R x α = αx, and ad x α := xα − αx.
Let us recall the following basic result.
Proposition 4.2.
For each x ∈ g, ad x acts as a derivation on U and e tadx is an automorphism on U.
Proof: The first assertion is a consequence of the following computation,
For the second assertion, let α, β ∈ U (g) and let
= ad x σ(t) with σ (0) = αβ and this implies e tadx α · e tadx β = σ(t) = e tadx (αβ),
i.e. e tadx is an automorphism on U.
Lemma 4.3. Let g be a Lie algebra, x, y ∈ g be linearly independent, and suppose
commutes with x and y. Then
Proof: Notice that ad n x y = ad n−1 x z = 0 for all n ≥ 2 so that e tadx y = y + tz and hence by Proposition 4.2,
Comparing the coefficients of t n on both sides of this equations proves the first equality in Eq. (4.1). Since L x and R x commute,
and hence the second equality in Eq. 
Thus, dropping the tensor product symbol from the notation, by Lemma 4.3,
Using this equation in Eq. (4.3) implies that
wherein the second line we have used the Cauchy-Schwarz inequality with the measure l j along with the binomial formula. Now suppose that
Combining Eq. (4.5) with Eq. (4.4) shows that
2 ) as a product of factors
The quadratic formula shows that the numerator has only one zero on the positive x axis. Since f (l) > 0, this zero lies to the left of x = l. Hence f takes its maximum on [1, l] at one of the two endpoints. Since f (l) ≥ f (1) for l ≥ 1 we see that
The overall inequality clearly holds for l = 0 also. Hence C k ≤ e k Inserting this estimate for C k into the previous inequalities we find that
which is finite provided that (es/t) Remark 4.4. Recall that the (2n+1) dimensional complex Heisenberg Lie algebra h 2n+1 is spanned over C by {X 1 , . . . , X n , Y 1 , . . . , Y n , Z} where [X j , Y j ] = Z and all other commutators are zero. In this case, we consider the two Hermitian forms
The proof of Theorem 4.1 holds for h 2n+1 with minor modification. One need only
The conclusion is that, for 0 < s, t < ∞ satisfying (es/t) ((4/t) + 1) < 1, and for α ∈ J 0 ⊂ T (h 2n+1 ),
whit C(s, t) as in Theorem 4.1.
Remark 4.5. In contrast with the previous remark, it is worth pointing out that despite the relative simplicity of the above combinatorial argument, we have not been able to generalize it past the (2n + 1) dimensional complex Heisenberg Lie algebra. Obvious candidates for a generalization are the so called H -algebras and, more generally, nilpotent step 2 algebras. Difficulties already appear when one tries to treat the simplest possible case, namely, the direct sum of two Heisenberg algebras h 2n+1 ⊕ h 2m+1 , even for n = m = 1. In the next section, we indeed study direct sums and obtain basic functoriality results. Together with Theorem 4.1 (extended to h 2n+1 as in the previous remark), these results yield the obvious generalization of Theorem 4.1 for any direct sum of C n0 ⊕ h 2n1+1 ⊕ · ⊕ h 2n k +1 of a (finite dimensional) abelian algebra and a finite number k of Heisenberg algebras h 2ni+1 , i = 1, . . . k. See Example 5.18.
Functoriality under direct sums/products
This section is concerned with the functoriality properties of the Hilbert spaces J 0 q,t = J 0 q,t (g) and HL 2 (G, ρ t ) under direct sums (at the Lie algebra level) and direct products (at the Lie group level). These fundamental functoriality properties will be derived independently on both sides from first principles so that they can be used in the study of the Taylor map. Although we have been concerned only with complex Lie algebras because of our focus on holomorphic functions, much of the machinery for dealing with comparison of norms applies to real Lie algebras also. In this section we will consider both real and complex Lie algebras.
5.1. Functoriality of J 0 q,t under direct sums. Notation 5.1. Let g a and g b denote two real (respectively complex) finite dimensional Lie algebras and let q a and q b denote non-negative quadratic (respectively Hermitian) forms on the corresponding dual spaces. The direct sum g = g a ⊕g b is a Lie algebra and its dual space, which we may identify as g * = g * a ⊕g * b , supports the quadratic (respectively Hermitian) form,
, and (H, (·, ·)) denote the Hörmander (Hilbertian) subspaces associated to q a , q b , and q respectively.
We will assume that both q a and q b satisfy Hörmander's condition, i.e. Lie (H i ) = g i for i ∈ {a, b} . Under this assumption it is easily shown that Lie (H) = g or, equivalently stated, q also satisfies Hörmander's condition. Let
, and J ⊂ T be the two sided ideals in each of these tensor algebras as described in Section 2. For each t > 0, these structures induce the three Hilbert tensor spaces (J 0 a ) t , (J 0 b ) t , and J 0 t (g) with norms denoted by · qa,t , · q b ,t , and · q,t respectively -see Eqs. (2.11) and (2.12). For u and v both in T a , both in T b or both in T we will write uv rather than u ⊗ v. We will reserve the tensor symbol for the tensor product of two different vector spaces.
It has been long known, and extensively used as a tool in the study of quantum fields, that if g a and g b are commutative and the forms are nondegenerate then the three tensor Hilbert spaces are just spaces of symmetric tensors over the respective dual spaces and (J 0 a ) t ⊗ (J 0 b ) t is naturally isomorphic as a Hilbert space to J 0 t (g). Indeed this kind of theorem has even been developed for the sum of continuum many summands, [12] , [16] . If the Lie algebras are not commutative then such a functorial relation has already been proved when the forms q a and q b are nondegenerate [10, Theorem 4.3] . It has also been proved in the non-degenerate case by probabilistic techniques when the associated groups are compact, [9, Corollary 5.8] Our objective in this section is to extend this theorem to the case where q a and q b may be degenerate but satisfy Hörmander's condition. Notation 5.2. There is a natural embedding of T a into T . It maps the zero rank tensor 1 ∈ T a to 1 ∈ T . It maps an element ξ ∈ g a to ξ ⊕ 0 ∈ g and is otherwise an algebra isomorphism of the tensor algebra T a into the tensor algebra T . This isomorphism will be denoted T a β →β ∈ T (g). The similarly defined isomorphism of T b into T will also be denoted as T b β →β ∈ T (g).
The main theorem of this section is the following. 
Here the productβ aβb refers to the product in the algebra T , as already noted.
Remark 5.4. This theorem will be proved by direct algebraic and combinatorial means. In the complex case one could derive this theorem, indirectly, from the main theorem of [5] in conjunction with the Section "Functoriality of HL 2 " below.
Before starting the proof, let us give the following corollary. 
Let g = g a ⊕ g b be the direct sum as Lie algebras. Let
In particular, if the q Proof: Let
denote the isometric isomorphisms of Theorem 5.3. By hypotheses (5.3) and (5.
and the inclusion operators, ι a :
, satisfy the norm bounds,
Hence it follows that ι a ⊗ ι b :
is also an inclusion map satisfying the norm bound,
By virtue of (5.7) and the fact that L 1 and L 2 are unitary, it follows that α q 1 ,s ≤ c a c b α q 2 ,t . Therefore, to prove the theorem it suffices to prove that α and α (although possibly lying in different Hilbert spaces) are the same element of T (g) . To this end it suffices to show that they have the same value on the fundamental set {β aβb :
Proof of Theorem 5.3.
Rather than follow the pattern of proof in [10, Theorem 4.3], we are going to give a proof that avoids using completions where they were used in [10] because in our present context many of our semi-norms are not norms on convenient subspaces. Moreover our present proof avoids some of the explicitly combinatorial identities used in [10] . We will begin with a number of preliminary results needed for the proof of Theorem 5.3, which will be completed at the end of this subsection. Notation 5.6. We will write T a ⊗ alg T b for the algebraic tensor product and (T a ⊗ alg T b ) for its algebraic dual space. T will denote the algebraic dual space of T .
The space T a ⊗ alg T b may also be viewed as an algebra over R (C respectively) using the multiplication law determined uniquely by
be the unique algebra homomorphism such that θ (1) = 1 ⊗ 1 and (5.11)
for all u ∈ g a and v ∈ g b . Also let κ : T a ⊗ alg T b → T be the linear map uniquely determined by κ (β a ⊗ β b ) =β aβb for all β a ∈ T a and β b ∈ T b . Definition 5.8. Let I be the two sided ideal in the algebra T generated by {ξ ∧ η = ξη − ηξ : ξ ∈ g a and η ∈ g b }, π : T → T /I be the quotient map, and I 0 = {α ∈ T : α, I = 0} be the annihilator of I in T .
As [x, y] = 0 if x ∈ g a and y ∈ g b , it follows that I ⊂ J. We will make use of this fact in the proof of the next theorem.
Theorem 5.9. Assuming that θ, K, and I are as in Definitions 5.7 and 5.8, then
(
(2) Nul(θ) = I and ifθ : T /I → T a ⊗ alg T b is the factor map associated to θ, thenθ is an isomorphism of algebras. 0 are all isomorphic. In particular, the map,
is an isomorphism of linear spaces.
from which it follows that θ•κ = id Ta⊗ alg T b . This shows that the map θ is surjective. Since, for x ∈ g a and y ∈ g b ,
it follows that I ⊂ Nul (θ) . Therefore, the factor map,θ : T /I → T a ⊗ alg T b , is well defined. We are going to show thatθ is an algebra isomorphism by showing κ •θ = id T /I . Let us begin by computing κ •θ. First observe that the general element of T /I may be written as a linear combination of elements of the form,
and hence
Therefore, it follows thatκ •θ = id T /I and henceθ is an algebra isomorphism with inverse,κ. This also shows that I = Nul (θ) .
Sinceθ :
is also an isomorphism. This proves (4). Finally, (5.14) follows from the identities
Lemma 5.11. The four ideals, J, J a , J b , and I are related as follows:
where the map β →β is given as in Notation 5.2.
To prove equality of K and J it suffices to show that K contains the generators of J and is a two sided ideal. For i = 1, 2, let x i ∈ g a and y i ∈ g b . Define
The generators of J are therefore contained in K. Now if ξ ∈ g b and β a ∈ T a then ξβ a =β a ξ mod I. Therefore ξ(Ĵ a ·T b ) ⊂Ĵ a ·T b + I. Similarly ξ(T a ·Ĵ b ) ⊂T a ·Ĵ b + I since J b is a two sided ideal. A similar argument applies to right multiplication and also to the case where ξ ∈ g a . Thus K = J and (5.15) holds. Equation (5.16) now follows by applying θ to (5.15).
To prove (5. Q.E.D.
The next two lemmas are analytic.
Lemma 5.12. Let S i ⊂ H i be an orthonormal basis for (H i , (·, ·) i ) for i = a or i = b. Then for α ∈ J 0 and t > 0 we have
Proof: The set, S = S a ∪ S b ⊂ H, is an orthonormal basis for (H, (·, ·)) and so by the definition of · q,t ,
For ξ 1 , · · · , ξ n ∈ S, we may associate a subset, Λ ⊂ {1, 2, . . . , n} =: Γ n as Λ := {i ∈ {1, 2 . . . , n} : ξ i ∈ S a } .
From this observation it follows that
Now suppose that Λ ⊂ Γ n with # (Λ) = k ∈ {0, 1, 2, . . . , n} is given. Because ξ i ξ j − ξ j ξ i ∈ I ⊂ J for each i ∈ Λ and j / ∈ Λ, it follows that
As there are 
Combining 
From this identity along with the polarization of Eq. (5.18) we find,
Q.E.D. We are now ready to complete the proof of the main Theorem 5.3. 
By polarization of Eq. (5.18) and the identity,
(5.22)
We now are going to show that there is an element u ∈ J 0 a t such that
and, in particular, that the sum is convergent. Assuming for the moment that the sum in Eq. 
So according to Lemma 5.12, 
which is assumed to hold for all α a ∈ J 0 a t
. Taking α a = u in this identity then shows u = 0, i.e.
For fixed β a ∈ T a we may now define v ∈ J 0 (g b ) by,
Working as above, v may be written as a linear combination of functions of the form
wherein we have used Lemma 5.12 in the last line. Hence we have shown that
As β a ∈ T a was arbitrary, it follows from Eq. (5.18) that α, β a · β b = 0 for all β a ∈ T a and β b ∈ T b and this suffices to show α ≡ 0.
Functoriality of HL
2 under products. Suppose that M is a complex manifold equipped with smooth positive measure, µ, and let HL 2 (µ) denote the Hilbert space of complex square integrable functions on M. As is well known (see [4, Lemma 3.4] for example), for any m ∈ M the evaluation map, e m (f ) = f (m) for all f ∈ HL 2 (µ) , is a bounded linear functional on HL 2 (µ) . So by the Riesz theorem, there exists a unique element,
. (We will often write F m for F (·, m) .) The function, F : M × M → C, so defined is called the reproducing kernel for HL 2 (µ) . The following proposition summarizes some of the well known properties of this reproducing kernel. 
Then for m ∈ V we have
which proves m → F m is continuous at m ∈ M. 3. The third assertion now follows from the second and the identity in Eq. (5.28). Q.E.D. Now suppose that N is another complex manifold equipped with a smooth positive measure, ν. Let G n (·) = G (·, n) be the reproducing kernel for HL 2 (ν) .
Theorem 5.15. Suppose that M, N, µ, ν, F, and G are as defined above. Then the function,
is the reproducing kernel for HL 2 (µ ⊗ ν) , where µ ⊗ ν is the product measure on M × N.
We will do this by showingh is continuous and then by showing h =h, µ ⊗ ν -a.e. The continuity ofh follows from the continuity of M m → F m ∈ HL 2 (µ) and N n → F n ∈ HL 2 (ν) and the following simple estimate,
and therefore for all n ∈ N we have,
Now take n ∈ N 0 so that h (·, n) ∈ HL 2 (µ) . Multiply Eq. (5.29) by F m (m ) and then integrate with respect to dµ (m ) , to find
wherein we have used Fubini's theorem for the third equality. Hence we have shown h (m, n) =h (m, n) for all m ∈ M and n ∈ N 0 . As N 0 is dense in N and h andh are continuous, we may now conclude that h (m, n) =h (m, n) = (h, F m ⊗ G n ) for all m ∈ M and n ∈ N. Q.E.D. As a corollary we have the following theorem. 
be the natural unitary isomorphism determined uniquely by
is again a unitary isomorphism of Hilbert spaces.
Proof: Since the projection maps from M × N to M and N are holomorphic and the product of holomorphic functions is holomorphic, ϕ (f ⊗ g) ∈ HL 2 (µ ⊗ ν) for all f ∈ HL 2 (µ) and g ∈ HL 2 (ν) . As linear combinations of elements of the form, f ⊗ g, are dense in HL 2 (µ) ⊗ HL 2 (ν) and
To see the inclusion is not proper, suppose h ∈ HL 2 (µ ⊗ ν) is perpendicular to the closed linear space, ϕ HL 2 (µ) ⊗ HL 2 (ν) . Under this assumption, it follows from Theorem 5.15 that
i.e. that h ≡ 0.
5.4.
Applications of the sum/product functoriality to the Taylor map.
Let us now suppose that G a and G b are two simply connected complex Lie groups with Lie algebras denoted by g a and g b . Further assume that q a and q b are nonnegative Hermitian forms on g * a and g * b respectively which satisfy Hörmander's condition. Then G = G a × G b is again a simply connected Lie group with Lie algebra, g := g a ⊕ g b and q = q a ⊕ q b being a non-negative Hermitian form on g * satisfying Hörmander's condition. Let us continue to use the assumptions and notation introduced above.
Corollary 5.17. If we know that
is an isometry (respectively, a unitary isomorphism) for both i = a and i = b, then
is also an isometry (respectively, a unitary isomorphism) of Hilbert spaces where
is dense in HL 2 (G, ρ t ) and therefore the map in Eq. (5.31) extends uniquely to an isometry from HL 2 (G, ρ t ) to J 0 t (g) . By the Cauchy estimates (see the proof of Proposition 5.14 below) if w n → w in HL 2 (G, ρ t ) then βw n → βw for all β ∈ T. Therefore the isometry from HL 2 (G, ρ t ) to J 0 t (g) is still given by w →ŵ where ŵ, β = βw. We will now finish the proof by showing the map in Eq. (5.31) is surjective when the Taylor maps on the factors are surjective. Let 
Equip this direct sum with the two Hermitian forms
, where q 0 is the canonical Hermitian form on C n0 . Observe that, of course, q 1 is positive definite whereas q 2 is degenerate but satisfies Hörmander's condition. Now applying the result stated in Remark 4.4 together with Corollary 5.5 yields the inequality
, with C(s, t) as in Theorem 4.1. In particular, C(s, t) is finite for all s, t ∈ (0, ∞) satisfying (es/t)((4/t) + 1) < 1. Hence, the q 2 family controls the q 1 family on g (that the q 1 family controls the q 2 family is obvious from the definition). Now, the results of [4] concerning the positive definite case, together with the control of q 1 by q 2 and Proposition 3.1 yields the unitarity of the Taylor map between J 0 q 2 ,t and the corresponding space of holomorphic functions on the associated group G. This proof of the unitarity of the Taylor map for the form q 2 uses functoriality only on the tensor side. However, it also uses Proposition 3.1 which involves knowledge of some properties of the Taylor map in the Hörmander case. The point is that the properties of the Taylor map that are used in Proposition 3.1 are proved in exactly the same way in both the positive definite and the Hörmander case (see [5, Section 4] ). Alternatively, one can use Corollary 5.17 which uses functoriality on both the tensor side and the function side. This yields the desired result, i.e., the unitarity of the Taylor map for q 2 , using only the properties of the Taylor map in the positive definite case.
Functoriality under quotients
6.1. The K -invariant Taylor isomorphism . Let G be a connected, simply connected, complex Lie group, K a connected, closed, complex subgroup of G, g = Lie(G), and k = Lie(K). Recall that T = T (g) denotes the algebraic tensor algebra over g and J = J (g) is the two sided ideal generated by {ξ ⊗η−η⊗ξ −[ξ, η] : ξ, η ∈ g}. We let T k (respectively. kT ) be the left (respectively, right) ideal in T generated by k. Given a subspace V of T , we let V 0 be its annihilator in T and V 0 t the subspace of those elements α ∈ V 0 t such that α q,t < ∞. In this subsection we are going restrict the isomorphism in Theorem 2.8 to the right K -invariant functions in HL 2 (G) . The next lemma is key to the main results of this section.
Proof: First note that for any function f ∈ C 1 (G), f is right K invariant if and only ifηf ≡ 0 on G for all η ∈ k. Now suppose that f ∈ H(G). Let ξ 1 , . . . , ξ n ∈ g and let η ∈ k. Since {ξ 1 · · ·ξ n (ηf )}(e) = f , ξ 1 · · · ξ n η the holomorphic functionηf is zero on G if and only if f , T η = 0. Hence f is right K invariant if and only if f , T η = 0 for all η ∈ k.
To discuss left K invariance letη denote the right invariant extension of η. Of course any C 1 function on G is left K invariant if and only ifηf ≡ 0 on G for all η ∈ k. Suppose that f ∈ H(G). Thenηf is holomorphic. So f is left K invariant if and only if, for all η ∈ k, {ξ 1 · · ·ξ n (ηf )}(e) = 0 for all ξ j ∈ g. But
The following theorem is a holomorphic version of the main theorem in [8] . It is based on Lemma 6.1 and the main Theorem of [5, Theorem 6.1], that is, Theorem 2.8.
Theorem 6.2. The Taylor map H(G)
f →f ∈ J 0 restricts to a surjective isometry from the space of right K invariant functions in
and restricts to a surjective isometry from HL Q.E.D.
6.2. The quotient theorem. Let G and K be as in subsection 6.1, let M be the space of right K cosets : M = K \ G, and let π : G → M be the associated quotient map. In this general situation, the hypothesis that K is connected is equivalent to the simple connectedness of M , for example see [7, I . Chap. 1, Theorem 4.8]. In a standard way, M admits a smooth right G action defined by π (x) g := π (xg) for all x, g ∈ G and the linear map, π * e : g → T Ke M, is surjective with ker (π * e ) = k.
Hence if we let m := g/k, then
is a linear isomorphism of vector spaces. In the sequel we will use Eq. (6.4) to identify m with T Ke M without further mention. Lemma 6.4. The map, g A →Ȧ ∈ Vect (M ) has the following properties:
(1) for all A ∈ g,Ȧ is π -related toÃ, i.e. π * Ã =Ȧ • π. (As usualÃ is the left invariant vector field on G associated to A ∈ g.) (2) For all g ∈ G and A ∈ g, we haveȦ and Ad g −1 A
· are R g -related.
(3) If A ∈ g, thenȦ (Ke) = 0 iff A ∈ k.
Proof: 1. For the first assertion we have, for all g ∈ G, that
2. Similarly if g ∈ G and m ∈ M, then
3. Observe thatȦ (Ke) = π * e (A) and therefore the assertion in item 3. follows from the comments before Notation 6.3.
Q.E.D. We suppose that q is a given Hermitian form on g * satisfying Hörmander's condition. Let H be the Hörmander subspace of g associated with q, equipped with its Hermitian inner product (·, ·) H and an orthonormal basis (X i ) m 1 . See (2.8). As in Section 2, let ∆ denote the associated hypoelliptic Laplacian on G and let ρ t (dx) = ρ t (x)dx denote the associated heat kernel measure (in this section, we will abuse notation and use ρ t for the heat kernel measure and ρ t (x) for its density). We may also define a sub-Laplacian ∆ M on M given by
, where Y j := iX j .
Using item 1. of Lemma 6.4, one sees that ∆ M may also be characterized by the relation
and that the family of vector fields Ẋ j ,Ẏ j m j=1 satisfies Hörmander's condition, i.e.Ẋ j ,Ẏ j , j = 1, . . . , m, together with their brackets of all orders, span the tangent space at any point m of M. Consequently, ∆ M is hypoelliptic.
Definition 6.5. Let λ t (dm) be heat kernel measure on M given by
The interpretation of λ t as a heat kernel measure will be discussed in Subsection 6.4 below. The following lemma follows readily from the definition of λ t in (6.8) and the fact that π is a quotient map for the complex differential structures of G and M .
Lemma 6.6. The pullback map π
In particular, for u ∈ HL 2 (M, λ t ), we have
Definition 6.7 (G -space Taylor map). For u ∈ H(M ), defineû ∈ T by; û, 1 = u (Ke) and for all n ∈ N,
The map H(M ) u →û ∈ T is called the Taylor map on M viewed as a G space.
The following corollary of Theorem 6.2 can be interpreted in terms of a Taylor map defined for holomorphic functions on the homogeneous space M .
Corollary 6.8 (The quotient theorem). For all t > 0, the Taylor map H(M ) u →û ∈ T restricts to a unitary map from
2 (M, λ t ) onto the space of left invariant functions in HL 2 (G, ρ t ) as already noted in connection with Equation (6.9). The Corollary is therefore a restatement of Theorem 6.2 for the left invariant case.
6.3. Normal subgroups. In this subsection, we are going to specialize the results of subsection 6.2 to the case wherein K is a normal subgroup of G and k is an ideal in g. Recall that a connected subgroup, K, of G is normal if and only if k = Lie (K) is an ideal in g. Suppose that the closed connected complex subgroup K is normal and k = Lie (K) is the associated Lie ideal inside of g. In this case M = K \ G is itself a Lie group, π : G → M is a surjective Lie homomorphism, and the projection map,
is a Lie algebra homomorphism. At the global level, M = K \ G is now a simply connected complex Lie group (see, e.g., [7, I . Chap. 1, Theorem 4.8]). Since K is normal, left and right cosets coincide and therefore M admits a smooth left and right action of G.
Lemma 6.9. To each A ∈ g, the vector fieldȦ ∈ Vect (M ) (see Notation 6.3) is invariant under the left action of G on M. In particular,Ȧ is a left invariant vector field on M. Moreover,Ȧ = 0 iff A ∈ k.
Proof: For g ∈ G and m ∈ M, we havė
SinceȦ is left invariant, it follows thatȦ ≡ 0 iffȦ (eK) = 0. Hence the last assertion follows from the third item in Lemma 6.4. Q.E.D. As we did for g, we associate to m the tensor algebra, T m , over m and the two sided ideal, J m , in T m which is generated by the elements, ξ ⊗η −η ⊗ξ − ξ ,η m :ξ,η ∈ m .
By universality, the projection map, ψ, in Eq. (6.11) extends to a surjective homomorphism, φ : T → T m . (We continue to let T and J be the tensor algebra over g and the two sided ideal in T generated by the element in Eq. (2.5).)
Lemma 6.10. Continuing the notation introduced above we have;
(6.12)
Proof: Since k is a two sided ideal in g, modulo J we may commute tensors with k up to brackets lying in k. This observation shows that T kT ⊂ J + T k which suffices to prove Eq. (6.12). So to complete the proof we must verify the first equality in Eq. (6.13).
We begin with the claim that (6.14) ker φ = T kT.
Indeed, the kernel of φ is a 2-sided ideal in T which contains k and therefore contains the 2-sided ideal T kT, i.e. T kT ⊂ ker φ. To prove the opposite inclusion, let v be a complementary subspace to k in g. Then ψ restricted to v is an isomorphism of v onto m and therefore φ| v ⊗n : v ⊗n → m ⊗n is also an isomorphism. Writing (T kT ) n = (T kT ) ∩ g ⊗n we have the direct sum decomposition g ⊗n = v ⊗n + (T kT ) n . Hence ker φ|g ⊗n = (T kT ) n . Since φ takes n -tensors to n -tensors (6.14) follows. Now
and therefore φ takes the generators of J onto the generators of J m . It follows that
Furthermore, if γ ∈ T and annihilates T kT then we may define α ∈ T m by α, φ(β) = γ, β . This α is well defined because φ : T → T m is surjective and (6.14) holds. Moreover, in view of (6.15), α annihilates J m if γ annihilates J. This establishes the first equality in (6.13).
Definition 6.11. Given a Hermitian form q on g * , let q m denote the Hermitian form on m * given by
where (X i ) m 1 is an orthonormal basis (over C) of the Hörmander space H ⊂ g of q. As in Eqs. (2.10) and (2.11), q m induces degenerate Hermitian inner products, (·, ·) (qm) k on (m * ) ⊗k for all k ∈ N and a possibly degenerate semi-norm, · qm,t on T m for all t > 0.
Lemma 6.12. The map
Proof: The form q m extends as usual to a Hermitian form on the dual T m of the tensor algebra T m . Although the vectors ξ i = ψ(X i ), i = 1, . . . , m, are not necessarily orthonormal, for any α = α 1 ⊗ · · · ⊗ α k ∈ (m * ) ⊗k , we still have
and thus
A similar computation shows that the inner product between two decomposable tensors is preserved by φ * . From this it follows readily that φ * is an isometry from (J m ) 0 t into (J + T k) 0 t . The surjectivity of φ * follows readily from (6.13).
Q.E.D. The elementary Lemmas 6.6,6.1 and 6.12 yield the following analogue of Corollary 5.5. We include the real case which can be treated in exactly the same way as the complex case.
Proposition 6.13. Suppose that g is a real (respectively complex) finite dimensional Lie algebra. Let q i , i = 1, 2 be non-negative quadratic (respectively Hermitian) forms on g * . Assume that those two forms satisfy Hörmander's condition. Let s > 0 and t > 0 and suppose that for some constant c Application to quotient groups. The previous machinery can be used to give an alternative proof of the unitarity of the Taylor map for quotient groups M = G/K when the result is known on G. For instance, in [6], we gave a proof of the unitarity of the Taylor map for stratified nilpotent groups. Since any simply connected nilpotent group is the quotient of a stratified nilpotent group by a connected normal subgroup, this yields the unitarity of the Taylor map on any complex simply connected nilpotent group as an immediate corollary of the stratified case (in [6], this was done by an ad hoc argument).
More generally, let G be a closed complex simply connected Lie group with Lie algebra g. Let K be a connected, closed, normal Lie subgroup of G with Lie algebra k ⊂ g. Let M = G/K be the associated quotient group and let m = g/k be its Lie algebra. Let q be a Hermitian form on g * satisfying Hörmander's condition. Let q m be the Hermitian form on m * given by Definition 6.11. Let ρ t and λ t be the corresponding heat kernel measures on G and M , respectively. If we know that
is also an isometry (respectively, a unitary isomorphism) of Hilbert spaces.
Remark 6.14. Because K is normal, one may easily check that ∆ M in Eq. (6.6) is the Laplacian associated to q m and that λ t in Eq. (6.8) is the associated heat kernel measure on the group M . See the next section for the case where K is not normal.
6.4. Intrinsic interpretation of λ t . Observe that although the "heat kernel measure," λ t , in Definition 6.5 is well defined by Eq. (6.8), its interpretation in terms of a heat semigroup requires some care because it is not clear, in general, what reference measure on M is the appropriate one in discussing the heat kernel density. However, on G, we may regard the heat semigroup e t∆/4 as a semigroup acting on L ∞ (G) (obviously, this is not a strongly continuous semigroup). Namely, (with some abuse of notation),
The first equality can be taken as the definition of e t∆/4 on L ∞ (G). It reflects the fact that ∆/4 is the generator of a symmetric Markov semigroup acting originally on L 2 (G) and which commutes with left translation , i.e., [e t∆/4 f ](zx) = [e t∆/4 f z ](x) where f z : x → f (zx). This property is of course inherited from ∆. As ρ t admits a continuous density with respect to Haar measure, it implies that e t∆/4 L ∞ (G) ⊂ C b (G) where C b (G) is the space of bounded continuous function on G. Because ∆ is subelliptic, the heat kernel h t (x, y) is a positive smooth symmetric function of (x, y) and is related to the density z → ρ t (z) of the measure ρ t by h t (x, y) = ρ t (x −1 y)m(x) where m is the modular function on G (see, e.g., [5] ).
Obviously, the semigroup e t∆/4 leaves invariant the subspace L ∞ K (G) of bounded measurable K-left invariant functions on G. Hence, e t∆/4 induces a semigroup on L ∞ (M ) (again, not a strongly continuous semigroup) defined by the formula
In particular, the measure λ t in Definition 6.5 is given for any Borel set A ⊂ M, by (6.20)
Further, making use of Eq. (6.7) and of the Gaussian bounds satisfied by x → ρ t (x) and its derivatives on G (see, e.g., [5, 18] ), one checks that
Write µ(φ) for φdµ when µ is a probability measure and observe that Eq. (6.20) implies λ t (φ) = (H t ϕ) (o) for all bounded and measurable ϕ : M → R. Hence it follows that, for any φ ∈ C ∞ c (M ), the function t → λ t (φ) = (H t ϕ) (o) is continuously differentiable and satisfies
The following theorem shows that these properties yield an alternative intrinsic definition of the measure λ t . See [3, Theorem 2.6] for a similar theorem in the setting of Riemannian geometry.
Theorem 6.15. The family of probability measures {λ t : t ∈ (0, ∞)} introduced in Definition 6.5 is the unique family of probability measures on M such that, for all φ ∈ C ∞ c (M ), the function t → λ t (φ) := M φdλ t is continuously differentiable and satisfies
Proof: As noted above, {λ t } in Definition 6.5 satisfies Eq. (6.21). Hence we are left to prove the uniqueness assertion of the theorem.
We need to introduce some notation. For f ∈ C c (G), set
where dk denotes the right invariant measure on
For any probability measure ν on M , define the measure ν on G (using the Riesz theorem) by requiring,
Remark 6.16. Given a measurable section s : M → G, the map ν →ν defined above can be described as follows. Observe that Θ : K×M → G, Θ (k, m) := ks (m) is a measure theoretic isomorphism and setν := Θ * [α ⊗ ν] where α is the right invariant Haar measure on K. This map is easily seen to be injective and one can check that the measures ν,ν are related by (6.22).
This computation gives the following key identity,
. Let {ν t : t ∈ (0, ∞)} be any family of probability measures satisfying (6.21) (in particular, this includes λ t ). Using the definitions and Eq. (6.23), we have
, and lim
It follows that the measured valued map t → ν t can be viewed as a solution of the heat equation on (0, ∞) × G in the sense of distribution. That is, for any
As d dt − ∆ is hypoelliptic, it follows thatν t (dg) = w(t, g)dg where w is a nonnegative classical solution of heat equation on (0, ∞) × G. However, it is known (see [1] ) that the positive solutions u of the heat equation on (0, T ) × G are exactly the functions of the form
where ω is a Radon measure on G such that G e −αd G (e,g)
is the sub-Riemannian distance on G. Further, for any such solution u and any f ∈ C c (G), we have
This yields a very strong uniqueness result for the positive Cauchy problem on G. In particular, it implies that ν t = λ t since both family of measure can be identified with the unique positive solution with initial data ω given by ω(f ) = K f (k)dk, f ∈ C c (G). Thus ν t = λ t as desired since the map ν → ν is injective.
Q.E.D. It is worth noting that by Fubini's theorem, for any non-negative f ∈ C c (G),
Hence, the proof of Theorem 6.15 yields the interesting fact that, for any closed subgroup K of G and (t, g) ∈ (0, ∞) × G,
. It seems rather difficult to prove this by direct inspection, even if one uses the known Gaussian bounds on the heat kernel. In terms of x → ρ t (x), the function u is given by
where m = m G is the modular function of G.
Remark 6.18. Since ∆ M satisfies Hörmander's condition, the measure λ t (dm) admits a smooth positive density with respect to any natural reference measure ν(dm) associated with the smooth structure of the manifold M but it is not clear, in general, whether or not there is such a reference measure ν with the property that ν(H t f ) = ν(f ) for all t > 0 and f ∈ C c (M ). If M admits a G-invariant measure -call it dm -then H t is actually self-adjoint on L 2 (M, dm) and M H t f dm = M f dm for all t > 0 and f ∈ C c (M ). A well-known necessary and sufficient condition for the existence of a G invariant measure dm on M is that the modular function of G and the modular function of K coincide on K. Under this condition, the decomposition formula
holds for any continuous compactly supported f on G. Here, g m ∈ G is any representative of m ∈ M , K f (kg m )d K k is understood as a function on M , and d G g (respectively, d K k) denotes an appropriately fixed right invariant measures on G (respectively, K). The abuse of notation used in this formula is standard. Using this formula it is possible to show that the vector fields π * ( X i ), i = 1, . . . , m, are skew-adjoint on L 2 (M, dm). Thus H t is self-adjoint on L 2 (M, dm) as stated above. Moreover, writing λ t (dm) = λ t (m)dm on M for m = Kg, we have
The Taylor map on homogenous spaces: two examples
The aim of this section is to illustrate Corollary 6.8 by two very concrete examples. As far as we know, Corollary 6.8 is the first result that provides the unitarity of the Taylor map on complex manifolds that do not carry a group structure.
7.1. The Grushin complex 2-space. The Grushin plane is R 2 equipped with the sub-Riemannian geometry associated with the sub-Laplacian ∂ 2 x + x 2 ∂ 2 y . In some sense, it is the simplest sub-Riemannian object although it is best understood by observing that it can be viewed as the quotient of the Heisenberg group by a non central one dimensional subgroup. In this section, we consider the complex version of this object. is in fact elliptic at each point of C 2 except along the complex line {w = 0} where it is (step two) subelliptic. It is the prototype of a class of subelliptic operators introduced in [11] and often called Grushin operators. The fieldsẊ i ,Ẏ i , j = 1, 2, are divergence free on M = C 2 (equipped with Lebesgue measure) and e
is a semigroup of self -adjoint operators on L 2 (C 2 ). The associated heat kernel measure λ t admits a density -the "heat kernel" on M based at (0, 0) = Ke -and, abusing notation, we write λ t (dξ) = λ t (ξ)dξ, ξ = (w, z) ∈ M . This heat kernel is studied in [15, 14, 17] . It satisfies the two-sided heat kernel estimates
where δ(ξ) is the subelliptic distance between the origin and ξ = (w, z) associated with the Hörmander system of vector fields {Ẋ 1 ,Ẋ 2 ,Ẏ 1 ,Ẏ 2 }. The volume function V (r) is the Lebesgue volume of the subelliptic ball {ξ ∈ M : δ(ξ) < r} around the origin. Furthermore, it is not hard to estimate δ(ξ) and V (r). Namely, there are constants c, C ∈ (0, ∞) such that, for ξ = (w, z) = (u + iv, x + iy) ∈ M , we have c(|u| + |v| + |x| + y|) ≤ δ(ξ) ≤ C(|u| + |v| + |x| + |y|).
This, in turn, implies that V (r) r 6 , r > 0.
This means that the condition that a holomorphic function f be in L 2 (M, λ t ) imposes quite different growth conditions in the w direction and in the z direction.
7.3. Taylor coefficients and the unitary Taylor map. We now translate our main result concerning the Taylor map on homogeneous spaces to the present context. . Define the heat kernel ρ t on G by the identity e t∆/4 = * ρ t and observe that ∆ is actually an elliptic operator in this example.
We now let K = C × × {0} , a complex closed Lie subgroup of G, and M := K\G be the associated quotient space of right cosets. Using In particular this shows that K (a, b) = K (1, b/a) and the map, π : M → C defined by π (K (a, b)) = b/a is one to one and onto. Thus, using π, we may and shall identify M with C. Using this identification, the right action of G on M induces a right action on C given by
To each A = (α, β) e ∈ g, the right action of G on C induces a vector fieldȦ on C via, If z = x + iy is the standard holomorphic coordinate on C, ∂ z is as in (7.7) and f : C → C is a holomorphic function, theṅ Af = (β − αz) ∂ z f and in particular; X 1 f = −z∂ z f,Ẋ 2 f = ∂ z f (7.26)Ẏ 1 f = −iz∂ z f,Ẏ 2 f = i∂ z f (7.27) 7.5. The heat kernel on the G -space. We may rewrite Eq. (7.25) as 
