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We investigate how non-linear scalar field theories respond to point sources. Taking the sym-
metron as a specific example of such a theory, we solve the non-linear equation of motion in one
spatial dimension for (i) an isolated point source and (ii) two identical point sources with arbitrary
separation. We find that the mass of a single point source can be screened by the symmetron
field, provided that its mass is above a critical value. We find that two point sources behave as
independent, isolated sources when the separation between them is large, but, when their separa-
tion is smaller than the symmetron’s Compton wavelength, they behave much like a single point
source with the same total mass. Finally, we explore closely related behavior in a toy Higgs-Yukawa
model, and find indications that the maximum fermion mass that can be generated consistently via
a Yukawa coupling to the Higgs in 1+1 dimensions is roughly the mass of the Higgs itself, with
potentially intriguing implications for the hierarchy problem.
PACS numbers: 04.50.Kd, 11.30.Qc, 95.36.+x,
I. INTRODUCTION
Scalar field theories with non-linear equations of mo-
tion are increasingly common in modern physical models.
Their non-linearities can give rise to rich phenomenolog-
ical behavior and have found applications ranging from
fundamental particle physics and cosmology to supercon-
ductivity and superfluids. Perhaps the best-known exam-
ple is the Higgs mechanism [1–3], where a quartic poten-
tial gives rise to spontaneous symmetry breaking at low
energy. This mechanism generates fermion masses via
Yukawa couplings without breaking gauge symmetry in
the Standard Model (SM).
Another fruitful application of non-linear scalar field
theories is to cosmology. Scalar fields are regularly em-
ployed in models of dark energy [4], dark matter [5],
and inflation [6]. These theories often include ex-
plicit couplings to matter or generate them quantum-
mechanically. However, those couplings are strongly con-
strained by fifth force tests [7], unless the theory contains
a screening mechanism that dynamically suppresses the
force mediated by the scalar field. The symmetron [8],
chameleon [9], and Vainshtein [10–12] mechanisms are all
well-known examples of this behavior. See Ref. [4] for a
review of these theories. All of these theories contain
some form of non-linearity in their equation of motion
which allows them to screen.
Unfortunately, the phenomenological richness of
screened theories usually comes at the cost of a com-
plicated equation of motion that is difficult to solve in
general. Analytic studies typically rely on linearizing the
theory in different regimes and then building up piecewise
solutions to approximate the full non-linear solution. An-
other common approximation is to treat the source dis-
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tribution as smooth, even though realistic sources have
significant substructure at atomic and molecular scales.
Although linearization is a powerful tool, there is no
substitute to a full solution of the non-linear equation of
motion. Such solutions can be useful for verifying the
qualitative behavior found in the linear treatment. They
can also do much to reveal non-linear phenomena that
may have otherwise been missed.
It is also of interest to ask how the story changes when
we couple to individual particles, i.e. highly localized
sources of matter. One could hope to learn when it is
justified to treat the matter as a smooth distribution,
and when the matter must be treated as point-like.
In this paper we explore the dynamics of a non-linear
scalar field coupled to point sources. We take the sym-
metron and chameleon as the archetypal theories, which
have quadratic and linear couplings to matter, respec-
tively. We focus mainly on the symmetron field, and
derive solutions to the non-linear equation of motion in
the presence of point-like sources of matter. We retreat
to one spatial dimension, where it is possible to proceed
analytically, and take the density of the sources to be
approximated by Dirac delta functions. As we will show,
this approximation is valid so long as the Compton wave-
length of the screened field is much larger than that of
the sources. In this way, we do not need to address the
problem of localization in quantum field theory.
First, we construct vacuum solutions around a single
point source of matter. Our main finding here is that
the point source can be screened by the symmetron field.
This is somewhat unexpected, given that the traditional
requirements for symmetron screening are that a source
be both sufficiently dense and large. For the point source,
the only requirement is that its mass be larger than a
critical value.
We also study vacuum solutions around two identical
point sources of mass m. We find that, when the distance
between the sources is large, the solution in the vicinity
of each source mimics the solution around a single source
of mass m. However, when their separation is less than
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2a Compton wavelength of the symmetron, the external
solution resembles that of a single point source with total
mass 2m, and, importantly, the field is roughly constant
between the sources.
We then briefly discuss the electrostatic analogy for the
symmetron theory [13, 14], which has proven to be a pow-
erful tool for understanding symmetron and chameleon
dynamics and screening. It was recently argued, within
the electrostatic approximation, that the symmetron
force between a small, unscreened point charge and a
large, screened object could become repulsive when the
separation between them is sufficiently small [15]. We
show that in one spatial dimension the symmetron force
resulting from the full non-linear theory is always attrac-
tive under quite general assumptions.
Finally, we return to solutions with a single source, but
for theories with a linear coupling to matter. We show
that chameleons, thanks to their linear matter coupling
and unbounded self-interaction potential, do not admit
the point-particle screening behavior we found for the
symmetron. We also explore a toy Higgs model, where
arbitrarily large couplings to matter lead to a break-
down in the theory. Consequently, in this model, we find
indications that one cannot consistently generate (non-
relativistic) fermion masses larger than roughly that of
the Higgs mass itself in 1+1 dimensions.
Our analytic approach follows that of Refs. [16, 17],
which solved for the chameleon and symmetron equa-
tions of motion in effectively one-dimensional planar sys-
tems. Numerical solutions of the chameleon field in a ra-
dially symmetric system of spherical matter shells were
obtained in Ref. [18]. Non-linear solutions to theories
with Vainhstein screening were also explored in Ref. [19].
This paper is organized as follows. Section II gives an
overview of the symmetron theory and the usual route
to understanding symmetron screening. Sections III-V
solve for the field around a single point particle, a top-
hat distribution, and a two-particle system, respectively.
Section VI discusses the electrostatic analogy of the sym-
metron. Section VII explores how the story changes when
the coupling to matter is linear rather than quadratic, as
is the case with chameleons, and Section VIII is devoted
to a discussion of related behavior in Higgs-Yukawa the-
ories.
II. SYMMETRON OVERVIEW
The symmetron is a modification of gravity with a
scalar degree of freedom in addition to the usual met-
ric tensor [8, 20] (see Refs. [21–26] for earlier related
work.) There are two important ingredients: (1) a Higgs-
like potential, leading to a non-zero vacuum expectation
value (VEV) in regions of low density, and a symmetric
phase where the scalar field goes to zero in dense regions,
and (2) a matter coupling that scales with the local field
value. These properties allow the symmetron to medi-
ate a scalar fifth force, whose strength depends on the
environment.
Originally introduced as a candidate to drive cosmic
acceleration, symmetrons have also been used to re-
produce galactic rotation curves without dark matter
[27, 28]. Evidence of symmetrons is actively being sought
via cosmological tests, astrophysical probes, and exper-
iments in the laboratory [16, 17, 29–33]. For a recent
review of constraints, see Ref. [34].
The canonical example of a symmetron theory has a
Lagrangian1
L = −1
2
(∂φ)2 − 1
2
(−Tm
M2
− µ2
)
φ2 − 1
4
λφ4 , (1)
where Tm is the trace of the energy momentum tensor
for matter fields.
For static field configurations and non-relativistic mat-
ter, Tm = −ρ, and the equation of motion becomes
~∇2φ =
( ρ
M2
− µ2
)
φ+ λφ3 . (2)
In a perfect vacuum, the energy density ρ = 0, and there
is a non-zero VEV φ∞ ≡ ±µ/
√
λ which spontaneously
breaks the Z2 symmetry of the action. For sufficiently
large ρ > µ2M2, the VEV becomes zero, and the sym-
metry is restored.
Although theories that couple universally to the mat-
ter energy-momentum tensor are not renormalizable, the
symmetron mechanism can also be realized through the
Coleman-Weinberg mechanism [35] of dimensional trans-
mutation, exploiting the spontaneous breaking of scale
symmetry by radiative effects [36].
The local matter density appears in Eq. (1) because
matter fields move on geodesics of the so-called Jordan-
frame metric gJFµν = (1 +φ
2/M2)gEFµν , where EF indicates
the Einstein-frame metric, see Ref. [8] for a derivation.
This gives rise to a scalar fifth force for the matter fields,
given by
~F = − φ
M2
~∇φ , (3)
for a unit test mass.
Note that the quadratic coupling to matter implies
that the strength of the fifth force scales with the ambi-
ent field value. In dense regions, the scalar field is driven
to zero and its matter coupling vanishes, suppressing the
fifth force. This effect occurs inside large, dense objects,
such that only the matter near the surface of the object
is coupled to the scalar field, and only a small fraction of
the total mass of the object contributes to the net scalar
force, i.e. some of the mass of the object is screened.
The usual route towards understanding symmetron
screening is the following: imagine a sphere of density
1 We work in flat space and use the mostly-plus sign convention
for the metric.
3ρ and radius R surrounded by vacuum. The behavior of
the field is governed by an effective potential
Veff(φ) =
1
2
(
ρΘ(R− r)
M2
− µ2
)
φ2 +
λ
4
φ4 . (4)
If ρ > M2µ2 then the effective potential is minimized
inside the source by
φin = 0 , (5)
while outside the source the minimum of the potential is
φ∞ =
µ√
λ
. (6)
The corresponding masses of the field around these min-
ima are min =
√
(ρ/M2)− µ2 and m∞ =
√
2µ.
To proceed the following assumptions are made: (i)
we approximate the effective potential as quadratic both
inside and outside the source, (ii) we impose that the
field and its first derivative are continuous at the surface
of the source, and (iii) we require that the field decays
to its VEV at blue spatial infinity and is regular at the
origin. We then find the approximate solution, up to
factors of order (minR)
−1,
φ(r) =
{
0 0 ≤ r < R ,
φ∞ − Rφ∞r e−m∞r R < r ,
(7)
in the regime of interest where minR > 1 and m∞R < 1.
From Eq. (3) we see that, within a Compton wave-
length of the scalar field in vacuum, the ratio of the sym-
metron mediated force to the Newtonian gravitational
potential sourced by the same mass is
Fφ
FN
=
8piM2Pl
M2
φ2∞R
MS
(
1− R
r
)
=
φ2∞
M2Φ(R)
(
1− R
r
)
,
(8)
where MS = 4piR
3ρ/3 is the mass of the source, Φ(R) =
MS/8piM
2
PlR is the Newtonian potential at the surface of
the source, and MPl ≡ (8piG)−1/2 is the reduced Planck
mass.
Note that the force depends only on R, and not on the
density of the source ρ. Increasing ρ, and therefore the
total mass of the object, does not result in a stronger
force so long as R remains the same. In other words, the
scalar force is suppressed compared to gravity as long
as the depth of the symmetron scalar potential is shal-
lower than the corresponding Newtonian potential well
as φ2∞/M
2 < Φ(R). Some of the mass of this object is
therefore screened.
If we had instead made the assumption that ρ < M2µ2,
or that minR < 1, we would have found that the force
scales linearly with the mass of the object: sufficiently
small and light objects are unscreened.
III. SINGLE POINT SOURCE SOLUTION
Here, we solve exactly for the symmetron field in one
spatial dimension around a point particle of mass m lo-
cated at a point x1 > 0. We assume, without loss of
generality, that the density is zero elsewhere.2
We eliminate λ from the equation of motion by intro-
ducing a new field variable ϕ ≡ φ/φ∞. We also absorb µ
by defining the dimensionless coordinate xˆ = µx.
The symmetron Lagrangian, up to an overall constant
factor µ2φ2∞, is now
Lˆ = −1
2
(∂ˆϕ)2 − 1
2
(
ρ
µ2M2
− 1
)
ϕ2 − 1
4
ϕ4 , (9)
where the derivative ∂ˆ indicates differentiation with re-
spect to xˆ and tˆ = µt. Note that we are working in one
spatial dimension, in which case φ and M are dimension-
less, µ is dimension 1, and ρ and λ are dimension 2.
This dimensionless Lagrangian describes a scalar field
with a self-interaction potential
V (ϕ) = −1
2
ϕ2 +
1
4
ϕ4 . (10)
The field obeys a static equation of motion
ϕ′′ = −ϕ (1− ϕ2)+ 1
µ2M2
ϕρ , (11)
where the prime denotes a derivative with respect to xˆ.
We solve Eq. (11) in the same way as Refs. [16, 17] but
with a central point source3 ρ(xˆ) = µmδ(xˆ− xˆ1), subject
to the boundary conditions ϕ→ 1 as xˆ→ ±∞.
We first focus on the region xˆ < xˆ1. Rewriting ϕ
′′ =
1
2
d
dϕ (ϕ
′2), and integrating from ϕ(−∞) to ϕ(xˆ), we have
ϕ′2 = 2 (V |xˆ − V |−∞) , (12)
where we have assumed that the field gradient vanishes at
xˆ = ±∞. We take the positive root, plug in the definition
of V , separate variables, and then integrate once again,
this time between some xˆ < xˆ1 and xˆ1:∫ xˆ−1
xˆ
dxˆ′ =
∫ ϕ(xˆ−1 )
ϕ(xˆ)
dϕ√
1
2 − ϕ2 + 12ϕ4
. (13)
The denominator on the RHS may be rewritten as√
1
2 − ϕ2 + 12ϕ4 = 1√2 (1 − ϕ2). The resulting integral
is straightforward:∫
dy
1− y2 = arctanh y + const. , (14)
leading to the implicit relation
xˆ1 − xˆ =
√
2 (arctanhϕ1 − arctanhϕ(xˆ)) , (15)
2 As long as the ambient matter density is uniform and less than
the symmetry-breaking density ρamb < µ
2M2, it may be ab-
sorbed into a redefinition of µ.
3 We define the source as ρ(x) = mδ(x − x1), but when we move
to the dimensionless coordinate xˆ it picks up a factor of µ, such
that ρ(xˆ) = µmδ(xˆ− xˆ1).
4where ϕ1 ≡ ϕ(xˆ1) is the field value at the point source.
Inverting, we find
ϕ(xˆ) = tanh
(
1√
2
|xˆ− xˆ1|+ arctanhϕ1
)
. (16)
It is easily checked that this is the solution for xˆ > xˆ1 as
well.
All that remains is to determine the integration con-
stant ϕ1, which gives the field value at the source. We
do so by integrating Eq. (11) over an infinitesimal line
element centered on the point source, running from xˆ−1
to xˆ+1 . This gives a condition on the discontinuity of the
field gradient at the particle:
m
µM2
ϕ1 = ϕ
′(xˆ+1 )− ϕ′(xˆ−1 ) . (17)
Differentiating Eq. (16), we find a quadratic expression
for ϕ1, leading to
ϕ1 =
1
2
√
2
(
±
√
m2
µ2M4
+ 8− m
µM2
)
. (18)
We take the positive branch so that, as m→ 0, we have
ϕ→ 1 everywhere.
This expression depends only on the dimensionless
combination m/µM2:
ϕ1 ≈
{
1− m
2
√
2µM2
m µM2 ,
√
2µM2
m m µM2 .
(19)
We see that small particle masses do not perturb ϕ very
far from the VEV. On the other hand, large particle
masses drive the field towards zero in the vicinity of the
particle.
A. Point particle screening
Now that we have an exact solution for the field around
a point source we can compute the scalar force that the
field exerts on a test mass. Throughout this subsection
we revert to our original conventions for φ and x, as these
are the most intuitive variables for computing the force.
In these variables, the solution for the field around a point
source is
φpoint(x) = φ∞ tanh
(
µ√
2
|x− x1|+ arctanhϕ1
)
.
(20)
The force on a unit test mass is given by Eq. (3). It is
particularly interesting to note how the scalar force, at a
given distance from the source, varies with the mass of
the point source. This relationship is plotted in Fig. 1.
We see that for small point source masses m  µM2,
the force grows linearly with m. This behavior is con-
sistent with what one expects for an unscreened source:
increasing the mass of the source results in a proportion-
ally larger force on the test particle.
However, the curve flattens for larger point source
masses m > µM2. In this regime, increasing the mass
beyond m = µM2 does not result in a proportionally
stronger force, which is the hallmark of screening. Evi-
dently, point particles can be screened, and the amount
of screening depends only on the mass of the particle.
We can compute the amount of screening in the fol-
lowing way. As was done in [37], we imagine that a small
source A with mass m is in the vicinity of another source
B, and we solve for the force exerted on A by B. All we
require of the sources is that A be small enough that the
background field due to B is approximately linear in its
vicinity.
Once the scalar force is computed, we will note how its
magnitude scales with the mass of the sources. We will
then define a screening factor that captures all non-linear
mass dependence.
If the point particle were unscreened, the force on a
unit test mass would be given by Eq. (3). Since we expect
some form of screening, we define the screening factor λm
here, which ranges between 0 (completely screened) and
1 (unscreened):
F = −λmm 1
M2
φB∇φB ,
≈ −λmmφ∞
M2
φ′B(xA) , (21)
where in the second line we have assumed that the field
due to object B is only a small perturbation from the
VEV at xA, the location of the point particle A.
We solve for the screening factor by computing the
scalar force explicitly. Following Ref. [37], we compute
the momentum of A along the i-th direction, in n spatial
dimensions, as
Pi =
∫
dnxT 0i , (22)
where Tµν = T
m
µν + T
ϕ
µν is the sum of the energy-
momentum tensors of the matter and scalar fields.
The volume integral is performed over an n-sphere that
is small enough that the total energy-momentum inside
is dominated by the mass of the object itself, and not by
the field content outside the object. This ensures that
the momentum of the sphere is a good representation
of the momentum of the object. Of course, the sphere
must also be large enough to encompass the entire object.
Since A is a δ-function in our calculation, this condition
is automatically satisfied.
The scalar force on the object is then
P˙i =
∫
dnx∂0T
0
i = −
∫
dnx∂jT
j
i , (23)
where the second equality follows from energy-
momentum conservation. In one spatial dimension this
is trivially integrated to give
P˙ = T xx (x1)− T xx (x2) , (24)
5where x1 < xA < x2. We plug in T
x
x =
1
2φ
′2 − V (φ)
(because the matter fields vanish on the boundary of the
sphere), and take the limit x1 → x−A and x2 → x+A. We
assume that φ is continuous everywhere, so the potential
terms cancel, leaving us with
P˙ =
1
2
(φ′(x−A)
2 − φ′(x+A)2) . (25)
The field φ is approximately a sum of the background
and the point-source solution:
φ(x) ≈ φA(x) + φB(x) , (26)
where φA is assumed to be given by the point-source
solution Eq. (20) and φB is left general. Plugging this in,
we find
F = −µ
√
2
(
1− ϕ(xA)2
)
φ∞φ′B(xA) , (27)
Comparing Eqs. (21) and (27), we find that the screening
factor for the point mass must be
λm =
√
2µM2
m
(1− ϕ(xA)2) . (28)
This expression is plotted in Fig. 2, for ϕ given by
Eq. (18). The limiting cases are
λm ≈
{
1− 1
2
√
2
m
µM2 m µM2 ,√
2µM
2
m m µM2 .
(29)
We see that for small m, the mass of the particle is un-
screened: λm ≈ 1. However, for particle masses greater
than µM2, we find that some of the mass of the particle
is screened and λm → 0.
B. Odd solution
Recall that we assumed the boundary condition ϕ→ 1
as xˆ → ±∞. Thanks to the Z2 symmetry of the ac-
tion there are two VEVs, located at ϕ = ±1. We could
equally well have imposed ϕ → −1 at spatial infinity,
which would still lead us to Eq. (16) but with a minus
sign out front.
We could also have imposed a mixed boundary condi-
tion where ϕ→ ±1 as xˆ→ ±∞, or vice versa. Repeating
the above procedure with the new boundary condition,
we find
ϕodd(xˆ) = tanh
(
1√
2
(xˆ− xˆ1)
)
. (30)
Notice the lack of an integration constant ϕ1: this field
configuration is independent of the mass of the source.
One might ask which boundary condition is more phys-
ically sensible. We are interested in the ground state
configuration, so we should find the boundary conditions
0.01 0.1 1 10 100 1000
0.1
0.01
0.001
m / μ M2
φ∇ φ
FIG. 1. The magnitude of the attractive force on an un-
screened test mass ϕ∇ˆϕ = M2
µφ2∞
|F | due to a point source at
the origin, evaluated one Compton wavelength away at xˆ = 1.
The field ϕ is obtained from Eq. (16), and the force is com-
puted from Eq. (3). For m < µM2, the force grows linearly
with m and the source is unscreened. When m > µM2, the
force approaches a maximum where further increases in m do
not result in a proportionally greater force, i.e. the particle is
screened.
0.01 0.1 1 10 100
1
0.1
0.01
m / μ M2
λ m
FIG. 2. The screening factor of an isolated point source in
vacuum. The source is screened when its mass exceeds a crit-
ical value m∗ = µM2. Intuitively, the critical mass m∗ is the
point at which one could smear out the mass over one Comp-
ton wavelength (of the symmetron), and the region would
have sufficient density ρ = µ2M2 to remove the false vacuum
in the effective symmetron potential, cf. Eq. (1).
that result in the lowest energy configuration for the field.
The Hamiltonian density is
H = µ2φ2∞
(
1
2
ϕ′2 +
1
2
(
ρ
µ2M2
− 1
)
ϕ2 +
1
4
ϕ4
)
,
= µ2φ2∞
(
1
4
+
1
2
(
ρ
µ2M2
− 2
)
ϕ2 +
1
2
ϕ4
)
, (31)
where in the second line we have rewritten ϕ′ via the
solutions Eqs. (16) and (30). Integrating over all space,
6the Hamiltonian for the odd solution is
Hodd =
1
µ
∫ ∞
−∞
dxˆHodd ,
= µφ2∞
(
− xˆ
4
∣∣∣∞
−∞
+
2
√
2
3
)
. (32)
The infinite piece, common to the Hamiltonians for
both the even and odd configurations, is present because
V (ϕ) 6= 0 at the VEV.
The Hamiltonian for the even solution is
Heven = Hodd + µφ
2
∞
(
1
2
m
µM2
ϕ21 −
√
2
3
(
3ϕ1 − ϕ31
))
.
(33)
Since ϕ1 ∈ (0, 1), and assuming Eq. (19) holds, the com-
bined last two terms are negative and the energy of the
even solution is lower than that of the odd solution.
In the limit ϕ1 → 0 (corresponding to the m → ∞
limit), the two energies are equal. As m → 0, ϕ1 → 1,
only the potential energy of the VEV remains: Heven =
−µ2φ2∞ xˆ4
∣∣∞
−∞. Therefore, the even configuration is the
ground state as long as m is finite.
IV. TOP-HAT SOURCE
In this section, we briefly consider the scalar field so-
lution for a source of finite extent in order to show that
the point-source solutions we have found agree with the
zero-width limit of an extended source.
The density profile is taken to be:
ρ =
{
ρ0 |xˆ| ≤ xˆ1 ,
0 |xˆ| > xˆ1 . (34)
and we assume that inside the source the density is large
enough to restore the symmetry, i.e. ρ0 > µ
2M2. The
vacuum solution is the same as before:
ϕ(|xˆ| > xˆ1) = tanh
(
1√
2
|xˆ− xˆ1|+ arctanhϕ1
)
. (35)
The calculation for the interior solution is very similar to
that of the vacuum solution, Eqs. (11)–(16), so we omit
the details for brevity. The result is
ϕ(|xˆ| < xˆ1) = ϕ0 nc
(
xˆγ, 1− ϕ
2
0
2γ2
)
, (36)
where nc is a Jacobi elliptic function and γ ≡√
ρ0/(µ2M2)− 1 + ϕ20. The field values at the origin
and surface (ϕ0 and ϕ1, respectively) are determined by
matching the field and its derivative at xˆ1.
When the width of the source is small compared to the
Compton wavelength of the symmetron field in vacuum,
i.e. xˆ1  1, the interior solution may be approximated
by
ϕ ≈ ϕ0
(
1 +
(
ρ0/(µ
2M2)− 1 + ϕ20
) xˆ2
2
+O(xˆ4)
)
.
(37)
At lowest order, the field is constant inside the source
so ϕ0 ≈ ϕ1. Matching the derivatives at xˆ1 gives, for a
source of total mass m,
ϕ1 ≈ 1
2
√
2
(√
m2
µ2M4
+ 8− m
µM2
)
. (38)
This exactly matches our result for a point source,
Eq. (18).
It is natural to wonder if the results we have found
here generalize from 1+1 to 3+1 dimensions. Unfortu-
nately, exact solutions in 3+1 dimensions are unknown.
However, considering the limit of top-hat density distri-
butions allows us to compare the exact 1+1 solution with
what is currently known about solutions in 3+1 dimen-
sions.
In 3+1 dimensions, an approximate form for the sym-
metron profile around a static, spherically symmetric
extended source of constant density is typically found
by approximating the symmetron potential as quadratic
both inside and outside the source, but changing the po-
sition of the minimum of the potential and the mass of
the field appropriately between the two regimes. As this
calculation is discussed in detail in Ref. [8], we quote here
only the key result: the value of the symmetron field at
the surface of a source of radius R and mass m is
ϕ(R) = φ∞M
√
4piR
3m
+O(R) , (39)
where we have again assumed that the density of the
source is sufficiently high to restore the symmetry of the
symmetron potential. (We remind the reader that this
expression is for 3+1 dimensions, so M is mass dimension
1.) As the width of the source is taken to zero, i.e. R→ 0,
we find that the surface field value goes to zero as φ(R) ∼√
R. So, similarly to the 1+1 dimensional case, we expect
that the field does not diverge at the position of a point
source. However, unlike the 1+1 dimensional case, this
indicates that the value of the field at the position of the
source does not depend on the mass of the source.
We note, however, that in taking the point-like limit
of the extended source in 3+1 dimensions, the approx-
imation made to the form of the symmetron potential
breaks down, and the field explores regions of the po-
tential which are not well approximated by a quadratic.
Therefore, a full analysis of the 3+1 dimensional case is
needed, and we leave this for future work.
V. DOUBLE IDENTICAL SOURCES
Next we solve for the symmetron field around two iden-
tical point sources, each of mass m, located at xˆ = ±xˆ1.
7As before, a subscript 1 indicates a quantity evaluated at
xˆ1, for example ϕ1 = ϕ(xˆ = xˆ1). Likewise, ϕ0 ≡ ϕ(xˆ =
0).
The solution for |xˆ| > xˆ1 follows from the previous
section:
ϕ(|xˆ| > xˆ1) = tanh
(
1√
2
(|xˆ| − xˆ1) + arctanhϕ1
)
.
(40)
Next we solve for the field between the two charges. This
time we integrate the equation of motion from xˆ = 0 to
some xˆ ∈ (0, xˆ1):∫ ϕ(xˆ)
ϕ(0)
dϕ
d
dϕ
(ϕ′2) =
∫ ϕ(xˆ)
ϕ(0)
dϕ 2V,ϕ . (41)
By symmetry ϕ′(0) = 0, leaving us with
ϕ′(xˆ)2 = 2 (V |xˆ − V |xˆ→0) . (42)
Taking the positive root, separating variables and inte-
grating again over the same interval gives
xˆ =
∫ ϕ(xˆ)
ϕ0
dϕ√
1
2ϕ
4 − ϕ2 + (ϕ20 − 12ϕ40)
. (43)
As in Ref. [17], we perform this integral by substituting
y ≡ ϕ/ϕ0:∫ y
1
dy′√
1
2ϕ
2
0y
′4 − y′2 + (1− 12ϕ20)
=
1√
1− 12ϕ20
F
(
arcsin y,
ϕ20
2− ϕ20
) ∣∣∣∣y
1
, (44)
where F (u, b) is the elliptic integral of the first kind. The
lower bound of the integral gives the complete elliptic
integral of the first kind K(b) = F (pi/2, b).
Rearranging, we have
F
(
arcsin y,
ϕ20
2− ϕ20
)
= xˆ
√
1− 1
2
ϕ20 +K
(
ϕ20
2− ϕ20
)
.
(45)
The inverse of F (u, b) is the amplitude for the Jacobi
elliptic functions, denoted am(u, b):
y = sin
(
am
(
xˆ√
2
√
2− ϕ20 +K
(
ϕ20
2− ϕ20
)
,
ϕ20
2− ϕ20
))
.
(46)
The RHS is a Jacobi elliptic function: sin(am(u +
K(b), b)) = sn(u+K(b), b) = cd(u, b).
Summarizing, we have
ϕ =
ϕ0 cd
(
1√
2
|xˆ|
√
2− ϕ20, ϕ
2
0
2−ϕ20
)
|xˆ| < xˆ1 ,
tanh
(
1√
2
(|xˆ| − xˆ1) + arctanhϕ1
)
|xˆ| > xˆ1 .
(47)
Next we must determine the constants ϕ0 and ϕ1. The
first constraint comes from continuity of ϕ at xˆ1:
ϕ1 = ϕ0 cd
(
1√
2
xˆ1
√
2− ϕ20,
ϕ20
2− ϕ20
)
. (48)
The second constraint is on the gradient of the field. Ex-
actly as was done in the single particle case, we integrate
the equation of motion from xˆ−1 to xˆ
+
1 , finding
m
µM2
ϕ1 = ϕ
′(xˆ+1 )− ϕ′(xˆ−1 ) . (49)
Differentiating Eq. (47), we obtain
m
µM2
ϕ1 =
1√
2
(1− ϕ21) + ϕ0
1− ϕ20√
1− 12ϕ20
× nd
(
xˆ1√
2
√
2− ϕ20,
ϕ20
2− ϕ20
)
sd
(
xˆ1√
2
√
2− ϕ20,
ϕ20
2− ϕ20
)
.
(50)
No way was found to isolate ϕ0 analytically, so
Eqs. (48) and (50) were solved numerically, and the cor-
responding field profiles are shown in Fig. 3. We find
that for large particle separations xˆ1 > 1, the field is
able to recover towards the VEV between the particles.
Conversely, when the particles are close together xˆ1  1,
there is not enough room for the field to recover and
the field remains roughly constant between the particles.
The rest of this section is devoted to exploring some of
the limiting cases of this system.
A. Small separation: xˆ1  1
This is the limit in which the particle separation is
much smaller than the Compton wavelength of the field.
In this case, the first line of Eq. (47) becomes
ϕ(|xˆ| < xˆ1) = ϕ0
(
1− 1
2
(1− ϕ20)xˆ21 +O(xˆ41)
)
. (51)
At lowest order the field is constant between the two
sources and we have ϕ0 ≈ ϕ1.
Having established that the gradient approximately
vanishes between the sources in this limit, it is straight-
forward to use Eq. (49) to solve for ϕ1:
ϕ0 = ϕ1 =
1
2
√
2
(√
(2m)2
µ2M4
+ 8− 2m
µM2
)
. (52)
This is the same value as that of a single point source
of mass 2m, given by Eq. (19). Evidently two nearby
sources, each of mass m, depress the symmetron field by
the same amount as a single source with total mass 2m.
We can also compute the screening factor for this sys-
tem, as was done in Sec. III A. The calculation proceeds
8FIG. 3. Field profiles of the two-particle solution, for large
particle separation (top) and small particle separation (bot-
tom). We see that, when the sources are far apart, there is
sufficient room for the field to evolve towards the VEV in
the middle. When the particles are close together, the field
remains roughly constant in between. We also see that heav-
ier particle sources pull the field further away from the VEV.
Note also that the field is pushed further from the VEV when
the particles are closer together.
in the same way as before, except that we integrate over
a finite volume (−xˆ+1 , xˆ+1 ):
λ2m =
√
2µM2
2m
(
1− ϕ21
)
. (53)
As with the field value, we find that the screening factor
in this limit is the same as that of a single particle with
total mass 2m.
B. Infinite mass: ϕ1 = 0
Another useful limit is when the mass of the sources
is very large, so that the field vanishes at their locations.
Assuming ϕ1 → 0 in this limit, as Eqs. (19) and (52)
suggest, we find that Eq. (48) becomes
0 = ϕ0 cd
(
1√
2
xˆ1
√
2− ϕ20,
ϕ20
2− ϕ20
)
. (54)
We use the definition of the Jacobi elliptic function cd
to invert the equation, rearrange and then invert again
using the elliptic integral, finding
1√
2
xˆ1
√
2− ϕ20 = K
(
ϕ20
2− ϕ20
)
+ F
(
npi,
ϕ20
2− ϕ20
)
,
(55)
for n ∈ Z. We take n = 0, leaving us with
xˆ1 =
1√
1− ϕ20/2
K
(
ϕ20
2− ϕ20
)
. (56)
Taylor expanding for small ϕ0, we find
ϕ0 ≈ 4
√
1
3pi
(xˆ1 − pi/2) . (57)
This expression for ϕ0 becomes imaginary for xˆ1 < pi/2,
leaving us with the trivial solution ϕ0 = 0 for particle
separations less than pi Compton wavelengths. This ex-
actly matches the 1D planar solutions previously found
in Ref. [16].
The expression for xˆ1 diverges as ϕ0 → 1, but this is
also expected: it just means that the field recovers to the
VEV between the particles when the particle separation
is large.
C. Large separation: xˆ1  1
When the particles are very far apart, i.e. xˆ1  1,
we expect that the field configuration around each parti-
cle resembles the one we found in the single-source case.
Some care must be taken in this limit, because as xˆ→∞
we also have ϕ0 → 1, causing some of the functions in
Eq. (47) to diverge.
We begin by rewriting the interior solution, via the
definition of cd, as:
ϕ(xˆ < xˆ1) = ϕ0 sn
(−xˆ√
2
√
2− ϕ20 +K
(
ϕ20
2− ϕ20
)
,
ϕ20
2− ϕ20
)
.
(58)
Now we expand for large xˆ, where we also write ϕ0 =
1 − , as  → 0. In this limit, the parameter of the
Jacobi elliptic function also approaches 1, so we expand
sn(u, b) ≈ tanh(u) +O(1− b). At lowest order, we have
ϕ(xˆ) = tanh
(−xˆ√
2
√
2− ϕ20 +K
(
ϕ20
2− ϕ20
))
+O() ,
(59)
where we have not yet applied the expansion to the ar-
gument of tanh. This is justified because sn and tanh
always evaluate to a number between -1 and 1.
9For consistency, we evaluate this expression at xˆ1,
which tells us
K
(
ϕ20
2− ϕ20
)
=
xˆ1√
2
+ arctanhϕ1 +O() . (60)
Substituting into the above expression for ϕ, we find
that the field profile is approximately a tanh around each
source, just as we found in the single-source case:
ϕ(xˆ) = tanh
( |xˆ− xˆ1|√
2
+ arctanhϕ1
)
+O() . (61)
Equation (50) allows us to solve for ϕ1. We can rear-
range the elliptic functions nd(u, b) ·sd(u, b) = sn(u,b)1−b (1−
b cd(u, b)2), and then use Eq. (48) to give cd = ϕ1/ϕ0.
With these substitutions, Eq. (50) becomes
m
µM2
ϕ1 =
1√
2
(1−ϕ21) +
ϕ0√
2
(
2− ϕ20 − ϕ21√
2− ϕ20
)
× sn
(
xˆ1√
2
√
2− ϕ20,
ϕ20
2− ϕ20
)
. (62)
We expand in the double limit xˆ1  1, ϕ0 = 1 −  as
 → 0. The function sn again becomes tanh at lowest
order, leading to
m
µM2
ϕ1 =
√
2(1− ϕ21) +O() . (63)
Solving for ϕ1, we have
ϕ1 =
1
2
√
2
(√
m2
µ2M4
+ 8− m
µM2
)
+O() , (64)
which matches Eq. (18), viz. the field value in the single-
particle case. As the distance between the two particles
is decreased, ϕ1 smoothly interpolates between the large-
separation result and the small-separation one.
VI. THE ELECTROSTATIC ANALOGY
One shortcut towards understanding some symmetron
phenomenology is via an analogy to electrostatics [13,
14]. The idea is that if the symmetron theory is linearized
around the VEV then the (linear) equation of motion for
perturbations matches that of electrostatics. Such an
analogy lets us borrow intuition and techniques from a
very familiar area of physics.
Expanding the Lagrangian to quadratic order around
the VEV, i.e. writing φ = φ∞+ξ, the equation of motion
becomes
(~∇2 −m2ξ)ξ =
φ∞
M2
ρ , (65)
where m2ξ = V,φφ |φ∞ . This is the same equation of mo-
tion as that of massive electrostatics. Furthermore, if we
restrict our attention to distances much smaller than the
Compton wavelength of the field, D  m−1ξ , the mass
term may be neglected and our theory for perturbations
ξ becomes exactly that of ordinary electrostatics, just
with a different coupling constant. The symmetron force
on a unit test mass is now
~F = −φ∞
M2
~∇ξ . (66)
A large, dense sphere, taken to be perfectly screened, sat-
isfies ξ = −φ∞ inside. Thus, screened objects are analo-
gous to charged conductors held at a particular equipo-
tential. The symmetron force between such an object
and a point particle may then be computed easily via
the method of images, as was shown in Ref. [15].
The authors of that paper computed the symmetron
force in the electrostatic approximation between a large,
perfectly screened sphere and a point source. Using the
method of images, there are two contributions to the
force: (1) the image charge of the sphere, which captures
the ordinary charge of the sphere, and (2) the image of
the test particle, which captures the backreaction of the
field due to the presence of the test particle.
They argued that at large distances, (1) dominates and
the force is attractive, as expected. However, as the test
particle is brought towards the sphere, (2) dominates and
the force becomes repulsive. This surprising result was
taken as an example of how repulsive scalar forces might
arise, although they acknowledged that further work is
needed to verify this claim.
It is important to keep in mind that the electrostatic
analogy is based on a linearization of the theory and must
be abandoned when non-linearities become important.
This occurs when the perturbations grow to be of order
the VEV: |ξ| ∼ φ∞. In the example of the screened
sphere, the magnitude of ξ grows as the distance to the
sphere is decreased, until eventually the non-linear terms
cannot be neglected.
It was in this limit that the apparent repulsive force
was found by means of the electrostatics analogy. How-
ever, we expect this analogy to break down when the
non-linear terms become relevant. In fact, it is possi-
ble to see that the force remains attractive under quite
general assumptions, and we describe this below for one
spatial dimension.
Imagine that we have two objects mA and mB , located
at xA and xB respectively. We take the density of object
A to be a delta function ρA = mAδ(xA). The scalar force
on A due to B was computed in Section III, where we
found
P˙i =
1
2
(φ′(x−A)
2 − φ′(x+A)2) . (67)
The presence of B to one side of A has the general effect
of decreasing the field, and its gradient, on that side. We
saw an example of this explicitly in Sec. V (and Fig. 3
in particular.) Assuming xB < xA, we therefore have
φ′(x−A) < φ
′(x+A) in general. It then follows from Eq. (67)
that A is attracted to B.
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This argument has been made in one dimension for
concreteness, and our example of field gradient suppres-
sion by matter is for point particles, but we see no rea-
son to doubt this behavior for collections of particles or
continuous distributions of matter in higher numbers of
(particularly three) spatial dimensions. The key behavior
that must be true for this argument to work in three spa-
tial dimensions is that the field’s gradient must become
small in regions of high density. Since this is consistent
with the standard screening behavior of the symmetron,
we are optimistic that this result can be generalized to
3D, and we leave the verification of this to future work.
VII. LINEAR COUPLING
We now turn our attention to a modification of the
symmetron model, wherein the coupling to the density
is taken to be linear rather than quadratic. As we will
see, this change in the coupling has a marked effect on
the screening. Most notably, we will find that there is no
single-particle screening and, instead, see evidence of a
breakdown when the mass of the point source exceeds a
critical value.
The equation of motion now takes the form
ϕ′′ = −ϕ(1− ϕ2) + 1
µ2M
ρ . (68)
For point-like sources, the only impact of this change in
the coupling to the density is to modify the boundary
conditions. The vacuum solutions remain the same.
In the case of a single charge, the solution is still of
the form in Eq. (17), but the discontinuity of the field
gradient at the point charge becomes
m
µM
= ϕ′(xˆ+1 )− ϕ′(xˆ−1 ) , (69)
yielding
ϕ1 = ±
√
1− m√
2µM
. (70)
The boundary condition ϕ → 1 at spatial infinity re-
quires us to take the positive root. We note that the Z2
transformation ϕ → −ϕ, which can be used to absorb
any of change of sign in the coupling m → −m, cannot
be obtained by a straightforward transformation of ϕ1.
We notice that ϕ1 becomes imaginary for m >
√
2µM ,
and we take this branch point in the square-root to sig-
nal a breakdown phenomenon. This breakdown results
from the fact that the potential is bounded from below
at ϕ = 0, such that the maximum gradient that the field
equations can support is bounded from above. Namely,
the first integral of the equation of motion implies that
|discϕ′1| = 2
√
2
√
V |xˆ→xˆ1 − V |xˆ→∞ , (71)
where disc ϕ′1 ≡ ϕ′(x+1 ) − ϕ′(x−1 ). It follows that
|discϕ′1| <∞ if V |xˆ→xˆ1 − V |xˆ→∞ <∞. With respect to
the dimensionless coordinate, the maximum gradient for
the present model is 1/
√
2. In contrast, for the quadratic
coupling of Sec. III, the gradient generated by the pres-
ence of the source is modulated by the value of the field,
and this is precisely the single-particle screening mecha-
nism identified earlier.
The only assumptions which have gone into this deriva-
tion are that the solution is static, that the field reaches
its VEV at spatial infinity, and that the backreaction of
the scalar field on the distribution of matter can be ne-
glected. The breakdown we find here may indicate the
failure of one or more of these assumptions for high-mass
particles.
To illustrate further the role played by the bounded-
ness of the potential at the origin (in field space), we
consider the inverse monomial chameleon, whose poten-
tial (in 1+1 dimensions) is given by
V (φ) =
Λ2
φn
. (72)
The equation of motion again has a first integral, and
the expression for the discontinuity becomes (assuming
φ→∞ and therefore V → 0 at spatial infinity)
m
ΛM
=
2
√
2
φ
n/2
1
, (73)
fixing the value of the field at the origin to be
φ1 =
(
8Λ2M2
m2
)1/n
. (74)
In this case, we see that V |x→x1 is unbounded, and the
gradient of the field can be arbitrarily large at the origin,
such that there is no breakdown phenomenon.
We note that, for chameleon models with inverse power
law potentials V (φ) ∝ 1/φ, analytic solutions are known
in 1 + 1 dimension for the form of the field profile between
two sources [38, 39].
VIII. HIGGS-YUKAWA
The linearly coupled symmetron model bears a striking
resemblance to the prototype of the Higgs model.
In 1 + 1 dimensions, the Higgs-Yukawa fermion La-
grangian takes the form
L ⊃ −ψ¯i/∂ψ − yψ¯φψ , (75)
where the Yukawa coupling y has mass dimension 1 and
the fermions are mass dimension 1/2. This can be recast
in terms of dimensionless fields and the dimensionless
coordinate xˆ as
Lˆ ⊃ − ¯ˆψi/ˆ∂ψˆ − yv
µ
¯ˆ
ψϕψˆ , (76)
where ψˆ = ψ/(µ1/2v) and v ≡ µ/√λ. In order to ap-
proximate the fermion density by a Dirac delta function,
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we must assume that the Compton wavelength of the
fermion is much smaller than that of the would-be Higgs.
If we suppose, therefore, that there exists a fermion
whose mass is significantly larger than the Higgs, we can
write 〈 ¯ˆψψˆ〉 = δ(xˆ− xˆ1) in the centre-of-mass frame. The
equation of motion then becomes
ϕ′′ = −ϕ(1− ϕ2) + yv
µ
δ(xˆ) , (77)
having the same solution as the single-charge case with
ϕ1 = ±
√
1− yv√
2µ
. (78)
We again see the breakdown, this time occurring at
ycrit =
√
2µ/v (i.e. when the naive fermion mass mf,crit =
ycritv is equal to the Higgs mass, i.e. mϕ =
√
2µ). If we
suppose the fermion obtains its mass from the Yukawa
term, as is the case for Dirac fermions of the SM, this
would seem to suggest an upper limit on the mass of the
fermion. As we try to increase the mass by increasing the
strength of the Yukawa coupling, we further suppress the
value of the Higgs field in the vicinity of the point par-
ticle, until we reach a point where the local value of the
Higgs field is zero and the breakdown occurs. Moreover,
as we will now show, this mass is parametrically smaller
than the Higgs mass mϕ, in contradiction to our original
assumption.
The mass arising from the Yukawa coupling is
mf = yvϕ1 = yv
√
1− yv/(
√
2µ) ≤
√
4/27mϕ , (79)
where the maximum occurs at y = 2
√
2µ/(3v). There is
also a contribution to the rest mass of the system from
the gradient energy in the perturbed Higgs field. This
can be estimated from the Hamiltonian of the system,
normalized to the vacuum ϕ = 1:
H =
1
3
mϕ(2 + ϕ1)(1− ϕ1)2 + yvϕ1 ≤ 2
3
mϕ , (80)
with the maximum occurring at y =
√
2µ/v and reducing
to yvϕ1 in the limit ϕ1 → 1. Notice that, at the maxi-
mum, the gradient energy dominates over the vanishing
contribution from the Yukawa term.
Given the above results, one might postulate that the
observed breakdown bounds the fermion masses attain-
able from a Yukawa coupling to be of order the Higgs
mass itself. Of course, the present analysis was restricted
to one spatial dimension.
It will be interesting to see whether similar behavior
holds in higher spatial dimensions. In particular, while
exact analytic results cannot be obtained beyond one
spatial dimension, it seems plausible that the non-linear
terms preclude radially symmetric solutions that diverge,
such that the field will still be suppressed in the vicin-
ity of a point source. Such a finding would be a natural
extension of screening behavior seen in the solution to
the piecewise-linearized theory Eq. (7), where the field is
suppressed at the surface of a dense sphere.
Taking the above results seriously, it is then intriguing
that the top-quark mass exceeds that of the Higgs boson
in the SM (by roughly a factor of
√
2), and we postpone
comprehensive studies of this effect and its potential im-
plications to future work.
IX. CONCLUSIONS
In this paper, we have solved for the symmetron field in
one spatial dimension around point particles. We have
seen that, contrary to the conventional understanding
of symmetron screening, even a point particle can be
screened, provided that its mass is large enough. We
have also seen that pairs of point particles, when sepa-
rated by less than a Compton wavelength µ−1, behave as
a single point particle with the same total mass, and the
field is constant in between.
These findings represent a step towards understanding
non-linear behavior of the symmetron field in compli-
cated environments. Our results suggest the following:
large extended objects can be modeled as point parti-
cles as long as they are smaller than µ−1. Furthermore,
particles in a group behave as individuals if the interpar-
ticle separation is greater than µ−1, otherwise, the field
is roughly constant between the particles.
Further work, extending these techniques to higher
number of dimensions (particularly 3+1) and greater
numbers of particles, is needed to verify this general pic-
ture. Such solutions could do much to further reveal the
precise nature of symmetron screening.
We have also applied these techniques to a toy Higgs-
Yukawa model. We found that, when the fermionic den-
sity is represented as a δ-function source, it is not possible
to generate arbitrarily large fermion masses in 1+1 di-
mensions consistently via a Yukawa coupling to the Higgs
field. As the Higgs-fermion coupling is increased, the lo-
cal value of the Higgs field decreases, until eventually the
Higgs field reaches 0 and a breakdown occurs. The largest
fermion mass that can be generated would then appear
to be of order the Higgs mass itself. In the context of the
hierarchy problem, such a result would imply that Dirac
mass terms arising from Yukawa couplings are not prob-
lematic for the stability of the electroweak scale. Given
this intriguing possibility and the fact that the mass of
the heaviest particle in the Standard Model — the top
quark — is of order the Higgs mass, further studies of this
behaviour in 3+1 dimensions and in the fully relativistic
regime are warranted. We save such an investigation for
future work.
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