We develop unified approach for construction of symplectic forms for integrable equations with the periodic and rapidly decaying initial data. As a model example we consider the cubic nonlinear Schroedinger equation.
Introduction
The main technical tool for study of soliton system is the Lax or comutator formalism. Within Lax formalism approach the dynamical system appears as a compatibility condition for an over-determined system of equations. All fashionable integrable Hamiltonian systems like KdV/KP, sin-Gordon equation, Toda lattice etc, have such representation. Moreover, all these systems have many Hamiltonian structures, see [1] . At the same time a priori is not clear why the dynamical system which arise as a compatibility condition for the overdetermined system has a Hamiltonian formulation.
Recently, in connection with Seiberg-Witten theory [2, 3] the new approach for construction of Hamiltonian formalism for 1D and 2D systems was developed by Krichever and Phong, [4] . The main idea of this approach is to introduce in a universal way two-form on the space of auxiliary linear operators, written in terms of the operator itself and its eigenfunctions. This form defines on proper subspaces a symplectic structure and with respect to this structure Lax equation is Hamiltonian. In [4] systems with periodic initial data are considered. The symplectic structure is computed as a residue at infinity of the associated spectral curve Γ. The suitable eigenfunctions are Floquet solutions or more generally Baker-Akhiezer functions. Such representation leads directly to construction of Darboux coordinates. Namely, using Cauchy theorem one reduces the residue at infinity to a sum of residues at the poles of Floquet solution in the affine part of Γ.
We review all these constructions for our model example: the cubic Nonlinear Schrödinger equation (NLS) 1 iψ • = −ψ ′′ + 2|ψ| 2 ψ, with periodic boundary conditions. The Dirac operator enters into Lax representation for NLS. In section 2 we present some facts of spectral theory of the Dirac operator with the periodic potential. The construction of symplectic forms and Darboux coordinates is given in section 3.
The main goal of the present paper is to show that suitably interpreted the new approach can be adopted for soliton systems with rapidly decaying initial data on entire line. This is socalled scattering case. Our construction of the associated Riemann surface Γ ∞ is geometrical interpretation of what is called Riemann-Hilbert approach to the scattering problem [5] .
A singular curve Γ ∞ is obtained by taking two copies of the complex plane and gluing them to each other along the real line. The curve Γ ∞ has two infinities P + and P − and continuum set of singular points above the real line. The standard Jost solutions are lifted on Γ ∞ and become single valued function of a point on the curve. The Jost solution has exponential singularity at infinities and plays the role of Baker-Akhiezer function for the curve Γ ∞ . Different branches of BA function are connected along the real line by the scattering matrix. These together with other properties of BA function on Γ ∞ are presented in section 4.
Section 5 contains our main results. The symplectic form is defined as a residue at infinities of Γ ∞ of some meromorphic form written in terms of the operator and Jost solutions.
The Darboux coordinates are constructed by reducing the residue at infinity to an integral along the real line of singular points.
Finally, we would like to make some historical remarks. Originally, [6] , the computation of symplectic structure in terms of the scattering date involved some nontrivial identities for the products of solutions. In [7] the authors noted that all higher symplectic structures also can be written in terms of scattering data. Again, they used the scheme of [6] and explicit calculations. At the same time an appearance of explicit formulae seems to be quite mysterious. This was already discussed the literature in [5] and described as "computational miracle". Finally, we note that [8] adopted different approach. Instead of symplectic structure they worked with a Poisson bracket. Using explicit formulas for the product of solutions the authors computed the Poisson bracket between coefficients of the scattering matrix.
In our turn, we do not claim any new formula in this paper. On the opposite, we develop unified approach both for the periodic and scattering case. We reduce number of formulas and eliminate unnecessary explicit computations.
Finally, the author would like to thank A. Its, H. McKean and I. Krichever for stimulating discussions.
2 Direct Spectral Problem. Periodic Case.
Most of the material of the next two sections can be found in [9, 4] . We consider the Nonlinear Schrödinger (NLS) equation
where ψ is smooth complex function periodic in x with the period 2l. We provide here all facts needed in the next section for construction of symplectic forms.
The equation can be written as a Hamiltonian system
with the Hamiltonian H 3 = 1 2 l −l |ψ ′ | 2 + |ψ| 4 dx =energy and the bracket
The equation has two other "classical" integrals of motion H 1 = 1 2 |ψ| 2 dx = #of particles and H 2 = 1 2i ψψ ′ dx =momentum. The rotation or the phase flow
is the first in the infinite hierarchy of commuting flows. Let 2 2 Here and below σ denotes the Pauli matrices
The phase flow is a compatibility condition for
Finally, the third, original NLS flow 2.1 is a compatibility condition for 2.2 with V 1 replaced by V 3 , where
. We have ∆ 0 (λ) = cos λl and double eigenvalues at the points λ ± n = πn l . If n is even/odd, then the corresponding λ ± n belongs to the periodic/ anti-periodic spectrum. For generic potential the double points λ ± n of the periodic/anti-periodic spectrum split, but they always stay real. Formal perturbation arguments show that
The size of the gap is determined, roughly speaking, by the Fourier coefficients of the potential.
The eigenvalues of the monodromy matrix M(l, −l, λ) can be easily found. They are the roots of the quadratic equation w 2 −2∆w+1 = 0, and given by the formula w = ∆± √ ∆ 2 − 1. They become single-valued on the Riemann surface (infinite-genus in the generic case):
We denote by Q = (λ, y) a point on the curve Γ and by P ± the two infinities. Let as also define τ a , an antiholomorphic involution as τ a : (λ, y) −→ (λ,ȳ). Points of the curve above gaps [λ − n , λ + n ] form fixed "real" ovals of anti-involution τ a . We call them a-periods. To make a model of the curve we take two copies of the complex plane, cut them along open gaps and glue the banks of the cuts to each other.
The multivalued function p(Q) on the curve Γ is introduced by the formula w(Q) = e ip(Q)2l . It is defined up to πn l , where n is an integer. Let τ ± be a holomorphic involution on the curve Γ permuting sheets τ ± : (λ, y) −→ (λ, −y), then p(τ ± Q) + p(Q) = πn l . One can compute the asymptotic expansion for p(Q) at infinities
The differential dp is of the second kind with double poles at the infinities of the form ±dp = d λ 2 + O(1) and zero a-periods. All these one can see from the formula
The b-periods of dp are πn b l (periodicity condition). The Floquet solution is the vector-function
which is a solution of the spectral problem g ′ = V g with the property g(l, Q) = w(Q)g(−l, Q) and normalized by the condition g 1 (−l, Q) + g 2 (−l, Q) = 1.
Example. Let ψ = 0. Then ∆ 0 (λ) = cos λl and Γ is two sheets covering the C 1 which is the complex plane of the spectral parameter. Γ has singularities of simple intersection type above the points λ ± n = πn l . Two infinities P + and P − cover the point λ = ∞. The Floquet solution is given by the formula 3
It has no poles in the affine part of the curve.
An explicit formula for the Floquet solution g(x, Q)
where the coefficient C(Q) is given by the formulae
where all N = N(l, −l, λ) and λ = λ(Q) implies 
The Floquet solution g(x, Q) near infinities can be expanded into asymptotic series
due to the diagonal form of the matrix
The relation 2.3 leads to the identities
These are supplemented by the boundary condition
For s = 0 from 2.4 we obtain b 1 = −iψ(x). The identity 2.5 together with 2.6 jilds
Similar, we compute
These are needed for explicit computation of symplectic forms.
The Floquet solution g(x, Q) satisfies the identity
This is just another way to write the spectral problem. Let us define the dual Floquet solution g + = [g 1+ , g 2+ ] at the point Q as
We introduce g * (x, Q), dual Floquet solution normalized by the condition < g * Jg >= 1,
Lemma 2
The function g * (x, Q) has simple poles at the branch points (λ ± n , 0) of the curve. It has fixed zeros at γ 1 , . . . , γ g+1 . Other zeros, one for each component on each real oval depend on x. The function g * has the asymptotics at infinities
Then p(ǫ) = p + ǫδp + o(ǫ). We need the standart formula connecting variations of δp and δV . (ii). The following identity holds iδp =< g * JδV g > .
Consider a spectral curve Γ of finite genus corresponding to some periodic potential ψ. Let us introduce Baker-Akhiezer function g(τ, x, t, Q) which depends on three times, τ, x and t and has asymptotics at infinities
The BA function has poles at the points γ's, located on the real ovals. These properties define BA function which can be written explicitely in terms of theta-functions of the curve 4 The action of the differential operator D = k j=0 ω j ∂ j on the row vector f + is defined as
Γ. BA function has Bloch property in x-variable g(τ, l, t, Q) = w(Q)g(τ, −l, t, Q) and satisfies the identities
The three matricies V 1 , V 2 and V 3 are given at the beginnig of this section.
Let us define dual BA function g + = [g 1+ , g 2+ ] at the point Q as
3 Symplectic Structures. Periodic Case. Lemma 4 (i) . The formula
defines a closed, non-degenerate 2-form ω n on the space of operators ∂ x − V 2 with periodic potential which satisfy the constraines H k = const, k = 1, . . . , n.
(ii). The flows e tXm , m = 1, 2, . . . on the space of operators defined by the formula
are Hamiltonian relative to the symplectic structure ω 0 with the Hamiltonian function H m (up to unessential constant factor).
First we compute first few symplectic structures
subject to the constrain H 1 = const. The differential forms ω n are given by the formula
We divide the computation in small steps.
Step
Using definition of g(x, Q) and g + (x, Q) from section II.3 we have ψ 0 = 1,
Step 2. Near P + we obtain
Similar, at P − , we obtain
Using expansion for Ψ(Q) from Step 1, we derive ω 0 = ψ 0 (ǫ 1 + ǫ 1 ),
Step 3. Computing ǫ 1 we have
Using the formula b 1 = −iψ, we obtain ǫ 1 = −i < δψ ∧ δψ > and 3.1.
Step 4. The first term in the formula for ǫ 2 produces
Using recurrent relation 2.4 for s = 1 :
The second term in the formula for ǫ 2 produces
Finally,
Using the formula for ǫ 1 ,
The constrain H 1 = const implies < δ|ψ| 2 >= 0 and using the explicit formula for d 1 we obtain 3.2.
We are done.
Proof. (i). The proof is identical to the one in [4] .
(ii). We will present a complete proof for m = 0. Higher flows can be treated similarly.
In order to prove that the first flow is Hamiltonian one has to establish, [10] :
where i ∂t is the contraction operator produced by the vector field X 1 .
Let us compute the residue at P + . First we have (see next section)
Then, using V
The first term vanishes and
We obtain, finally
Lemma 5 (i) The formula ξ n (Q) = λ n < g * JδV ∧ δg > dλ n = 0, 1, . . . , defines meromorphic in Q differential form on Γ with poles at γ 1 , . . . , γ g+1 and P + , P − .
(ii) The symplectic 2-forms defined by the formula
can be written as
Proof (i). Note δV = δY 0 does not depend on λ. Essential singularity at P ± cancels out. Poles of g * at the branch points (λ ± n , 0) anhilated by zeros of the differential dλ. The only poles in the affine part of the curve Γ are at γ 1 , . . . , γ g+1 . Therefore
.
Note that g * (x, γ k ) ≡ 0 and from Lemma 3 we obtain res ξ n (Q) = λ n < g * JδV g > ∧ δλ res dλ λ − λ(γ k ) = iλ n δp(γ k ) ∧ δλ(γ k ).
Scattering Theory for Dirac Operator.
In the next two sections we consider spectral problem for NLS on entire line with rapidly decaying initial data. The Riemann-Hilbert approach to the scattering theory for canonical systems of differential equation with sumable potential was constructed by M.G. Krein and P.E. Melik-Adamian, [11, 12, 13] . We present all necessary facts of scattering theory following [14] 5 .
To simplify the estimates we assume that the potential ψ is from the Schwartz' space S(R 1 ) of complex rapidly decreasing infinitely differentiable functions on the line such that
Let us introduce the reduced monodromy matrix T (x, x 0 , λ) by the formula
The spectral parameter enters multiplicatively into RHS of the differential equation. The solution is given by the formula To establish properties of the matrix T for λ complex we introduce Jost solutions J ± (x, λ) :
Existence and analytic properties of the Jost solutions follow from the integral representations
The kernels Γ ± are unique and infinitely smooth in both variables.
The complex monodromy matrix N(x, x 0 , λ) can be written in the form
. The expression at the right does not depend on x or x 0 and it is equal to T (λ), as one can see by passing to the limit with x → +∞, x 0 → −∞.
Introducing the notation J ± = j (1) ± , j
(2) ± we see from the integral representations that j (1) − (x, λ), j Expanding the denominator in inverse powers of λ, we obtain:
where H 1 , H 2 and H 3 are the integrals introduced above. The expansion has an asymptotic character for λ : δ ≤ arg λ ≤ π − δ.
The Riemann surface Γ ∞ is obtained by gluing two each other along the real line two copies of the complex plane. One copy we call "+" and another "-". Each copy has infiniy P + and P − . The point Q ∈ Γ ∞ is determined by λ = λ(Q) and specification of the sheet Q = (λ, ±). Let us define for the "+" copy j(x, Q) to be j − (x, λ) if ℑλ < 0;. For the "-" copy we define j(x, Q) to be j where
We keep this geometrical picture in mind but work with the matrix solutions where S(λ) is the scattering matrix
Any Jost solution satisfies [J∂ x − JV ] j = 0. The adjoint (dual) Jost solution j + at the point Q is defined by the formula
Similar to the periodic case one can prove that j + satisfies j + [J∂ x − JV ] = 0.
The matricies H + + and H + − are defined as
Extending a into the lower hulf-plane by the formula a * (λ) = a(λ) we define
It is easy to check that
First, we describe asymptotic behavior in x for λ real and fixed of the Jost solutions H + (λ).
and where
are the solutions of the free equation.
We sketch the derivation of asymptotics for j (2) + and x → −∞. Let ψ be a potential which vanishes outside the segment [−L, +L]. In this case
is an entire unimodular function of λ of the form
Obviously, j
.This lead to the linear system for unknown coefficients c 1 and c 2
Solving for c's we obtain the stated formula. For potential with noncompact support one has to take L sufficiently large to make the error in all formulas arbitrary small.
Next Lemmas state properties of Jost solutions which will be used in the next section.
Lemma 6 (i) For fixed x the following formulas hold
where g 0 = 0, k 0 = 1, and 6 j (1)
whereĝ 0 = 0,k 0 = 1. The expansion has asymptotic character for λ : δ ≤ arg λ ≤ π −δ.
(ii) The coefficients g 1 , k 1 are given by the formulas
Proof (i). Using 7 ∂ n ξ Γ
(2) + (x, ξ)| ξ=∞ = 0, for n = 0, 1, ... and integrating n times by parts,
This implies existence and an asymptotic character of the expansion in the parameter λ.
Another infinity can be treated similarly.
(ii). Consider j
, s = 0, 1, . . . ;
and g 0 = 0, k 0 = 1. This reccurent relation leads to the identities
For s ≥ 1 we have the boundary condition
These imply stated formulas for g 1 , k 1 .
For j
and k 0 = 1, g 0 = 0. The recurent relation produces the identities
These imply stated formulas forĝ 1 ,k 1 . We are done.
Remark. It is interesting to compare asymptotic expansions for j (1) − /j (2) + and g(x, Q). For the Jost solution j (1) − (x, λ) normalized at the left
If ψ is compactly supported and l becomes sufficiently large, then e i λ 2 l g(x, Q) = j(x, λ). For the Jost solution normalized at the right the situation is slightly different. If one defines the new g(x, Q) ≡ g(x, Q)w −1 (Q) which is Floquet solution normalized at the right end x = l of the interval, then for compactly supported ψ and sufficiently large l the new e −i λ 2 l g(x, Q) = j (ii) The coefficients a 1 , b 1 are given by the formulae
In (ii). The following formulae hold
Proof. (i). The fact that the Wronskian does not depend on x can be verified by differentiation.
(ii). Let us assume, first, that ψ has compact support. We denote byṼ ,T andj deformed matrix V, T and Jost solution j. We will derive the expression for < j (4.6) valid for any two solutionsj and j + . Indeed,
Subtracting one from another
Integrating RHS in x variable
This implies 4.6. Now using formulas for asymptotics of j 
Collecting terms with ǫ we obtain the result. The case of potential with non-compact support can be considered using approximation arguments. For other entries the arguments are the same. Lemma is proved.
Similar to the periodic case we will need time dependent BA functions. They are obtained by an elementary construction, since the topology of the curve Γ ∞ is trivial.
Lemma 9 [15] . There exists on the curve Γ ∞ three time parameters Jost solution j(τ, x, t, Q) which satisfies the differential equations in the variables τ, x and t:
Proof We consider "+" sheet and the upper half-plane where j(x, Q) = j (2) + (x, λ). First, we construct j(τ, x, t, Q) such that [∂ x − V 2 ] j(τ, x, t, Q) = 0 normalized for all τ and t as j(τ, x, t, Q) ∼ e +i λ 2 x
Then, we introduce
Commutativity of the operators ∂ τn − V n , n = 1, 2, ... implies that
Then as x → +∞,
Due to the linear independence of solutions j(τ, x, t, τ Q) and j(τ, x, t, τ ± Q) we have c 1 (τ, t) = c 2 (τ, t) = 0. Another sheets of Γ ∞ can be treated similarly. We are done.
It is easy to see that if Q ∈ (P ± ), then
Thus standart Jost solution with assymtotics 4.3 can be obtain from BA functions if we put τ and t equal to 0.
Symplectic Structures in the Scattering Case.
Theorem 1 (i.) The formula
) n = 0, 1 . . ., defines a closed, non-degenerate 2-form ω n on the space of operators ∂ x −V 2 with the potential from the Schwartz class S(R 1 ) which satisfy the constrains H k = const, k = 1, . . . , n.
Proof. (i.) The proof is identical to the one in [4] .
(ii.) We give a complete proof for e tX 1 flow. Let i ∂t be the construction operator produced by the vector field X 1 . We will prove i ∂t ω 0 = −δ2H 1 . For the first term in the formula 5.1 tr res < H * + JδV ∧ δH + > dλ = res 1 a < j Using V • = i 2 σ 3 , V = iσ 3 V , and Lemma 6 we have
Similarly, using j • = i 2 σ 3 j, we have res 1 a < j The second term in the formula 5.2 can be treated similarly. Therefore, i ∂t res < H * + JδV ∧ δH + >= −2δH 1 .
The second term in the formula 5.1 also produces the same result.
The proof is finished.
It is instructive to compute explicitly the symplectic forms for small n. The first few are given by the formulas ω 0 = 2i < δψ ∧ δψ >,
and
subject to the constrain H 1 = const. The derivation employes Lemmas 6 and 7 and similar to the periodic case. Now we can obtain Darboux coordinates for the symplectic forms ω n . After simple algebra we arrive to the stated identity. Theorem is proved.
The formula of Theorem can be put easily into more familiar form
