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Abstract: In this paper, we consider the separable covariance model, which plays an
important role in wireless communications and spatio-temporal statistics and describes
a process where the time correlation does not depend on the spatial location and the
spatial correlation does not depend on time. We established a central limit theorem for
linear spectral statistics of general separable sample covariance matrices in the form
of Sn =
1
n
T1nXnT2nX
∗
nT
∗
1n
where Xn = (x jk ) is of m1 × m2 dimension, the entries
{x jk , j = 1, ...,m1, k = 1, ...,m2} are independent and identically distributed complex
variables with zero means and unit variances, T1n is a p × m1 complex matrix and T2n
is an m2 ×m2 Hermitian matrix. We then apply this general central limit theorem to the
problem of testing white noise in time series.
Keywords and phrases: central limit theorem, linear spectral statistics, separable co-
variance matrices, white noise test..
1. Introduction
1.1. Background and Motivation
Covariance matrices play an important role in modern multivariate analysis (Anderson,
1983). In the framework of the classical statistical theory, suppose that y1, y2, · · · , yn
are the samples with the sample size n drawn from a centered p dimensional population
Y ∈ Rn. Then if n tends to infinity while the dimension p is fixed, the so-called sample
covariance matrix, defined as
Sn = n
−1
n∑
i=1
yiy
∗
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is a good estimator of the population covariance matrix Σ = EYY∗ where ∗ denotes
the transpose and conjugate. However, in the biological and genetic study, millions of
genes are measured for individuals where the number of individuals is small compared
with the number of genes (Patterson et al., 2006). That is to say, in many situations
in modern statistics, we need to deal with data sets where the dimension p is com-
parable or even large compared with the sample size n. In this setting, we face the
“curse of dimensionality” (Donoho et al., 2000), which drives the drastic changes for
modern statistical theory and promotes the development of high-dimensional statisti-
cal inference (Meinshausen et al., 2006; Bhlmann et al., 2014; Goia and Vieu, 2016).
The following fact gives us a look into this phenomenon. By the strong law of large
number, for any 1 ≤ j, k ≤ p, the ( j, k) entry s j,k,n of Sn is a consistent estimator of the
corresponding element σ j,k being the ( j, k) entry of Σ. Then applying the eigenvalue
perturbation theorem, we know that for any 1 ≤ j ≤ p, the distance between the j-th
largest eigenvalues of Sn and Σ is o(p), which tends to 0 as n → ∞ when p is of con-
stant order. However, when p is of the same order with n or of a larger order than n,
the bounds of the distances between the eigenvalues of Sn and Σ will blow up. Then, Σ
cannot be estimated through Sn directly (Fan et al., 2008; Chen et al., 2013; Cai et al.,
2010).
Although Sn is no longer a good estimator for the population covariance matrix
in high dimensional framework, some properties of Σ can still be obtained through
the eigenvalue statistics of Sn, such as in the standard technique of multivariate statis-
tics, principal components analysis (PCA) (Johnstone, 2001). This leads to the high-
dimensional statistical inference and the random matrix theory, which mainly focuses
on the properties of the eigenvalue and eigenvectors of randommatrices. In the random
matrix theory, the sample covariance type matrices are one of the different types of
random matrices that have been investigated by many authors. We firstly introduce the
following definitions. Let A be any n× n square matrix having real eigenvalues and de-
note its eigenvalues by λ j, j = 1, 2, · · · , n. Then the Empirical Spectral Distribution
(ESD) of A is defined by
FA (x) =
1
n
n∑
j=1
I
(
λ j ≤ x
)
,
where I(·) is the indicator function and the Stieltjes transform of FA (x) is given by
mFA (z) =
∫ +∞
−∞
(x − z)−1dFA (x) ,
where z = u + iv ∈ C+.
In this paper, we consider a more general covariance matrix, whose spectrum prop-
erties, to our best of knowledge, have not been considered before. To be specific, we
consider the general separable covariance matrices
T1nXnT2nX
∗
nT
∗
1n/n,
where Xn is an m1×m2 randommatrix whose entries are i.i.d. with zero means and unit
variances while T1n a p × m1 matrix and T2n an m2 × m2 Hermitian matrix. In fact, the
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sample covariance matrix has applications in many fields such as wireless communica-
tions (Verdu, 2002) and spatio-temporal statistics (Li et al., 2008; Mitchell and Gumpertz,
2003). Indeed, if T2n = T3nT
∗
3n
with T3n being of m2 × n dimension, then the joint co-
variance of Yn = T1nXnT3n, viewed as a pn × 1 data vector, is given by
(T1nT
∗
1n) ⊗ (T∗3nT3n).
Thus Yn is a data matrix whose rows correspond to indices of spatial locations and
columns correspond to indices of point in time. In particular, when the entries of Xn
are Gaussian, the joint distribution of Yn is Npn
(
0,
(
T1nT
∗
1n
)
⊗
(
T∗
3n
T3n
))
. Note that the
separable model describes a process where the time correlation does not depend on
the spatial location and the spatial correlation does not depend on time, i.e. there is
no space-time interaction. The introduced general separable covariance matrix model
covers many covariance type matrices that have been well studied in random matrix
theory as special cases.
1.2. Some Primary Results
Under the condition that m1 = p,m2 = n, T1n = Ip and T2n = In where Ip and In
are the p × p and n × n identity matrix, our models reduce to the well studied ordi-
nary sample covariance matrices. On the framework of high-dimensional setting, i.e.,
p/n → c ∈ (0,∞) as n → ∞, the ESDs of this kind of matrices converge to the fa-
mous M-P law (Marchenko and Pastur, 1967) almost surely as n → ∞. The strong
convergence of the extreme eigenvalues of ordinary sample covariance matrices was
considered in (Geman, 1980; Bai and Yin, 1988, 1993; Tikhomirov, 2015). Suppose
that the entries of Xn have finite fourth moment, then almost surely, the largest eigen-
value (the spectrum norm) of Sn = XnX
∗
n/n, denoted as λmax(Sn), tends to (1 +
√
c)2
(the right edge of the support of standard M-P law) while the smallest non-zero eigen-
valeu λmin(Sn) tends to (1 −
√
c)2 (the left edge of the support of standard M-P law).
It is also known that the finite fourth moment is a necessary condition for the strong
convergence of λmax(Sn) while surprisingly, the existence of variance is enough for the
almost sure convergence of λmin(Sn). The fluctuation of the extreme eigenvalues was
considered in (Tracy and Widom, 2002; Johnstone, 2001) and it was proved that the
standardized largest eigenvalue follows the famous T-W law as n → ∞. It is worth
to note that the strong convergence and fluctuations of extreme eigenvalues are two
independent results and one can not deduce the strong convergence result from T-W
law.
When m1 = p,m2 = n, T2n = In while T1n is non-negative definite with its limiting
spectral distribution exists, then M-P law still valid. This extensive model relaxes the
condition of uncorrelation between entries of populationY. At this stage, if (1): p/n→
c ∈ (0,∞), (2):FT21n D−→ H, where FT21n is the ESD of T2
1n
, H is a c.d.f and (3): T1n
is bounded in spectral norm, then almost surely, the ESD FSn of Sn =
1
n
T1nXnX
∗
nT1n,
tends weakly to a nonrandom p.d.f. F as n→ ∞. And for each z ∈ C+, m(z) = mF (z) is
a solution to the equation
m(z) =
∫
1
t(1 − c − czm(z)) − zdH(t), (1.1)
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which is unique in the set {m(z) ∈ C+ : −(1 − c)/z + cm(z) ∈ C+}. Notice that
Sn = n
−1
n∑
i=1
T1nxix
∗
i T1n,
where xi is the i-th column of Xn. Sn can be viewed as the sample covariance matrix
of the samples yi = T1nxi, i = 1, ..., n drawn from the p dimensional population Y =
T1nX where X is a random vector with standard i.i.d entries (mean 0 and variance
1). This “linear” model, combined with conditions (1)-(3) ensures the convergence
of ESD of n−1
∑n
i=1 yiy
∗
i
to M-P distribution. Then the fluctuations of linear spectral
statistics (LSS) of sample covariancematrices Sn was considered in Bai and Silverstein
(2004). For more results concerning the CLT of LSS of random matrices, we refer the
readers to (Anderson and Zeitouni, 2006; Lytova and Pastur, 2009; Shcherbina, 2011;
Zheng et al., 2015, 2017a) and reference therein.
The case that m2 = n, T2n = In and m1 > p can be arbitrary, has been considered
by some authors recently. The LSD and CLT of LSS was established in Zheng et al.
(2017b) while Yin (2018) shows that no eigenvalues outside the limiting support for
large sample size. As for the separable covariance matrices, i.e., m1 = p,m2 = n and
T1n being non-negative definite, Zhang (2006) firstly obtained the LSD of Sn under
some conditions. Then Paul and Silverstein (2009) proved the no eigenvalue outside
result by assuming that T2n is diagonal with nonnegative entries. Recently, Bai et al.
(2018) established the CLT for LSS of Sn under the condition that the fourth moments
of the variables in Xn equals 3.
1.3. Model Definition and Main Results
We consider a more general model which could be useful in many statistical problems.
The general separable sample covariance matrices is defined as follows.
Definition 1.1. The sample covariance matrices Sn =
1
n
T1nXnT2nX
∗
nT
∗
1n
is defined as
the general separated sample covariance matrices if the following conditions are satis-
fied:
(a) Xn = (x jk) is ofm1×m2 dimension where {x jk, j = 1, 2, · · · ,m1, k = 1, 2, · · · ,m2}
are independent and identically distributed complex variables with mean zero
and variance 1;
(b) T1n is a p × m1 nonrandom complex matrix and T2n is a nonrandom m2 × m2
Hermitian matrix;
(c) With probability 1, as n → ∞, the empirical spectral distributions ofΣ1 = T1nT∗1n
and T2n, denoted by H1n and H2n, converge weakly to two probability functions
H1 and H2, respectively;
(d) cn = p/n→ c ∈ (0,∞) as n→ ∞ and m1 ≥ p,m2 ≥ n;
Let us investigate the LSD of Sn first. It is well known that there exists unitary
matrices p × p dimensional U1, m2 ×m2 dimensional U2, m1 ×m1 dimensional V1 and
diagonal matrices p × p dimensional Λ1 and n × n dimensional Λ2 such that
T1n = U1
(
Λ1, 0p×(m1−p)
)
V∗1, T2n = U2diag
(
Λ2, 0(m2−n)×(m2−n)
)
U∗2.
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Let
X˜n , V
∗
1XnU2 =
(
X˜11 X˜12
X˜21 X˜22
)
.
If we suppose that the entries of Xn are standard complex normal random variables,
then Xn has the same distribution as X˜n. Note that the sample covariance matrix Sn =
1
n
U1Λ1X˜11Λ2X˜
∗
11
Λ1U
∗
1
has the same eigenvalues with S˜n =
1
n
Λ1X˜11Λ2X˜
∗
11
Λ1. Then
from Zhang (2006), with probability 1, as n → ∞, the empirical spectral distribution
function of Sn converges weakly to a non-random probability distribution function F
for which if H1 = 1[0,∞) or H2 = 1[0,∞), F = 1[0,∞); otherwise if for each z ∈ C+,
m(z) = −z−1(1 − c−1) − z−1c−1
∫
1
1+q1(z)y
dH2(y),
m(z) = −z−1
∫
1
1+q2(z)x
dH1(x),
m(z) = −z−1 − c−1q1(z)q2(z),
(1.2)
is viewed as a system of equations for the complex vector (m(z), q1(z), q2(z)), then the
Stieltjes transform of F, denoted by mF(z), together with the two other functions, de-
noted by g1(z) and g2(z), both of which are analytic onC
+, will satisfy that (mF (z), g1(z), g2(z))
is the unique solution to (1.2) in the set
U =
{
(m(z), q1(z), q2(z)) : ℑm(z) > 0,ℑ(zq1(z)) > 0,ℑq2(z) > 0} .
On the other hand, if T1n is real,m1 = p andT2n is diagonal, then by Paul and Silverstein
(2009), with probability 1, FSn converges weakly to a probability distribution function
F whose Stieltjes transform m(z), for z ∈ C+, is given by
m(z) =
∫
1
x
∫
y
1+cye
dH2(y) − z
dH1(x)
where e = e(z) is the unique solution in C+ of the equation
e =
∫
x
x
∫
y
1+cye
dH2(y) − z
dH1(x).
Let g1(z) = ce(z), and g2(z) = −z−1
∫
y
1+cye(z)
dH2(y). Then (m(z), g1(z), g2(z)) also satis-
fies the equations (1.2). Furthermore, we havezg1(z) = −c
∫
x
1+g2(z)x
dH1(x)
zg2(z) = −
∫
y
1+g1(z)y
dH2(y)
. (1.3)
If we let Fc,H1,H2 denote F, then Fcn,H1n,H2n is obtained from Fc,H1,H2 with c,H1,H2
replaced by cn,H1n,H2n respectively. Define
Gn(x) = p
(
FSn(x) − Fcn,H1n,H2n(x)
)
.
The main result of the present paper, which establishes the CLT of LSS of general
separable sample covariance matrices, is stated in the following theorem.
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Theorem 1.2. Denote by s1 ≥ · · · ≥ sn (s1 > 0) the eigenvalues of T2n. Let f1, · · · , fκ
be functions on R analytic on an open interval containing[
lim inf
n
sn
(
λmin (Σ1) I(0,1)(c)
(
1 − √c
)2
I(sn ≥ 0) + λmax (Σ1)
(
1 +
√
c
)2
I(sn < 0)
)
,
lim sup
n
s1
(
λmax (Σ1)
(
1 +
√
c
)2) ]
. (1.4)
Suppose that T1n and T2n are nonrandom matrices, and their spectral norms are both
bounded in n. What is more, we assume that Rank (T2n) = O(n). Let αx = |Ex2jk|2,
κx = E|x jk|4 − |Ex2jk |2 − 2. Then
(i) If Xn = (x jk), T1n, T2n are real and Ex
4
jk
= 3, j = 1, · · · ,m1, k = 1, · · · ,m2, there
exists δ > 0 such that sup j,k E|x jk|6+δ ≤ M < ∞, then(∫
f1(x)dGn(x), · · · ,
∫
fκ(x)dGn(x)
)
(1.5)
converges weakly to a Gaussian vector
(
X f1 , · · · , X fκ
)
with mean
EX f =
1
2pii
∮
C
f (z)
1 − cz−2d3(z)d4(z)
(
αx
1 − αxcz−2d3(z)d4(z)
+ κx
)
(1.6)
×
cd3(z)d4(z)
z3
− c
2d2
3
(z)d2
4
(z)
z5
+
cd5(z)
z4
+
c2d6(z)
z4
 dz
and covariance function
Cov
(
X f , Xg
)
= − 1
4pi2
∮
C1
∮
C2
f (z1)g(z2)
∂2
∂z2∂z1
{∫ d(z1,z2)
0
1
1 − zdz
+
∫ αxd(z1,z2)
0
1
1 − zdz + κxd(z1, z2)
}
dz1dz2 (1.7)
where f , g ∈ { f1, · · · , fκ}. Here
d3(z) =
∫
x2
(1 + xg2(z))
2
dH1(x), d4(z) =
∫
y2
(g1(z)y + 1)
2
dH2(y),
d5(z) = d4(z)
∫
x3
(1 + g2(z)x)
3
dH1(x)
∫
y
(1 + g1(z)y)2
dH2(y),
d6(z) = d3(z)
∫
x
(1 + g2(z)x)
2
dH1(x)
∫
y3
(1 + g1(z)y)3
dH2(y),
and
d(z1, z2) =
1
z1z2
z1g1(z1) − z2g1(z2)
g2(z1) − g2(z2)
z1g2(z1) − z2g2(z2)
g1(z1) − g1(z2) .
imsart-generic ver. 2014/10/16 file: simcltR3.tex date: January 24, 2019
Huiqin Li, Yanqing Yin and Shurong Zheng/CLT of LSS for separable sample covariance matrices 7
The contours in (4.1) and (1.7) (two contours in (1.7), which we may assume
to be nonoverlapping) are closed and are taken in the positive direction in the
complex plane, each enclosing the support of Fc,H1,H2 .
(ii) If Xn = (x jk) = (u jk + iv jk), u jk, v jk ∈ R, is a complex matrix with E(u jk) =
E(v jk) = 0, E(u
2
jk
) = E(v2
jk
) = 1
2
, E(u4
jk
) = E(v4
jk
) = 3
4
, u jk and v jk are indepen-
dent, there exists δ > 0 such that sup j,k E|x jk |6+δ ≤ M < ∞, then (1.5)-(1.7) also
hold.
(iii) If T1n is real and T
∗
1n
T1n,T2n are diagonal, then (1.5)-(1.7) still hold.
Remark 1.3. The existence of the (6+δ)th moment in (i) and (ii) and the condition that
Rank (T2n) = O(n) are combined to ensure the a.s. bound of the spectral norm of Sn
as indicated in Yin (2018). We note that for the cases where m1 and m2 are both of the
same order as n, then the moment condition could be relaxed and the existence of the
fourth moment is enough. When κx , 0, then if the conditions in (iii) are not satisfied,
the CLT of LSS may not hold. Such counter examples with m1 = p (or m2 = n) can be
found in Zheng et al. (2015).
1.4. Organization of this paper and Contributions
The rest of the present paper is organized as follows. In Section 2, an application of
our main theorem to high dimensional white noise test is showed. The main theorem is
proved in Section 3. Lemmas and some technical details are postponed to Appendix.
2. An application of the main theorem on high dimensional white noise test
2.1. Describe of the test problem
Consider {εi}ni=1 be a p-dimensional linear process of the form
εi =
∑
k≥0
Bkxi−k,
where Bk are p ×m coefficient matrices and xt is a sequence of m dimensional random
vectors satisfy that their entries are i.i.d. with 0 means and unit variances. Define Σ(τ) =
Cov (εi+τ, εi), the so called autocovariance matrix at lag τ and Σ̂(τ) =
1
n
∑n−τ
i=1 εi+τε
∗
i
, the
sample autocovariance matrix at lag τ. The goal is to test whether {εi}ni=1 is a white
noise. The hypothesis testing problem is then
H0 : Cov (εi+τ, εi) = 0, τ = 1, · · · , q
where q is a prescribed integer, against the alternate
H1,τ : For given1 ≤ τ ≤ q we have Cov (εi+τ, εi) , 0.
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2.2. The proposed test procedure
Define Ξ(τ) =
(
Ξ(τ), j,k
)
= 1
2
(̂
Σ(τ) + Σ̂
∗
(τ)
)
, Xn = (x1, · · · , xn). It is easy to see that under
null
Λ(τ) ,
p∑
j,k=1
Ξ2(τ), j,k = trΞ(τ)Ξ
∗
(τ) (2.1)
=
1
n2
trΓnXn
((
0 1
2
In−τ
1
2
Iτ 0
)
+
(
0 1
2
Iτ
1
2
In−τ 0
))
X∗nΓ
∗
n
(
ΓnXn
((
0 1
2
In−τ
1
2
Iτ 0
)
+
(
0 1
2
Iτ
1
2
In−τ 0
))
X∗nΓ
∗
n
)∗
,
where ΓnΓ
∗
n = Σ(0). Then our test statistics can be written as
Λ̂(τ) =
1
n2
trΓnXn
((
0 1
2
In−τ
0 0
)
+
(
0 0
1
2
In−τ 0
))
X∗nΓ
∗
n
(
ΓnXn
((
0 1
2
In−τ
0 0
)
+
(
0 0
1
2
In−τ 0
))
X∗nΓ
∗
n
)∗
(2.2)
,
1
n2
trT1nXnT2nX
∗
nT
∗
1n
(
T1nXnT2nX
∗
nT
∗
1n
)∗
.
We reject the null hypothesis for large Λ̂(τ).
Theorem 2.1. Assume that the conditions (a)-(e) and those in Theorem 1.2 are satis-
fied. Then under null for given τ,
Λ̂(τ) −
(
pc
2
− τc
2
2
) (∫
xdH1(x)
)2
d→ N(µ, σ2),
where µ =
c(αx+κx)
2
∫
x2dH1(x), and
σ2 =
c2(1 + α2x)
2
(∫
x2dH1(x)
)2
+
3
2
c3(κx + 2)
(∫
xdH1(x)
)2 ∫
x2dH1(x).
The proof of Theorem 2.1 is postponed to Section 3.4, which is also an example on
how to determine the mean and variance functions in our main Theorem 1.2.
2.3. Simulation Study
In this subsection, we conduct some simulations to investigate the performance our
proposed test procedure. Suppose that the entries in Xn follow the gaussian distribution.
We consider the following two models
Model 1: εi = Σ
1/2
(0)
xi, where Σ(0) =
(
σ0,i, j
)
p×p with
σ0,i, j =
2 + (−1)
i for i = j,
0 for i , j.
(2.3)
Model 2: εi = Σ
1/2
(0)
(xi + 0.3xi−1 + 0.1xi−2) , where Σ(0) is defined the same way as
Model 1.
Table 1 and 2 below show the empirical size and empirical power of our test under
Model 1 and 2 respectively with different pairs of n and p.
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3. Proof of the main theorem
This section is to prove our main theorem. For the reader’s convenience, we give here
the outline. The proof of Theorem 1.2 is split into the following steps.
Step 1: In subsection 3.1, we will show that the results of Theorem 1.2 are true under
gaussian case.
Step 2: We shall prove Theorem 1.2 when the underline distribution is non-gaussian
but share the same kurtosis with gaussian distribution. Here the strategy is to
compare the characteristic functions of the linear spectral statistics. This part is
showed in subsection 3.2.
Step 3: Then in subsection 3.3 we give the proof of the theorem for the general under-
line distribution under condition (iii).
We now proceed our proof step by step.
3.1. The Proof Under Gaussian Case
Assume now the entries in Xn follow normal distribution. By the arguments presented
below Definition 1.1, it follows that FSn(x) = F S˜n(x). Let S˜
n
= 1
n
X˜∗
11
Λ2
1
X˜11Λ2, then we
know that S˜
n
and S˜n have the same non-zero eigenvalues. It is obvious that
FSn(x) = cnF
Sn(x) + (1 − cn)1[0,∞)(x).
p n q = 1 q = 3 p n q = 1 q = 3
5 50 0.094 0.086 20 40 0.078 0.092
25 250 0.063 0.071 50 100 0.065 0.074
50 500 0.062 0.072 100 200 0.054 0.061
100 1000 0.063 0.058 300 600 0.050 0.056
10 50 0.084 0.081 50 25 0.066 0.061
50 250 0.056 0.075 100 50 0.054 0.053
100 500 0.060 0.057 200 100 0.055 0.047
200 1000 0.055 0.056 500 250 0.047 0.045
Table 1
Empirical Size under model 1
p n q = 1 q = 3 p n q = 1 q = 3
5 50 0.857 0.741 20 40 0.946 0.908
25 250 1.000 1.000 50 100 1.000 1.000
50 500 1.000 1.000 100 200 1.000 1.000
100 1000 1.000 1.000 300 600 1.000 1.000
10 50 0.863 0.872 50 25 0.968 0.946
50 250 1.000 1.000 100 50 1.000 1.000
100 500 1.000 1.000 200 100 1.000 1.000
200 1000 1.000 1.000 500 250 1.000 1.000
Table 2
Empirical Power under model 2
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Denote by Fc,H1,H2 the limiting spectral distribution of F S˜n , then one finds
Fc,H1,H2(x) = cF(x) + (1 − c)1[0,∞)(x).
Likewise, Fcn,H1n,H2n is obtained from Fc,H1,H2 with c,H1,H2 replaced by cn,H1n,H2n
respectively. Hence,Gn can be rewritten as
n[F S˜n − Fcn,H1n,H2n].
Applying Theorem 2.1 in Bai et al. (2018), some elementary calculations shows that
Theorem 1.2 holds under the Gaussian case with mean
EX f =
1
2pii
∮
C
f (z)
1 − cz−2d3(z)d4(z)
αx
1 − αxcz−2d3(z)d4(z)
×
cd3(z)d4(z)
z3
− c
2d2
3
(z)d2
4
(z)
z5
+
cd5(z)
z4
+
c2d6(z)
z4
 dz
and covariance function
Cov
(
X f , Xg
)
= − 1
4pi2
∮
C1
∮
C2
f (z1)g(z2)
∂2
∂z2∂z1
{ ∫ d(z1,z2)
0
1
1 − zdz
+
∫ αxd(z1,z2)
0
1
1 − zdz
}
dz1dz2.
3.2. The proof of Theorem 1.2 under (i) and (ii)
From last section, it suffices to show the conclusion holds under the non-Gaussian case.
The strategy is to compare the characteristic functions of the linear spectral statistics
under the Gaussian case and the non-Gaussian case.
It is worth mentioning that for the complex case, u jk, the real part of x jk and v jk, the
imaginary part of x jk are independent. Thus it is enough to consider the real case only.
The proof of this part are split into two steps. Firstly, we truncate and recentralize the
entries in Xn. Then complete our proof by handling the truncated one.
3.2.1. Step 1: Truncation and Recentralization
Denoting T1n = (t1 jk), T2n = (t2 jk) and
t·k =
√√ p∑
j=1
t2
1 jk
, t j· =
√
t2 j j,
then one has |t·k| < K1, |t j·| < K2 and
m1∑
k=1
t2·k ≤ p‖Σ1‖2 ≤ K3n,
m2∑
j=1
t2j· ≤ tr (T2n) ≤ K4n. (3.1)
imsart-generic ver. 2014/10/16 file: simcltR3.tex date: January 24, 2019
Huiqin Li, Yanqing Yin and Shurong Zheng/CLT of LSS for separable sample covariance matrices 11
At first, we can select a arbitrarily slowly decreasing sequence of constants ηn → 0
such that ηn
√
n → ∞ and truncate the variables x jk at ηn
√
n/(t· jtk·), j = 1, · · · ,m1, k =
1, · · · ,m2. Define xˆ jk = x jkI
(
|x jk| ≤ ηn
√
n/(t· jtk·)
)
, X̂n = (xˆ jk) and
Ŝn =
1
n
T1nX̂nT2nX̂
′
nT
′
1n,
then it yields from (3.1)
P(Sn , Ŝn, i.o.) ≤ lim
N→∞
∞∑
n=N
P
(
Xn , X̂n
)
≤ lim
N→∞
∞∑
n=N
P

m1⋃
j=1
m2⋃
k=1
{|x jk| ≥ ηn
√
n/(t· jtk·)}

≤ lim
N→∞
∞∑
n=N
m1∑
j=1
m2∑
k=1
t6+δ· j t
6+δ
k·
Ex6+δ
jk
I
(
|x jk | ≥ ηn
√
n/(t· jtk·)
)
η6+δn n
3+δ/2
≤K4+δ1 K4+δ2 K3K4M lim
N→∞
∞∑
n=N
1
η6+δn n
1+δ/2
→ 0.
Next, define S¨n =
1
n
T1n
(
X̂n − EX̂n
)
T2n
(
X̂n − EX̂n
)′
T′
1n
. We use Gˆn(x) and G¨n(x) to
denote the analogues of Gn(x) with the matrix Sn replaced by Ŝn and S¨n, respectively.
Let λ j(A) denote the j-th smallest eigenvalue of Hermitian A. Using Lemma 4.10, it
implies that
E
∣∣∣∣∣
∫
f j(x)dGˆn(x) −
∫
f j(x)dG¨n(x)
∣∣∣∣∣ ≤ C j
p∑
k=1
E
∣∣∣∣λk (̂Sn) − λk(S¨n)∣∣∣∣
≤C j
E p∑
k=1
∣∣∣∣λ1/2k (̂Sn) − λ1/2k (S¨n)∣∣∣∣2

1/2 E p∑
k=1
∣∣∣∣λ1/2k (̂Sn) + λ1/2k (S¨n)∣∣∣∣2

1/2
≤
√
2C j√
n
(
trT1nEX̂nT2nEX̂
′
nT
′
1n
)1/2 E p∑
k=1
(
λk (̂Sn) + λk(S¨n)
)
1/2
=
√
2C j√
n
(
trT1nEX̂nT2nEX̂
′
nT
′
1n
)1/2 (
Etr(̂Sn) + Etr(S¨n)
)1/2
where C j is a bound on f
′
j
(z). Note that
E|xˆ jk| ≤
Mt5+δ· j t
5+δ
k·
η5+δn n
5/2+δ/2
≤ MK
4+δ
1
K4+δ
2
t· jtk·
η5+δn n
5/2+δ/2
. (3.2)
Using (3.2) and Cauchy-Schwarz inequality, one finds
tr
(
T1nEX̂nT2nEX̂
′
nT
′
1n
)
=
p∑
l=1
m1∑
j1, j2=1
m2∑
k1,k2=1
t1l j1Exˆ j1k1 t2k1k2Exˆ j2k2 t1l j2
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≤
m1∑
j1, j2=1
m2∑
k1,k2=1
|t2k1k2 |
∣∣∣Exˆ j1k1Exˆ j2k2 ∣∣∣
 p∑
l=1
t21l j1
p∑
l=1
t21l j2

1/2
≤
m1∑
j1, j2=1
m2∑
k1,k2=1
t· j1 t· j2 |t2k1k2 |
∣∣∣Exˆ j1k1Exˆ j2k2 ∣∣∣
≤M2K8+2δ1 K6+2δ2
m1∑
j1, j2=1
m2∑
k1,k2=1
t· j1 t· j2 |t2k1k2 |
t· j1 t
2
k1·t· j2 t
2
k2·
η10+2δn n
5+δ
≤ C
η10+2δn n
1+δ
= o(n−1)
and
Etr(̂Sn) + Etr(S¨n) =
p∑
l=1
m1∑
j1, j2=1
m2∑
k1,k2=1
(
Et1l j1 xˆ j1k1 t2k1k2 xˆ j2k2 t1l j2
+ Et1l j1(xˆ j1k1 − Exˆ j1k1)t2k1k2(xˆ j2k2 − Exˆ j2k2)t1l j2
)
=
p∑
l=1
m1∑
j1, j2=1
m2∑
k1,k2=1
t1l j1 t2k1k2 t1l j2Exˆ j1k1Exˆ j2k2 +
p∑
l=1
m1∑
j=1
m2∑
k1,k2=1
t21l jt2k1k2Exˆ jk1Exˆ jk2
+
p∑
l=1
m1∑
j=1
m2∑
k=1
t21l jt2kkExˆ
2
jk +
p∑
l=1
m1∑
j=1
m2∑
k=1
t21l jt2kkE(xˆ jk − Exˆ jk)2
≤
p∑
l=1
m1∑
j1, j2=1
m2∑
k1,k2=1
|t1l j1 t2k1k2 t1l j2 ||Exˆ j1k1Exˆ j2k2 | + 2
m1∑
j=1
m2∑
k=1
t2· jt
2
k·
≤
m1∑
j1, j2=1
m2∑
k1,k2=1
t· j1 t· j2 |t2k1k2 ||Exˆ j1k1Exˆ j2k2 | + 2
m1∑
j=1
m2∑
k=1
t2· jt
2
k·
≤M2K8+2δ1 K6+2δ2
m1∑
j1, j2=1
m2∑
k1,k2=1
|t2k1k2 |
t2· j1 t
2
k1·t
2
· j2 t
2
k2·
η10+2δn n
5+δ
+ 2
m1∑
j=1
m2∑
k=1
t2· jt
2
k· ≤ Cn2.
Hence, we see
E
∣∣∣∣∣
∫
f j(x)dGˆn(x) −
∫
f j(x)dG¨n(x)
∣∣∣∣∣ = o(1).
Thirdly, let S˘n =
1
n
T1nX˘nT2nX˘
′
nT
′
1n
with X˘n m1 × m2 having ( j, k)-th entry x˘ jk =
(xˆ jk − Exˆ jk)/σ jk, where σ jk = E
(
xˆ jk − Exˆ jk
)2
. Likewise, we still use G˘n(x) to denote
the analogues ofGn(x) with the matrix Sn replaced by S˘n. Due to Lemma 4.10, one has
E
∣∣∣∣∣
∫
f j(x)dG¨n(x) −
∫
f j(x)dG˘n(x)
∣∣∣∣∣ ≤ C j
p∑
k=1
E
∣∣∣λk(S¨n) − λk(S˘n)∣∣∣
≤C j
E p∑
k=1
∣∣∣λ1/2
k
(S¨n) − λ1/2k (S˘n)
∣∣∣2
1/2 E p∑
k=1
∣∣∣λ1/2
k
(S¨n) + λ
1/2
k
(S˘n)
∣∣∣2
1/2
≤
√
2C j√
n
(
EtrT1n
(
X̂n − EX̂n − X˘n
)
T2n
(
X̂n − EX̂n − X˘n
)′
T′1n
)1/2
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×
E p∑
k=1
(
λk(S¨n) + λk(S˘n)
)
1/2
.
From the fact that
1 − σ jk ≤1 − σ2jk ≤ 2CEx2jkI
(
|x jk| ≥ ηn
√
n/(t· jtk·)
)
≤
Mt4+δ· j t
4+δ
k·
η4+δn n
2+δ/2
≤ MK
4+δ
1
K4+δ
2
η4+δn n
2+δ/2
= o(n−2),
we obtain
EtrT1n
(
X̂n − EX̂n − X˘n
)
T2n
(
X̂n − EX̂n − X˘n
)′
T′1n
=
p∑
l=1
m1∑
j1, j2=1
m2∑
k1,k2=1
t1l j1 t2k1k2 t1l j2 (1 − σ−1j1k1)(1 − σ−1j2k2)
× E(xˆ j1k1 − Exˆ j1k1)(xˆ j2k2 − Exˆ j2k2)
=
p∑
l=1
m1∑
j=1
m2∑
k=1
t21l jt2kk(1 − σ−1jk )2E(xˆ jk − Exˆ jk)2
m1∑
j=1
m2∑
k=1
t2· jt
2
k·(1 − σ jk)2 = o(n−2).
Moreover,
E
p∑
k=1
(
λk(S¨n) + λk(S˘n)
)
= E
(
trS¨n + trS˘n
)
=
p∑
l=1
m1∑
j1, j2=1
m2∑
k1,k2=1
t1l j1 t1l j2
× t2k1k2(1 + σ−1j1k1σ−1j2k2)E(xˆ j1k1 − Exˆ j1k1)(xˆ j2k2 − Exˆ j2k2)
=
p∑
l=1
m1∑
j=1
m2∑
k=1
t21l jt2kk(1 + σ
−2
jk )E(xˆ jk − Exˆ jk)2 =
m1∑
j=1
m2∑
k=1
t2· jt
2
k·(1 + σ
2
jk) ≤ Cn2.
Therefore, it yields that
E
∣∣∣∣∣
∫
f j(x)dG¨n(x) −
∫
f j(x)dG˘n(x)
∣∣∣∣∣ ≤ C√n .
We below assume that x jk, j = 1, · · · ,m1, k = 1, · · · ,m2 are truncated at ηn
√
n/(t· jtk·),
centralized and renormalized. That is to say,
|x jk | ≤ ηn
√
n/(t· jtk·), Ex jk = 0, Ex2jk = 1, Ex
4
jk = 3 + o(1).
3.2.2. Step 2: Complete the proof of Theorem 1.2 under (i) and (ii)
Denote
Bn =
1
n
T1nYnT2nY
′
nT
′
1n
where the entries of Yn = (y jk) are independent real Gaussian random variables such
that
Ey jk = 0, Ey
2
jk = 1, for j = 1 · · ·m1, k = 1, · · · ,m2.
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Moreover, suppose that Xn and Yn be independent random matrices. As in Bai et al.
(2018), for any θ ∈ [0, pi/2], we introduce the following matrices
Wn(θ) = Xn sin θ + Yn cos θ, and Gn(θ) =
1
n
T1nWn(θ)T2nW
′
n(θ)T
′
1n (3.3)
where
(Wn(θ)) jk = w jk = x jk sin θ + a jk cos θ.
Furthermore, let
Hn(t, θ) = e
itGn(θ), S (θ) = tr f (Gn(θ)), (3.4)
S 0(θ) = S (θ) − p
∫
f (x)dFcn,H1n,H2n(x), Zn(x, θ) = Ee
ixS 0(θ).
For simplicity, we omit the argument θ from the notations of Wn(θ),Gn(θ),Hn(t, θ) and
denote them by Wn,Gn,Hn(t) respectively.
Note that
Zn(x, pi/2) − Zn(x, 0) =
∫ pi/2
0
∂Zn(x, θ)
∂θ
dθ. (3.5)
The aim is to prove that
∂Zn(x,θ)
∂θ
converges to zero uniformly in θ over the interval
[0, pi/2], which ensures Theorem 1.2 under condition (i).
To this end, let f (λ) be a smooth function with the Fourier transform given by f̂ (t) =
1
2pi
∫ ∞
−∞ f (λ)e
−itλdλ. Then, f (λ) =
∫ ∞
−∞ f̂ (t)e
itλdt. From Lemma 4.3, we have
∂Zn(x, θ)
∂θ
=
2xi
n
m1∑
j=1
m2∑
k=1
Ew′jk
[
T′1n f˜ (Gn)T1nWnT2n
]
jk
eixS
0(θ)
where w′
jk
=
dw jk
dθ
= x jk cos θ − y jk sin θ and
f˜ (Gn) = i
∫ ∞
−∞
u f̂ (u)Hn(u)du. (3.6)
Let Wn jk(w, θ) denote the corresponding matrix Wn with w jk replaced by w. And let
Gn jk(w, θ) =
1
n
T1nWn jk(w, θ)T2nW
′
n jk(w, θ)T
′
1n,
Hn jk(w, t, θ) = e
itGn jk(w,θ), S (w, θ) = tr f (Gn jk(w, θ)),
and
S 0(w, θ) = S (w, θ) − p
∫
f (x)dFcn,H1n,H2n(x),
f˜ (Gn jk(w, θ)) = i
∫ ∞
−∞
u f̂ (u)Hn jk(w, u, θ)du,
ϕ jk(w) =
[
T′1n f˜ (Gn jk(w, θ))T1nWn jk(w, θ)T2n
]
jk
eixS
0(w,θ).
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For simplicity, we still omit the argument θ from the notations of Wn jk(w, θ), Gn jk(w, θ),
Hn jk(w, t, θ) and denote them by Wn jkw,Gn jkw,Hn jkw(t) respectively. By Taylor’s for-
mula, one finds
ϕ jk(w jk) =
3∑
l=0
1
l!
wljkϕ
(l)
jk
(0) +
1
4!
w4jkϕ
(4)
jk
(̺w jk) ̺ ∈ (0, 1)
which implies that
∂Zn(x, θ)
∂θ
=
2xi
n
3∑
l=0
1
l!
m1∑
j=1
m2∑
k=1
Ew′jkw
l
jkEϕ
(l)
jk
(0) +
2xi
4!n
m1∑
j=1
m2∑
k=1
Ew′jkw
4
jkϕ
(4)
jk
(̺w jk).
It is easy to obtain
Ew′jkw
0
jk = 0, Ew
′
jkw
1
jk = 0,
Ew′jkw
2
jk = Ew
3
jk sin
2 θ cos θ, Ew′jkw
3
jk = o(1) sin
3 θ cos θ.
It follows that
∂Zn(x, θ)
∂θ
=
xi
n
m1∑
j=1
m2∑
k=1
Ew3jk sin
2 θ cos θEϕ
(2)
jk
(0) +
xi
12n
m1∑
j=1
m2∑
k=1
Ew′jkw
4
jkϕ
(4)
jk
(̺w jk)
,I1 + I2.
We shall prove that both I1 and I2 convergence to 0 as n → ∞. The proof is left to
Section 4.1.
Thus we complete the proof of our Theorem under (i) and (ii).
3.3. The proof of Theorem 1.2 under (iii)
This section is to prove our main theorem under (iii). To begin with, we need to derive
the LSD of Sn under this case.
3.3.1. LSD when T1n is real and T2n is diagonal
We below give a more general results than we need. We note that the result present in
this subsection is also new andmay have its own interest. DenoteT2n = diag
(
s1, · · · , sm2
)
.
Since the rank of T2n is O(n), we know that the nonzero entries of diag
(
s1, · · · , sm2
)
is
O(n). So, we shall replace m2 with n in the following without lose of generality.
Introduce Xn = (x1, · · · , xn) , qk = T1nxk,
D(z) = Sn − zIp, Dk(z) = D(z) − 1
n
skqkq
∗
k,
D jk(z) = Dk(z) − 1
n
s jq jq
∗
j , Snk = Sn −
1
n
skqkq
∗
k,
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and
εk(z) = q
∗
kD
−1
k (z)qk − tr(D−1k (z)Σ1), γk(z) = q∗kD−2k (z)qk − tr(D−2k (z)Σ1)
βk(z) =
1
1 + n−1skq∗kD
−1
k
(z)qk
, β˜k(z) =
1
1 + n−1sktr(D−1k (z)Σ1)
,
β jk(z) =
1
1 + n−1s jq∗jD
−1
jk
(z)q j
, ψ jk(z) =
1
1 + n−1s jtr(D−1k (z)Σ1)
.
From the proof of Lemma 0.1 in Bai et al. (2018) and Yin (2018), it can be verified that
|ψ jk| ≤ C. (3.7)
Let Rk(z) = zIp − 1n
∑
j,k s jψ jk(z)Σ1, Write
Dk(z) + Rk(z) =
1
n
∑
j,k
s jq jq
∗
j −
1
n
∑
j,k
s jψ jk(z1)Σ1
which implies that
R−1k (z) + D
−1
k (z) =
1
n
∑
j,k
s jR
−1
k (z)q jq
∗
jD
−1
k (z) −
1
n
∑
j,k
s jψ jk(z)R
−1
k (z)Σ1D
−1
k (z).
Using the formula
(
Σ + qαβ∗
)−1
α =
Σ
−1α
1 + qβ∗Σ−1α
, (3.8)
we have for a p × p matrix M
1
p
tr
(
MR−1k (z)
)
+
1
p
tr
(
MD−1k (z)
)
(3.9)
=
1
pn
∑
j,k
s jψ jk(z)
[
q∗jD
−1
jk (z)MR
−1
k (z)q j − tr
(
MR−1k (z)Σ1D
−1
jk (z)
)]
+
1
pn
∑
j,k
s j
(
β jk(z) − ψ jk(z)
)
q∗jD
−1
jk (z)MR
−1
k (z)q j
+
1
pn
∑
j,k
s jψ jk(z)tr
[
MR−1k (z)Σ1
(
D−1jk (z) − D−1k (z)
)]
,r1(z) + r2(z) + r3(z).
By a direct calculation, we have for any positive number t ≥ 0
ℑ
(
z−1
n
∑
j,k
s jψ jk(z)t
)
= v0 − 1
n2
∑
j,k
s2
j
t
|1 + n−1s jtr(D−1k (z)Σ1)|2
ℑtr(D−1k (z¯)Σ1)
=v0
1 + 1n2
∑
j,k
s2
j
t
|1 + n−1s jtr(D−1k (z)Σ1)|2
tr
(
D−1k (z)D
−1
k (z¯)Σ1
) ≥ v0
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which yields
∥∥∥R−1
k
(z)
∥∥∥ ≤ 1
v0
. By (3.7) and (4.33), one gets
E |r1(z)|3 ≤C
n3
E
∣∣∣∣q∗jD−1jk (z)MR−1k (z)q j − tr (R−1k (z)Σ1D−1jk (z)M)∣∣∣∣3 (3.10)
≤C
n3
n3/2E
∥∥∥D−1jk (z)MR−1k (z)∥∥∥3 ≤ Cn3/2 .
Let Dl jk = D jk − 1n slqlq∗l , and
β˜ jk(z) =
1
1 + n−1s jtr(D−1jk (z)Σ1)
, βl jk(z) =
1
1 + n−1slq∗l D
−1
l jk
(z)Σ1ql
.
Using the above inequality and (4.33), we obtain
E|β jk(z) − ψ jk(z)|3 ≤C
[
E|β jk(z) − β˜ jk(z)|3 + |˜β jk(z) − ψ jk(z)|3
]
(3.11)
≤C
n3
E|q∗jD−1jk (z)q j − tr(D−1jk (z)Σ1)|3
+
C
n3
E|tr(D−1jk (z)Σ1) − tr(D−1k (z)Σ1)|3
≤ C
n3/2
+
C
n3
= O(n−3/2)
which implies that
E |r2(z)|2 ≤ C
n4
∑
j,k
E2/3
∣∣∣β jk(z) − ψ jk(z)∣∣∣3 E1/3 ∣∣∣q∗jD−1jk (z)MR−1k (z)q j∣∣∣6 (3.12)
≤ C
n3
[
O(n−3/2)
]2/3 [
O(n6)
]1/3
= O(n−2).
Note that from (3.7)
|r3(z)| =
∣∣∣∣∣∣∣∣
1
pn2
∑
j,k
s2jψ jk(z)β jk(z)q
∗
jD
−1
jk (z)MR
−1
k (z)Σ1D
−1
jk (z)q j
∣∣∣∣∣∣∣∣
≤ C
n3
∑
j,k
∣∣∣β jk(z) − ψ jk(z)∣∣∣ ∣∣∣q∗jq j∣∣∣ + Cn3
∑
j,k
∣∣∣q∗jq j∣∣∣ .
By (4.33), it follows that
P
(∣∣∣q∗jq j − tr (Σ1)∣∣∣ ≥ n) ≤ 1n3E
∣∣∣q∗jq j − tr (Σ1)∣∣∣3 ≤ Cn3/2
which is summable. Hence, by (3.11), one has
|r3(z)| ≤ C
n3
∑
j,k
∣∣∣q∗jq j − tr (Σ1)∣∣∣ + Cn ≤ Cn a.s. (3.13)
Using (3.10), (3.12), and (3.13), (3.9) can be represented as
1
p
tr
(
MD−1k (z)
)
= − 1
p
tr
(
MR−1k (z)
)
+ oa.s.(1). (3.14)
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Especially,
1
p
tr
(
D−1k (z)
)
= − 1
p
tr
(
R−1k (z)
)
+ oa.s.(1)
1
p
tr
(
Σ1D
−1
k (z)
)
= − 1
p
tr
(
Σ1R
−1
k (z)
)
+ oa.s.(1).
From the above equality and subsection 2.2 in Paul and Silverstein (2009), we see that
with probability 1, FSn convergesweakly to a probability distribution function F whose
Stieltjes transform m(z), for z ∈ C+, is given by
m(z) =
∫
1
x
∫
y
1+cye
dH2(y) − z
dH1(x)
where e = e(z) is the unique solution in C+ of the equation
e =
∫
x
x
∫
y
1+cye
dH2(y) − z
dH1(x).
Combining the above arguments, it also follows that
1
n
tr
(
Σ1D
−1
k (z)
)
→ ce(z) = g1(z). (3.15)
3.3.2. Complete the proof of Theorem 1.2 under (iii)
Under the conditions in (iii), denote
T∗1nT1n = diag
(
λ1, · · · , λm1
)
.
Since the rank of T∗
1n
T1n is the same as T1nT
∗
1n
, which is not larger than p. Hence, we
know that the nonzero entries of diag
(
λ1, · · · , λm1
)
is not larger than p. So, we shall
replace respectively m1,m2 with p, n in the following. In this case, we only need to
truncate x jk at ηn
√
n and then recentralize. This step is same with the truncation step in
Bai et al. (2018) thus omitted.
Rewrite for z ∈ Cn
Mn(z) = p[mn(z) − Emn(z)] + p[Emn(z) − m0n(z)] , Mn1(z) + Mn2(z)
where m0n(z) = mFcn ,H1n ,H2n (z). Moreover g
0
1n
(z) and g0
2n
(z) are similarly obtained from
g1(z) and g2(z) respectively. Then
(
m0n(z), g
0
1n
(z), g0
2n
(z)
)
satisfies the equations (1.2). In
other words
m0
n
(z) = − z−1
∫
1
1 + g0
1n
(z)y
dH2n(y) (3.16)
m0n(z) = − z−1
∫
1
1 + g0
2n
(z)x
dH1n(x) (3.17)
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m0n(z) = − z−1 − c−1n g01n(z)g02n(z). (3.18)
Furthermore,
zg01n(z) = −cn
∫
x
1 + g0
2n
(z)x
dH1n(x) (3.19)
zg02n(z) = −
∫
y
1 + g0
1n
(z)y
dH2n(y). (3.20)
By the assumption of Theorem 1.2, we may suppose max {‖Σ1‖ , ‖T2n‖} ≤ τ. Let v0
be any positive number. Let xr be any positive number if the right end point of interval
(1.4) is zero. Otherwise choose
xr ∈ (lim sup
n
s1λ
Σ1
max
(
1 +
√
c
)2
,∞).
Let xl be any negative number if the left end point of interval (1.4) is zero. Otherwise
choose
xl ∈
(0, lim infn snλ
Σ1
min
I(0,1)(c)
(
1 − √c
)2
), if lim infn snλ
Σ1
min
I(0,1)(c) > 0,
(−∞, lim infn snλΣ1max
(
1 +
√
c
)2
), if lim infn snλ
Σ1
min
I(0,1)(c) ≤ 0.
Let Cu = {x + iv0 : x ∈ [xl, xr]} . Define the contour C
C = {xl + iv : v ∈ [0, v0]} ∪ Cu ∪ {xr + iv : v ∈ [0, v0]} .
To avoid dealing with the smallℑz, we truncateMn(z) on a contourC of the complex
plane. We define now the subsets Cn of C on which Mn(·) agrees with M̂n(·). Choose
sequence {εn} decreasing to zero satisfying for some α ∈ (0, 1), εn ≥ n−α.
Let Cl =
{
xl + iv : v ∈ [n−1εn, v0]
}
and Cr =
{
xr + iv : v ∈ [n−1εn, v0]
}
.
Then Cn = Cl ∪ Cu ∪ Cr. For z = x + iv, the process M̂n(·) can now be defined as
M̂n(·) =

Mn(z), for z ∈ Cn,
Mn(xl + in
−1εn), for x = xl, v ∈ [0, n−1εn],
Mn(xr + in
−1εn), for x = xr, v ∈ [0, n−1εn].
(3.21)
The central limit theorem of M̂n(z) is specified below.
Lemma 3.1. Under the condition (iii) of Theorem 1.2, M̂n(z) converges weakly to a
two-dimensional Gaussian process M(·) satisfying for z ∈ C under the assumptions in
(i)
EM(z) = − 1
1 − cz−2d3(z)d4(z)
(
αx
1 − αxcz−2d3(z)d4(z)
+ κx
)
×
cd3(z)d4(z)
z3
− c
2d2
3
(z)d2
4
(z)
z5
+
cd5(z)
z4
+
c2d6(z)
z4

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and for z1, z2 ∈ C ∪ C with C = {z¯ : z ∈ C},
Cov
(
M(z1),M(z2)
)
=
∂2
∂z2∂z1
{∫ d(z1,z2)+αxd(z1,z2)
0
1
1 − zdz
+
cκx(z1g2(z1) − z2g2(z2))
z1z2(g1(z1) − g1(z2))
∫
x2
(1 + g2(z1)x)(1 + g2(z2)x)
dH1(x)
}
.
From Bai and Yin (1993) and Yin et al. (1988), we conclude that
λmax
(
1
n
XnX
∗
n
)
→
(
1 +
√
c
)2
a.s.
and
λmin
(
1
n
XnX
∗
n
)
→
(
1 − √c
)2
a.s.
The upper and lower bounds of the extreme eigenvalues of Sn depends largely on the
signs of s1 and sn. Since s1 > 0, we have
λmax(Sn) ≤ s1λΣ1maxλmax
(
1
n
XnX
∗
n
)
≤ s1λΣ1max
(
1 +
√
c
)2
a.s.
If sn > 0, then we have
λmin(Sn) ≥ snλΣ1minI(0,1)(c)λmin
(
1
n
XnX
∗
n
)
≥ snλΣ1minI(0,1)(c)
(
1 − √c
)2
a.s.
Otherwise, we get
λmin(Sn) ≥ snλΣ1maxλmax
(
1
n
XnX
∗
n
)
≥ snλΣ1max
(
1 +
√
c
)2
a.s.
Combining the definitions of xl, xr, we find with probability 1
lim inf
n→∞
min (xr − λmax(Sn), λmin(Sn) − xl) > 0.
Since FSn → Fc,H1.H2 with probability 1, the support of Fcn,H1n,H2n is contained in inter-
val (1.4) with probability 1. Thus, by Cauchy integral formula, for f ∈ { f1, · · · , fκ} and
large n, with probability 1,∫
f (x)dGn(x) = − 1
2pii
∮
f (z)Mn(z)dz
where the complex integral is over C ∪ C. For v ∈ [0, n−1εn], note that∣∣∣Mn(xr + iv) − Mn(xr + in−1εn)∣∣∣ ≤ 4n |max (λmax(Sn), pr) − xr |−1
and ∣∣∣Mn(xl + iv) − Mn(xl + in−1εn)∣∣∣ ≤ 4n |min (λmin(Sn), pl) − xl|−1 .
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It follows that for large n, with probability 1,∣∣∣∣∣
∮
f (z)
(
Mn(z) − M̂n(z)
)
dz
∣∣∣∣∣
≤8Kεn
[
|max (λmax(Sn), pr) − xr |−1 + |min (λmin(Sn), pl) − xl|−1
]
→ 0
where pl (pr) is the left endpoint (right endpoint) of interval (1.4) and K is the bound
on f over C.
Note that the mapping
M̂n(·)→
(
− 1
2pii
∮
f1(z)M̂n(z)dz, · · · ,− 1
2pii
∮
fκ(z)M̂n(z)dz
)
is continuous. Using Lemma 3.1, the proof of Theorem 1.2 is completed.
3.4. The proof of Lemma 3.1
According to Lemma 3.1 of Bai and Wang (2015), we know that the ESD of T2n tends
to H2, which is an Arcsine distribution with density function
H′2(t) =
1
pi
√
1 − t2
, t ∈ (−1, 1).
And for given n, the certain n−τ+1 non zero eigenvalues of T2n are λk = cos kpin−τ+2 , k =
1, · · · , n − τ + 1.
Applying Theorem 1.2 and mapping into our case, we have f (x) = x2 and
σ2 = Cov
(
X f , X f
)
= − 1
4pi2
∮
C1
∮
C2
z21z
2
2
∂
∂z2
{
1
1 − d(z1, z2)
∂d(z1, z2)
∂z1
+
αx
1 − αxd(z1, z2)
∂d(z1, z2)
∂z1
+ κx
∂d(z1, z2)
∂z1
}
dz1dz2
= − 1
4pi2
∮
C1
∮
C2
z21z
2
2
1
(1 − d(z1, z2))2
∂d(z1, z2)
∂z1
∂d(z1, z2)
∂z2
dz1dz2
− 1
4pi2
∮
C1
∮
C2
z21z
2
2
1
1 − d(z1, z2)
∂2d(z1, z2)
∂z1∂z2
dz1dz2
− α
2
x
4pi2
∮
C1
∮
C2
z21z
2
2
1
(1 − αxd(z1, z2))2
∂d(z1, z2)
∂z1
∂d(z1, z2)
∂z2
dz1dz2
− αx
4pi2
∮
C1
∮
C2
z21z
2
2
1
1 − αxd(z1, z2)
∂2d(z1, z2)
∂z1∂z2
dz1dz2
− κx
4pi2
∮
C1
∮
C2
z21z
2
2
∂2d(z1, z2)
∂z1∂z2
dz1dz2
,K1(1) +K2(1) + α2xK1(αx) + αxK2(αx) + κxK3.
where
K1(α) = − 1
4pi2
∮
C1
∮
C2
z21z
2
2
1
(1 − αd(z1, z2))2
∂d(z1, z2)
∂z1
∂d(z1, z2)
∂z2
dz1dz2
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K2(α) = − 1
4pi2
∮
C1
∮
C2
z21z
2
2
1
1 − αd(z1, z2)
∂2d(z1, z2)
∂z1∂z2
dz1dz2.
To begin with, we present more relations about g1(z) and g2(z). From (1.3), we
deduce that
z = −
∫
y
1+g1(z)y
dH2(y)
g2(z)
= −
c
∫
x
1+g2(z)x
dH1(x)
g1(z)
(3.22)
which implies that
1 −
∫
1
1 + g1(z)y
dH2(y) = c − c
∫
1
1 + g2(z)x
dH1(x).
It follows that from the above equality
g1(z) = 0⇔ g2(z) = 0. (3.23)
It can be verified that from (1.3)
dg1(z)
dz
=
c
∫
x
(1+xg2(z))2
dH1(x)
z2 − cd3(z)d4(z)
, and
dg2(z)
dz
=
∫
y
(1+yg1(z))2
dH2(y)
z2 − cd3(z)d4(z)
. (3.24)
This yields
∂g2(z)
∂g1(z)
=
∫
y
(1+yg1(z))2
dH2(y)
c
∫
x
(1+xg2(z))2
dH1(x)
. (3.25)
Let h1(z) = y/(1 + g1(z)y), h2(z) = x/(1 + g2(z)x),
h3(z) =
∫
y
(1 + yg1(z))2
dH2(y)/
∫
x
(1 + xg2(z))2
dH1(x),
h11 = h1(z1), h12 = h1(z2), h21 = h2(z1), h22 = h2(z2),
g11 = g1(z1), g12 = g1(z2), g21 = g2(z1), g22 = g2(z2).
Rewrite
d(z1, z2) =
c
z1z2
∫
h21h22dH1(x)
∫
h11h12dH2(y) (3.26)
Thus, we get from (3.22) and (3.25)
∂d(z1, z2)
∂z1
= − ∂
∂z1
g11
z2
∫
h21dH1(x)
∫
h21h22dH1(x)
∫
h11h12dH2(y)
=
c
z1z2g11
∫
h21h22dH1(x)
∫
h2
11
h12
y
dH2(y)
∂g11
∂z1
− ch3(z1)
z2
1
z2g11
∫
h221dH1(x)
∫
h21h22dH1(x)
∫
h11h12dH2(y)
∂g11
∂z1
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− h3(z1)
z1z2
∫
h221h22dH1(x)
∫
h11h12dH2(y)
∂g11
∂z1
,
∂d(z1, z2)
∂z2
=
c
z1z2g12
∫
h21h22dH1(x)
∫
h11h
2
12
y
dH2(y)
∂g12
∂z2
− ch3(z2)
z1z
2
2
g12
∫
h222dH1(x)
∫
h21h22dH1(x)
∫
h11h12dH2(y)
∂g12
∂z1
− h3(z2)
z1z2
∫
h21h
2
22dH1(x)
∫
h11h12dH2(y)
∂g12
∂z1
,
and
∂2d(z1, z2)
∂z1∂z2
=
c
z1z2g11g12
∫
h21h22dH1(x)
∫
h2
11
h2
12
y2
dH2(y)
∂g11
∂z1
∂g12
∂z2
− ch3(z2)
z1z
2
2
g11g12
∫
h222dH1(x)
∫
h21h22dH1(x)
∫
h2
11
h12
y
dH2(y)
∂g11
∂z1
∂g12
∂z2
− h3(z2)
z1z2g11
∫
h21h
2
22dH1(x)
∫
h2
11
h12
y
dH2(y)
∂g11
∂z1
∂g12
∂z2
− ch3(z1)
z2
1
z2g11g12
∫
h221dH1(x)
∫
h21h22dH1(x)
∫
h11h
2
12
y
dH2(y)
∂g11
∂z1
∂g12
∂z2
+
ch3(z1)h3(z2)
z2
1
z2
2
g11g12
∫
h221dH1(x)
∫
h222dH1(x)
∫
h21h22dH1(x)
∫
h11h12dH2(y)
∂g11
∂z1
∂g12
∂z2
+
h3(z1)h3(z2)
z2
1
z2g11
∫
h221dH1(x)
∫
h21h
2
22dH1(x)
∫
h11h12dH2(y)
∂g11
∂z1
∂g12
∂z2
− h3(z1)
z1z2g12
∫
h221h22dH1(x)
∫
h11h
2
12
y
dH2(y)
∂g11
∂z1
∂g12
∂z2
+
h3(z1)h3(z2)
z1z
2
2
g12
∫
h222dH1(x)
∫
h221h22dH1(x)
∫
h11h12dH2(y)
∂g11
∂z1
∂g12
∂z2
+
h3(z1)h3(z2)
cz1z2
∫
h221h
2
22dH1(x)
∫
h11h12dH2(y)
∂g11
∂z1
∂g12
∂z2
.
For K1(α), we obtain
K1(α)
= − c
2
4pi2
∮
C1
∮
C2
1
g11g12(1 − αd(z1, z2))2
(∫
h21h22dH1(x)
)2
×
∫
h2
11
h12
y
dH2(y)
∫
h11h
2
12
y
dH2(y)dg11dg12
=
c2
2pii
∮
C1
1
g11
(∫
xh21dH1(x)
)2 ∫
h211dH2(y)
∫
yh11dH2(y)dg11dg12
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=c2
(∫
x2dH1(x)
)2 (∫
y2dH2(y)
)2
=
c2
4
(∫
x2dH1(x)
)2
.
Here ∫
y2dH2(y) =
∫ 1
−1
y2
1
pi
√
1 − y2
dy
y=cos θ
=======
1
pi
∫ pi
0
cos2 θdθ =
1
2pi
∫ 2pi
0
cos2 θdθ
s=eiθ
====
1
2pii
∮
|s|=1
(
s2 + 1
)2
4s3
ds =
1
2
.
By (3.26), it follows that
∂d(z1, z2)
∂g11
∣∣∣∣∣
g11=0
= − 1
z2
∫
xdH1(x)
∫
xh22dH1(x)
∫
yh12dH2(y).
and
∂d(z1, z2)
∂g12
∣∣∣∣∣
g12=0
= − 1
z1
∫
xdH1(x)
∫
xh21dH1(x)
∫
yh11dH2(y)
Using (3.22) and (3.23), one finds that
K2(α) = − c
4pi2
∮
C1
∮
C2
z1z2g
−1
11
g−1
12
1 − αd(z1, z2)
∫
h21h22dH1(x)
∫
h2
11
h2
12
y2
dH2(y)dg11dg12
=
c2
4pi2
∮
C1
∮
C2
z1g
−1
11
g−2
12
1 − αd(z1, z2)
∫
h22dH1(x)
∫
h21h22dH1(x)
×
∫
h2
11
h2
12
y2
dH2(y)dg11dg12
= − c
2
2pii
∮
C1
[ z1g−111
1 − αd(z1, z2)
∫
h22dH1(x)
∫
h21h22dH1(x)
×
∫
h2
11
h2
12
y2
dH2(y)
]′∣∣∣∣∣∣
g12=0
dg11
= − c
2
2pii
∮
C1
αz1
g11
∂d(z1, z2)
∂g12
∣∣∣∣∣
g12=0
∫
xdH1(x)
∫
xh21dH1(x)
∫
h211dH2(y)dg11
+
c2
pii
∮
C1
z1
g11
∫
xdH1(x)
∫
xh21dH1(x)
∫
yh211dH2(y)dg11
=
c2
2pii
∮
C1
α
g11
(∫
xh21dH1(x)
)2 ∫
yh11dH2(y)
∫
h211dH2(y)dg11
− c
3
pii
∮
C1
∫
h21dH1(x)
g2
11
∫
xdH1(x)
∫
xh21dH1(x)
∫
yh211dH2(y)dg11
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=c2α
(∫
x2dH1(x)
)2 (∫
y2dH2(y)
)2
− 2c3
∫
xdH1(x)
[∫
h21dH1(x)
∫
xh21dH1(x)
∫
yh211dH2(y)
]′∣∣∣∣∣∣
g11=0
=
αc2
4
(∫
x2dH1(x)
)2
+ 4c3
(∫
xdH1(x)
)2 ∫
x2dH1(x)
∫
y4dH2(y)
=
αc2
4
(∫
x2dH1(x)
)2
+
3c3
2
(∫
xdH1(x)
)2 ∫
x2dH1(x)
where ∫
ydH2(y) =
∫
y3dH2(y) = 0
and ∫
y4dH2(y) =
∫ 1
−1
y4
1
pi
√
1 − y2
dy
y=cos θ
=======
1
pi
∫ pi
0
cos4 θdθ =
1
2pi
∫ 2pi
0
cos4 θdθ
s=eiθ
====
1
2pii
∮
|s|=1
(
s2 + 1
)4
16s5
ds = 3/8.
Using the same methods, we have
K3 = − c
4pi2
∮
C1
∮
C2
z1z2
g11g12
∫
h21h22dH1(x)
∫
h2
11
h2
12
y2
dH2(y)dg11dg12
=
c2
4pi2
∮
C1
∮
C2
z1
∫
h22dH1(x)
g11g
2
12
∫
h21h22dH1(x)
∫
h2
11
h2
12
y2
dH2(y)dg11dg12
=
c2
pii
∮
C1
z1
∫
xdH1(x)
g11
∫
xh21dH1(x)
∫
yh211dH2(y)dg11
=4c3
(∫
xdH1(x)
)2 ∫
x2dH1(x)
∫
y4dH2(y)
=
3c3
2
(∫
xdH1(x)
)2 ∫
x2dH1(x).
Hence, we conclude that
σ2 = Cov
(
X f , X f
)
=
c2(1 + α2x)
2
(∫
x2dH1(x)
)2
+
3
2
c3(κx + 2)
(∫
xdH1(x)
)2 ∫
x2dH1(x).
We are now in position to calculating µ = EX f . Using (3.24), it follows that
EX f =
1
2pii
∮ cd3(z)d4(z) ∫ x1+g2(z)xdH1(x)
g1(z)
∫
x
(1+g2(z)x)2
dH1(x)
 αx1 − αxd3(z)d4(z)g21(z)
c
∫
x/(1+g2(z)x)dH1(x)
+ κx
 dg1(z)
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=c (αx + κx)
∫
x2dH1(x)
∫
y2dH2(y) =
c (αx + κx)
2
∫
x2dH1(x).
Furthermore, we see that
p
∫
x2dFcn,H1n,H2n
= − p
2pii
∮
C
z2m0n(z)dz =
p
2pii
∮
C
z
∫
1
1 + g0
2n
(z)x
dH1n(x)dz
=
pc2n
2pii
∮
C
(∫
x
1+g0
2n
(z)x
dH1n(x)
)3 ∫
1
1+g0
2n
(z)x
dH1n(x)
g0
1n
(z)3
1 − (g
0
1n
(z))2
cn(
∫
x
1+g0
2n
(z)
dH1n(x))2
dn3(z)dn4(z)∫
x
(1+xg0
2n
(z))2
dH1n(x)
dg01n(z)
=
pc2n
2

∫ x
1 + g0
2n
(z)x
dH1n(x)
3 ∫ 1
1 + g0
2n
(z)x
dH1n(x)
1 − (g
0
1n
(z))2
cn(
∫
x
1+g0
2n
(z)
dH1n(x))2
dn3(z)dn4(z)∫
x
(1+xg0
2n
(z))2
dH1n(x)

(2)∣∣∣∣∣∣∣∣∣∣∣∣
g0
1n
=0
=pcn
(∫
xdH1n(x)
)2 ∫
y2dH2n(y) = pcn
(∫
xdH1n(x)
)2 1n
n−τ+1∑
k=1
(
cos
k
n − τ + 1
)2
=
n − τ
2n
pcn
(∫
xdH1n(x)
)2
.
This lemma is thus proved.
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4. Appendix
4.1. Estimation of I1 and I2
4.1.1. Estimation of I1
To begin with, we see that from Lemma 4.3
ϕ′jk(w jk) =
T′1n ∂ f˜ (Gn)∂w jk T1nWnT2n

jk
eixS
0(θ) +
[
T′1n f˜ (Gn)T1n
]
j j
[T2n]kk e
ixS 0(θ)
+
2xi
n
[
T′1n f˜ (Gn)T1nWnT2n
]2
jk
eixS
0(θ).
This yields
ϕ
(2)
jk
(w jk) =
T′1n ∂2 f˜ (Gn)
∂w2
jk
T1nWnT2n

jk
eixS
0(θ) + 2
T′1n ∂ f˜ (Gn)∂w jk T1n

j j
[T2n]kk e
ixS 0(θ)
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+
6xi
n
[
T′1n f˜ (Gn)T1nWnT2n
]
jk
T′1n ∂ f˜ (Gn)∂w jk T1nWnT2n

jk
eixS
0(θ)
+
6xi
n
[
T′1n f˜ (Gn)T1nWnT2n
]
jk
[
T′1n f˜ (Gn)T1n
]
j j
[T2n]kk e
ixS 0(θ)
− 4x
2
n2
[
T′1n f˜ (Gn)T1nWnT2n
]3
jk
eixS
0(θ)
,J1jk +J2jk +J3jk +J4jk +J5jk.
Applying (3.6) and Lemma 4.4, one findsT′1n ∂2 f˜ (Gn)
∂w2
jk
T1nWnT2n

jk
= i
∫ ∞
−∞
u f̂ (u)
T′1n ∂2Hn(u)
∂w2
jk
T1nWnT2n

jk
du
= − 2
n
∫ ∞
−∞
u f̂ (u) [T2n]kk
[
T′1nHnT1n
]
j j ∗
[
T′1nHnT1nWnT2n
]
jk (u)du
− 6i
n2
∫ ∞
−∞
u f̂ (u)
[
T′1nHnT1n
]
j j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk ∗
[
T′1nHnT1nWnT2n
]
jk (u)du
− 2i
n2
∫ ∞
−∞
u f̂ (u)
[
T′1nHnT1nWnT2n
]
jk ∗
[
T′1nHnT1nWnT2n
]
jk ∗
[
T′1nHnT1nWnT2n
]
jk (u)du.
FromYin (2018), it can be seen that the moments of
∥∥∥T′
1n
HnT1n
∥∥∥
2
, 1√
n
∥∥∥T′
1n
HnT1nWnT2n
∥∥∥
2
,
and
1
n
∥∥∥T2nW′nT′1nHnT1nWnT2n∥∥∥2 (4.1)
are bounded. Using Lemma 4.7 and (4.1), it is obvious that∣∣∣∣∣∣∣∣
1
n
m1∑
j=1
m2∑
k=1
EJ1jk
∣∣∣∣∣∣∣∣
≤ 2
n2
∫ ∞
−∞
|u f̂ (u)|
∫ u
0
∣∣∣∣∣∑
j,k
E [T2n]kk
[
T′1nHn(s)T1n
]
j j
[
T′1nHn(u − s)T1nWnT2n
]
jk
∣∣∣∣∣dsdu
+
6
n3
∫ ∞
−∞
|u f̂ (u)|
∫ u
0
∫ s
0
∣∣∣∣∣∑
j,k
E
[
T′1nHn(s)T1n
]
j j
[
T2nW
′
nT
′
1nHn(q)T1nWnT2n
]
kk
×
[
T′1nHn(u − s − q)T1nWnT2n
]
jk
∣∣∣∣∣dqdsdu + 2n3
∫ ∞
−∞
|u f̂ (u)|
∫ u
0
∫ s
0
∣∣∣∣∣∑
j,k
E
[
T′1nHn(s)T1nWnT2n
]
jk
[
T′1nHn(q)T1nWnT2n
]
jk
[
T′1nHn(u − s − q)T1nWnT2n
]
jk
∣∣∣∣∣dqdsdu
≤ C
n1/4
∫ ∞
−∞
|u|2| f̂ (u)|du + C
n1/4
∫ ∞
−∞
|u|3| f̂ (u)|du + C
n1/2
∫ ∞
−∞
|u|3| f̂ (u)|du ≤ Cn−1/4.
For J2
jk
, T′1n ∂ f˜ (Gn)∂w jk T1n

j j
= i
∫ ∞
−∞
u f̂ (u)
[
T′1n
∂Hn(u)
∂w jk
T1n
]
j j
du
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=i
∫ ∞
−∞
u f̂ (u)
∑
d,l
[
T′1n
]
jd
[
∂Hn(u)
∂w jk
]
dl
[T1n]l j du
= − 2
n
∫ ∞
−∞
u f̂ (u)
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1n
]
j j
(u)du.
Due to Lemma 4.7 and (4.1), we have∣∣∣∣∣∣∣∣
1
n
m1∑
j=1
m2∑
k=1
EJ2jk
∣∣∣∣∣∣∣∣ ≤
4
n2
∫ ∞
−∞
∫ u
0
|u f̂ (u)|
∣∣∣∣∣∑
j,k
E
[
T′1nHn(s)T1n
]
j j
[T2n]kk
×
[
T′1nHn(u − s)T1nWnT2n
]
jk
∣∣∣∣∣dsdu
≤ C
n1/4
∫ ∞
−∞
u2| f̂ (u)|du ≤ Cn−1/4.
For J3
jk
,
T′1n ∂ f˜ (Gn)∂w jk T1nWnT2n

jk
= i
∫ ∞
−∞
u f̂ (u)
[
T′1n
∂Hn(u)
∂w jk
T1nWnT2n
]
jk
du
=i
∫ ∞
−∞
u f̂ (u)
∑
d,l
[
T′1n
]
jd
[
∂Hn(u)
∂w jk
]
dl
[T1nWnT2n]lk du
= − 1
n
∫ ∞
−∞
u f̂ (u)
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
(u)du
− 1
n
∫ ∞
−∞
u f̂ (u)
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1nWnT2n
]
jk
(u)du.
Applying Lemma 4.7, it follows that∣∣∣∣∣∣∣∣
1
n
m1∑
j=1
m2∑
k=1
EJ3jk
∣∣∣∣∣∣∣∣ ≤
6|x|
n3
∫ ∞
−∞
∫ ∞
−∞
|u f̂ (u)||s f̂ (s)|
∣∣∣∣∣∑
j,k
E
[
T′1nHn(s)T1nWnT2n
]
jk
×
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
(u)
∣∣∣∣∣dsdu
+
6|x|
n3
∫ ∞
−∞
∫ ∞
−∞
|u f̂ (u)||s f̂ (s)|
∣∣∣∣∣∑
j,k
E
[
T′1nHn(s)T1nWnT2n
]
jk
×
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1nWnT2n
]
jk
(u)
∣∣∣∣∣dsdu
≤ C
n1/4
∫ ∞
−∞
|s f̂ (s)|ds
∫ ∞
−∞
u2| f̂ (u)|du ≤ Cn−1/4.
From Lemma 4.7, one gets∣∣∣∣∣∣∣∣
1
n
m1∑
j=1
m2∑
k=1
EJ4jk
∣∣∣∣∣∣∣∣ ≤
6|x|
n2
∫ ∞
−∞
∫ ∞
−∞
|u f̂ (u)||s f̂ (s)|
∣∣∣∣∣∑
j,k
E
[
T′1nHn(s)T1nWnT2n
]
jk
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×
[
T′1nHn(u)T1n
]
j j
[T2n]kk
∣∣∣∣∣dtdsdu
≤ C
n1/4
∫ ∞
−∞
|u f̂ (u)|du
∫ ∞
−∞
|s f̂ (s)|ds ≤ Cn−1/4
and∣∣∣∣∣∣∣∣
1
n
m1∑
j=1
m2∑
k=1
EJ5jk
∣∣∣∣∣∣∣∣ ≤
4x2
n3
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|u f̂ (u)||s f̂ (s)||t f̂ (t)|
∣∣∣∣∣∑
j,k
E
[
T′1nHn(t)T1nWnT2n
]
jk
×
[
T′1nHn(s)T1nWnT2n
]
jk
[
T′1nHn(u)T1nWnT2n
]
jk
∣∣∣∣∣dsdu
≤ C
n1/2
∫ ∞
−∞
|u f̂ (u)|du
∫ ∞
−∞
|s f̂ (s)|ds
∫ ∞
−∞
|t f̂ (t)|dt ≤ Cn−1/2.
Hence,
|I1| → 0 as n→ ∞.
4.1.2. Estimation of I2
Let w˜ be a random variable which has the same distribution as w jk. Then
|I2| ≤ |x|
12n
m1∑
j=1
m2∑
k=1
E
∣∣∣w′jkw4jk∣∣∣E sup
wˆ
∣∣∣∣ϕ(4)jk (̺w˜)∣∣∣∣
≤M|x|
12n
m1∑
j=1
m2∑
k=1
E sup
w˜
∣∣∣∣ϕ(4)jk (̺w˜)∣∣∣∣ .
Let w = ̺w˜. It can be verified that from Lemma 4.3
ϕ
(3)
jk
(w) =
T′1n ∂3 f˜ (Gn jkw)∂w3 T1nWn jkwT2n

jk
eixS
0 (w,θ)
+ 3
T′1n ∂2 f˜ (Gn jkw)∂w2 T1n

j j
[T2n]kk e
ixS 0 (w,θ)
+
8xi
n
T′1n ∂2 f˜ (Gn jkw)∂w2 T1nWn jkwT2n

jk
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]
jk
eixS
0 (w,θ)
+
16xi
n
T′1n ∂ f˜ (Gn jkw)∂w T1n

j j
[T2n]kk
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]
jk
eixS
0 (w,θ)
+
6xi
n
T′1n ∂ f˜ (Gn jkw)∂w T1nWn jkwT2n

2
jk
eixS
0 (w,θ)
+
12xi
n
[
T′1n f˜ (Gn jkw)T1n
]
j j
[T2n]kk
T′1n ∂ f˜ (Gn jkw)∂w T1nWn jkwT2n

jk
eixS
0 (w,θ)
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− 24x
2
n2
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]2
jk
T′1n ∂ f˜ (Gn jkw)∂w T1nWn jkwT2n

jk
eixS
0 (w,θ)
+
6xi
n
[
T′1n f˜ (Gn jkw)T1n
]2
j j
[T2n]
2
kk e
ixS 0 (w,θ)
− 24x
2
n2
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]2
jk
[
T′1n f˜ (Gn jkw)T1n
]
j j
[T2n]kk e
ixS 0 (w,θ)
− 8x
3i
n3
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]4
jk
eixS
0 (w,θ).
It is easy to obtain from the above equality
ϕ
(4)
jk
(w) =
T′1n ∂4 f˜ (Gn jkw)∂w4 T1nWn jkwT2n

jk
eixS
0 (w,θ)
+ 4
T′1n ∂3 f˜ (Gn jkw)∂w3 T1n

j j
[T2n]kk e
ixS 0 (w,θ)
+
10xi
n
T′1n ∂3 f˜ (Gn jkw)∂w3 T1nWn jkwT2n

jk
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]
jk
eixS
0 (w,θ)
+
30xi
n
T′1n ∂2 f˜ (Gn jkw)∂w2 T1n

j j
[T2n]kk
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]
jk
eixS
0 (w,θ)
+
20xi
n
T′1n ∂2 f˜ (Gn jkw)∂w2 T1nWn jkwT2n

jk
T′1n ∂ f˜ (Gn jkw)∂w T1nWn jkwT2n

jk
eixS
0 (w,θ)
+
20xi
n
T′1n ∂2 f˜ (Gn jkw)∂w2 T1nWn jkwT2n

jk
[
T′1n f˜ (Gn jkw)T1n
]
j j
[T2n]kk e
ixS 0 (w,θ)
+
40xi
n
T′1n ∂ f˜ (Gn jkw)∂w T1n

j j
[T2n]kk
T′1n ∂ f˜ (Gn jkw)∂w T1nWn jkwT2n

jk
eixS
0 (w,θ)
+
40xi
n
T′1n ∂ f˜ (Gn jkw)∂w T1n

j j
[
T′1n f˜ (Gn jkw)T1n
]
j j
[T2n]
2
kk e
ixS 0 (w,θ)
− 40x
2
n2
T′1n ∂2 f˜ (Gn jkw)∂w2 T1nWn jkwT2n

jk
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]2
jk
eixS
0 (w,θ)
− 80x
2
n2
T′1n ∂ f˜ (Gn jkw)∂w T1n

j j
[T2n]kk
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]2
jk
eixS
0 (w,θ)
− 60x
2
n2
T′1n ∂ f˜ (Gn jkw)∂w T1nWn jkwT2n

2
jk
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]
jk
eixS
0 (w,θ)
− 60x
2
n2
[
T′1n f˜ (Gn jkw)T1n
]2
j j
[T2n]
2
kk
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]
jk
eixS
0 (w,θ)
− 120x
2
n2
[
T′1n f˜ (Gn jkw)T1n
]
j j
[T2n]kk
T′1n ∂ f˜ (Gn jkw)∂w T1nWn jkwT2n

jk
×
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]
jk
eixS
0 (w,θ)
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− 80x
3i
n3
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]3
jk
T′1n ∂ f˜ (Gn jkw)∂w T1nWn jkwT2n

jk
eixS
0 (w,θ)
− 80x
3i
n3
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]3
jk
[
T′1n f˜ (Gn jkw)T1n
]
j j
[T2n]kk e
ixS 0 (w,θ)
+
16x4
n4
[
T′1n f˜ (Gn jkw)T1nWn jkwT2n
]5
jk
eixS
0 (w,θ)
,
(
Q1jk + Q2jk + Q3jk + Q4jk + Q5jk + Q6jk + Q7jk + Q8jk + Q9jk + Q10jk + Q11jk + Q12jk
+ Q13jk + Q14jk + Q15jk + Q16jk
)
eixS
0 (w,θ).
Using Lemma 4.6, it follows that
Q1jk = i
∫ ∞
−∞
u f̂ (u)
T′1n ∂4Hn jkw(u)∂w4
jk
T1nWn jkwT2n

jk
eixS
0 (w,θ)du
= − 24i
n2
∫ ∞
−∞
u f̂ (u) [T2n]
2
kk
[
T′1nHn jkwT1n
]
j j
∗
[
T′1nHn jkwT1n
]
j j
∗
[
T′1nHn jkwT1nWn jkwT2n
]
jk
(u)du
+
144
n3
∫ ∞
−∞
u f̂ (u) [T2n]kk
[
T′1nHn jkwT1n
]
j j
∗
[
T2nW
′
n jkwT
′
1nHn jkwT1n
]
k j
∗
[
T2nW
′
n jkwT
′
1nHn jkwT1n
]
k j
∗
[
T′1nHn jkwT1nWn jkwT2n
]
jk
(u)du
+
144
n3
∫ ∞
−∞
u f̂ (u) [T2n]kk
[
T′1nHn jkwT1n
]
j j
∗
[
T2nW
′
n jkwT
′
1nHn jkwT1nWn jkwT2n
]
kk
∗
[
T′1nHn jkwT1n
]
j j
∗
[
T′1nHn jkwT1nWn jkwT2n
]
jk
(u)du
+
240i
n4
∫ ∞
−∞
u f̂ (u)
[
T′1nHn jkwT1n
]
j j
∗
[
T2nW
′
n jkwT
′
1nHn jkwT1n
]
k j
∗
[
T2nW
′
n jkwT
′
1nHn jkwT1n
]
k j
∗
[
T2nW
′
n jkwT
′
1nHn jkwT1n
]
k j
∗
[
T2nW
′
n jkwT
′
1nHn jkwT1nWn jkwT2n
]
kk
(u)du
+
120i
n4
∫ ∞
−∞
u f̂ (u)
[
T′1nHn jkwT1n
]
j j
∗
[
T2nW
′
n jkwT
′
1nHn jkwT1nWn jkwT2n
]
kk
∗
[
T′1nHn jkwT1n
]
j j
∗
[
T2nW
′
n jkwT
′
1nHn jkwT1n
]
k j
∗
[
T2nW
′
n jkwT
′
1nHn jkwT1nWn jkwT2n
]
kk
(u)du
+
24i
n4
∫ ∞
−∞
u f̂ (u)
[
T′1nHn jkwT1nWn jkwT2n
]
jk
∗
[
T′1nHn jkwT1nWn jkwT2n
]
jk
∗
[
T′1nHn jkwT1nWn jkwT2n
]
jk
∗
[
T′1nHn jkwT1nWn jkwT2n
]
jk
∗
[
T′1nHn jkwT1nWn jkwT2n
]
jk
(u)du.
From Lemma 4.8, we see that
1
n
∑
j,k
E
∣∣∣∣Q1jkeixS 0(w,θ)∣∣∣∣ ≤ Cn
∫ ∞
−∞
(
|u|3 + u4 + |u|5
)
f̂ (u)du→ 0.
For Q2
jk
, by Lemma 4.5, one gets
Q2jk = 4i
∫ ∞
−∞
u f̂ (u)
[
T′1n
∂3Hn jkw(u)
∂w3
T1n
]
j j
[T2n]kk du
= − 96i
n2
∫ ∞
−∞
u f̂ (u) [T2n]
2
kk
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T′1nHnT1n
]
j j
(u)du
+
96
n3
∫ ∞
−∞
u f̂ (u) [T2n]kk
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
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∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
(u)du
+
96
n3
∫ ∞
−∞
u f̂ (u) [T2n]kk
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
(u)du.
Thus, applying Lemma 4.8 again, it yields that
1
n
∑
j,k
E
∣∣∣∣Q2jkeixS 0(w,θ)∣∣∣∣ ≤ Cn
∫ ∞
−∞
(
u2 + |u|3
)
f̂ (u)du→ 0.
The remaining terms are similar. Consequently, we conclude that
|I2| → 0 as n→ ∞.
4.2. proof of Lemma 3.1
We start with two probability inequalities for extreme eigenvalues of Sn. It is well
known (see Bai and Silverstein (2004); Yin et al. (1988)) that for any l, η1 > (1+
√
c)2
and η2 < (1 −
√
c)2
P
(
λmax
(
1
n
XnX
∗
n
)
≥ η1
)
= o(n−l)
and
P
(
λmin
(
1
n
XnX
∗
n
)
≤ η2
)
= o(n−l).
Thus, letting
ηr ∈
(0, xr), c ≥ 1,(lim supn s1λΣ1max (1 + √c)2 , xr), otherwise,
we have for any l > 0
P (λmax (Sn) ≥ ηr) = o(n−l).
Likewise, we have
P (λmin (Sn) ≤ ηl) = o(n−l).
where
ηl ∈

(xl, 0), c ≥ 1,
(xl, lim infn snλ
Σ1
min
I(0,1)(c)
(
1 − √c
)2
), if lim infn snλ
Σ1
min
I(0,1)(c) > 0,
(xl, lim infn snλ
Σ1
max
(
1 +
√
c
)2
), if lim infn snλ
Σ1
min
I(0,1)(c) ≤ 0.
Here ηl, ηr, xl, xr can be chosen such that
xr − ηr > 2τ2 and ηl − xl > 2τ2. (4.2)
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4.3. The limiting distribution of Mn1(z)
The aim of this part is to find the limiting distribution ofMn1(z). That is to say, we show
for any positive integer r, the sum
r∑
j=1
α jMn1(z j) ℑz j , 0
converges in distribution to a Gaussian random variable. Since
lim
v0↓0
lim sup
n→∞
E
∣∣∣∣∣∣
∫
Cl∪Cr
f (z)Mn1(z)dz
∣∣∣∣∣∣
2
→ 0,
it suffices to consider z = u + iv0 ∈ Cu.
Note that
mn(z) =
1
p
tr
(
Sn − zIp
)−1
,
1
p
trD−1(z).
Let E0(·) denote mathematical expectation and Ek(·) denote conditional expectation
with respect to the σ-field given by x1, · · · , xk. By the formula
(
Σ + qαβ∗
)−1
= Σ−1 − qΣ
−1αβ∗Σ−1
1 + qβ∗Σ−1α
, (4.3)
we have
Mn1(z) =
n∑
k=1
tr
{
EkD
−1(z) − Ek−1D−1(z)
}
=
n∑
k=1
(Ek − Ek−1) tr
[
D(z)−1 − D−1k (z)
]
= − 1
n
n∑
k=1
(Ek − Ek−1) skβk(z)q∗kD−2k (z)qk
= − 1
n
n∑
k=1
(Ek − Ek−1) skβk(z)γk(z) − 1
n
n∑
k=1
(Ek − Ek−1) skβk(z)tr(D−2k (z)Σ1)
,I1 + I2. (4.4)
From the identity
βk(z) − β˜k(z) = −1
n
skβ˜k(z)βk(z)εk(z), (4.5)
we have
I1 = − 1
n
n∑
k=1
Ekskβ˜k(z)γk(z) +
1
n2
n∑
k=1
(Ek − Ek−1) s2k β˜k(z)βk(z)εk(z)γk(z).
It is obvious from Lemma 0.1 for l ≥ 1
E |βk(z)|l ≤ C, E
∣∣∣˜βk(z)∣∣∣l ≤ C. (4.6)
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By Lemma 4.9 and (4.6), it yields
1
n4
n∑
k=1
E| (Ek − Ek−1) s2k β˜k(z)βk(z)εk(z)γk(z)|2
≤ C
n4
n∑
k=1
E1/2 |˜βk(z)βk(z)|4E1/2|εk(z)γk(z)|4
≤ C
n4
n∑
k=1
E1/4|εk(z)|8E1/4|γk(z)|8 ≤ Cη5n → 0.
This implies
I1 = −1
n
n∑
k=1
Ekskβ˜k(z)γk(z) + op(1). (4.7)
Using the same argument and
βk(z) − β˜k(z) = −1
n
skβ˜
2
k(z)εk(z) +
1
n2
s2kβk(z)β˜
2
k(z)ε
2
k(z), (4.8)
one gets
I2 = 1
n2
n∑
k=1
Eks
2
k β˜
2
k(z)εk(z)tr(D
−2
k (z)Σ1) + op(1). (4.9)
From (4.4), (4.7), and (4.9), we conclude that
Mn1(z) = − 1
n
n∑
k=1
Ekskβ˜k(z)γk(z) +
1
n2
n∑
k=1
Eks
2
k β˜
2
k(z)εk(z)tr(D
−2
k (z)Σ1) + op(1).
Define
hk(z) = − 1
n
Ekskβ˜k(z)γk(z) +
1
n2
Eks
2
k β˜
2
k(z)εk(z)tr(D
−2
k (z)Σ1)
= − n−1 d
dz
Ekskβ˜k(z)εk(z).
Thus we only need to prove that
∑r
j=1 α j
∑n
k=1 hk(z j) =
∑n
k=1
∑r
j=1 α jhk(z j) converges
in distribution to a Gaussian random variable. By Lemma 4.16, it suffices to verify
condition (i) and (ii). It follows from Lemma 4.9 that
n∑
k=1
E
∣∣∣∣∣∣∣∣
r∑
j=1
α jhk(z j)
∣∣∣∣∣∣∣∣
4
≤C
n4
n∑
k=1
r∑
j=1
α4j
[
E|γk(z j)|4 + E|εk(z j)|4
]
≤ Cη2n → 0
which implies that conditions (ii) of Lemma 4.16. The goal turns into finding a limit in
probability of
Φ(z1, z2) ,
n∑
k=1
Ek−1 [hk(z1)hk(z2)] (4.10)
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for z1, z2 with nonzero fixed imaginary parts.
It is obvious that
Φ(z1, z2) = n
−2 ∂
2
∂z2∂z1
n∑
k=1
Ek−1
[
Ek
(
skβ˜k(z1)εk(z1)
)
Ek
(
skβ˜k(z2)εk(z2)
)]
.
Due to the analysis on page 571 in Bai and Silverstein (2004), it is enough to prove that
n−2
n∑
k=1
s2kEk−1
[
Ek
(
β˜k(z1)εk(z1)
)
Ek
(
β˜k(z2)εk(z2)
)]
converges in probability to a constant. Using (3.15), we get
β˜k(z) =
1
1 + skg1(z)
+ oa.s.(1).
Therefore, our goal is to find the limit in probability of
n−2
n∑
k=1
s2
k
(1 + skg1(z1))(1 + skg1(z2))
Ek−1 [Ek (εk(z1)) Ek (εk(z2))] .
Using the moments of the random variables, we have
Ek−1
[
Ek (εk(z1))Ek (εk(z2))
]
= tr
(
Σ1EkD
−1
k (z1)Σ1EkD
−1
k (z2)
)
+ αxtr
(
Σ1EkD
−1
k (z1)Σ1Ek
(
D′k(z2)
)−1)
+ κx
n∑
j,k=1
e′jT
∗
1nEkD
−1
k (z1)T1ne je
′
jT
∗
1nEkD
−1
k (z2)T1ne j + o(n)
=trEk
(
Σ1D
−1
k (z1)Σ1D˘
−1
k (z2)
)
+ αxtrEk
(
Σ1D
−1
k (z1)Σ1
(
D˘′k(z2)
)−1)
+ κx
n∑
j,k=1
Eke
′
jT
∗
1nD
−1
k (z1)T1ne je
′
jT
∗
1nD˘
−1
k (z2)T1ne j + o(n).
Here T1n is real and D˘k(z) =
1
n
∑
j<k s jq jq
∗
j
+ 1
n
∑
j>k s jq˘ jq˘
∗
j
− zIp where q˘ j are an i.i.d.
copy of q j, j = 1, · · · , n.
To begin with, we calculate the limit of the first term. From (3.15), one can find that
1
n
Ek
[
z1tr
(
Σ1D
−1
k (z1)
)
− z2tr
(
Σ1D˘
−1
k (z2)
)]
→ z1g1(z1) − z2g1(z2) a.s. (4.11)
and
β jk(z) =
1
1 + s jg1(z)
+ oa.s.(1).
On the other hand,
1
n
Ek
[
z1tr
(
Σ1D
−1
k (z1)
)
− z2tr
(
Σ1D˘
−1
k (z2)
)]
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=
1
n
Ektr
[
Σ1D
−1
k (z1)
(
z1D˘k(z2) − z2Dk(z1)
)
D˘−1k (z2)
]
=
1
n2
Ektr
Σ1D−1k (z1)
(z1 − z2)
k−1∑
j=1
s jq jq
∗
j + z1
n∑
j=k+1
s jq˘ jq˘
∗
j − z2
n∑
j=k+1
s jq jq
∗
j
 D˘−1k (z2)

=
(z1 − z2)
n2
k−1∑
j=1
s jEk
(
β jk(z1)β˘ jk(z2)q
∗
jD˘
−1
jk (z2)Σ1D
−1
jk (z1)q j
)
+
1
n2
n∑
j=k+1
s jEk
(
z1β˘ jk(z2)q˘
∗
jD˘
−1
jk (z2)Σ1D
−1
k (z1)q˘ j − z2β jk(z1)q∗jD˘−1k (z2)Σ1D−1jk (z1)q j
)
=
(z1 − z2)
n2
k−1∑
j=1
s jEktr
(
D˘−1
jk
(z2)Σ1D
−1
jk
(z1)Σ1
)
(1 + s jg1(z1))(1 + s jg1(z2))
+
1
n2
n∑
j=k+1
Ek
 z1s jtr
(
D˘−1
jk
(z2)Σ1D
−1
k
(z1)Σ1
)
1 + s jg1(z2)
−
z2s jtr
(
D˘−1
k
(z2)Σ1D
−1
jk
(z1)Σ1
)
1 + s jg1(z1)
 + oa.s.(1)
=
 (z1 − z2)n2
k−1∑
j=1
s j
(1 + s jg1(z1))(1 + s jg1(z2))
+
1
n2
n∑
j=k+1
(
z1s j
1 + s jg1(z2)
− z2s j
1 + s jg1(z1)
)
× Ektr
(
D˘−1k (z2)Σ1D
−1
k (z1)Σ1
)
+ oa.s.(1)
where β˘ jk(z) =
1
1+n−1 s jq∗j D˘
−1
jk
(z)q j
when j < k and β˘ jk(z) =
1
1+n−1 s jq˘∗j D˘
−1
jk
(z)q˘ j
when j > k .
From (1.3), it is obvious that
1
n
n∑
k=1
sk
1 + skg1(z)
→ −zg2(z) (4.12)
and
1
n
n∑
k=1
s2
k
(1 + skg1(z1)) (1 + skg1(z2))
→ z1g2(z1) − z2g2(z2)
g1(z1) − g1(z2) .
Similar to the analysis of Page 20 in Bai et al. (2018), we get
1
n
Ek
[
z1tr
(
Σ1D
−1
k (z1)
)
− z2tr
(
Σ1D˘
−1
k (z2)
)]
=
[
(k − 1)(z1 − z2)
n2
(
z2g2(z2) − g1(z1) z1g2(z1) − z2g2(z2)
g1(z1) − g1(z2)
)
+
n − k
n2
z1z2 (g2(z1) − g2(z2))
]
× Ektr
(
D˘−1k (z2)Σ1D
−1
k (z1)Σ1
)
+ oa.s.(1).
Together with (4.11), one has
1
n
Ek
(
D˘−1k (z2)Σ1D
−1
k (z1)Σ1
)
=
z1g1(z1) − z2g1(z2)[
(k−1)(z1−z2)
n
(
z2g2(z2) − g1(z1) z1g2(z1)−z2g2(z2)g1(z1)−g1(z2)
)
+ n−k
n
z1z2 (g2(z1) − g2(z2))
] + oa.s.(1)
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=
[
z1g1(z1) − z2g1(z2)] / [z1z2 (g2(z1) − g2(z2))][
k(z1−z2)
nz1z2(g2(z1)−g2(z2))
(
z2g2(z2) − g1(z1) z1g2(z1)−z2g2(z2)g1(z1)−g1(z2)
)
+ n−k
n
] + oa.s.(1)
=
[
z1g1(z1) − z2g1(z2)] / [z1z2 (g2(z1) − g2(z2))]
1 − k
n
d(z1, z2)
+ oa.s.(1).
Consequently, we get the first probability
n−2
n∑
k=1
s2
k
Ek
(
D˘−1
k
(z2)Σ1D
−1
k
(z1)Σ1
)
(1 + skg1(z1))(1 + skg1(z2))
→
∫ d(z1,z2)
0
1
1 − zdz.
Now, we are to compute the second term. It is also from Section 3.3.1 that
1
n
Ek
[
z1tr
(
Σ1D
−1
k (z1)
)
− z2tr
(
Σ1
(
D˘′k(z2)
)−1)] → z1g1(z1) − z2g1(z2) a.s.
Rewrite 1
n
Ek
[
z1tr
(
Σ1D
−1
k
(z1)
)
− z2tr
(
Σ1
(
D˘′
k
(z2)
)−1)]
as
1
n
Ek
[
z1tr
(
Σ1D
−1
k (z1)
)
− z2tr
(
Σ1
(
D˘′k(z2)
)−1)]
=
1
n
Ektr
[
Σ1D
−1
k (z1)
(
z1D˘
′
k(z2) − z2Dk(z1)
) (
D˘′k(z2)
)−1]
=
1
n2
Ektr
Σ1D−1k (z1)

k−1∑
j=1
s j
(
z1q¯ jq
′
j − z2q jq∗j
)
+
n∑
j=k+1
s j
(
z1 ¯˘q jq˘
′
j − z2q jq∗j
) (D˘′k(z2))−1

=
k−1∑
j=1
s j
n2
Ek
(
z1β˘
′
jk(z2)q
′
j
(
D˘′jk(z2)
)−1
Σ1D
−1
k (z1)q¯ j − z2β jk(z1)q∗j
(
D˘′k(z2)
)−1
Σ1D
−1
jk (z1)q j
)
+
n∑
j=k+1
s j
n2
Ek
(
z1β˘
′
jk(z2)q˘
′
j
(
D˘′jk(z2)
)−1
Σ1D
−1
k (z1)
¯˘q j − z2β jk(z1)q∗j
(
D˘′k(z2)
)−1
Σ1D
−1
jk (z1)q j
)
=
k−1∑
j=1
s j
n2
Ek
(
z1β˘
′
jk(z2)q
′
j
(
D˘′jk(z2)
)−1
Σ1D
−1
jk (z1)q¯ j − z2β jk(z1)q∗j
(
D˘′jk(z2)
)−1
Σ1D
−1
jk (z1)q j
)
−
k−1∑
j=1
s2
j
n3
Ek
(
z1β jk(z1)β˘
′
jk(z2)q
′
j
(
D˘′jk(z2)
)−1
Σ1D
−1
jk (z1)q jq
∗
jD
−1
jk (z1)q¯ j
− z2β jk(z1)β˘′jk(z2)q∗j
(
D˘′jk(z2)
)−1
q¯ jq
′
j
(
D˘′jk(z2)
)−1
Σ1D
−1
jk (z1)q j
)
+
n∑
j=k+1
s j
n2
Ek
(
z1β˘
′
jk(z2)q˘
′
j
(
D˘′jk(z2)
)−1
Σ1D
−1
k (z1)
¯˘q j − z2β jk(z1)q∗j
(
D˘′k(z2)
)−1
Σ1D
−1
jk (z1)q j
)
=
∑
j,k
s j
n2
(
z1
1 + s jg1(z2)
− z2
1 + s jg1(z1)
)
Ektr
(
Σ1D
−1
k (z1)Σ1
(
D˘′k(z2)
)−1)
− αx
k−1∑
j=1
s2
j
(z1g1(z1) − z2g1(z2))
n2(1 + s jg1(z1))(1 + s jg1(z2))
Ektr
(
Σ1D
−1
k (z1)Σ1
(
D˘′k(z2)
)−1)
+ oa.s.(1)
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=
[
z1z2 (g2(z1) − g2(z2))
n
− αx (k − 1) (z1g2(z1) − z2g2(z2)) (z1g1(z1) − z2g1(z2))
n2(g1(z1) − g1(z2))
]
× Ektr
(
Σ1D
−1
k (z1)Σ1
(
D˘′k(z2)
)−1)
+ oa.s.(1)
where β˘′
jk
(z) = 1
1+n−1 s jq′j(D˘ jk(z))
−1
q¯ j
when j < k and β˘′
jk
(z) = 1
1+n−1 s jq˘′j(D˘ jk(z))
−1 ¯˘q j
when
j > k. This implies that
1
n
trEk
(
Σ1D
−1
k (z1)Σ1
(
D˘′k(z2)
)−1)
=
(z1g1(z1) − z2g1(z2)) / (z1z2(g2(z1) − g2(z2)))
1 − k−1
n
d˜(z1, z2)
+ oa.s.(1).
Hence,
αxn
−2
n∑
k=1
s2
k
trEk
(
Σ1D
−1
k
(z1)Σ1
(
D˘′
k
(z2)
)−1)
(1 + skg1(z1))(1 + skg1(z2))
→
∫ d˜(z1,z2)
0
1
1 − zdz.
At last, we compute the limit of the third term. Applying the formula
(A + UBV)−1 = A−1 − A−1U
(
I + BVA−1U
)−1
BVA−1
and T∗
1n
T1n is diagonal, it is obvious that
T∗1n
(
Ip + g2(z1)Σ1
)−1
T1n (4.13)
is also diagonal. By (3.14), (3.15), and (4.12), it follows that
κx
n2
n∑
k=1
s2
k
∑n
j,k=1 Eke
′
j
T∗
1n
D−1
k
(z1)T1ne je
′
j
T∗
1n
D˘−1
k
(z2)T1ne j
(1 + skg1(z1))(1 + skg1(z2))
=
κx
n2
n∑
k=1
s2
k
∑n
j,k=1 Eke
′
j
T∗
1n
R−1
k
(z1)T1ne je
′
j
T∗
1n
R˘−1
k
(z2)T1ne j
(1 + skg1(z1))(1 + skg1(z2))
+ oa.s.(1)
=
κx
n2
n∑
k=1
s2
k
∑n
j,k=1 Eke
′
j
T∗
1n
(
Ip + g2(z1)Σ1
)−1
T1ne je
′
j
T∗
1n
(
Ip + g2(z2)Σ1
)−1
T1ne j
z1z2(1 + skg1(z1))(1 + skg1(z2))
+ oa.s.(1)
=
κx
n2
n∑
k=1
s2
k
Ektr
[(
Ip + g2(z1)Σ1
)−1
Σ1
(
Ip + g2(z2)Σ1
)−1
Σ1
]
z1z2(1 + skg1(z1))(1 + skg1(z2))
+ oa.s.(1)
=
κx(z1g2(z1) − z2g2(z2))
z1z2(g1(z1) − g1(z2))
1
n
tr
[(
Ip + g2(z1)Σ1
)−1
Σ1
(
Ip + g2(z2)Σ1
)−1
Σ1
]
+ oa.s.(1)
→cκx(z1g2(z1) − z2g2(z2))
z1z2(g1(z1) − g1(z2))
∫
x2
(1 + g2(z1)x)(1 + g2(z2)x)
dH1(x) = κxd(z1, z2).
Therefore, we conclude that Mn1(z) converges in distribution to a Gaussian random
variable M1(z) with zero mean and
Cov
(
M1(z1),M1(z2)
)
=
∂2
∂z2∂z1
{∫ d(z1,z2)
0
1
1 − zdz +
∫ αxd(z1,z2)
0
1
1 − zdz + κxd(z1, z2)
}
.
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4.4. Tightness of Mn1(z)
Similar to Section 3.2 of Bai et al. (2018), one can show that
sup
n;z1,z2∈Cn
E |Mn1(z1) − Mn1(z2)|2
|z1 − z2|2
is finite.
4.5. Convergence of Mn2(z)
Denote S
n
= 1
n
X∗nT
∗
1n
T1nXnT2n. Since m2 is replaced by n, we have the following
relationship between the empirical distributions of Sn and Sn
FSn(x) = cnF
Sn(x) + (1 − cn)I[0,∞)(x),
and hence
m
n
(z) = cnmn(z) + z
−1(cn − 1). (4.14)
where cn = p/n and mn(z) = mFSn (z). Denote by F the limiting distribution of F
S
n .
Then F and F must satisfy
F(x) = cF(x) + (1 − c)I[0,∞)(x),
and
m(z) = cm(z) − z−1(1 − c) (4.15)
where m(z) = mF(z).
Let W(z) = 1
n
∑n
j=1 s jϕ j(z)Σ1 − zIp and
ϕ j(z) =
1
1 + s jEgn(z)
, b j(z) =
1
1 + s jEtr
(
D−1
j
(z)Σ1
)
ρ j(z) = q
∗
jD
−1
j (z)q j − Etr
(
D−1j (z)Σ1
)
, gn(z) =
1
n
tr
(
D−1(z)Σ1
)
.
It can be verified that
∥∥∥W−1(z)∥∥∥ is uniformly bounded on Cn (see Bai et al. (2018)).
From Bai et al. (2018), we also know that
E‖D−1j (z)‖l ≤ Cl, E|β j(z)|l ≤ Cl, l ≥ 1, |b j(z)| ≤ C. (4.16)
Let A be p× pmatrix whose spectral norm are uniformly bounded for z ∈ Cn. Applying
Lemma 4.17 and (4.16), we have for l ≥ 4
E
∣∣∣∣q∗jD−1j (z)Aq j − Etr (D−1j (z)AΣ1)∣∣∣∣l
≤ClE
∣∣∣∣q∗jD−1j (z)Aq j − tr (D−1j (z)AΣ1)∣∣∣∣l + ClE ∣∣∣∣tr (D−1j (z)AΣ1) − Etr (D−1j (z)AΣ1)∣∣∣∣l
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≤ClE
[
tr
(
D−1j (z)AΣ1A
∗D−1j (z¯)Σ1
)]l/2
+Clη
2l−6
n n
l−3Etr
(
D−1j (z)AΣ1A
∗D−1j (z¯)Σ1
)l/2
+ClE
∣∣∣∣∣∣∣∣
n∑
k, j=1
(Ek − Ek−1) tr
(
D−1j (z)AΣ1
)∣∣∣∣∣∣∣∣
l
≤Clnl/2 + Clη2l−6n nl−2 + ClE

n∑
k, j=1
∣∣∣∣tr (D−1j (z)AΣ1) − tr (D−1k j (z)AΣ1)∣∣∣∣2

l/2
≤Clnl/2 + Clη2l−6n nl−2 + ClE
 1n2
n∑
k, j=1
s2j |β2k j(z)|
∣∣∣q∗jD−1k j (z)AΣ1D−1k j (z)q j∣∣∣2

l/2
≤Clnl/2 + Clη2l−6n nl−2 +
Cln
l/2−1
nl
n∑
k, j=1
sljE
(
|βlk j(z)|
∣∣∣q∗jD−1k j (z)AΣ1D−1k j (z)q j∣∣∣l)
≤Clnl/2 + Clη2l−6n nl−2 +
Cln
l/2−1
nl
n∑
k, j=1
E1/2
∣∣∣q∗jD−1k j (z)AΣ1D−1k j (z)q j∣∣∣2l
≤Clnl/2 + Clη2l−6n nl−2 +
Cln
l/2−1
nl
n∑
k, j=1
E1/2
∣∣∣∣tr (D−1k j (z)AΣ1D−1k j (z)Σ1)∣∣∣∣2l
+
Cln
l/2−1
nl
n∑
k, j=1
E1/2
∣∣∣∣q∗jD−1k j (z)AΣ1D−1k j (z)q j − tr (D−1k j (z)AΣ1D−1k j (z)Σ1)∣∣∣∣2l
≤Clηl−4n nl−2.
This implies that for l ≥ 4
E
∣∣∣ρ j(z)∣∣∣l ≤Clηl−4n nl−2 (4.17)
and
E
∣∣∣∣q∗jD−1j (z)W−1(z)q j − Etr (D−1j (z)W−1(z)Σ1)∣∣∣∣l ≤Clηl−4n nl−2. (4.18)
It can be obtained fromBai et al. (2018) that
sup
z∈Cn
|Egn(z) − g1(z)| → 0 as n → ∞
which implies that
sup
z∈Cn
∣∣∣∣∣∣ϕk(z) − 11 + skg01n(z)
∣∣∣∣∣∣ = o(1). (4.19)
Write
D(z) − W (z) = 1
n
n∑
j=1
s jq jq
∗
j −
1
n
n∑
j=1
s jϕ j(z)Σ1.
Taking inverses and then expected value, we have
W−1(z) − ED−1(z) (4.20)
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=W−1(z)E
1n
n∑
j=1
s jq jq
∗
jD
−1(z) − 1
n
n∑
j=1
s jϕ j(z)Σ1D
−1(z)

=W−1(z)E
1n
n∑
j=1
s jβ j(z)q jq
∗
jD
−1
j (z) −
1
n
n∑
j=1
s jϕ j(z)Σ1D
−1(z)
 .
Taking the trace on both sides and dividing by −1, one obtains
dn1(z) = − 1
n
n∑
j=1
s jEβ j(z)
(
q∗jD
−1
j (z)W
−1(z)q j − Etr
(
W−1(z)Σ1D−1j (z)
))
(4.21)
− 1
n
n∑
j=1
s jEβ j(z)
(
Etr
(
W−1(z)Σ1D−1j (z)
)
− Etr
(
W−1(z)Σ1D−1(z)
))
− 1
n
n∑
j=1
s jE
(
β j(z) − ψ j(z)
)
E
(
tr
(
W−1(z)Σ1D−1(z)
))
,J1 +J2 +J3,
where dn1(z) = p
[
Emn(z) −
∫
1
1
n
∑n
j=1 s jϕ j(z)x−z
dH1n(x)
]
. Using
β j(z) =b j(z) − 1
n
s jβ j(z)b j(z)ρ j(z) (4.22)
=b j(z) − 1
n
s jb
2
j(z)ρ j(z) +
1
n2
s2jβ j(z)b
2
j(z)ρ
2
j(z),
it follows that
J1 = 1
n2
n∑
j=1
s2jb
2
j(z)Eρ j(z)
(
q∗jD
−1
j (z)W
−1(z)q j − Etr
(
W−1(z)Σ1D−1j (z)
))
− 1
n3
n∑
j=1
s3jb
2
j(z)Eβ j(z)ρ
2
j(z)
(
q∗jD
−1
j (z)W
−1(z)q j − Etr
(
W−1(z)Σ1D−1j (z)
))
=
1
n2
n∑
j=1
s2jb
2
j(z)Eε j(z)
(
q∗jD
−1
j (z)W
−1(z)q j − tr
(
W−1(z)Σ1D−1j (z)
))
+
1
n2
n∑
j=1
s2jb
2
j(z)Cov
(
tr
(
D−1j (z)Σ1
)
, tr
(
W−1(z)Σ1D−1j (z)
))
− 1
n3
n∑
j=1
s3jb
2
j(z)Eβ j(z)ρ
2
j(z)
(
q∗jD
−1
j (z)W
−1(z)q j − Etr
(
W−1(z)Σ1D−1j (z)
))
,J11 +J12 +J13.
Due to Lemma 4.18 and Cauchy-Schwarz inequality, one finds
|J12| ≤ C
n2
n∑
j=1
Var1/2
(
tr
(
D−1j (z)Σ1
))
Var1/2
(
tr
(
W−1(z)Σ1D−1j (z)
))
≤ C
n
.
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Applying (4.16), (4.17), and (4.18), we have
|J13| ≤C
n3
n∑
j=1
E1/4
∣∣∣∣q∗jD−1j (z)W−1(z)q j − Etr (W−1(z)Σ1D−1j (z))∣∣∣∣4
× E1/2
∣∣∣β2j (z)∣∣∣E1/4 ∣∣∣ρ8j(z)∣∣∣ ≤ Cηn.
Hence,
J1 =
n∑
j=1
s2
j
b2
j
(z)
n2
Eε j(z)
(
q∗jD
−1
j (z)W
−1(z)q j − tr
(
W−1(z)Σ1D−1j (z)
))
+ o(1). (4.23)
Note that from (4.22)
b j(z) − ϕ j(z) = − 1
n2
s2jb j(z)ϕ j(z)E
(
β j(z)q
∗
jD
−1
j (z)Σ1D
−1
j (z)q j
)
= − 1
n2
s2jb
2
j(z)ϕ j(z)E
(
q∗jD
−1
j (z)Σ1D
−1
j (z)q j
)
+
1
n3
s3jb
2
j(z)ϕ j(z)E
(
β j(z)ρ j(z)q
∗
jD
−1
j (z)Σ1D
−1
j (z)q j
)
.
From (4.17) and Lemma 4.17, we have∣∣∣∣∣ 1n3 s3jb2j(z)ϕ j(z)E
(
β j(z)ρ j(z)q
∗
jD
−1
j (z)Σ1D
−1
j (z)q j
)∣∣∣∣∣
≤C
n3
E1/4|β j(z)|4E1/4|ρ j(z)|4E1/2
∣∣∣q∗jD−1j (z)Σ1D−1j (z)q j∣∣∣2 ≤ Cn3/2 .
This yields that
b j(z) − ϕ j(z) = − 1
n2
s2jb
2
j(z)ϕ j(z)Etr
(
D−1j (z)Σ1D
−1
j (z)Σ1
)
+ o(n−1). (4.24)
Therefore,
|b j(z) − ϕ j(z)| ≤C
n
E
∥∥∥D−1j (z)Σ1D−1j (z)Σ1∥∥∥ + o(n−1) ≤ Cn . (4.25)
Together with (4.23), we conclude that
J1 = 1
n2
n∑
j=1
s2jϕ
2
j(z)Eε j(z)
(
q∗jD
−1
j (z)W
−1(z)q j − tr
(
W−1(z)Σ1D−1j (z)
))
+ o(1).
By (4.22), it is obvious that
J2 = − 1
n2
n∑
j=1
s2jEβ j(z)E
(
β j(z)q
∗
jD
−1
j (z)W
−1(z)Σ1D−1j (z)q j
)
= − 1
n2
n∑
j=1
s2jb j(z)E
(
β j(z)q
∗
jD
−1
j (z)W
−1(z)Σ1D−1j (z)q j
)
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+
1
n3
n∑
j=1
s3jb j(z)E
(
β j(z)ρ j(z)
)
E
(
β j(z)q
∗
jD
−1
j (z)W
−1(z)Σ1D−1j (z)q j
)
= − 1
n2
n∑
j=1
s2jb
2
j(z)Etr
(
D−1j (z)W
−1(z)Σ1D−1j (z)Σ1
)
+
1
n3
n∑
j=1
s3jb
2
j(z)E
(
β j(z)ρ j(z)q
∗
jD
−1
j (z)W
−1(z)Σ1D−1j (z)q j
)
+
1
n3
n∑
j=1
s3jb j(z)E
(
β j(z)ρ j(z)
)
E
(
β j(z)q
∗
jD
−1
j (z)W
−1(z)Σ1D−1j (z)q j
)
,J21 +J22 +J23.
Using (4.16), (4.22), and Lemma 4.17, we get
|J22| ≤C
n3
n∑
j=1
E1/4
∣∣∣β4j (z)∣∣∣E1/4 ∣∣∣ρ4j (z)∣∣∣E1/2 ∣∣∣q∗jD−1j (z)W−1(z)Σ1D−1j (z)q j∣∣∣2
≤ C
n3/2
E1/2
[
tr
(
D−1j (z)W
−1(z)Σ1D−1j (z)Σ1D
−1
j (z¯)Σ1W
−1(z¯)D−1j (z¯)Σ1
)
+
∣∣∣∣tr (D−1j (z)W−1(z)Σ1D−1j (z)Σ1)∣∣∣∣2
]
≤ C√
n
and
|J23| ≤ C
n3
n∑
j=1
E
∣∣∣β2j(z)∣∣∣E1/4 ∣∣∣ρ4j(z)∣∣∣E1/2 ∣∣∣q∗jD−1j (z)W−1(z)Σ1D−1j (z)q j∣∣∣2 ≤ C√
n
Combining with the above two inequalities and (4.25), it yields that
J2 = − 1
n2
n∑
j=1
s2jϕ
2
j(z)Etr
(
D−1j (z)W
−1(z)Σ1D−1j (z)Σ1
)
+ o(1).
From (4.22), it follows that
E
(
β j(z) − b j(z)
)
=
1
n2
s2jb
3
j(z)Eρ
2
j(z) −
1
n3
s3jb
3
j(z)E
(
β j(z)ρ
3
j(z)
)
,
=
1
n2
s2jb
3
j(z)Eε
2
j(z) −
1
n3
s3jb
3
j(z)E
(
β j(z)ρ
3
j(z)
)
,
+
1
n2
s2jb
3
j(z)E
[
tr
(
D−1j (z)Σ1
)
− Etr
(
D−1j (z)Σ1
)]2
,J31 +J32 +J33.
Using (4.16) and (4.17), one gets
|J32| ≤ C
n3
E1/2
∣∣∣β j(z)∣∣∣2 E1/2 ∣∣∣ρ6j (z)∣∣∣ ≤ Cηnn .
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It can be obtained from Lemma 4.18 that
|J33| ≤ C
n2
.
Together with the above equality, (4.24), and (4.25), we see that
E
(
β j(z) − ϕ j(z)
)
=
1
n2
s2jϕ
3
j (z)Eε
2
j(z) (4.26)
− 1
n2
s2jϕ
3
j(z)Etr
(
D−1j (z)Σ1D
−1
j (z)Σ1
)
+ o(n−1).
Consequently, we have
J3 = − 1
n3
n∑
j=1
s3jϕ
3
j(z)Eε
2
j(z)E
(
tr
(
W−1(z)Σ1D−1(z)
))
+
1
n3
n∑
j=1
s3jϕ
3
j(z)Etr
(
D−1j (z)Σ1D
−1
j (z)Σ1
)
E
(
tr
(
W−1(z)Σ1D−1(z)
))
+ o(1).
Because of the above analysis and (4.19), we know that
dn1(z) =
1
n2
n∑
j=1
s2jϕ
2
j (z)Eε j(z)
(
q∗jD
−1
j (z)W
−1(z)q j − tr
(
W−1(z)Σ1D−1j (z)
))
− 1
n2
n∑
j=1
s2jϕ
2
j(z)Etr
(
D−1j (z)W
−1(z)Σ1D−1j (z)Σ1
)
− 1
n3
n∑
j=1
s3jϕ
3
j(z)Eε
2
j(z)E
(
tr
(
W−1(z)Σ1D−1(z)
))
+
1
n3
n∑
j=1
s3jϕ
3
j(z)Etr
(
D−1j (z)Σ1D
−1
j (z)Σ1
)
E
(
tr
(
W−1(z)Σ1D−1(z)
))
+ o(1)
=
αx
n2
n∑
j=1
s2jϕ
2
j(z)Etr
(
D−1j (z)Σ1W
−1(z)
(
D′j(z)
)−1
Σ1
)
+
κx
n2
n∑
j=1
s2jϕ
2
j(z)
n∑
k, j=1
E
(
e′kT
∗
1nD
−1
j (z)T1neke
′
kT
∗
1nD
−1
j (z)W
−1(z)T1nek
)
− αx
n3
n∑
j=1
s3jϕ
3
j (z)Etr
(
D−1j (z)Σ1
(
D′j(z)
)−1
Σ1
)
E
(
tr
(
W−1(z)Σ1D−1(z)
))
− κx
n3
n∑
j=1
s3jϕ
3
j(z)
n∑
k, j=1
E
(
e′kT
∗
1nD
−1
j (z)T1nek
)2
E
(
tr
(
W−1(z)Σ1D−1(z)
))
+ o(1)
=
αx
n2
n∑
j=1
s2
j
(1 + s jg
0
1n
(z))2
Etr
(
D−1(z)Σ1W−1(z)
(
D′(z)
)−1
Σ1
)
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+
κx
n2
n∑
j=1
s2
j
(1 + s jg
0
1n
(z))2
n∑
k, j=1
E
(
e′kT
∗
1nD
−1(z)T1neke′kT
∗
1nD
−1(z)W−1(z)T1nek
)
− αx
n3
n∑
j=1
s3
j
(1 + s jg
0
1n
(z))3
Etr
(
D−1(z)Σ1
(
D′(z)
)−1
Σ1
)
E
(
tr
(
W−1(z)Σ1D−1(z)
))
− κx
n3
n∑
j=1
s3
j
(1 + s jg
0
1n
(z))3
n∑
k, j=1
E
(
e′kT
∗
1nD
−1(z)T1nek
)2
E
(
tr
(
W−1(z)Σ1D−1(z)
))
+ o(1).
Write Mn2(z) as
p
[
Emn(z) − m0n(z)
]
=dn1(z) + p

∫
1
1
n
∑n
j=1 s jϕ j(z)x − z
dH1n(x) + z
−1
∫
1
1 + g0
2n
(z)x
dH1n(x)

=dn1(z) − p
(
Egn(z) − g01n(z)
) 1
n
n∑
j=1
s2
j
ϕ j(z)
1 + g0
1n
(z)s j
×
∫
x(
1
n
∑n
j=1 s jϕ j(z)x − z
) (
z + zg0
2n
(z)x
)dH1n(x).
Below we first find the relation between
(
Emn(z) − m0n(z)
)
and
(
Egn(z) − g01n(z)
)
. Write
D(z) + zIp =
1
n
∑n
k=1 skqkq
∗
k
. Multiplying by D−1(z) on the right-hand side and using
(4.3), we obtain
Ip + zD
−1(z) =
1
n
n∑
k=1
skβk(z)qkq
∗
kD
−1
k (z).
Taking the trace on both side and dividing by p, one gets
1 + zmn(z) = cn − cn
n
n∑
k=1
βk(z).
Together with (4.14) , we have
m
n
(z) = − 1
zn
n∑
k=1
βk(z). (4.27)
From (4.26) and (4.27), it implies
Em
n
(z) = − 1
zn
n∑
k=1
ϕk(z) − αx
zn3
n∑
k=1
s2kϕ
3
k(z)Etr
(
D−1k (z)Σ1
(
D′k(z)
)−1
Σ1
)
− κx
zn3
n∑
k=1
s2kϕ
3
k(z)
n∑
j,k=1
E
(
e′jT
∗
1nD
−1
k (z)T1ne j
)2
+ o(n−1)
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= − 1
zn
n∑
k=1
ϕk(z) − αx
zn3
n∑
k=1
s2kϕ
3
k(z)Etr
(
D−1(z)Σ1
(
D′(z)
)−1
Σ1
)
− κx
zn3
n∑
k=1
s2kϕ
3
k(z)
n∑
j,k=1
E
(
e′jT
∗
1nD
−1(z)T1ne j
)2
+ o(n−1).
Hence, we see from (4.19)
Em
n
(z) − m0
n
(z) =
(
Egn(z) − g01n(z)
) 1
zn
n∑
k=1
sk
(1 + g0
1n
(z)sk)2
− αx
zn3
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)3
Etr
(
D−1(z)Σ1
(
D′(z)
)−1
Σ1
)
− κx
zn3
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)3
n∑
j,k=1
E
(
e′jT
∗
1nD
−1(z)T1ne j
)2
+ o(n−1)
which yields that
Egn(z) − g01n(z) =
 1zn
n∑
k=1
sk
(1 + g0
1n
(z)sk)2

−1 [
Em
n
(z) − m0
n
(z)
+
αx
zn3
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)3
Etr
(
D−1(z)Σ1
(
D′(z)
)−1
Σ1
)
+
κx
zn3
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)3
n∑
j,k=1
E
(
e′jT
∗
1nD
−1(z)T1ne j
)2 ]
+ o(n−1).
Combining the above equalities withMn2(z) = p
[
Emn(z) − m0n(z)
]
= n
[
Em
n
(z) − m0
n
(z)
]
,
we conclude that from (4.19)
p
[
Emn(z) − m0n(z)
]
(4.28)
=dn1(z) − cnzn
n∑
k=1
s2
k
ϕ j(z)
1 + g0
1n
(z)sk
∫
x(
1
n
∑n
k=1 skϕk(z)x − z
) (
z + zg0
2n
(z)x
)dH1n(x)
×
 n∑
k=1
sk
(1 + g0
1n
(z)sk)2

−1 [
Em
n
(z) − m0
n
(z)
+
αx
zn3
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)3
Etr
(
D−1(z)Σ1
(
D′(z)
)−1
Σ1
)
+
κx
zn3
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)3
n∑
j,k=1
E
(
e′jT
∗
1nD
−1(z)T1ne j
)2 ]
= (dn1(z) + dn2(z))
[
1 − cn
z
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)2
∫
x(
1 + g0
2n
(z)x
)2 dH1n(x)
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×
 n∑
k=1
sk
(1 + g0
1n
(z)sk)2

−1 ]−1
+ o(1)
where
dn2(z) =
cn
z
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)2
∫
x(
1 + g0
2n
(z)x
)2 dH1n(x)
 n∑
k=1
sk
(1 + g0
1n
(z)sk)2

−1
×
[
αx
zn2
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)3
Etr
(
D−1(z)Σ1
(
D′(z)
)−1
Σ1
)
+
κx
zn2
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)3
n∑
j,k=1
E
(
e′jT
∗
1nD
−1(z)T1ne j
)2 ]
.
In the following, we show
1 − cn
z
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)2
∫
x(
1 + g0
2n
(z)x
)2 dH1n(x)
 n∑
k=1
sk
(1 + g0
1n
(z)sk)2

−1
, 0.
Write
1
n
n∑
k=1
sk
(1 + g1(z)sk)
2
− c
zn
n∑
k=1
s2
k
(1 + g1(z)sk)
2
∫
x
(1 + g2(z)x)
2
dH1(x)
= − zg2(z) − 1
n
n∑
k=1
s2
k
(1 + g1(z)sk)
2
[
g1(z) +
c
z
∫
x
(1 + g2(z)x)
2
dH1(x)
]
= − zg2(z)
1 − cz2n
n∑
k=1
s2
k
(1 + g1(z)sk)
2
∫
x2
(1 + g2(z)x)
2
dH1(x)
 .
Note that for all z = u + iv ∈ C∣∣∣∣∣∣ cz2
∫
y2
(1 + g1(z)y)
2
dH2(y)
∫
x2
(1 + g2(z)x)
2
dH1(x)
∣∣∣∣∣∣
≤c
∫
y2
|1 + g1(z)y|2
dH2(y)
∫
x2
|z + zg2(z)x|2
dH1(x)
=
ℑ (zg2(z))
ℑg1(z)
ℑg1(z) − cv
∫
x
|z+zg1(z)x|2 dH2(x)
ℑ (zg2(z)) < 1.
We are now in position to find the limit of dn1(z) and dn2(z). From (4.20), we have
W−1(z) − D−1(z) =1
n
n∑
j=1
s jϕ j(z)W
−1(z)
(
q jq
∗
j − Σ1
)
D−1j (z) (4.29)
+
1
n
n∑
j=1
s j
(
β j(z) − ϕ j(z)
)
W−1(z)q jq∗jD
−1
j (z)
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+
1
n
n∑
j=1
s jϕ j(z)W
−1(z)Σ1
(
D−1j (z) − D−1(z)
)
,G1(z) + G2(z) + G3(z).
Let M be p × p matrix with a nonrandom bound on the spectral norm of M for all
parameters governing M and under all realizations of M. Applying (4.16) and (4.17),
we obtain
E|β j(z)−ϕ j(z)|2 ≤ C
n2
E|β j(z)
(
q∗jD
−1
j (z)q j − ED−1(z)Σ1
)
|2 (4.30)
≤ C
n2
E|β j(z)ρ j(z)|2 + C
n2
E|β j(z)|2E|tr
(
(D−1j (z) − D−1(z))Σ1
)
|2
≤C
n
.
which implies that
E |tr (G2(z)M)| ≤ C
n
n∑
j=1
E1/2
∣∣∣β j(z) − ϕ j(z)∣∣∣2 E1/2 ∣∣∣q∗jq j∣∣∣2 ≤ Cn1/2. (4.31)
Form Lemma 4.17, we have
E |tr (G3(z)M)| ≤C
n2
n∑
j=1
E
∣∣∣q∗jq j∣∣∣ ≤ C. (4.32)
Furthermore, write
Etr
(
D−1(z)M
(
D′(z)
)−1
Σ1
)
=Etr
(
W−1(z)M
(
D′(z)
)−1
Σ1
)
− Etr
(
G1(z)M
(
D′(z)
)−1
Σ1
)
+ O(n1/2)
=Etr
(
W−1(z)M
(
D′(z)
)−1
Σ1
)
+ O(n1/2)
− 1
n
n∑
j=1
s jϕ j(z)Eq
∗
jD
−1
j (z)M
((
D′(z)
)−1 − (D′j(z))−1)Σ1W−1(z)q j
− 1
n
n∑
j=1
s jϕ j(z)Etr
[
W−1(z)Σ1D−1j (z)M
((
D′j(z)
)−1 − (D′(z))−1)Σ1]
=Etr
(
W−1(z)M
(
D′(z)
)−1
Σ1
)
+ O(n1/2)
+
1
n2
n∑
j=1
s2jϕ j(z)Eβ j(z)q
∗
jD
−1
j (z)M
(
D′j(z)
)−1
q¯ jq
′
j
(
D′j(z)
)−1
Σ1W
−1(z)q j
− 1
n2
n∑
j=1
s2jϕ j(z)Eβ j(z)q
′
j
(
D′j(z)
)−1
Σ1W
−1(z)Σ1D−1j (z)M
(
D′j(z)
)−1
q¯ j
,Etr
(
W−1(z)M
(
D′(z)
)−1
Σ1
)
+ O(n1/2) + r1(z) + r2(z).
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Using Lemma 4.17 and (4.16), we have
E|r2(z)| ≤ C.
Together with the above inequality, (4.22), and (4.25), one gets
Etr
(
D−1(z)M
(
D′(z)
)−1
Σ1
)
= Etr
(
W−1(z)M
(
D′(z)
)−1
Σ1
)
+ O(n1/2)
+
1
n2
n∑
j=1
s2jϕ
2
j(z)Eq
∗
jD
−1
j (z)M
(
D′j(z)
)−1
q¯ jq
′
j
(
D′j(z)
)−1
Σ1W
−1(z)q j
=Etr
(
W−1(z)M
(
D′(z)
)−1
Σ1
)
+ O(n1/2)
+
αx
n2
n∑
j=1
s2jϕ
2
j(z)Etr
(
D−1j (z)M
(
D′j(z)
)−1
Σ1
)
tr
((
D′j(z)
)−1
Σ1W
−1(z)Σ1
)
=Etr
(
W−1(z)M
(
D′(z)
)−1
Σ1
)
+ O(n1/2)
+
αx
n2
n∑
j=1
s2jϕ
2
j(z)Etr
(
D−1(z)M
(
D′(z)
)−1
Σ1
)
Etr
((
D′(z)
)−1
Σ1W
−1(z)Σ1
)
.
By (4.29), (4.31), and (4.32), it follow that
Etr
(
D−1(z)M
(
D′(z)
)−1
Σ1
)
=
Etr
(
W−1(z)MW−1(z)Σ1
)
1 − αx
n2
∑n
j=1 s
2
j
ϕ2
j
(z)Etr
(
W−1(z)Σ1W−1(z)Σ1
) + O(n1/2).
Due to (4.12) and (4.19), we find
1
n
Etr
(
D−1(z)Σ1
(
D′(z)
)−1
Σ1
)
=
cnz
−2dn3(z)
1 − αxcnz−2dn3(z)dn4(z) + o(1).
and
1
n
Etr
(
D−1(z)Σ1W−1(z)
(
D′(z)
)−1
Σ1
)
=
−cnz−3
∫
x2/
(
1 + g0
2n
(z)x
)3
dH1n(x)
1 − αxcnz−2dn3(z)dn4(z)
+ o(1)
where dn3(z) =
∫
x2
(1+g02n(z)x)
2 dH1n(x) and dn4(z) =
∫
y2
(1+g0
1n
(z)y)2
dH2n(y).
Therefore, it follow from (4.13) and (4.19)
dn1(z)
=
αx
n2
n∑
j=1
s2
j
(1 + s jg
0
1n
(z))2
Etr
(
D−1(z)Σ1W−1(z)
(
D′(z)
)−1
Σ1
)
+
κx
n2
n∑
j=1
s2
j
(1 + s jg
0
1n
(z))2
Etr
(
W−1(z)Σ1W−2(z)Σ1
)
− αx
n3
n∑
j=1
s3
j
(1 + s jg
0
1n
(z))3
Etr
(
D−1(z)Σ1
(
D′(z)
)−1
Σ1
)
Etr
(
W−2(z)Σ1
)
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− κx
n3
n∑
j=1
s3
j
(1 + s jg
0
1n
(z))3
Etr
(
W−1(z)Σ1W−1(z)Σ1
)
Etr
(
W−2(z)Σ1
)
+ o(1)
= − αxcndn4(z)
z3
∫
x2/
(
1 + g0
2n
(z)x
)3
dH1n(x)
1 − αxcnz−2dn3(z)dn4(z)
− κxcndn4(z)
z3
∫
x2(
1 + g0
2n
(z)x
)3 dH1n(x)
− αxc
2
ndn3(z)
z4(1 − αxcnz−2dn3(z)dn4(z))
∫
y3
(1 + g0
1n
(z)y)3
dH2n(y)
∫
x(
1 + g0
2n
(z)x
)2 dH1n(x)
− κxc
2
ndn3(z)
z4
∫
y3
(1 + g0
1n
(z)y)3
dH2n(y)
∫
x(
1 + g0
2n
(z)x
)2 dH1n(x) + o(1).
and
dn2(z) =
cndn4(z)
z
∫
x(
1 + g0
2n
(z)x
)2 dH1n(x)
∫ y
(1 + g0
1n
(z)y)2
dH2n(y)
−1
×
[
αx
zn2
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)3
Etr
(
D−1(z)Σ1
(
D′(z)
)−1
Σ1
)
+
κx
zn2
n∑
k=1
s2
k
(1 + g0
1n
(z)sk)3
Etr
(
W−1(z)Σ1W−1(z)Σ1
) ]
+ o(1)
=
αxc
2
ndn3(z)dn4(z)
z4(1 − αxcnz−2dn3(z)dn4(z))
∫
x(
1 + g0
2n
(z)x
)2 dH1n(x)
×
∫
y2
(1 + g0
1n
(z)y)3
dH2n(y)
∫ y
(1 + g0
1n
(z)y)2
dH2n(y)
−1
+
κxc
2
ndn3(z)dn4(z)
z4
∫
x(
1 + g0
2n
(z)x
)2 dH1n(x)
×
∫
y2
(1 + g0
1n
(z)y)3
dH2n(y)
∫ y
(1 + g0
1n
(z)y)2
dH2n(y)
−1 + o(1).
From (4.28) and the above two equalities, we conclude that
Mn2(z)→ (d1(z) + d2(z))
[
1 − cd4(z)
z
∫
x/(1 + g2(z)x)
2dH1(x)∫
y/(1 + g1(z)y)2dH2(y)
]−1
= − d1(z) + d2(z)
zg2(z)(1 − cz−2d3(z)d4(z))
∫
y
(1 + g1(z)y)2
dH2(y)
where d1(z) and d2(z) are the limits of dn1(z) and dn2(z) respectively. By calculating, we
find
d1(z) + d2(z)
zg2(z)
∫
y
(1 + g1(z)y)2
dH2(y)
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=
(
αx
1 − αxcz−2d3(z)d4(z)
+ κx
) cd3(z)d4(z)
z3
− c
2d2
3
(z)d2
4
(z)
z5
+
cd5(z)
z4
+
c2d6(z)
z4
 .
4.6. List of necessary lemmas
4.6.1. Lemmas that need to prove
Lemma 4.1. Let 1 ≤ j ≤ m1, 1 ≤ k ≤ m2. Recall the definition of Gn in (3.3). Then, for
any 1 ≤ a, b ≤ p, we have
∂gab
∂w jk
=
[
∂Gn
∂w jk
]
ab
=
1
n
[T1n]a j [T1nWnT2n]bk +
1
n
[T1nWnT2n]ak [T1n]b j .
Proof. It is obvious that
∂Gn
∂w jk
=
1
n
T1n
∂Wn
∂w jk
T2nW
′
nT
′
1n +
1
n
T1nWnT2n
∂W′n
∂w jk
T′1n
=
1
n
T1ne je
′
kT2nW
′
nT
′
1n +
1
n
T1nWnT2neke
′
jT
′
1n.
This yields [
∂Gn
∂w jk
]
ab
=
1
n
[T1n]a j [T1nWnT2n]bk +
1
n
[T1nWnT2n]ak [T1n]b j .

Lemma 4.2. Let 1 ≤ j ≤ m1, 1 ≤ k ≤ m2. Recall the definition of Hn(t) in (3.4). Then
for any 1 ≤ d, l ≤ p
∂hdl
∂w jk
=
i
n
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHn
]
kl
(t) +
i
n
[HnT1nWnT2n]dk ∗
[
T′1nHn
]
jl
(t)
where hdl = (Hn(t))dl and f ∗ g(t) =
∫ t
0
f (s)g(t − s)ds.
Proof. Applying Lemma 4.1 and Lemma 4.11, we get
∂Hn(t)
∂w jk
=
p∑
a,b=1
∂Hn(t)
∂gab
∂gab
∂w jk
=
i
n
p∑
a,b=1
∫ t
0
eisGneae
′
be
i(t−s)Gnds
×
{
[T1n]a j [T1nWnT2n]bk + [T1nWnT2n]ak [T1n]b j
}
.
Hence, one has
∂hdl
∂w jk
=
i
n
p∑
a,b=1
hda ∗ hbl(t)
{
[T1n]a j [T1nWnT2n]bk + [T1nWnT2n]ak [T1n]b j
}
=
i
n
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHn
]
kl
(t) +
i
n
[HnT1nWnT2n]dk ∗
[
T′1nHn
]
jl
(t).

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Lemma 4.3. Let 1 ≤ j ≤ m1, 1 ≤ k ≤ m2. Recall the definitions of S (θ) in (3.4) and
f˜ (Gn) in (3.6). Then
∂S (θ)
∂w jk
=
2
n
[
T′1n f˜ (Gn)T1nWnT2n
]
jk
.
Proof. By the inverse Fourier transform, we obtain
∂S (θ)
∂w jk
=
∫ ∞
−∞
f̂ (u)tr
∂Hn(u)
∂w jk
du.
It follows from Lemma 4.2 that
∂S (θ)
∂w jk
=
2i
n
∫ ∞
−∞
f̂ (u)
p∑
d=1
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHn
]
kd
(u)du
=
2i
n
∫ ∞
−∞
u f̂ (u)
[
T′1nHn(u)T1nWnT2n
]
jk
du
=
2
n
[
T′1n f˜ (Gn)T1nWnT2n
]
jk
.

Lemma 4.4. Let 1 ≤ j ≤ m1, 1 ≤ k ≤ m2, 1 ≤ d, l ≤ p. Recall the definitions of Hn(u)
in (3.4). Then∂2Hn(u)
∂w2
jk

dl
=
2i
n
[T2n]kk [HnT1n]d j ∗
[
T′1nHn
]
jl
(u)
− 2
n2
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 2
n2
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 2
n2
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
− 2
n2
[HnT1nWnT2n]dk ∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHn
]
jl
(u).
Proof. Applying Lemma 4.2, we have∂2Hn(u)
∂w2
jk

dl
=
i
n
∂ [HnT1n]d j ∗
[
T2nW
′
nT
′
1n
Hn
]
kl
(u)
∂w jk
+
i
n
∂ [HnT1nWnT2n]dk ∗
[
T′
1n
Hn
]
jl
(u)
∂w jk
=
2i
n
[T2n]kk [HnT1n]d j ∗
[
T′1nHn
]
jl
(u)
+
i
n
[
∂Hn
∂w jk
T1n
]
d j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u) +
i
n
[HnT1n]d j ∗
[
T2nW
′
nT
′
1n
∂Hn
∂w jk
]
kl
(u)
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+
i
n
[
∂Hn
∂w jk
T1nWnT2n
]
dk
∗
[
T′1nHn
]
jl
(u) +
i
n
[HnT1nWnT2n]dk ∗
[
T′1n
∂Hn
∂w jk
]
jl
(u)
=
2i
n
[T2n]kk [HnT1n]d j ∗
[
T′1nHn
]
jl
(u)
− 2
n2
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 2
n2
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 2
n2
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
− 2
n2
[HnT1nWnT2n]dk ∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHn
]
jl
(u).

Lemma 4.5. Let 1 ≤ j ≤ m1, 1 ≤ k ≤ m2, 1 ≤ d, l ≤ p. Recall the definitions of Hn(u)
in (3.4). Then∂3Hn(u)
∂w3
jk

dl
= − 6
n2
[T2n]kk [HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T′1nHn
]
jl
(u)
− 6
n2
[T2n]kk [HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T′1nHn
]
jl
(u)
− 6
n2
[T2n]kk [HnT1n]d j ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 6
n2
[T2n]kk [HnT1n]d j ∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHn
]
jl
(u)
− 6i
n3
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 6i
n3
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 6i
n3
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 6i
n3
[HnT1nWnT2n]dk ∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1n
]
j j
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 6i
n3
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
− 6i
n3
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
− 6i
n3
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHn
]
jl
(u)
− 6i
n3
[HnT1nWnT2n]dk ∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHn
]
jl
(u).
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Proof. From Lemma 4.2 and Lemma 4.4, one gets∂3Hn(u)
∂w3
jk

dl
=
i
n
∂2 [HnT1n]d j ∗
[
T2nW
′
nT
′
1n
Hn
]
kl
(u)
∂w2
jk
+
i
n
∂2 [HnT1nWnT2n]dk ∗
[
T′
1n
Hn
]
jl
(u)
∂w2
jk
=
2i
n
[T2n]kk
∂ [HnT1n]d j ∗
[
T′
1n
Hn
]
jl
(u)
∂w jk
+
i
n
∂
[
∂Hn
∂w jk
T1n
]
d j
∗
[
T2nW
′
nT
′
1n
Hn
]
kl
(u)
∂w jk
+
i
n
∂ [HnT1n]d j ∗
[
T2nW
′
nT
′
1n
∂Hn
∂w jk
]
kl
(u)
∂w jk
+
i
n
∂
[
∂Hn
∂w jk
T1nWnT2n
]
dk
∗
[
T′
1n
Hn
]
jl
(u)
∂w jk
+
i
n
∂ [HnT1nWnT2n]dk ∗
[
T′
1n
∂Hn
∂w jk
]
jl
(u)
∂w jk
=
4i
n
[T2n]kk
[
∂Hn
∂w jk
T1n
]
d j
∗
[
T′1nHn
]
jl
(u) +
4i
n
[T2n]kk [HnT1n]d j ∗
[
T′1n
∂Hn
∂w jk
]
jl
(u)
+
2i
n
[
∂Hn
∂w jk
T1n
]
d j
∗
[
T2nW
′
nT
′
1n
∂Hn
∂w jk
]
kl
(u) +
2i
n
[
∂Hn
∂w jk
T1nWnT2n
]
dk
∗
[
T′1n
∂Hn
∂w jk
]
jl
(u)
+
i
n
∂2Hn
∂w2
jk
T1n

d j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u) +
i
n
[HnT1n]d j ∗
T2nW′nT′1n ∂2Hn
∂w2
jk

kl
(u)
+
i
n
∂2Hn
∂w2
jk
T1nWnT2n

dk
∗
[
T′1nHn
]
jl
(u) +
i
n
[HnT1nWnT2n]dk ∗
T′1n ∂2Hn
∂w2
jk

jl
(u)
= − 6
n2
[T2n]kk [HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T′1nHn
]
jl
(u)
− 6
n2
[T2n]kk [HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T′1nHn
]
jl
(u)
− 6
n2
[T2n]kk [HnT1n]d j ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 6
n2
[T2n]kk [HnT1n]d j ∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHn
]
jl
(u)
− 6i
n3
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 6i
n3
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 6i
n3
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 6i
n3
[HnT1nWnT2n]dk ∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1n
]
j j
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 6i
n3
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
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− 6i
n3
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
− 6i
n3
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHn
]
jl
(u)
− 6i
n3
[HnT1nWnT2n]dk ∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHn
]
jl
(u).

Lemma 4.6. Let 1 ≤ j ≤ m1, 1 ≤ k ≤ m2, 1 ≤ d, l ≤ p. Recall the definitions of Hn(u)
in (3.4). Then∂4Hn(u)∂w4
jk

dl
= − 24
n2
[T2n]
2
kk [HnT1n]d j ∗
[
T′1nHnT1n
]
j j
∗
[
T′1nHn
]
jl
(u)
− 72i
n3
[T2n]kk [HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T′1nHn
]
jl
(u)
− 72i
n3
[T2n]kk [HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T′1nHn
]
jl
(u)
− 48i
n3
[T2n]kk [HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T′1nHn
]
jl
(u)
− 72i
n3
[T2n]kk [HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 24i
n3
[T2n]kk [HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
24
n4
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
72
n4
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
+
72
n4
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
72
n4
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
+
72
n4
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
24
n4
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
+
24
n4
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
24
n4
[HnT1nWnT2n]dk ∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHn
]
jl
(u).
Proof. Using Lemma 4.4 and Lemma 4.5, it yields∂4Hn(u)∂w4
jk

dl
=
i
n
∂3 [HnT1n]d j ∗
[
T2nW
′
nT
′
1n
Hn
]
kl
(u)
∂w3
jk
+
i
n
∂3 [HnT1nWnT2n]dk ∗
[
T′
1n
Hn
]
jl
(u)
∂w3
jk
=
2i
n
[T2n]kk
∂2 [HnT1n]d j ∗
[
T′
1n
Hn
]
jl
(u)
∂w2
jk
+
i
n
∂2
[
∂Hn
∂w
T1n
]
d j
∗
[
T2nW
′
nT
′
1n
Hn
]
kl
(u)
∂w2
+
i
n
∂2 [HnT1n]d j ∗
[
T2nW
′
nT
′
1n
∂Hn
∂w
]
kl
(u)
∂w2
+
i
n
∂2
[
∂Hn
∂w
T1nWnT2n
]
dk
∗
[
T′
1n
Hn
]
jl
(u)
∂w2
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+
i
n
∂2 [HnT1nWnT2n]dk ∗
[
T′
1n
∂Hn
∂w
]
jl
(u)
∂w2
=
4i
n
[T2n]kk
∂
[
∂Hn
∂w
T1n
]
d j
∗
[
T′
1n
Hn
]
jl
(u)
∂w
+
4i
n
[T2n]kk
∂ [HnT1n]d j ∗
[
T′
1n
∂Hn
∂w
]
jl
(u)
∂w
+
2i
n
∂
[
∂Hn
∂w T1n
]
d j
∗
[
T2nW
′
nT
′
1n
∂Hn
∂w
]
kl
(u)
∂w
+
2i
n
∂
[
∂Hn
∂w T1nWnT2n
]
dk
∗
[
T′
1n
∂Hn
∂w
]
jl
(u)
∂w
+
i
n
∂
[
∂2Hn
∂w2
T1n
]
d j
∗
[
T2nW
′
nT
′
1n
Hn
]
kl
(u)
∂w
+
i
n
∂ [HnT1n]d j ∗
[
T2nW
′
nT
′
1n
∂2Hn
∂w2
]
kl
(u)
∂w
+
i
n
∂
[
∂2Hn
∂w2
T1nWnT2n
]
dk
∗
[
T′
1n
Hn
]
jl
(u)
∂w
+
i
n
∂ [HnT1nWnT2n]dk ∗
[
T′
1n
∂2Hn
∂w2
]
jl
(u)
∂w
=
6i
n
[T2n]kk
[
∂2Hn
∂w2
T1n
]
d j
∗
[
T′1nHn
]
jl
(u) +
12i
n
[T2n]kk
[
∂Hn
∂w
T1n
]
d j
∗
[
T′1n
∂Hn
∂w
]
jl
(u)
+
6i
n
[T2n]kk [HnT1n]d j ∗
[
T′1n
∂2Hn
∂w2
]
jl
(u) +
3i
n
[
∂2Hn
∂w2
T1n
]
d j
∗
[
T2nW
′
nT
′
1n
∂Hn
∂w
]
kl
(u)
+
3i
n
[
∂Hn
∂w
T1n
]
d j
∗
[
T2nW
′
nT
′
1n
∂2Hn
∂w2
]
kl
(u) +
3i
n
[
∂2Hn
∂w
T1nWnT2n
]
dk
∗
[
T′1n
∂Hn
∂w
]
jl
(u)
+
3i
n
[
∂Hn
∂w
T1nWnT2n
]
dk
∗
[
T′1n
∂2Hn
∂w2
]
jl
(u) +
i
n
[
∂3Hn
∂w3
T1n
]
d j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
i
n
[HnT1n]d j ∗
[
T2nW
′
nT
′
1n
∂3Hn
∂w3
]
kl
(u) +
i
n
[
∂3Hn
∂w3
T1nWnT2n
]
dk
∗
[
T′1nHn
]
jl
(u)
+
i
n
[HnT1nWnT2n]dk ∗
[
T′1n
∂3Hn
∂w3
]
jl
(u)
= − 24
n2
[T2n]
2
kk [HnT1n]d j ∗
[
T′1nHnT1n
]
j j
∗
[
T′1nHn
]
jl
(u)
− 72i
n3
[T2n]kk [HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T′1nHn
]
jl
(u)
− 72i
n3
[T2n]kk [HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T′1nHn
]
jl
(u)
− 48i
n3
[T2n]kk [HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T′1nHn
]
jl
(u)
− 72i
n3
[T2n]kk [HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
− 24i
n3
[T2n]kk [HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
24
n4
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
72
n4
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
+
72
n4
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
72
n4
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
+
72
n4
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1n
]
k j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
24
n4
[HnT1n]d j ∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHn
]
jl
(u)
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+
24
n4
[HnT1nWnT2n]dk ∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHnT1nWnT2n
]
kk
∗
[
T′1nHnT1n
]
j j
∗
[
T2nW
′
nT
′
1nHn
]
kl
(u)
+
24
n4
[HnT1nWnT2n]dk ∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHnT1nWnT2n
]
jk
∗
[
T′1nHn
]
jl
(u).

Lemma 4.7. SupposeA,B,C,D,F are randommatrices. Then we get for j = 1, · · · ,m1, k =
1, · · · ,m2 ∣∣∣∣∣∣∣∣
∑
j,k
EA j jB jkCkk
∣∣∣∣∣∣∣∣ ≤ (EtrAA∗)1/2
(
EtrB′BB′B
)1/4 [
E (trCC∗)2
]1/4
and ∣∣∣∣∣∣∣∣
∑
j,k
EB jkD jkF jk
∣∣∣∣∣∣∣∣ ≤ E‖B‖2E‖D‖2 (EtrBB∗)1/4 (EtrDD∗)1/4 (EtrFF∗)1/2 .
Proof. Using the Cauchy-Schwarz inequality, we have∣∣∣∣∣∣∣∣
∑
j,k
EA j jB jkCkk
∣∣∣∣∣∣∣∣ ≤
∑
j
E
∣∣∣A j j∣∣∣2

1/2
∑
j
E
∣∣∣∣∣∣∣
∑
k
B jkCkk
∣∣∣∣∣∣∣
2

1/2
≤ (EtrAA∗)1/2
∑
k1,k2
E
(
B′B
)
k1k2
Ck1k1Ck2k2

1/2
≤ (EtrAA∗)1/2
∑
k1,k2
E
(
B′B
)2
k1k2

1/4 ∑
k1,k2
E
∣∣∣Ck1k1 ∣∣∣2 ∣∣∣Ck2k2 ∣∣∣2

1/4
≤ (EtrAA∗)1/2 (EtrB′BB′B)1/4 [E (trCC∗)2]1/4
and ∣∣∣∣∣∣∣∣
∑
j,k
EB jkD jkF jk
∣∣∣∣∣∣∣∣ ≤
∑
j,k
E
∣∣∣B jk∣∣∣2 ∣∣∣D jk∣∣∣2

1/2 ∑
j,k
E
∣∣∣F jk∣∣∣2

1/2
≤
∑
j,k
E
∣∣∣B jk∣∣∣4

1/4 ∑
j,k
E
∣∣∣D jk∣∣∣4

1/4
(EtrFF∗)1/2
≤
∑
j
∑
k
E
∣∣∣B jk∣∣∣2

2

1/4 ∑
j
∑
k
E
∣∣∣D jk∣∣∣2

2

1/4
(EtrFF∗)1/2
≤E‖B‖2E‖D‖2
∑
j,k
E
∣∣∣B jk∣∣∣2

1/4 ∑
j,k
E
∣∣∣D jk∣∣∣2

1/4
(EtrFF∗)1/2
≤E‖B‖2E‖D‖2 (EtrBB∗)1/4 (EtrDD∗)1/4 (EtrFF∗)1/2 .

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Lemma 4.8. Suppose A,B,C,D are random Hermitian matrices and F,L,M,Q,R are
m1 × m2 random matrices. Then we get for j = 1, · · · ,m1, k = 1, · · · ,m2
∑
j,k
E
∣∣∣A j jB j jCkkDkkF jk∣∣∣ ≤(min {rank(A), rank(B)}min {rank(C), rank(D)} )1/2
×
(
E ‖ABCD‖22
)1/2
(EtrFF∗)1/2 ,∑
j,k
E
∣∣∣A j jCkkF jkL jkM jk∣∣∣ ≤ (rank(A)rank(C)E ‖AC‖22)1/2 E‖F‖2E‖L‖2E‖M‖2
× (EtrFF∗)1/4 (EtrLL∗)1/8 (EtrMM∗)1/8 ,
and∑
j,k
E
∣∣∣F jkL jkM jkQ jkR jk∣∣∣ ≤E ‖F‖2 E‖L‖2E‖M‖2E‖Q‖2E‖R‖2 (EtrFF∗)1/4 (EtrLL∗)1/4
× (EtrMM∗)1/4 (EtrQQ∗)1/8 (EtrRR∗)1/8 .
Proof. Applying Cauchy-Schwarz inequality and Lemma 4.12, it implies that
∑
j,k
E
∣∣∣A j jB j jCkkDkkF jk∣∣∣ ≤
∑
j,k
E
∣∣∣A j jB j jCkkDkk∣∣∣2

1/2 ∑
j,k
E
∣∣∣F jk∣∣∣2

1/2
=
(
Etr (A ◦ B ◦ A∗ ◦ B∗) tr (C ◦ D ◦ C∗ ◦ D∗)
)1/2
(EtrFF∗)1/2
≤
(
min {rank(A), rank(B)}min {rank(C), rank(D)}E ‖ABCD‖22
)1/2
(EtrFF∗)1/2
≤
(
min {rank(A), rank(B)}min {rank(C), rank(D)}
)1/2 (
E ‖ABCD‖22
)1/2
(EtrFF∗)1/2
and
∑
j,k
E
∣∣∣A j jCkkF jkL jkM jk∣∣∣ ≤
∑
j,k
E
∣∣∣A j jCkk∣∣∣2

1/2 ∑
j,k
E
∣∣∣F jkL jkM jk ∣∣∣2

1/2
=
(
Etr (A ◦ A∗) tr (C ◦ C∗)
)1/2 ∑
j,k
E
∣∣∣F jkL jkM jk ∣∣∣2

1/2
≤
(
rank(A)rank(C)E ‖AC‖22
)1/2 ∑
j,k
E
∣∣∣F jk∣∣∣4

1/4 ∑
j,k
E
∣∣∣L jk∣∣∣8

1/8 ∑
j,k
E
∣∣∣M jk∣∣∣8

1/8
≤
(
rank(A)rank(C)E ‖AC‖22
)1/2 ∑
j
∑
k
E
∣∣∣F jk∣∣∣2

2

1/4 ∑
j
∑
k
E
∣∣∣L jk∣∣∣2

4

1/8
×
∑
j
∑
k
E
∣∣∣M jk∣∣∣2

4

1/8
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≤
(
rank(A)rank(C)E ‖AC‖22
)1/2
E‖F‖2E‖L‖2E‖M‖2
∑
j,k
E
∣∣∣F jk∣∣∣2

1/4 ∑
j,k
E
∣∣∣L jk ∣∣∣2

1/8
×
∑
j,k
E
∣∣∣M jk∣∣∣2

1/8
≤
(
rank(A)rank(C)E ‖AC‖22
)1/2
E‖F‖2E‖L‖2E‖M‖2 (EtrFF∗)1/4 (EtrLL∗)1/8
× (EtrMM∗)1/8 .
Here, ◦ means Hadamard product. Furthermore, we have
∑
j,k
E
∣∣∣F jkL jkM jkQ jkR jk∣∣∣ ≤
∑
j,k
E
∣∣∣F jkL jk∣∣∣2

1/2 ∑
j,k
E
∣∣∣M jkQ jkR jk∣∣∣2

1/2
≤
∑
j,k
E |F|4jk

1/4 ∑
j,k
E
∣∣∣L jk∣∣∣4

1/4 ∑
j,k
E
∣∣∣M jk∣∣∣4

1/4 ∑
j,k
E
∣∣∣Q jk∣∣∣8

1/8 ∑
j,k
E
∣∣∣R jk∣∣∣8

1/8
≤E ‖F‖2 E‖L‖2E‖M‖2E‖Q‖2E‖R‖2
∑
j,k
E |F|2jk

1/4 ∑
j,k
E
∣∣∣L jk ∣∣∣2

1/4 ∑
j,k
E
∣∣∣M jk∣∣∣2

1/4
×
∑
j,k
E
∣∣∣Q jk∣∣∣2

1/8 ∑
j,k
E
∣∣∣R jk∣∣∣2

1/8
≤E ‖F‖2 E‖L‖2E‖M‖2E‖Q‖2E‖R‖2 (EtrFF∗)1/4 (EtrLL∗)1/4 (EtrMM∗)1/4
× (EtrQQ∗)1/8 (EtrRR∗)1/8 .
This completes the proof of the lemma. 
Lemma 4.9. Let A = (a jk) be a p × p nonrandom matrix and x = (x1, · · · , xm1)′ be a
random vector of independent entries. Assume that Ex j = 0, E|x j|2 = 1, sup j E|x j|6 ≤
M, and |x j| ≤ ηn
√
n/t· j, p/n → c ∈ (0,∞). Here t· j is defined in Section 2. Then for
any l > 3, as n → ∞
E|x∗T∗1nAT1nx − trAΣ1|l ≤ Clη2l−6n nl−1‖A‖l
where Cl is a constant depending on l only and Σ1 = T1nT
∗
1n
.
Proof. Let H = (h jk) = T
∗
1n
AT1n, we have
x∗Hx − trH =
m1∑
j=1
h j j
(
|x j|2 − 1
)
+
m1∑
j=1
j−1∑
k=1
(
hk j x¯kx j + h jk x¯ jxk
)
.
At first, we deduce
|h jk| =
∣∣∣e′jT∗1nAT1nek∣∣∣ ≤ ‖A‖√e′jT∗1nT1ne j √e′kT∗1nT1nek = t· jt·k‖A‖
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where e j is a vector with the j-th element 1 and the remaining elements zero.
Now, assume 1 < l ≤ 3. By Lemma 4.13 and Lemma 4.15, we have
E
∣∣∣∣∣∣∣∣
m1∑
j=1
h j j
(
|x j|2 − 1
)∣∣∣∣∣∣∣∣
l
≤ CE

m1∑
j=1
|h j j|2
(
|x j|2 − 1
)2
l/2
≤C
m1∑
j=1
|h j j|lE
∣∣∣|x j|2 − 1∣∣∣l ≤ C m1∑
j=1
t2l· j ‖A‖l ≤ C
m1∑
j=1
t2· j‖A‖l ≤ Cn‖A‖l.
Furthermore, by the Holder inequality,
E
∣∣∣∣∣∣∣∣
m1∑
j=1
j−1∑
k=1
(
hk j x¯kx j + h jk x¯ jxk
)∣∣∣∣∣∣∣∣
l
≤ C
E
∣∣∣∣∣∣∣∣
m1∑
j=1
j−1∑
k=1
(
hk j x¯kx j + h jk x¯ jxk
)∣∣∣∣∣∣∣∣
2
l/2
≤C

m1∑
j=1
j−1∑
k=1
(
|hk j|2 + |h jk|2
)
l/2
≤ C [trHH∗]l/2 ≤ Cnl/2‖A‖l.
Combining the two inequalities above, we obtain for 1 < l ≤ 3
E|x∗Hx − trHH∗|l ≤ C
(
n + nl/2
)
‖A‖l. (4.33)
We shall proceed with the proof of the lemma by induction on l. And consider the
case 3 < l ≤ 9. Using Lemma 4.14 and Lemma 4.15,
E
∣∣∣∣∣∣∣∣
m1∑
j=1
h j j
(
|x j|2 − 1
)∣∣∣∣∣∣∣∣
l
≤C


m1∑
j=1
|h j j|2E
(
|x j|2 − 1
)2
l/2
+
m1∑
j=1
|h j j|lE
(
|x j|2 − 1
)l
≤C
(trHH∗)l/2 +
m1∑
j=1
t2l· j ‖A‖lE|x j|2l
 ≤ C
nl/2‖A‖l +
m1∑
j=1
t2l· j ‖A‖l
η2l−6n n
l−3
t2l−6· j
E|x j|6

≤C
nl/2‖A‖l + η2l−6n nl−3
m1∑
j=1
t6· j‖A‖l
 ≤ C [nl/2‖A‖l + η2l−6n nl−2‖A‖l] ≤ Cη2l−6n nl−1‖A‖l.
For the same reason, with notation E j(·) for the conditional expectation given {x1, · · · , x j},
we have
E
∣∣∣∣∣∣∣∣
m1∑
j=1
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣∣
l
≤C
E

m1∑
j=1
E j−1
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣
2

l/2
+
m1∑
j=1
E
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣
l

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≤C
E

m1∑
j=1
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m1∑
j=1
E
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
l

≤C
E

m1∑
j=1
∣∣∣∣∣∣∣E j−1
m1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m1∑
j=1

j−1∑
k=1
|hk j|2

l/2
+
m1∑
j=1
j−1∑
k=1
∣∣∣hk j∣∣∣l E|xk |l

≤C
E

m1∑
j=1
∣∣∣∣∣∣∣
m1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m1∑
j=1
(
(H∗H) j j
)l/2
+
m1∑
j=1
j−1∑
k=1
tl· jt
l
·k‖A‖l
ηl−3n n
l/2−3/2
tl−3·k

≤C
[
E (x∗HH∗x)l/2 + tr (H∗H)l/2 + ηl−3n n
l/2+1/2‖A‖l
]
≤C
[
(n + nl/4)‖A‖l + η2l−6n nl−1‖A‖l
]
≤ Cη2l−6n nl−1‖A‖l.
The last inequality is from (4.33) with H replaced by HH∗. Together with the two
inequalities above, we conclude for 3 < l ≤ 9
E|x∗Hx − trHH∗|l ≤ Cη2l−6n nl−1‖A‖l.
In the following, consider the case 3θ < l ≤ 3θ+1 with θ ≥ 2. Likewise, using Lemma
4.14 and Lemma 4.15, we deduce
E
∣∣∣∣∣∣∣∣
m1∑
j=1
h j j
(
|x j|2 − 1
)∣∣∣∣∣∣∣∣
l
≤Cl


m1∑
j=1
|h j j|2E
(
|x j|2 − 1
)2
l/2
+
m1∑
j=1
|h j j|lE
(
|x j|2 − 1
)l
≤Cl
(trHH∗)l/2 +
m1∑
j=1
t2l· j ‖A‖lE|x j|2l
 ≤ Cl
nl/2‖A‖l +
m1∑
j=1
t2l· j ‖A‖l
η2l−6n n
l−3
t2l−6· j

≤Cl
nl/2‖A‖l + η2l−6n nl−3
m1∑
j=1
t6· j‖A‖l
 ≤ C [nl/2‖A‖l + η2l−6n nl−2‖A‖l] ≤ Clη2l−6n nl−1‖A‖l.
and
E
∣∣∣∣∣∣∣∣
m1∑
j=1
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣∣
l
≤Cl
E

m1∑
j=1
E j−1
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣
2

l/2
+
m1∑
j=1
E
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯kx j
∣∣∣∣∣∣∣
l

≤Cl
E

m1∑
j=1
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m1∑
j=1
E|x j|lE
∣∣∣∣∣∣∣
j−1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
l

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≤Cl
E

m1∑
j=1
∣∣∣∣∣∣∣E j−1
m1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m1∑
j=1
E|x j|l

j−1∑
k=1
|hk j|2

l/2
+
m1∑
j=1
E|x j|l
j−1∑
k=1
∣∣∣hk j∣∣∣l E|xk|l

≤Cl
E

m1∑
j=1
∣∣∣∣∣∣∣
m1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+
m1∑
j=1
E|x j|ltl· j
 m1∑
k=1
t2·k

l/2
‖A‖l +
m1∑
j=1
E|x j|ltl· j
j−1∑
k=1
E|xk|ltl·k‖A‖l

≤Cl
E

m1∑
j=1
∣∣∣∣∣∣∣
m1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+ nl/2
m1∑
j=1
E|x j|ltl· j‖A‖l +

m1∑
j=1
E|x j|ltl· j

2
‖A‖l

≤Cl
E

m1∑
j=1
∣∣∣∣∣∣∣
m1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+ nl/2
m1∑
j=1
ηl−6n n
l/2−3
tl−6· j
tl· j‖A‖l +

m1∑
j=1
ηl−6n n
l/2−3
tl−6· j
tl· j

2
‖A‖l

≤Cl
E

m1∑
j=1
∣∣∣∣∣∣∣
m1∑
k=1
hk j x¯k
∣∣∣∣∣∣∣
2

l/2
+ ηl−6n n
l−3
m1∑
j=1
t6· j‖A‖l +
ηl−6n nl/2−3
m1∑
j=1
t6· j

2
‖A‖l

≤Cl
[
E (x∗HH∗x)l/2 + ηl−6n n
l−2‖A‖l + η2l−12n nl−4‖A‖l
]
≤Cl
[
E (x∗HH∗x)l/2 + η2l−6n n
l−1‖A‖l
]
.
Using the induction hypothesis with H replaced by HH∗, it follows that
E (x∗HH∗x)l/2 ≤Cl
[
E |x∗HH∗x − trHH∗|l/2 + (trHH∗)l/2
]
≤Cl
[
ηl−6n n
l/2−1‖A‖l + nl/2‖A‖l
]
≤ Clnl/2‖A‖l.
Consequently, we get
E|x∗Hx − trHH∗|l ≤ Cη2l−6n nl−1‖A‖l.

4.6.2. Existing Lemmas
Lemma 4.10 (Theorem A.37 in Bai and Silverstein (2010) Bai and Silverstein (2010)).
If A and B are two n × p matrices and λk and δk, k = 1, 2, · · · , n, denote their singular
values, then
min
pi
n∑
k=1
|λk − δpi(k)|2 ≤ tr [(A − B)(A − B)∗] ≤ max
pi
n∑
k=1
|λk − δpi(k)|2.
If the singular values are arranged in descending order, then we have
ν∑
k=1
|λk − δk|2 ≤ tr [(A − B)(A − B)∗] ,
where ν = min{p, n}.
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Lemma 4.11 (Duhamel formula). Let M1,M2 be n × n matrices and t ∈ R. Then we
have
e(M1+M2)t = eM1t +
∫ t
0
eM1(t−s)M2e(M1+M2)sds.
Moreover, if A(t) is a matrix-valued function of t ∈ R that is C∞ in the sense that each
matrix element [A(t)] jk is C
∞. Then
deA(t)
dt
=
∫ 1
0
esA(t)A′(t)e(1−s)A(t)ds.
Lemma 4.12 (Corollary A.22 in Bai and Silverstein (2010) Bai and Silverstein (2010)).
Suppose that A j, j = 1, · · · , l are l p × p Hermitian matrices whose eigenvalues are
bounded by M j. Then
|tr (A1 ◦ · · · ◦ Al)| ≤ min{rank(A1), · · · , rank(Al)}M1 · · ·Ml.
Lemma 4.13 (Burkholder (1973)Burkholder (1973)). Let {Xk} be a complexmartingale
difference sequence with respect to the increasing σ-field {Fk}. Then, for l > 1,
E
∣∣∣∣∑ Xk∣∣∣∣l ≤ ClE (∑ |Xk|2)l/2 .
Lemma 4.14 (Burkholder (1973)Burkholder (1973)). Let {Xk} be a complexmartingale
difference sequence with respect to the increasing σ-field {Fk}. Then, for l ≥ 2,
E
∣∣∣∣∑ Xk∣∣∣∣l ≤ Cl [E (E (∑ |Xk|2|Fk−1)l/2) +∑E|Xk|l] .
Lemma 4.15 ((3.3.41) of Horn and Johnson (1991) ?). For n × n Hermitian A = (a jk)
with eigenvalues λ1, · · · , λn, and convex function f (·), we have
n∑
j=1
f (a j j) ≤
n∑
j=1
f (λ j).
Lemma 4.16 (Lemma 2.4 in Bai and Silverstein (2004)). Suppose for each n Yn1, Yn2, · · · , Ynrn
is a real martingale difference sequence with respect to the increasingσ-field {Fn j} hav-
ing second moments. If as n→ ∞,
(i)
rn∑
j=1
E(Y2n j|Fn, j−1)
i.p.−−→ σ2,
where σ2 is a positive constant, and for each ε ≥ 0,
(ii)
rn∑
j=1
E(Y2n jI(|Yn j ≥ ε|))→ 0,
then
rn∑
j=1
Yn j
D−→ N(0, σ2).
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Lemma 4.17 (Lemma B.26 in Bai and Silverstein (2004)). Let A = (a jk) be an n × n
nonrandom matrix and X = (x1, · · · , xn)′ be a random vector of independent entries.
Assume that Ex j = 0, E|x j|2 = 1 and E|x j|l ≤ νl. Then for p ≥ 1,
E |X∗AX − trA|p ≤ Cp
[
(ν4trAA
∗)p/2 + ν2ptr (AA∗)
p/2
]
where Cp is a constant depending on p only.
Lemma 4.18 (Inequality (4.8) in Bai and Silverstein (2004)). Let M be N × N nonran-
dom matrix, we find for j ∈ {1, 2, · · · , n}
E
∣∣∣trD−1j M − EtrD−1j M∣∣∣2 ≤ C‖M‖2
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