Abstract. Let g be an even positive integer. In this paper we compute the integral Chow ring of the stack of smooth hyperelliptic curves of genus g.
Introduction
A natural question, inspired by David Mumford's classic paper Toward an enumerative geometry of the moduli space of curves [Mum] , is to compute the integral Chow rings of the stacks M g and M g of smooth and stable curves of a given genus g. In [EG2] the integral Chow rings of the stacks of elliptic curves M 1,1 and M 1,1 , were computed. In an appendix to the same paper Vistoli [Vis] computed the Chow ring of M 2 . However, for g ≥ 3 almost nothing is known. The only positive result is the computation of Pic(M g ) and Pic(M g ) by Arabarello and Cornalba [AC] using Harer's computation of the second homology group of the mapping class group [Har] . Even rationally, the Chow rings of M g have been computed only up to to g = 5 [Fab1, Fab2, Iza] .
In this paper we focus our attention to hyperelliptic curves and obtain a result valid for all (even) genera. To be precise, let H g denote the stack of smooth hyperelliptic curves of even genus g defined over a field k. − 4g(g + 1)c 2 ). Remark 1.2. When g = 2, every curve is hyperelliptic and our theorem recovers Vistoli's presentation for A * (M 2 ). Theorem 1.1 also recovers Arsie and Vistoli's result [AV] that Pic(H g ) is cyclic of order 2(2g + 1). Remark 1.3. Note that the generators c 1 , c 2 of A * (H g ) are not in general tautological classes. Gorchinskiy and Viviani [GV] observed that Pic(H g ) is not generated by λ, the first Chern class of the Hodge bundle, when g ≡ 0 mod 4. In Section 5.1 we describe a natural vector bundle on H g whose Chern classes generate the Chow ring.
This theorem is quite surprising since it implies that integral Chow rings of stacks of hyperelliptic curves of even genus have a remarkably simple structure. This is in marked contrast to the situation in topology, where results about the additive structure of the cohomology of the hyperelliptic mapping class group are quite complicated (cf. [BCP] ).
Our techniques are purely algebraic and make essential use of results of Arsie and Vistoli [AV] . As observed in [AV, Example 3.5 ] the stack H g may be identified as the stack of double covers of P 1 branched at 2g + 2 points. Theorem 4.1 of [AV] then implies that if g is even H g is the quotient (stack) by an action of GL 2 on the open set in A 2g+3 corresponding to homogeneous binary forms of degree 2g + 2 with distinct roots. Using a basic result in equivariant intersection theory we then identify A * (H g ) with the GL 2 -equivariant Chow ring of this open set.
From this description it immediately follows from the basic exact sequence in Chow groups that
. Because inclusion of an open set does not induce a surjection on cohomology, the calculation in topology is much more difficult. Note that this situation is reversed for M g where there seems to be no algebraic way to get information about the Chow groups for general g.
Following a strategy employed by Vistoli in his calculation of A * (M 2 ) the computation of the equivariant Chow ring can be reduced to the calculation of the GL 2 -equivariant Chow ring of P 2g+2 ∆ 1 , where ∆ 1 is the locus of forms divisible by a square. Rather than tackle this problem directly, as Vistoli did for g = 2, we reduce to the maximal torus T ⊂ GL 2 . The technical heart of this paper is the proof that, for any N , A *
) by an ideal generated by two classes (Proposition 4.2), where E is the defining representation of GL 2 . Because GL 2 is special 1 we can then recover the GL 2 -equivariant Chow ring.
2. Background on group actions and equivariant intersection theory 2.1. Group actions and representations. Let k be a field and let G be an algebraic group over k. If V is a representation of G over k, then, when the context is clear, we refer to the scheme Spec(Sym V * ) as V . With this convention if x ∈ Spec(Sym V * ) is a k-valued point corresponding to a vector v ∈ V then for any g ∈ G(k), gx is the k-valued point corresponding to the vector gv. If the action of G on V commutes with the diagonal action of G m on V then there is an induced action of G on P(V ) := Proj(Sym V * ). As a consequence, if d is positive integer then the global sections
2.2. Some general facts about equivariant Chow groups. Equivariant Chow groups are defined in the paper [EG2] . We briefly recall some basic facts and notation that we will use in our computation. Let G be a linear algebraic group defined over a field k. For any algebraic space X we denote the direct sum of the equivariant Chow groups by A G * (X). If X is smooth then there is a product structure on equivariant Chow groups and we denote the equivariant Chow ring by A * G (X). Following standard notation, we denote the equivariant Chow ring of a point by A * G . Flat pullback X → Spec k makes the equivariant Chow groups A G * (X) into an A * G -module. When X is smooth the equivariant Chow ring A * G (X) becomes an A * G algebra. The relation between equivariant Chow rings and Chow rings of quotient stacks is given by the following result.
Proof. Fix an integer i and let V be a representation of G which contains an open set U ⊂ V on which G acts freely such that V U has codimension > i. Then we can identify
2.4. Chern classes and equivariant Chow rings of projective spaces. If V is a representation of G, then V defines a G-equivariant vector bundle over Spec k. Consequently a representation V of rank r has Chern classes c 1 (V ), . . . , c r (V ) ∈ A * G . If X is a smooth algebraic space then we will view the Chern classes as elements of the equivariant Chow ring A * G (X) via the pullback A * G → A * G (X). Now let E be the defining representation of GL n . The total character of the T -module E decomposes into a sum of linearly independent characters λ 1 + λ 2 + . . . λ n and we get A * T = Z[t 1 , . . . t n ] where t i = c 1 (λ i ). The Weyl group S n acts on A * T by permuting the t i 's and as result
If V is a representation of rank r of GL n then then the total character of the T -module V decomposes as sum of characters µ 1 + . . . µ r . Let l i = c 1 (µ i ). We refer to the classes l 1 , . . . l r as the Chern roots of V and view them as elements in A * T X. Any symmetric polynomial in the Chern roots is an element of A * GLn X. Let V be an (r + 1)-dimensional representation of GL n . Since the action of GL n commutes with the diagonal action of G m on V there is an induced action of GL n on P(V ) a canonical GL n -linearization of the sheaf O P(V ) (1).
The following easy lemma is proved for torus actions in [EG2, Section 3.3] and follows in general from the projective bundle theorem [Ful, Example 8.3.4] .
Lemma 2.3. The GL n (resp. T ) equivariant Chow ring of P(V ) has the following presentation.
and
GLn (resp. l 1 , . . . , l r ) are the equivariant Chern classes (resp. Chern roots) of the representation V .
2 In [EG2] it was incorrectly claimed that if G is special and T is a maximal torus then for all G-spaces X,
is the Weyl group. The second author is grateful to Reyer Sjamaar for pointing out this error.
2.5. T -equivariant fundamental classes of invariant hypersurfaces. Let T be a torus and let V be a finite dimensional T -module and let O P(V ) (1) have the canonical linearization induced by the action of T on V .
Lemma 2.4. Let H ⊂ P(V ) be a T -invariant hypersurface defined by a homogeneous form
Proof. On the invariant affine a i = 0, the ideal sheaf of H is generated by the
Let V be a two-dimensional representation of T and choose coordinates so that T acts by
Lemma 2.5. In A * T (P 1 ) we have the identity
0 ) Proof. Let x 0 , x 1 (resp. y 0 , y 1 ) be coordinate functions on the first (resp. second) copy of P 1 . Then ∆ P 1 ×P 1 is defined by the homogeneous quadratic form
eigenspace. The formula now follows from the same argument used in Lemma 2.4.
Arsie and Vistoli's presentation H g as quotient stack
To reduce the computation of the A * (H g ) to a calculation in equivariant intersection theory we recall the presentation for H g for g even given by Arsie and Vistoli in [AV] .
Let k be a field of characteristic not equal 2 and assume that g is an even integer. Let E be the defining representation of GL 2 and let D : GL 2 → G m be the determinant.
Theorem 3.1. [AV, Corollary 4.7] If g is even the stack H g is isomorphic to the quotient
where ∆ 1 is the closed subvariety of singular forms.
By Proposition 2.1 the Chow ring of H g may identified with the equivariant Chow ring
and the remainder of the paper is devoted to performing this computation. Let P 2g+2 = P(Sym 2g+2 E * ) be the projective space of forms of degree 2g + 2 and again let ∆ 1 be the hypersurface corresponding to singular forms. Following the argument of Vistoli [Vis] we may reduce to a calculation in P 2g+2 .
Lemma 3.2. Let ξ denote the first Chern class of O P 2g+2 (1). Then the pull-back
is surjective and its kernel is generated by gc 1 − ξ.
Proof. In general if Π : X → Y is a G-equivariant G m -bundle we consider the associated line bundle L. Then X is the complement of the 0-section and the localization exact sequence for equivariant Chow groups implies that
where the isomorphism is induced by Π * . In our case the associated line bundle is D ⊗g ⊗ O(−1) so the kernel of Π * is gc 1 − t.
From Lemma 3.2 we conclude that
so we have reduced the problem to computing
where I is the ideal generated by the image of A GL2 * (∆ 1 ).
The equivariant Chow ring of the space of non-degenerate homogeneous forms in N variables
Let E be the defining representation of GL 2 and let P N = P(Sym N E * ) be the projective space of homogeneous forms of degree N in two variables x 0 and x 1 . Since the action of GL 2 commutes with homotheties, there is an induced action of GL 2 on P N with kernel the center of GL 2 . Let ∆ 1 ⊂ P N be the locus of forms which are divisible by a square over some extension of the base field. This subvariety is GL 2 invariant and the goal of this section is to compute the equivariant Chow ring A *
where I is the ideal in A * GL2 (P N ) generated by the image of the equivariant Chow groups of ∆ 1 . We can then apply the results of this section when N = 2g + 2 to complete the computation of the integral Chow ring of H g for g even. (Note, however, that in this section we do not require N to be even.)
For every r = 1, . . . , [N/2] we may define ∆ r ⊂ Sym N E * as the closed subvariety of forms divisible by the square of a polynomial of degree r over some extension of the ground field k. The locus ∆ r is the image of the map
Passing to the associated projective spaces we obtain GL 2 -equivariant maps
and ∆ r will still indicate the images of π r Proposition 4.1. (cf. [Vis, Lemma 3.3 
is the sum of the images of the homomorphisms
Proof. Let G be an algebraic group. Recall [EG2] that if X is a G-scheme then an equivariant envelope is a proper G-equivariant morphism f :X → X such that for every G-invariant subvariety W ⊂ X there is a G-invariant subvarietyW ⊂X mapping birationally to X. Lemma 3 of [EG2] together with [Ful, Lemma 18.3(6) ] implies that proper pushforward f * :
be the GL 2 -equivariant map whose restriction to P r × P N −2r is π r . By the above discussion it suffices to prove that π is an equivariant envelope. The argument used in the proof [Vis, Lemma 3.2] shows that if char k > N − 2r, then for every field K ⊃ k, if p is K-valued point of ∆ r ∆ r+1 then there is a (unique) K-valued point q of P r × P N −2r mapping to p.
Let Z ⊂ ∆ 1 be a G-invaraint subvariety and suppose that the generic point p of Z lies in ∆ r ∆ r+1 . By Vistoli's Lemma we know that there is subvarietyZ ⊂ P r × P N −2r mapping birationally to Z. To complete the proof we must show that we may takeZ to be G-invariant. Now if g ∈ GL 2 then the subvariety gZ also maps birationally to V . Since there is a unique point of P r × P N −2r mapping to the generic point q, it follows that gZ andZ have the same generic point. HenceZ must contain a G-invariant open setŨ . Taking the closure ofŨ in P r × P N −2r
gives our desired G-invariant subvariety mapping birationally to Z.
For any r let ξ r,1 (respectively ξ N −2r,2 ) be the pullback to P r × P N −2r of c GL2 1
(O(1)) on the first (resp. second) factor. We have the following relation in A * GL2 (P r × P N −2r ): π * r (ξ) = 2ξ r,1 + ξ N −2r,2 . Moreover, from Lemma 2.3 we have that ξ 1,r is a zero of a monic polynomial of degree r + 1 with coefficients in A * GL2 . Therefore π r * (A * GL2 (P r × P N −2r )) is generated as a A * GL2 (P N )-module by π r * (1), π r * (ξ 1,r ), . . . , π r * (ξ The above discussion allows us to conclude that
The action of GL 2 on P N restricts to an action of the maximal torus T ⊂ GL 2 consisting of diagonal matrices. The goal of this section is to prove 
N be the hyperplane defined by the equation X i = 0; in other words, H i corresponds to forms f such that the coefficient of x
By Lemma 2.4, we have that
On P r we can consider the hyperplane class h i,r corresponding to degree r forms such that the coefficient of x r−i 0 x i 1 is 0. Again by Lemma 2.4 we have that h i,r = ξ 1,r − (r − i)t 1 − it 2 . It follows that the image of A T * (∆ 1 ) is generated by the pushforwards to A * T (P N ) of the classes π r * (h 0,r . . . h m,r ) for 1 ≤ r ≤ [N/2], 0 ≤ m ≤ r − 1 as well as the classes α r,0 .
Lemma 4.3. In A * T (P N ) we have the relations
(Recall that c 1 = t 1 + t 2 and c 2 = t 1 t 2 are the elementary symmetric polynomials in the generators t 1 , t 2 for A * T .) Remark 4.4. Note that the identities α 1,0 = 2(N − 1)ξ − N (N − 1)c 1 and α 1,1 = ξ 2 − c 1 ξ − N (N − 2)c 2 also hold in A * GL2 (P N ) since the restriction map A *
Proof. The multiplication map ρ : (P 1 ) N → P N is GL 2 -equivariant and hence T -equivariant. It also commutes with the natural permutation action of S N on (P 1 ) N . and with this notation the subvariety ∆ 1 corresponding to homogeneous forms with multiple roots is the image of
Where ρ is the multiplication map and ρ 1 is its restriction to ∆ P 1 ×P 1 × (P 1 ) N −2 . Since ρ 1 has degree (N − 2)!we see that
The torus T acts on P 1 by t(x 0 :
Substituting the right hand side of (8) into the right hand side of (7) we obtain
The first two terms on the right hand side of (9) pushforward to (N − 1)!h 0 since the map 0 × (P 1 ) N −1 → H 0 has degree (N − 1)! while the direct image of the second term is N !(t 1 − t 2 ). Thus we obtain the relation
Since A * T (P N ) is torsion free we can divide (10) by (N − 2)! to obtain the first identity in (4) and substituting h 0 = ξ − N t 1 yields the second.
As noted above we have
. Thus, after pushing forward to P N we obtain the identity
Since i 1 * [∆ 1 ] = α 1,0 the first identity in (5) follows. Substituting h 0 = ξ − N t 1 and h 1 = ξ + (1 − N )t 1 − t 2 yields the second.
As an immediate consequence of the identities in Lemma 4.3 we obtain. Proof. Consider the diagram analogous to (6) (11)
Identifying ∆ P 1 ×P 1 with P 1 then h r,0 · . . . · h r,m is the equivariant fundamental class of the image of the T -invariant subvariety
(Here the first (2m + 2) coordinates are 0). Let θ r,m be the equivariant fundamental class of this T -invariant subvariety Thus, ρ r * θ r,m = (N − 2r)!(r − m − 1)!h r,0 · . . . · h r,m . On the other hand we may expand θ r,m by replacing ∆ P 1 ×P 1 with the formula of (8) to obtain a sum of classes which are permutations of classes of the form
where first l coordinates are 0 and 2m + 2 ≤ l ≤ r + m + 1. The action of T on (P 1 ) N commutes with natural permutation action of S N and the map ρ is S N -equivariant the pushforward ρ * of the classes in (12) we obtain the identity
where the a l 's are positive integers. Since l ≤ m + r + 1 it follows that (r
is torsion free α r,m is an integral sum of terms of the form (t 1 − t 2 ) m+r+1−l h 0 · . . . · h l which is clearly a multiple of h 0 h 1 .
Lemma 4.7. α 2,0 is in the ideal (α 1,0 , h 0 h 1 ).
Proof. Since ∆ 2 is the image of the fundamental class of
Expand the first diagonal term as
and substitute this into the right-hand-side of equation (14) to obtain
Since the action of T on (P 1 ) N commutes with the permutation action of S N the first two terms in the right-hand side of (15) are equal. Now expand the remaining ∆ P 1 ×P 1 as above so that the sum of the first two terms on the right hand side of (15) now becomes
Using the fact ρ * commutes with the permutation action of S N we can combine the terms coming from (16) with the last term on the right side of equation (15) to obtain
Dividing through by 2!(N − 4)! and again invoking the fact that A * T (P N ) is torsion free we obtain the equation
The first and third terms on the right-hand-side are clearly in the ideal (α 1,0 , h 0 h 1 ). The middle term is in the ideal because by (3) and (4)
Our last lemma completes the proof of the proposition.
Lemma 4.8. If r ≥ 3 then α r,0 is in the ideal (α 1,0 , h 0 h 1 ).
Proof. As above we have
Expanding out the first r − 2 copies of the fundamental class of ∆ P 1 ×P 1 in the right-hand side of (20) we obtain that (
is the sum of
plus terms which are permutations of the r − 2 classes
where 1 ≤ k ≤ r − 2. Since
there are positive integers b 1 , . . . b r−2 such that
When k ≥ 2 we substitute (22) and use the permutation invariance of ρ * to obtain
When k = 1 we use the same expansion to obtain that
Since r ≥ 3, the first term on the right-hand-side of (21) is divisible r!(N − 2r)!α 2,0 and thus is an element of r!(N − 2r)!(α 1,0 , h 0 h 1 ) by Lemma 4.7. Likewise, each of the three terms on the righthand-side of (23) is divisible r!(N − 2r)!h 0 h 1 as is the first term on the right-hand-side of (24).
Finally by (19) we know that (N − 1)(N − 2)(
. Hence all of the terms appearing on the right hand side of (24) are in r!(N − 2r)!(α 1,0 , h 0 h 1 ). Since A * T (P N ) is torsion free we conclude that α r,0 ∈ (α 1,0 , h 0 h 1 ).
4.2.
The ideal generated by the image of A GL2 * (∆ 1 ) in A * GL2 (P N ). We are now in a position to prove our main result Remark 4.10. When N = 6 this result was previously obtained by Vistoli [Vis] for his calculation of A * M 2 .
Proof. Since GL 2 is special, A *
by Proposition 2.2. Thus we may decompose the A *
commutes with the direct image map i * : ∆ 1 → P N , we may view f as being in the image of A * T (∆ 1 ). Thus by our previous proposition we may write f = aα 1,0 + bα 1,1 for some a, b ∈ A * T (P N ). Using the decomposition above we may write
, so f is in the ideal of A * GL2 (P N ) generated by α 1,0 and α 1,1 .
Proof of Theorem 1.1
We can now easily complete the proof of Theorem 1.1 By Theorem 4.9
where
If C 1 , . . . , C 2g+3 are the GL 2 -equivariant Chern classes of the representation Sym 2g+2 E * set (27)
[ξ]/P by Lemma 2.3. Let α 1,0 (gc 1 ), α 1,0 (gc 1 ), P (gc 1 ) be the polynomials in c 1 , c 2 obtained by substituting ξ = gc 1 in (25)-(27) then by Lemma 3.2,
The theorem then follows from our last lemma.
Lemma 5.1. The polynomial P (gc 1 ) is in the ideal (α 1,0 (gc 1 ), α 1,1 (gc 1 )).
Proof. Using the same arguments as in Section 4.2 it suffices to show that the restriction of P (gc 1 ) to A * T is in the ideal generated by the restrictions of α 1,0 (gc 1 ) and α 1,1 (gc 1 ). The Chern roots of E are {−(2g + 2)t 1 , −(2g + 1)t 1 − t 2 , . . . , −t 1 − (2g + 1)t 2 , −(2g + 2)t 2 } so
Pairing off the 2g terms (gc 1 − (2g + 2 − i)t 1 − it 2 ) and (gc 1 − it 1 − (2g + 2 − i)t 2 ) and observing that if i = g + 1 then gc 1 − (2g + 2 − i)t 1 − it 2 = −c 1 we can rewrite (28) as
The product of the j = 0 and j = 1 terms on the right hand side of (29) is
∆ 1 )/ GL 2 ] means that the defining representation of GL 2 determines a vector bundle on H g whose Chern classes generate the Chow ring. Using an observation of Gorchinskiy and Viviani we can obtain a functorial geometric description of this bundle.
If π : X → S is a family of smooth hyperelliptic curves of genus g let W ⊂ X be the divisor of Weierstrass points of the fibers of π and let ω be the relative canonical line bundle. Then O X (W ) has relative degree 2g + 2 and the line bundle ω ⊗g/2 π ⊗ O X ((1 − g/2)W ) restricts to a g 1 2 on the fibers of π. Since π is flat, it follows that
is rank 2 vector bundle on S. Let V g be the rank two bundle on the stack H g which restricts to to V π on a family of hyperelliptic curves X π → S.
Proposition 5.2. Under the identification H g = [(A 2g+3 ∆ 1 )/ GL 2 ] the vector bundle V g corresponds to the defining representation of GL 2 . In particular the Chow ring of H g is generated by the Chern classes of V g . Remark 5.3. When g = 2, then V g is the Hodge bundle and we recover Vistoli's result [Vis] that A * (M 2 ) is generated by the Chern classes of the Hodge bundle.
Remark 5.4. As observed in [GV] the Chern classes of V g are not tautological classes. Gorchinskiy and Viviani show that the first Hodge class λ equals (g/2)c 1 . In principal the methods of their paper could be extended to give formulas for all of the tautological classes in terms of c 1 and c 2 , but we do not pursue this here.
Proof. Following [AV] and [GV] we know that given a family of hyperelliptic curves π : X → S the map π factors as π = p • f where p : P → S is a Brauer-Severi variety and f : X → P is a double cover. Then f * O X = O P ⊕ L where L is a line-bundle such that L 2 = O P (−D) where D ⊂ P is the ramification divisor. Since f is a double cover, the family of elliptic curves is uniquely determined by the data (p : P → S, L).
The identity f * L −1 = O X (W ) and the Riemann-Hurwitz formula imply that
Since the restriction of ω ⊗g/2 P/S has degree −g we see that π * (ω ⊗g/2 ⊗ O X ((1 − g/2)W ) = p * (ω ⊗g/2 P/S ⊗ L −1 ).
As noted in [AV, Remark 3 .3] we may identify H g with the stack H ′ 1,2,g+1 whose objects over a k-scheme S consists of the data of a Brauer-Severi variety p : P → S together with a line bundle L of relative degree −(g + 1) and an injection i : L 2 ֒→ O P . From the previous paragraph we see that we may identify V g with the bundle whose restriction to P → S is the vector bundle p * (ω ⊗g/2 P/S ⊗ L −1 ).
LetH 1,2,g+1 be the stack whose objects over S consists of a pair (P p → S, L) together with an isomorphism φ : (P, L) → (P 1 S , O P 1 (−g − 1) ). The action of GL 2 := Aut(P 1 , O(1)) on the pair (P 1 , O(−g − 1)) has kernel µ g−1 and by [AV, Theorem 4 .1]H 1,2,g+1 is represented by the scheme A 2g+3 ∆ 1 and the forgetful mapH 1,2,g+1 → H 1,2,g+1 is a GL 2 /µ g+1 -torsor. The vector bundle V g pulls back to the vector bundle which assigns to the trivial family p * : P 1 S → S the vector bundle p * (ω ⊗g/2 P 1 ⊗ O P 1 (g + 1)). As noted in [GV, Equation (4.4) ] the Euler sequence for the tangent bundle of P 1 implies ω P 1 is GL 2 -equivariantly isomorphic to the bundle O(−2) ⊗ det E where E is the defining representation of GL 2 . Thus, p * (ω ⊗g/2 P 1 ⊗ O P 1 (g + 1)) = (det E) ⊗g/2 ⊗ E.
Now (det E)
⊗g/2 ⊗ E is the pullback of E via the map α : GL 2 → GL 2 , A → (det A) g/2 A. As noted in [AV] ker α = µ g+1 , so under the identification of GL 2 /µ g+1 = GL 2 , (det E) ⊗g/2 ⊗ E corresponds to the defining representation E.
