Absrroct-The work described in this paper has been developed in the framework of the Integrated Project APALAClPReVENT, a research activity funded by the European Commission to contribute to road safety by developing and demonstrating preventive safety technologies and applications.
I. INTRODUCTION
The second largest source of automotive related injuries or fatalities is due to accidents that involve pedestrians. Systems that mitigate pedestrian accidents, i.e. external airbags or start inhibit, are being considered by all car manufactures; they require an accurate knowledge about pedestrian presence for a correct activation.
In addition, since around two thirds of all accidents happen in the frontal region of the vehicle, a large number of systems is based on the automatic detection of obstacles in front of the vehicle.
A typical method for detecting obstacles when the camera is not moving, is segmentation based on background subtraction [l] , a simple but effective method for detecting moving objects by comparing the intensity of the background and observed images. It requires computing a reference image (background), subtract each new frame from this image, and threshold the resuIt. The final result is a binary segmentation of the image, in which non-stationary objects are highlighted. The simplest way to obtain the reference image is to perform an average amongst a number of subsequent images. Unfortunately, this approach can be effective only when the background is not varying amongst frames, namely a static background. This constraint strongly limits the effectiveness of such method for vision systems installed on a moving vehicle.
Algorithms for stationary applications (security surveillance, human-machine interface, low-bandwidth telecommunications and others) use several techniques to model the background. Existing methods for background modelling may be classified as predictive, probabilistic, or other approaches. Probabilistic algorithms model every background pixel (or image block) as an independent statistical process, neglecting the order of the input observations. In some cases [Z] , models of background changes are built. working on image blocks and drawing from each block information about covariance, generating eigenspace and eigenvector. In other cases [I 1, [3] , [4] , the distribution of the intensity value is fitted with a Gaussian distribution (for instance evaluating mean and variance); a Gaussian Mixture Model is used to model the background, while the foreground is modelled by additional Gaussian models. Predictive class algorithms try to track some feature of the image (by means of Kalman filter [ 5 ] , [6] ) to detect the changes in background for every pixels using edge features or intensity values. The estimation of the pixels motion permits to avoid problems due to small changes in background but can be heavily affected by noise. More recent methods are based on more sophisticated models using historical data to predict future evolution as autoregressive models.
In this article, a real-time system for detecting obstacles using a monocular camera is described. The system can access information about the vehicle's state, like speed or yaw-rate. Using this information it is possible to detect motion or stationary scenarios and adapt the system behavior.
When the vehicle is still, a Background Subtraction approach is used assuming that the background is stationary for a limited amount of time; thus, a reference background image is computed and used to detect changes into the scene. When the vehicle is moving, the system exploits a Temporal Inverse Perspective Mapping (IPM) technique: using calibration data and inertial information, the previous frame is warped onto the current one: still or moving obstacles are Pniswarped thus allowing the detection [7] . This paper is organized as follows: section II presents an overview of the system, section III discusses distortion removal, section 1V introduces all parts of the algorithm and presents the results obtained, while section V summarizes remaining problems to be solved and concludes the paper. 
SYSTEM OVERVIEW
The goal of the APALACI project is to develop pre-crash and collision mi tigation automotive applications, including the development of innovative sensor fusion techniques. More specifically, it addresses the area close to the vehicle. This includes sensors for pedestrian recognition and methods for distinguishing among different obstacles i.e. vulnerable road users, vehicles, bamers, or other objects.
Amongst the others, two main topics are addressed in this work:
. a Start Tnhibit function should prevent truck drivers from accelerating from stationary, when pedestrians or other obstacles are present in the blind spot area (see figure I ), in particular in front of the truck. The recognition of obstacles in slow speed situations, by monitoring the blind spot ahead of the vehicle with the aim of informing the driver about pedestrians close to the vehicle or preparing the vehicle to an unavoidable collision (i.e. reducing speed, engage external airbag, retracting the seat belt, and so on). Two different sensors are used in the system: a single color CMOS camera linked to a video framegrabber on a PC; an off-the-shelf sensor capable to feed information about speed and yaw rate through the vehicle's CAN bus. The vision system is installed on a truck, framing the area in front of the vehicle. Since the system needs to cover a quite large area, a camera with a sufficiently large field of view (about 90 degrees) is required. This implies a short focal , length and a heavy distortion caused by a fish-eye lens.
DISTORTION REMOVAL
The first phase of the processing is the removal of lens distortion.
infinite series [XI are needed to fuily model non-linear lens distortion. The approach used in the system does not try to discover the lens model, but rather generates a lookup table capable of directly transforming a distorted image to an undistorted one. In this way the distortion can be removed without using any model, and therefore without any limitation that may be introduced when high level approximations are neglected. Furthermore, it also favorably affects the execution time.
The lookup table is used to map undistorted coordinate
Each pi,xel of the undistorted image (the resulting image) needs to have a correspondent in the distorted image (the input image acquired from the camera).
To generate this function an off line processing is used. The image of a calibration grid (see figure La) is acquired using the camera-lens system that needs to be profiled. The grid is composed by equally spaced squares that, thus in the undistorted image the squares have to appear equally spaced as well (see figure 2.b). In the first phase of the processing, feature points P; of the distorted image are computed through a flood-fill algorithm. A sparse lookup table is therefore preliminarily computed in order to map the positions of pixels P, towards their new position in the undistorted image:
In this way, only few values of the lookup table are computed. The values for pixels other than Pi are obtained interpolating with third order polynomials splines.
IV. ALGORITHM
The general flow of the system is shown in figure 3 ; a decisor examining the video stream selects which algorithm flow should be followed according to the vehicle state.
When the vehicle is not moving, a background subtraction approach is used assuming that the background is stationary for a limited amount of time; a reference background image is computed and used to detect changes into the scene.
Conversely, in motion situations, the system exploits a technique that we named Temporal IPM: using calibration data and inertial information, it is possible to warp the previous frame onto the current one. The positions in which the warped image and the current one differ localize the presence of obstacles. 
A. Background Subtraction
The background suppression technique is based on the subtraction of a reference background image from the input image. According to diagram shown in figure 4 , the proposed method is divided into four main stages: in the first stage a reference background is obtained. In the second phase, the input image and the background are compared, while in the third step a dynamic threshold used for the detection is computed. In the last step obstacles are detected.
I) Reference Image Generation: The background reference images are generated using the most recent input images, through the procedure indicated in figure 5 . Let B, be the background image at time PI and I,, the input image at time n. B,(i) and Zn(i) are the values for generic pixel Pi in the background scene and image respectively at time n. w is the parameter used to weight how the new image influences background model. Bach pixel i of the background image at frame n is updated, so that the older the frame the smaller its weight in the reference background image:
B ,~l ( i ) = B , , ( i ) x ( 1 -w ) +~, , ( i )~w (2)
This digital low-pass filter reject artifacts introduced by vehicle vibration and video signal noise, and requires very small amount of memory and computational resource Another approach [?] for generating a background model can be based on an average amongst the latest N frames; this method requires more memory to store every frame and does not allow the use of the foreground rejection technique described in the following paragraphs.
The bandwidth of the low pass filter can be changed acting on the value of w in equation (2). A low value of w permits to avoid most noise but requires time to create the background. Conversely, with a high value of w, background can be quickly adapted to abrupt changes but moving objects can erroneously be incorporated within the background model.
The most critical problem of this approach IS, in fact, the injection of non background objects in the reference image during the update. This problem can be avoided using, as a feedback, the result of algorithm itself: moving objects are excluded from the reference image update. As menhoned above, the larger the weight w, the higher the influence of the correspondent pixel Zn-l (i). Thus a way to implement rejection of moving objects is to use different values for w for different image pixels according to output results. To achieve this, w should become a matrix whose elements describe the influence of every pixel of I, in the updating of background.
Expenmental results showed that two values, wf and wb, suffice for updating the reference image:
Since information about the foreground and background is not available, the output supplied by the algorithm itself is used. In such way, w(i) has the meaning of background probability. A low value in w(i) corresponds to a low probability that pixel i belongs to the background while a high value of w ( i ) means a high probability that i belongs to background and therefore it should be taken into account for background update.
Thus, equation 2 can be written, more generally, as Figure 6 shows the results of the two different methods for background image generation. In the background image obtained using a constant w the trace of a foreground object In such a case, the difference S ( i ) between two pixels' colors is obtained as the angle formed by the two color vectors. This angle, in fact, does not depend on the module of the two vectors and, thus, it is not affected by the pixels luminance.
A threshold 5 is used to binarize the distance image 6(i): X , is a binary image representing foreground and background. The threshold value < is critical for the whole system, since it allows to detect the presence of obstacles: a dynamic tuning of this parameter is used to improve the effectiveness of the system.
3) Threshold tuning: Once a first output is provided by the system, it is necessary to adjust the threshold matrix used for the foregroundhackground discrimination.
A vertical and a horizontal histogram are computed counting foreground pixels for each row and column. A Gaussian low pass filter is applied to the histograms in order to remove noisy components and merging close areas. These two histograms strongly depend on the number and size of foreground areas in X,. Namely, they reach high values when a large amount of foreground is detected in X,, while are null when no foreground is detected.
Threshold 6 is lowered when no foreground is detected and increased when too much foreground is detected: a constant threshold y is applied to the vertical and horizontal histogram and the percentage 3 of overthreshold values of the two his- togram is computed. When 3 is bigger than a given threshold ~, is ( figure 6.b) ; conversely* the Same Objects is y, is lowered, conversely, 5 is increased if 3 is smaller than observable in the reference image obtained feeding the update with algorithm results, namely using a variable w (figure 6.c).
2) Background Remold: The obtained background reference image is matched against the most recently acquired image for detecting obstacles; namely, the difference image 8 between pixels values of both images is computed.
Since the acquired images are defined in the RGB color space, their pixels can be represented by a vector. It is straightforward the use of the Euclidean distance operator for computing the difference 6 between the colors of background pixels ( B ( i ) ) and foreground ones ([(i)):
namely:
I.
In such way the threshold 6 is tuned according to system results in order to adapt to changing environments. 4 ) Obstacle Detection: The binary image X, used to generate histograms, is yet a raw result. This preliminary output is affected by a great amount of noise and need an additional filtering.
Morphological filters are used for image enhancement. A first filter removes isolated pixels, simply discarding every pixel in the image that does not have, in the 3 x 3 neighborhood, any other overthreshold pixels. A second filter applies a morphological expansion to the image using a 5 x 5 neighborhood to obtain contiguous clusters of overthreshold pixels.
A further processing detect contiguous areas producingas final output-bounding boxes that enclose the clusters of overthreshold pixels. 
) Results:
The discussed system has been tested on several 320 x 240 pixels color images acquired by a camera installed on a truck and framing the area of the road close to the vehicle.
The test sequences comprise different urban and extra-urban scenarios and contain both moving and still situations. Figure 7 shows both partial and final results of the background subtraction processing. The first and second rows present a case in which an obstacle (a pedestrian) enters the scene and rapidly moves away; in such case the background image is barely affected by the presence of a foreground object.
Conversely, in the last ruw a pedestrian stopped and crouched in front of the vision system being incorporated in the background reference image. Anyway, as soon as he starts moving, he is detected as an obstacle and the backgrohnd reference image slowly updates to his removal.
Working on color images [l], [lo] allows the use of Vector Angle technique that proved to be less prone to luminance variation, in particular to shadows.
The system has proven to obtain good results. Anyway, due to the specific camera position, only part of most pedestrians is detected. In addition, vibrations' due to the engine of the truck have demonstrated to be a strong source of noise for the detection leading to blinking false positives.
Background subtraction and obstacle detection run at 30 Hz on a 3.2 GHz Pentium 4.
B. Tetiiporcrl IPM
In motion situations, the background subtraction technique is of no use, since a fast evolving background is present. In such a case a different approach is used: the Temparal IPM.
Using the assumption of a flat road in front of the vision system and thanks to the knowledge bf camera parameters, the perspective effect can be removed from acquired images ( figure 8.a) producing remapped images (figure 8.c) . The remapped images contain a bird's eye view of the road [ I I].
Thanks to the inertial sensors, it is possible to know the speed and yaw of the vehicle. These parameters can be used to bring to correspondence two consecutive remapped frames roto-translating the remapped previous frame with respect to remapped current frame (figures 8.c and 8.d).
The so-remapped images are different only where something other than road surface (namely an obstacle) is framed.
Therefore a simple pixel-wise comparison can be used for obstacle detection producing a difference image that highlights the presence of obstacles ( figure 8.b ). This approach is currently under further development. Preliminary results show that this method is promising and effective for vehicle's speed up to 40 km/h.
v. CONCLUSIONS
In this paper an approach to obstacle detection for startinhibit or slow speed situations has been presented, A single color camera has been installed on a truck monitoring the driver's blind area in front of the truck up to few meters ahead.
When the truck is not moving, a background subtraction approach is used to detect obstacles. The background is assumed as stationary for a limited amount of time, a reference background image is computed and compared against acquired images. A strong difference between acquired and background reference image detects an obstacle. This approach is useful to inhibit the start when obstacles are present in front of the vehicle.
A second approach is used when the truck is moving.
The system, by means of inertial sensors, can detect moving situations and compute its ego-motion. A temporal stereo match technique is currently under development to detect obstacles in such case.
Current work is aimed at the development of a system for distinguishing among different obstacles i.e. vulnerable road users, vehicles, other objectshaniers.
