ABSTRACT. We define that a martingale H · dZ has Dimension k if the rank of the matrix process H equals k almost surely, for almost every t. The definition is shown to be well defined, and the value can be used as a geometric invariant to classify and study martingales. We also define general Brownian motions in higher dimensions.
INTRODUCTION
This note is an addendum to the ideas introduced in section 3 of [Ja] . Our purpose is to introduce the notion of dimension for a martingale. Using this concept, it seems that one can deal with martingales in the way topologists deal with manifolds. Some of the concepts like submersions and related theorems, as found in [GP] , seem accessible. We give a starting point for such a theory and prove some preliminary theorems. (Martingale-dimension is not a new topic, however; see section 6.6 for a brief discussion on this. The concept introduced in this paper appears to be new.)
In section 3.3 of [Ja] , the author defined a C 1 -Brownian motion X = X 1 + iX 2 , as opposed to regular complex or IR 2 Brownian motion, as a continuous martingale with X 0 = 0 and satisfying X t = X 1 t + X 2 t ≡ t. This we called the Lévy characterization for C 1 -Brownian motion. One of the interesting consequences of this definition is that if (Z 1 , Z 2 ) is an IR 2 -Brownian motion, then Z 1 and Z1+iZ2 √ 2 become equivalent entities when considered as C 1 -processes. At the end of the same section, the author raised the question of finding a basic property that characterizes (general) Brownian motion independently of the space in which it travels. Such a property is then an intrinsic invariant of Brownian motion.
Definition 1.1. A common property or value characterizing a collection of processes is an invariant of that collection.
We may call the property intrinsic if it is dependant fundamentally on the structures or variables that define the processes; and in general, not defined directly in terms of the range space of the processes. The Lévy characterization already offers the quadratic variation as a basic invariant. More generally, we can say that any two martingales on a probability space Ω are equivalent if they have the same quadratic variation (QV). In particular, we may consider identifying all processes with QV = t as Brownian motion, seek to find their shared properties and transforms that preserve them.
Note 1.
(1) All martingales that we consider are measuarable with respect to some Brownian filtration, having a stochastic representation H · dZ, such that P( t 0 |H s | 2 ds < ∞) = 1 for all t. (2) For any matrix A, A tr means the transpose of A.
DIMENSION
On the other hand, it is natural to think of (Z 1 , 0) and
as distinct when considered as IR 2 processes. As is obvious, (Z 1 , 0) maps into a 1-dimensional subspace of IR 2 whereas
has a genuinely 2-dimensional range space. But such a property requires that we think of the process in terms of its range space; it is extrinsic. We want to establish the distinction of such processes in terms of an 'intrinsic' invariant for martingales. We will establish that Dimension is a well-defined property that does not depend on the particular stochastic representation. Observe that rDim(Z 1 ) = 1 and rDim(Z 1 +iZ 2 ) = rDim(Z 1 , Z 2 ) = 2, whereas cDim(Z 1 ) = cDim(Z 1 +iZ 2 ) = 1.
Remark 2.1. Here on, we will deal only with IR n -valued martingales, and refer to rDim as simply Dimension. The concepts can also be extended to the C n setting.
Although a matrix indicates the range space's dimension, we think of the rank as an intrinsic property of the linear transformation, indicating the minimal number of linearly independent rows or columns rather than the total size. Likewise, the dimension tells us that the martingale is intrinsically or locally equivalent to a Brownian motion of that unique dimension. In giving Definition 2.1, the author has the following analogy in mind. When we consider a manifold M of dimension d, we think that at any point p ∈ M there exists a neighborhood that is homeomorphic to a coordinate neighborhood of IR d . Likewise, a martingale H · dZ of dimension k should be "locally" equivalent to IR k -Brownian motion W via a martingale transform:
Heuristically, H takes the d-dimensional dZ onto a k-dimensional H · dZ in IR n . And the base process Z splits into an orthogonal sum of S + S ⊥ where S and S ⊥ are k and d − k dimensional processes respectively. This idea is explored more precisely in the section 4. 
We can then say As an added comment to this remark, it must be admitted that Dimension, unlike the quadratic variation, cannot be completely independent of the range space. A process of dimension k travels in some space of dimension greater than or equal to k. We can however overcome the difficulty by identifying all processes as taking values in IR ∞ ; doing this should also broaden the scope for this type of analysis on martingales.
2.1. The key questions. While we have proposed Definition 2.1 for dimension, it is not clear whether it is well-defined. We have to resolve the following two questions.
Question 1.
(1) Is Dimension a well-defined property for a martingale that is independent of the stochastic representation?
Before we proceed to answer, let us consider an alternate definition for dimension.
(1) X is measurable with respect to a k-dimensional Brownian motion W and has the stochastic representation K · dW , (2) The matrix process K has rank k almost surely for almost every t > 0.
Observe that this is apparently a stronger requirement than Def 2.1. The implication of Question (2) is assumed apriori, and the corresponding matrix K has always rank k. Therefore, this is a well-defined notion for dimension. But the subtle difference between the two definitions is explained in the next section. They don't appear to be equivalent even though both questions in Question 1 have affirmative answers. Example 1. Let X = H · dZ be IR n valued and measurable with respect to d dimensional Z. Define the Graph of X as Graph(X) = (Z, X), an IR n+d martingale again run on Z. It is an easy to see that Graph(X) is measurable with respect to Z and has Brownian dimension d.
BASIC RESULTS
Let us begin by showing that dimension is a well-defined property.
Proof. Consider first the special case when n = 1. Then H and N are 1 × d and 1 × m matrix processes. Since X = H · dZ = N · dM for all t a.s., we know that X = |H| 2 ds = |K| 2 ds for all t, a.s. This means that for almost every ω, we have |H s (ω)| 2 = |K s (ω)| 2 for almost every s. This means rank(N ) = rank(H) = 1 a.s. for almost every t.
Now consider the general case for any n. H and N are n × d and n × m matrix processes respectively. Following the same argument, we conclude
s. This means that for almost every ω, we have
It is clear that there is a rank preserving transformation between the subspaces spanned by these vectors. We conclude rank(N ) = rank(H) = k a.s. for almost every t.
Next let us proceed to Question (2) and show that a k-dimensional martingale is equivalent to an IR k -Brownian motion.
s. for almost every t, then there exists a IR
k -Brownian motion W and an n × k matrix process K of rank k (and measurable with respect to Z) such that X = K · dW .
Proof. Suppose H is n × d matrix process of rank k. Take the first k row vectors v 1 , · · · , v k that are linearly independent and let u 1 , · · · , u k be the orthonormal basis obtained via the Gram-Schmidt process. Let V be the k × d matrix with rows u j . We can rewrite H = K · V for K, a predictible n × k matrix process.
Define dW = V · dZ. W is a k-dimensional continuous process starting at 0. Moreover, because of the orthonormality of the vectors u j , we know that W i , W j t = δ ij t. By the Lévy characterization, we conclude W is an IR k -Brownian motion. We have shown X = K ⋆ W as required. That rank(K) = k a.s., a.e. t, follows from Theorem 3.1.
The theorem is intuitively what we want except for the discordant possibility that K is measurable with respect to Z and not necessarily with respect to W . One cannot casually bypass this possibility, since for example, we see that a martingale such as F (Z 1 , Z 2 )dZ 1 has an integrand that clearly is measurable with respect to the joint process (Z 1 , Z 2 ). Can it (or when can it) be rewritten as a stochastic integral kdW , where W is IR 1 Brownian motion and k is predictible with respect to the filtration of W ? The problem is even more perplexing in higher dimensions.
I. Karatzas and S. Shreve record the following theorem and remark; see Theorem 4.2, remark 4.3 in [KS] , which essentially prove our results in a much more general sense, and also give a partial answer to our perplexing problem. We write it in a slightly modified manner suitable to our assumptions. 
The proof of the theorem and the remark 4.3 investigate the matrix process HH tr , which is assumed as having constant rank k. Since rank(H) = rank(HH tr ), our assumption is equivalent to the requirement of this proof. That K = H · V tr and dW = V · dZ follow from a careful analysis of the proof.
3.1. How is X ∼ W ? Notice that the theorem states that the W is measurable with respect to the filtration generated by X, which can be smaller than that of Z. This is already a deeper insight than what Theorem 3.2 asserts. However, is it true the other way around ... is X measurable with respect to the filtration generated by W ? As far as the author can tell, the proof in [KS] does not imply this, and it is likely not the case. If we follow their proof for the martingale X = Z 2 dZ 1 , we get K = [|Z 2 |] and dW = sgn(Z 2 )dZ 1 ; and |Z 2 | is not measurable with respect to sgn(Z 2 )dZ 1 . We leave the issue as a question with a likely negative answer.
Thus, a martingale (X, F ) of dimension k can be written as K · dW , where W is IR k Brownian motion, measurable with respect to the same filtration F , and rank(K) = k a.s., for a.e. t. It is in this sense that we can say X and W are equivalent, or that X runs on W . The author's intuition had suggested that a k dimensional X should be measurable with respect to the filtration of a k dimensional Brownian motion. This no longer seems correct; the issue appears similar to how a function on IR 2 need not be measurable with respect to the Borel sigma algebra. Alternately, we could take Brownian Dimension of Definition 2.2 as our essential value. This would bypass our concern at the start. The question then becomes whether we can build a standard geometry-based theory based on Brownian dimension? We would want this theory, if it develops, to investigate martingale transforms by matrix processes that will send martingale X of Dimension k to martingale Y of Dimension r. If we replace with BDim (Brownian Dimension), then the class of valid martingales and transformations should become considerably smaller.
Question 2.
( The matrix process V of Theorem 3.2 is k × d with orthonormal rows u j , j = 1, · · · , k. It can be extended to an orthonormal basis-process of IR d , by tagging on
The mutual covariation of the coordinate processes
Therefore, we conclude
We recall the definition of orthogonality between two IR n martingales; see [BW] .
It follows that the vector processes U i and U j are mutually orthogonal for all i = j, and each has total quadratic variation equal to t. We define a general multidimensional Brownian motion that is characterized by these properties. 
Brownian motion.
Next, let us denote
Each U j of (4.1) is an IR d 1 Brownian motion, and the processes U = (
Brownian motions respectively. The processes 
(These assertions are easy consequences of Proposition 4.2).
Proposition 4.1. The choice of the basis u 1 , · · · , u k would not affect the sum process
Proof. Take another orthonormal collection v 1 , · · · , v k that spans the same k dimensional subspace of IR d , and define V j in exactly the same manner as we defined U j .
We wish to show that for any n × d predictible matrix process J, we have
Now extend the collections to bases of all of IR
But the choice of the orthonormal basis of span(A) and that of span(A * ) are independent, therefore we may conclude that A · A tr is independent of the basis for its k-space. In particular, A · A tr = B · B tr . We conclude that S 1 = T 1 and
The following theorem says that the k dimensional martingale run on a IR 
Proof. Let us think on the action of the matrix H. The rows of H span a space for which u 1 , · · · , u k form an orthonormal basis. Therefore for any v ∈ IR d ,
Changing to the probabilistic setting, we have Brownian motion. On the other hand, Z can also be thought of as the column sum
Brownian motions, that are mutually orthogonal. The coordinate processes in the sum form an "orthonormal basis" for the space of IR d martingales measurable with respect to Z. It is obtained by projecting Z in the standard basis directions of IR d . Thus,
and so on. In the same way,
, where U i is the "projection" of Z on the direction u i . Thus, Z may be thought as isomorphically associated with the IR 
The following proposition shows that U is a regular Brownian motion.
Proposition 4.2. The process U has the following properties.
then Dim( W r ) = k r , W r and W s are mutually orthogonal for r = s, and W r t = k r t for each r.
Proof. For the first assertion, simply observe that the d × d integrand matrix of U i is simply u tr i · u i , which clearly has rank 1 since every column is a multiple of u tr i (or since u i has rank 1).
For the second part, the d × d matrix corresponding with W r is
If V r is the matrix having rows u dr−1+1 through u dr , then the matrix for W r is (V r ) tr V r . Since rank(V r ) = k r a.s., for a.e. t, and since rank((V r ) tr V r ) = rank(V r ), we have that the dimension of W r is k r . The span of the rows of (V r ) tr V r is the span of the rows of V r , hence it is clear that W r and W s are orthogonal for r = s. Finally,
This is because of the orthogonality of the U j 's and since U j = t, for all j.
Most of our results in this section have been about U . Since such a process may have more immediate applications, we formally define it separately. Let
Brownian motion measurable with respect to some IR n Brownian motion B. Suppose there is a predictible orthonormal matrix process P = (P 1 , · · · , P n ) such that for each r,
Then we call T an exact IR n×m K
Brownian motion.
Geometrically, what we have done is start with a Brownian motion B and a predictible frame field process (P 1 , · · · , P n ), then project B onto the subspaces spanned by collections P nr−1 , · · · , P nr , and finally normalize the projected processes. This obtains T r . So if the coordinate processes of T correspond to normalized projections of a Brownian motion onto orthogonal spaces, then T is exact. As we saw with U , the sum of coordinate processes of an exact Brownian motion has dimension equalling the sum of dimensions.
The definition however is merely following the construction of U . We pose below the problem of understanding regular and exact Brownian motions more generally. [Ja] , where we used such a concept (called "standard orthogonality") for C n martingales. There are two reasons why it is tempting to assume importance for standard (or IP, for inner-product) orthogonality. First, since we are dealing with IR n processes, it is natural to consider their interaction on the basis of the outer dot product. This was our idea in [Ja] .
The second reason is that if we take a martingale K · dW , we see that the total behavior of the process is based on the dot products K j · dW . We would want therefore that K j and dW be 'orthogonal' in an appropriate dot-product sense, rather than requiring the more stringent condition that all coordinates of dW be independent of K. This is related to the issue discussed in section 3 and to Question 2. Based on this role of the dot product in stochastic representations, one can ask whether defining orthogonality for martingales in terms of the dot product may prove useful.
For this paper however, we decided that the well-known Definition 4.1 of orthogonality has clear applications with the process U , hence is likely more important. The work in [Ja] should also be re-analyzed in terms of Definition 4.1.
4.3.
Cross product and Dimension. In the spirit of definitions for general Brownian motions, let us consider a cross-product process
where each H j is n × d and Dim(Y i ) = k i . What should be the dimension of Y ? Suppose we consider Y as a joint n · m coordinate process, then Y will have a total dimension if the matrix
has a constant rank a.s., for a.e. t. This need not be the case in general. However, if the Y j 's are mutually orthogonal, then we can easily verify that the total dimension
Considered in this way, we see that the dimension of IR n×m K Brownian motion is
The other way of looking at this is to consider the cross product as a concatenation of distinct processes. In this case, we should regard that Y has a multi-index dimension Dim(Y ) = K = (k 1 , · · · , k m ). Brownian motion has this simpler perspective; whether we should consider the total dimension can be decided in connection with particular applications. is similar to a mapping between two manifolds. If we write X = X 1 + X 2 as the sum of two martingale sub-processes, then clearly each subprocess gets mapped to a subprocess of Y . There should be much that can be said regarding the interconnection between A, H and Dimension. For instance, we can ask how such a transform maps between the "manifolds" of processes having fixed dimensions. This right transformation by matrix B is well known as giving the martingale associated with the Beurling-Ahlfors transform; see [Ja] . (It is however expressed in literature as left multiplication due to a difference in notation, where H is treated as a column vector.) Let us restrict attention to a space of non-stagnant martingales, i.e. having H non-zero almost surely, for all t. Then all non-zero martingales have complex dimension 1. Observe that
a sum of two complex-orthogonal martingales. The left-kernel of B is the vector subspace of conformal martingales of the form αd(Z 1 + iZ 2 ), hence we have X 2 ⋆ B ≡ 0. According to our definition for the dimension of martingale spaces in [Ja] , both the kernel and cokernel of B have martingale space-dimension = 1.
