The Long Short-Term Memory (LSTM) architecture is a very special kind of recurrent neural network for modeling sequential data like speech. It has been widely used in the large scale acoustic model estimation recently and performs better than many other neural networks. Batch normalization(BN) is a good way to accelerate network training and improve the generalization performance of neural networks. However, applying batch normalization in the LSTM model is more complicated and challenging than in the feed-forward network. In this paper, we explored some novel approaches to add batch normalization to the LSTM model in bidirectional mode. Then we investigated some ways to combine the BN-BLSTM model with dropout, which is a traditional method to alleviate the overfitting problem in neural network training. We evaluated the proposed methods on several speech recognition tasks. Experiments show that the best performance on Switchboard task achieves 9.8% relative reduction on word error rate compared to the baseline, using the total Hub5'2000 evaluation dataset. Additionally, it is easy to implement and brings little extra computation.
Introduction
Recurrent neural network like LSTM [1] and Gated Recurrent Unit (GRU) [2] have recently been widely applied to a variety of sequential tasks, such as machine translation [3] , speech recognition [4] and language models [5] . Because they can abstract the high-level understanding of sequence data and have been found to get remarkable performance. As a result, plenty of new techniques have been proposed to enhance the performance of LSTM, both on speed and on generalization.
Batch normalization [6] was proposed to overcome the problem called internal covariate shift in the training procedure of feed forward back propagation neural network, which means the continuous change of input distribution to a model. Batch normalization addresses the problem by normalizing the input of layers and merges the normalization into model architecture. This method enforces the means and variates of network layers to be constant. It is proven to accelerate the training for faster convergence and promote the performance of many neural networks, like feed-forward network and convolution neural network (CNN). It leads to large improvement in object recognition [7] and many other tasks. However, it is proven to be difficult to apply in recurrent architecture [8] like LSTM, for the complicated interaction between LSTM model, especially the recurrent operation. People hold different views on how to use batch normalization on the recurrent neural network [9] [10]. In [8] , adding batch normalization on the inputto-hidden transition led to faster convergence and better generalization, while adding it to the hidden-to-hidden transition didn't help. However, [10] showed a beneficial approach to apply batch normalization in the hidden-to-hidden transition of the recurrent models. Thus, we explore some different approaches to apply the batch normalization in the LSTM network to promote the accuracy of speech recognition.
Overfitting is another problem in deep learning, also in LSTM network. Dropout is a simple way to prevent neural network from overfitting [11] , which becomes very widespread in many deep learning architectures. More and more variants of dropout designed for the different neural networks can be seen in the recent studies. A mechanism called per-frame dropout was proposed in [12] . It works quite well in LSTM architecture, which randomly drops out some frames in a chunk rather than throwing the nodes away as the traditional dropout method. It brings some variation into the fixed chunk in LSTM training, thus relieving the overfitting somehow. In this paper, we find a way to combine the per-frame dropout and batch normalization in the LSTM network to improve the performance in the largescale speech recognition. The network is trained with the stateof-art lattice-free MMI (maximum mutual information) [13] criterion. Using these methods, we were able to achieve reductions in word error rate (WER) across multiple corpora with the largest gain being 11.6% relative improvement.
The rest of this paper is organized as follows. Section 2 introduces the projected LSTM architecture. Section 3 describes the approaches we use in detail. Section 4 is our experimental setup. The results and discussion are presented in Section 5. Finally, Section 6 is the conclusion.
Prerequisite: Projected LSTMs
Our baseline LSTM model uses the projected LSTM(LSTMP) [4] with little change. This architecture has a separate linear projection layer after LSTM layer, and the recurrent connection is produced by this projection layer. In implementing, a dimrange-node was used to select half hidden units to assign the recurrent connections as shown in figure 1 . The formulation of the LSTMP is presented below:
Here σ means sigmoid nonlinearity function, suggesting element-wise multiplication. h means the tanh function and δ stands for the dim range operation, which chooses the first half part of the projection layer to produce the recurrent units. The dimension of cell and gates are 1024, and projection (rpt) dimension is 512, recurrent (rt) dim is 256.
Proposed method

Batch normalization in LSTMP
The phenomenon of covariate shift is a problem in deep learning, which reduces the training efficiency. With the continuous change on the statistics of training data, the layers of the model must constantly adapt to the changing distribution, which affects the training process. Batch normalization is a method to solve this problem properly.
Batch normalization on cell state and three gates
Batch normalization is implemented by standardizing the mean and variance of network activations, using the statistics in the current minibatch. The transform is as follows:
Where E[h] and V ar[h] are estimated by the sample mean and variance of a minibatch. β and γ are two trainable parameters determining the mean and variance of the batch normalization output. We also take the β and γ as shifting and scaling, which is implemented by an affine layer in the LSTM architecture.
We apply the batch normalization to the bi-direction LSTMP model after cell state, called ct BN as follows: Figure 2 : Adding batch normalization in PLSTM, the BN (rpt&rt) connection is the first way we mention, and the BN (rpt) connection is the second way we describe.
We use batch normalization after three gates as well, which is represented by it&ft&ot BN in the following paper.
Batch normalization on the projection layer in two different ways
We also add the batch normalization on the projection layer. Since the recurrent layer comes from the projection layer, there might be some different details when adding BN to the projection:
Firstly, we directly apply the batch normalization after rpt and using the BN (rpt) to generate rt , as shown in the formulation (4). In such case, the batch normalization is added both on projection layer and recurrent operation, shown as rpt&rt BN.
The second way is adding the BN only on the rpt which is also named yt sometimes. It means we are going to use the activation of rpt before batch normalization to produce the rt , called rpt BN as follows:
We can observe the difference between the two ways described above in figure 2.
Combination with Per-frame dropout in LSTM
Per-frame dropout [12] was proposed to improve generalization in DNN training. It might randomly drop out some frames in a chunk, which brings some variation into the fixed chunk width during LSTM training. Unlike the traditional per-element dropout in which the dropout elements are chosen independently, in the per-frame dropout, the mask of a whole frame vector is all set to either zero or one. Different dropout rates can be used to determine the portion of the dropout frames. Moreover, it can be gradually modified by a schedule in training.
In this paper we carried out per-frame dropout on three different locations: 3 gates, cell state, the output . While dropout was used in a batch normalization neural network, we explored some combination patterns of these two technologies. When we add both two methods on the same place, the batch normalization will be used first followed by the per-frame dropout. 
Experiment setup
We evaluated our method on several LVCSR tasks, mainly on the 300-hour Switchboard task, using Kaldi speech recognition toolkit [14] . We also tested the stability and generalization of our model on AMI dataset, and 2300-hour Fisher+Switchboard task. The lattice-free MMI [13] criterion was used to train the acoustic model, as well as a cross entropy(CE) and L2 norm as the regularization terms. Our baseline model was 3layers bi-direction LSTMP (BLSTMP) model with 1024 units each layer and recurrent dim of 256, training for 4 epochs. The feature we used was 40-dimensional Mel-frequency cepstral coefficients (MFCCs) and 100 dimensional i-vectors [15] . We spliced the input frames of context ±2 . In all the three tasks above, a speed perturbation method [16] was applied to augment the data to 3-fold. For Switchboard, we report results on Hub5'2000 evaluation set. It contains Switchboard and CallHome subsets, which are indicated in the results as "swbd"and "callhm"respectively, and "total"means the results on the full Hub5'2000 test set. The results comparisons are mainly based on the "total"set. For convenience, we present the results on "swbd"and "callhm"subsets as well.
For AMI, we evaluated our model on individual headset microphone (IHM) and single distant microphone (SDM) tasks, and the alignments for SDM system was generated by the IHM model.
For Fisher+Switchboard task, the training data includes 2000 hours fisher data and 300 hours Switchboard data, around 2300 hours totally. The test set is the same as what we use in Switchboard task.
Experiment
This section presents our experiments of different aspects of the batch normalization in BLSTMP model. We investigated the effect of batch normalizing location in LSTM architecture. Then we explored the proper ways to combine the batch normalization with per-frame dropout. In all ASR experiments, we only report the word error rate (WER) results.
Batch normalization on different locations in LSTM
In the first set of experiments, we added the batch normalization in the model as we described in 3.1 section. We batch normalized the activations of different places in BLSTM model, then using an affine layer to operate the scaling and shifting: β and γ in the formulation.
The resulting word error rates are reported in Table 1 . It can be seen that by adding batch-normalization only on the rpt but not on rt , we could achieve the best result 13.7%, which is 4.2% relative reduction than baseline on WER. Adding batchnormalization to the cell state also benefits the performance. We also find that batch-normalizing the rt degrades the results. Furthermore, the results on rpt&rt is worse than only on rpt. From these, we can infer that using batch normalization on rt in LSTM is not a good choice for speech recognition. Table 1 shows that adding batch normalization to ct and rpt can both make improvement on results. Thus, we apply batch normalization on both locations. The results are on the last line of table 1. We obtain a little more gain by using batch normalization on those two places simultaneously. It reduces the WER of 5.6% relatively.
Cooperation with per-frame dropout
By observing the training loss plot, we found that overfitting was still an issue in the BN-LSTM. Therefore, we decided to use the per-frame dropout to relieve the overfitting. As we described in section 3.2, we 've tried various of combinations of these two methods. In the following experiments, we used the batch normalization on both rpt and ct , since it led to the best results so far. Table 2 shows results of using dropout on different locations on BN-LSTM. In this Table, the dropout rate we used is 0.1. As we can see, adding dropout on rpt makes little improvement on the performance. But we don 't get better results by other means.
Then we tried to use more training epochs and change the dropout rate to see the impact. In all the former experiments, we used 4 training epochs. Here we applied the rpt&ct batch normalization and rpt per-frame dropout with rate 0.1.
Results are presented in Table 3 . Simply by adding the epoch to 5 will degrade the performance on the baseline. However, on the model with batch normalization and dropout, when we increase the training epoch to 5 and 6, we get further improvement in recognition results. The best of our results is through using 6 epochs, which is 1.4% absolute and 9.8% relative reduction on total Hub5'2000 test set. On CallHome subset, we can see nearly 12% relative improvement. Table 4 shows word error rates for different dropout rates. With the dropout rates of 0.15 and 0.08, we also include results for different epochs here.
Experiments on Fisher+Switchboard dataset
Then we evaluated our method on 2300 hours Fisher+Switchboard dataset using the rpt&ct batch normalization and per-frame dropout on rpt , and the dropout rate was 0.1. We used the same structure of BLSTM, training with LF-MMI criterion and 3-fold speed perturbation.
As shown in Table 5 , the proposed method leads to 0.5% absolute and 4.2% relative reduction on total Hub5'2000 test set with 4 training epochs.We can see the generalization of the proposed method on a large dataset.
Experiments on AMI dataset
Based on the results so far, we decided to test our batch normalization with dropout on AMI dataset. To accomplish that, we were using the consistent configurations as in Switchboard experiments. We tested the network on IHM and SDM sets. When scoring the test sets of SDM, we used two kinds of overlap speakers limitation, 1 and 4, shown in the table as Eval1 and Eval4 respectively. Finally, Table 6 shows results of adding batch normalization after both output and cell state on AMI data. Then we combined the BN-BLSTM with dropout on rpt , which resulted in extra gain as well. And it yielded benefits similar with the Switchboard task. As the results show, cooperating with dropout, the BN-BLSTM gets the best results when training for 5 epochs.
Conclusions
In this paper, we explored some different ways of adding batch normalization on LSTM architecture for ASR. We have demonstrated that batch-normalizing the output of hidden layers and the cell states in LSTM can both improve the performance on speech recognition. Moreover, normalizing those two locations simultaneously gets the highest promotion. The batch normalized LSTM can cooperate with per-frame dropout appropriately, which yields large reduction comparing with the baseline model. On Switchboard task, the proposed method achieves nearly 10% relative reduction on WER for Hub5'2000 total test set. Further experiments on Fisher+Switchboard and AMI datasets prove the reliability and generalization of this method. As a result, we demonstrate that proper batch normalization with per frame dropout in the LSTM architecture can make the network generalize better and benefit the results on speech recognition.
