Purdue, 2 Geomatics, Purdue University With light detection and ranging (LiDAR) systems now being a crucial tool for engineering products and on the fly spatial analysis, it is necessary for the user community to have standardized system calibration approaches. This study introduces three approaches for airborne LiDAR system calibration geospatial standards, which have been developed by the Digital Photogrammetry Research Group -DPRG; namely, Simplified, Quasi-Rigorous, and Rigorous LiDAR calibration. In lieu of using expensive control surfaces for LiDAR system calibration, these methods compare overlapping LiDAR strips as well as minimal control to derive estimates of the system calibration parameters. Comparing strips is substantial for LiDAR system calibration when the flight configuration is optimized to magnify and decouple the systematic errors that are inherent in multi-sensor LiDAR systems. The geometric configuration of the three sensors, GNSS, INS, and laser, are known but contain small yet significant biases that affect the overall accuracy of the resulting point cloud. The systematic errors, which are considered by these calibration techniques, include the lever arm biases, boresight biases, range bias, and scan angle bias. The three methods primarily differ based on the input data's assumptions, and also require varying levels of information from the LiDAR system. The simplified requires the most assumptions on the data, such as having been collected in parallel flight lines and from a linear, vertical scanner, whereas the Quasi-Rigorous has fewer assumptions, and the Rigorous calibration method has none. The Simplified method only requires the point cloud coordinates, the Quasi-Rigorous requires the trajectory and time tags for the constituents of the point cloud, and the Rigorous requires all of the raw measurements which entails the GNSS, INS, and laser components unprocessed data. These three methods comprehensively represent all of the possible flight configurations from the various LiDAR applications, such as mapping for minerals and mining, emergency response, forestry, and all other prominent defense and commercial uses. Comparing and contrasting the methods with data that violates the assumptions will reveal their limits. Thus, their math models and workflows can be further characterized and recommendations can be made to aid the development of standard LiDAR calibration procedures. In addition to this comparative study, a stability analysis will be introduced to identify how long the calibration results can be used before the process should be repeated.
