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Abstract 
The environmental Kuznets curve (EKC) has been extensively criticized on econometric and 
theoretical grounds. Recent econometric results and case studies show that national emissions of 
important pollutants are monotonic in income but changes in technology can lead over time to 
reductions in pollution - a lowering of the EKC - and that pollution reducing innovations and 
standards may be adopted with relatively short time lags in some developing countries. This 
study combines the recent literature on measuring environmental efficiency and technological 
change  using  production  frontier  methods  with the  use  of  the  Kalman filter  –  a  time  series 
method for signal extraction - to model the state of abatement technology in a panel of countries 
over time. The EKC is reformulated as the best practice technology frontier - countries’ position 
relative to the frontier reflects the degree to which they have adopted best practice. The results 
are used to determine whether countries are converging to best practice over time and how many 
years it will take each country to achieve current best practice. The model is applied to sulfur 
dioxide emissions from sixteen mainly developed countries.  
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1.  Introduction 
The environmental Kuznets curve has been extensively criticized on econometric grounds (e.g. 
Stern and Common, 2001; Perman and Stern, 2003; Harbaugh et al., 2002; Koop and Tole, 1999; 
Millimet et al., 2003). A number of recent decomposition studies have gone beyond the EKC to 
evaluate the contributions of the major proximate factors - scale, output and input mix, and 
technological change - to changes in emissions (e.g. Stern, 2002; Hamilton and Turton, 2002; 
Zhang, 2000; Hilton and Levinson, 1998; Hettige et al., 2000; Antweiler et al., 2001; Selden et 
al., 1999; Bruvoll and Medin, 2003; de Bruyn, 1997). While concentrations of air pollutants in 
urban  areas  do  seem  to  follow  an  inverted  U  shaped  path,  per  capita  national  emissions  of 
important pollutants appear to be monotonic in income, though changes in technology can lead 
over time to reductions in pollution - a lowering of the EKC - in both developing and developed 
countries  (Stern,  2004).  Case  studies,  particularly  from  China,  show  that  pollution  reducing 
innovations and standards may be adopted with relatively short time lags in some developing 
countries  (Dasgupta  et  al.,  2002;  Gallagher,  2003;  Jiang  and  McKibbin,  2002;  Wang  and 
Wheeler,  2003).  Stern  (2004)  proposes  that  at  middle-income  levels,  rapid  growth  can 
overwhelm these clean up efforts, which have more effect in slower growing higher income 
countries.  A  new  theoretical  model  developed  by  Brock  and  Taylor  (2004)  formalizes  this 
insight. Koop (1998) and Zaim and Taskin (2000a) adopt a somewhat different approach by 
investigating a global production frontier where carbon dioxide emissions are either treated as an 
input  (Koop)  or  as  an  undesirable  output  (Zaim  and  Taskin).  This  approach  allows  some 
countries to be on the production frontier that represents best practice technology and other 
countries to be behind the frontier using a technology that is less efficient than the best practice. 
Stern’s (2002) econometric decomposition model can be interpreted in a similar way. These 
models form, therefore, a natural framework, within which to study the question of how the best 
practice technology diffuses to different countries.  
 
This  study  builds  on  these  frontier  models  to  begin  to  model  the  diffusion  and  adoption  of 
pollution abating technology in a more realistic way. Existing frontier and panel approaches 
model the differences between the state of technology in each country in either a random, fixed, 
or deterministically changing manner. Panel approaches allow the frontier technology to evolve 
stochastically over time but all countries are forced to remain a given distance from the frontier.   3 
This means that the technology is common to all countries but each country has fixed level of 
inefficiency in adopting or using the technology. Stochastic frontier methods allow the distance 
to  vary  randomly  but  the  technology  can  only  change  determinstically.  By  contrast  Data 
Envelopment Analysis (DEA) – a linear programming technique – allows both the frontier itself 
and the distance from the frontier of each country to vary in every time period in an arbitrary 
manner. However, it does not allow any measurement error and nor does it provide an estimate 
of the technology parameters. 
 
In this paper, I use the Kalman filter to allow the state of technology in each country to evolve 
stochastically over time. This evolution can occur either independently from other countries or in 
association with technological change in other countries. Thus we can test whether the abatement 
technology  is  common  across  countries  or  differs  in  each  country,  and  countries  can  move 
towards or away from the frontier in complex time-dependent ways. Such a model is equivalent 
to  estimating  a  separate  regression  intercept  term  for  every  year  in  every  country,  which  is 
impossible with conventional regression techniques. However, the Kalman filter can estimate 
separate values of the unobserved technology state in each year in each country by imposing a 
minimally restrictive recursive structure on the dynamics through which the state of technology 
evolves over time. 
 
The model is applied to a dataset for sulfur dioxide emissions from sixteen largely developed 
countries  that  have  complete  data.  The  methodology  has  two  stages.  In  the  first  stage,  a 
production frontier model is estimated and inefficiencies for each country in each time period are 
derived.  In  the  second  stage,  I  carry  out  an  exploratory  analysis  to  determine  if  systematic 
behavior  can  be  discerned  in  the  inefficiencies  over  time  that  represents  a  diffusion  of 
innovations or technological catch-up process and determine the speed of such a convergence. 
 
This paper makes the following original contributions: 
 
1.  The production frontier is manipulated to measure environmental (emissions) efficiency 
directly.  Previous  studies  either  estimate  it  indirectly  or  make  special  assumptions 
regarding separability.    4 
2.  I  estimate  a  frontier  for  sulfur  emissions  rather  than  carbon,  which  was  estimated 
previously. 
3.  I model technological change using the Kalman filter, which has not previously been 
done using panel data.  
4.  I estimate the inefficiency components using the Kalman filter too. This has not been 
done before. This imposes far fewer restrictions on the diffusion of technology across 
countries than imposed by previous econometric approaches. 
 
The paper proceeds as follows: The next section reviews the recent literature on productivity and 
efficiency measurement and modeling and applications to pollution emissions problems. Section 
3.  develops  the  econometric  model,  section  4  discusses  the  data,  and  section  5  the  results. 
Section 6 concludes. 
 
2.  Modeling and Measuring Efficiency and Technological Change 
This section first reviews the theory of distance functions and efficiency measurement. It then 
goes  on  to  discuss  parametric  and  nonparametric  approaches  to  the  decomposition  of  TFP 
growth into subcomponents that measure movement of the best practice technology frontier and 
the distance of individuals from that frontier. This is followed by a review of the adaptation of 
these  methods  to  environmental  issues  and  existing  applications  to  emissions  models.  This 
survey is far from exhaustive. I discuss the key developments and an example or two of each 
method. Finally, I briefly discuss modeling technological change using the Kalman filter.  
 
a.  Distance Functions and Efficiency Measurement 
A distance function is a specialized form of production frontier model with possibly multiple 
outputs and inputs that is normalized to indicate the relative distance of actual production from a 
best practice frontier. It is possible to measure that distance in any direction the most popular of 
which are the output direction and the input direction. Figure 1 illustrates the output distance 
function for scalar input and output, where y is output and x is input. If output in country i in 
year t is y2 and the input variable is x1 then the distance dit = y2/y1. This is the reciprocal of the 
scalar that the output vector must be multiplied by in order to translate it to the efficient frontier. 
The best practice level of output is y1, which is a point on the production frontier – the locus of   5 
points y, x for which d =1. The points above and to the left of the frontier are not technically 
feasible and have a distance greater than one. Those below and to the right of the frontier are 
inefficient or at least not using the best practice technology and have a distance of less than 
unity. An input distance function can also be defined which is homogenous of degree one in 
input. It measures the distance in the horizontal direction in Figure 1. The distance of feasible 
points measured in the input direction must be greater or equal to unity. 
 
There are two main ways of decomposing productivity growth into technological and technical 
efficiency  change  components.  The  first  uses  the  Malmquist  index  described  below  and 
estimates  the  required  production  frontiers  using  either  non-parametric  (more  usual)  or 
parametric methods. The second approach estimates the components directly using stochastic 
production frontier methods. As it is generally not possible to measure technical inefficiency for 
a single firm or country, all the empirical models discussed in this section use panel data, so that 
technological change and technical inefficiency can be separated. Another important point to 
bear in mind is that none of the approaches discussed here can truly estimate the state of best 
feasible technology. As we do not have any observations on what that might be they instead they 
estimate the best current practice. In particular, DEA and panel methods must place at least one 
country on the best practice frontier and, therefore that country will be estimated to be 100% 
efficient (see Färe et al., 1994).  
 
b.  Malmquist Index Number Approach 
In this approach, modeling, decomposing, and measuring efficiency and technological change 
proceeds via the Malmquist index, which depends on estimates of distance functions that are in 
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where Dt is the output distance function estimated with data for period t and z is the vector of 
variables in the function – both outputs and inputs. The Malmquist index is, therefore, the ratio   6 
of the output distance function estimated with period t data evaluated with data from period t+1 
relative to the actual distance for period t. Infeasibility is indicated by a distance greater than 
unity. Therefore, as observed production vectors become less and less feasible given the old 
technology, productivity is seen to improve. An alternative index estimates the distance function 
in period t+1 and then evaluates the ratio of the function using data from period t+1 and t. Färe et 
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The first multiplicative term is the change in relative technical efficiency, whereas the geometric 
mean captures the effect of the shift in technology. The first term, therefore, indicates whether 
production in a given country is getting closer to the frontier – “catching-up” - or being left 
behind by the technical progress that is advancing the frontier. This means that each country 
could be using the technology they have in their possession in the best possible way so that 
inefficiency just implies the non-adoption of the best practice technology. In this case, there is no 
real difference between an increase in productivity holding relative efficiency constant and an 
increase in productivity due to a change in relative efficiency. In both cases, innovations that 
were not previously used are adopted, but we cannot tell whether those innovations are actually 
the  new  methods  that  have  shifted  the  frontier or  old  ones  that  were  already  “there for the 
taking”. 
 
A major advantage of the Malmquist approach over earlier approaches to measuring productivity 
is that it only depends on quantities of inputs and outputs – no price data or assumptions about 
equilibrium or optimization are required. Additionally, the DEA approach does not require us to   7 
make any assumptions about functional forms or substitutability. No allowance, however, is 
made in DEA for measurement error, which all econometric approaches can accommodate. 
 
As they are presented here, the Malmquist index and its decomposition assume that technology 
has constant returns to scale, which would imply that the frontier in Figure 1 is linear. This is 
because the index measures TFP growth, which is a composite of returns to scale, technological 
change, and efficiency components. The decomposition can be extended to include the effects of 
scale economies. Lovell (2003) shows that the best approach is one suggested by Ray and Desli 
(1997). The Malmquist index is computed using both the constant returns and variable returns 
assumption. Then the ratio between the two indices is the scale effect and the variable returns 
index can be decomposed into technical change and efficiency change subindices. 
 
Earlier approaches to modeling catch-up in TFP levels in economic growth did not explicitly 
differentiate between the effects of movements in the production frontier and the movement of 
countries towards the frontier. Typically, convergence of TFP was modeled parametrically as a 
simple function of initial income per capita levels (e.g. Dowrick and Nguyen, 1989). Färe et al. 
(1994)  applied  the  Malmquist-DEA  analysis  to  17  OECD  countries  and  Kumar  and  Russell 
(2002) extend it to a sample of 55 countries. Interesting patterns emerge in both cases – some 
results are, however, more plausible than others, showing the limitations of the methodology – 
for example Kumar and Russell find Sierra Leone and Paraguay are on the efficient frontier. 
They  test  for  convergence  by  analyzing  shifts  in  the  distribution  of  productivity  over  time, 
looking  for  linear  correlations  between  the  productivity  components  and  initial  income,  and 
noting that most countries are getting nearer to the production frontier over time. 
 
Not all index number studies have used DEA to compute non-parametric frontiers. Nishimizu 
and  Page  (1982)  made  the  first  attempt  to  decompose  technological  change  and  efficiency 
change. Their approach was to use linear programming techniques to compute a deterministic 
translog production frontier and use these results to compute the Malmquist index. Just as in the 
DEA approach, this method allows the frontier to be different in each period. More recently, 
Fuentes et al. (2001) and Orea (2002) use the stochastic frontier approach, described below, to 
estimate the distance functions, which are then used to compute Malmquist indices.   8 
c.   Stochastic Frontier Methods of Modeling Efficiency and Technological Change 
Stochastic production and cost frontiers have also been used extensively to model inefficiency 
and technological change without the index number apparatus, with Bauer (1990) being the first 
such study. The advantages of statistical estimation are that it allows for both measurement error 
and hypothesis testing. Production frontier methods break down the residual into a normally 
distributed random measurement error and a non-negative technical inefficiency component. The 
downside  is  that,  in  addition  to  having  to  specify  a  functional  form  as  in  the  deterministic 
parametric  case,  the  error  distributions  must  be  specified.  Also,  the  standard  approach  to 
stochastic frontier estimation assumes that the inefficiencies are not autocorrelated or persistent 
with the inefficiency component modeled as a half-normal distribution (Aigner et al., 1977). This 
seems to be an inappropriate assumption when “technical inefficiency” is not due to random 
optimizing  errors  but  to  incomplete  adoption  of  the  best  practice  technology.  Alternative 
approaches have, therefore, been developed that allow for persistence in the inefficiency terms. 
Schmidt  and  Sickles  (1984)  introduced  the  use  of  fixed  or  random  effects  models.  These 
estimates are recalibrated so that all fixed effects are positive and one country lies on the frontier. 
 
The problem with these panel estimators is that inefficiency is fixed over time in each country. 
An advantage of the panel estimator approaches is that all firms or countries are given equal 
weight in the regression. The stochastic frontier models place much more weight on the countries 
close  to  the  efficient  frontier.  Cornwell  et  al.  (1990)  use  a  linear  time  trend  to  model 
technological  change  and  a  quadratic  trend  with  firm  specific  parameters  (and  no  stochastic 
component)  to  allow  for  time  dependency  in  the  efficiency  change  component.  However, 
Karagiannis et al. (2002) argue that the separate components cannot be identified. Instead they 
propose to model technological change using the Baltagi and Griffin (1988) approach, while 
retaining the Cornwell et al. (1990) model of inefficiency. In the Baltagi and Griffin (1988) 
approach the technical change trend is a cumulative sum of time-specific dummy variables, that 
is, fixed effects. The trend is introduced into the translog representation in the same way as linear 
time trends usually are. The constant in the technical inefficiency component is estimated using 
random effects. Though this solves the identification problem, modeling the technical change 
and inefficiency components in radically different ways is fairly arbitrary.  
   9 
Desli et al. (2003) use a stochastic frontier framework that allows technical efficiency to evolve 
over time as a AR(1) process. They claim that the model can also separate technical inefficiency 
from  fixed  firm-specific  effects,  which  are  not  part  of  inefficiency.  But  unless  additional 
conditioning  variables  are  included  to  model  firm-specific  characteristics  it  is  impossible  to 
actually separate mean inefficiency from unobserved heterogeneity (Greene, 2003). The constant 
that Desli et al. (2003) hope represents firm-specific effects will be unavoidably confused with 
the mean level of inefficiency.  
 
d.  Emissions Applications 
Pittman (1983) initiated the literature on productivity measurement with undesirable outputs, for 
example, pollution emissions. Undesirable outputs are not freely disposable and have a negative 
price – two characteristics that are typical of inputs rather than outputs. As Pittman explains, 
reducing the undesirable outputs requires the diversion of inputs to pollution abatement or the 
curtailment of desirable outputs. Pittman’s method requires shadow prices for the undesirable 
outputs. Färe et al. (1989) developed this approach further by adapting the distance function 
approach and thereby avoiding the need for shadow prices. Here distance is computed as the 
minimum scalar that must multiply the desirable outputs and divide the undesirable outputs in 
order to bring the output vector to the boundary of the feasible set. 
 
Chung  et  al.  (1997)  developed  this  idea  further  with  the  introduction  of  the  Malmquist-
Luenberger index, which formalizes the simultaneous expansion and contraction notion. Instead 
of multiplying some variables and dividing others the model is transformed so that a single 
number multiplies all the variables. This is achieved by using a directional distance function D(x, 
y, b; g) where x are inputs, y good outputs, b, bads, and g is the direction. For the ordinary output 
distance function, discussed above, the direction is y while for the input distance function it is -x. 
Chung et al. (1997), instead, propose the direction (y, -b). This would mean that the distance 
function is homogenous of degree one in y and –b. Figure 2 shows a production possibilities set 
for the good, y, and bad, b, where the current production locus is (y, b) and “A” represents the 
equivalent efficient production point. The direction is given by a vector originating at (y, b) that 
is parallel to the vector (y, -b). This direction specifies how y is expanded and b is shrunk to 
reach  the  efficient  frontier.  Clearly,  we  could,  instead,  choose  the  direction  –b  with  the   10 
corresponding  efficient  production  point  B  to  measure  environmental  specific  efficiency 
conditional on y being technically feasible given x and b. This is what I do in the present study.  
 
Färe et al. (2001) provide an application of the Luenberger-Malmquist method to pollution from 
US state-level manufacturing industries and find that a large part of technological change is 
directed  at  pollution  reduction. These  techniques  can  also  be  used  to  compute  the  foregone 
output due to pollution control by comparing technologies embodying free disposability and 
weak  non-disposability  and  the  marginal  cost  of  abatement  by  the  slope  of  the  production 
frontier (Boyd et al., 2002).  
 
In an empirical analysis of carbon dioxide emissions, Koop (1998) utilizes the idea of a best 
practice production frontier – in fact four different frontiers for different regions of the world – 
the Western industrialized countries, East Asian economies, Latin America, and Africa. Carbon 
dioxide emissions are treated as one of the inputs to production alongside capital and labor. A 
country that emits more carbon dioxide than necessary in the production of GDP is, therefore, 
inefficient in the same way as a country that uses more capital and labor than best practice 
technology would necessitate. The model uses a Cobb-Douglas production function with factor 
augmentation  indices  as  a  function  of  exogenous  variables  (such  as  education  and  output 
composition) and a one-sided error to represent inefficiency as well as a normally distributed 
measurement error term. Additionally, the frontier is shifted over time by a quadratic trend that 
represents general technological change. The one-sided error is also a function of exogenous 
variables.  The  carbon  dioxide  output  elasticity  varies  from  a  negative  value  to  0.1  in  the 
developed economies and East Asia and from 0.35 to 0.5 in Africa and Latin America. This is 
suggestive of the environmental Kuznets curve relation though actually the output elasticities 
rose over time in three of the four regions. The estimated augmentation index for carbon dioxide 
is close to unity in all countries. Though a model of this type is logical and the augmentation 
index  of  the  pollutant  could  model  technical  progress  in  its  abatement  this  model  measures 
inefficiency relative to the output frontier rather than specific environmental efficiency. The 
same is true of Färe et al.’s (1989) indicator, which adjusts standard productivity measures for 
the presence of undesirable outputs.  
   11 
Reinhard et al. (1999) developed the first specific indicator of environmental efficiency. They 
use a translog stochastic frontier with a single output and treat nitrogen surplus as an input rather 
than an undesirable output. The frontier is homogenous of degree one in the single output and so 
the distance measures output technical efficiency. However, environmental efficiency is a non-
radial input efficiency measure – i.e. it is in terms of one input only of the vector of inputs and is, 
therefore, computed in a relatively convoluted way by solving the production frontier for the 
level of the undesirable input which sets the inefficiency error to zero. For the translog function, 
that they use, the logarithm of environmental efficiency is the solution to a quadratic equation, 
which  represents  the  difference  between  the  translog  function  with  the  observed  level  of 
pollutants and the efficient level. The model specification is fairly simple with a normal error 
representing measurement error and a one-sided error that is constant over time representing 
inefficiency. They estimate the model for a data set of Dutch dairy farms. Technical efficiency 
averages 0.894, which is high but mean environmental efficiency with respect to surplus nitrogen 
input is only 0.441. Some farms had extremely low environmental efficiency and there was a 
strong correlation between the two forms of inefficiency. There is no technological change in 
this model. 
 
Fernandez  et  al.  (2002)  extended  this  analysis  to  the  multiple  output  case  but  make  some 
separability assumptions so that they can write down separate frontiers for a function of the good 
outputs as a function of the inputs and a function of the bad outputs as a function of the outputs 
alone. Then they can separately define technical and environmental efficiency as the ratios of 
potential aggregate output to actual aggregate output in the two different separate models: 
 
!(y) = "1h1(x)    !(b) = "2h2(y)               (4) 
 
where y is output, x input, and b undesirable output. τ1 and τ2 are the two efficiency indicators. 
Under  these  assumptions,  a  firm  can  be  fully  technically  efficient  but  not  environmentally 
efficient. This is not possible under the Reinhard et al. (1999) approach. The disadvantage of this 
specification is that substitution between inputs has no direct effect on the bad. Therefore, any 
input mix that is not pollution minimizing given the output vector is deemed environmentally 
inefficient.  In  Fernandez  et  al.’s  (2002)  application  these  functions  are  specialized  further.   12 
Inefficiencies  are  modeled  as  constant  fixed  effects.  Median  technical  and  environmental 
efficiencies are 0.67 and 0.38, which are lower than Reinhard et al. (1999) results. There is no 
technological change in this model either. 
 
Like Koop (1998), Zaim and Taskin (2000a) look at a global frontier involving carbon dioxide 
emissions. However, they use a non-parametric approach to derive an unusual environmental 
efficiency index which Zaim and Taskin (2000b) then analyze using an EKC regression. The 
relationship  turns  out  to  be  N  shaped  but  interpretation  is  unclear.  However,  this  two-stage 
approach  could  be  very  worthwhile.  On  the  other  hand,  Lansink  and  Silva  (2003)  estimate 
Reinhard et al. (1999) type measures for technical, energy, and carbon efficiency in the Dutch 
glasshouse horticulture industry using DEA. As might be expected, carbon efficiency at around 
0.53 is very much lower than either overall technical efficiency or energy efficiency, which are 
0.85 to 0.98 respectively. 
 
Finally, Strazicich and List (2003) take a completely different approach that has been used in the 
empirical  growth  literature  by  using  cointegration  analysis  to  determine  if  carbon  dioxide 
emissions are converging. The approach uses the Im, Pesaran, and Shin (2003) panel unit root 
test to test if emissions in each country relative to the sample mean are non-cointegrating. The 
conclusion is that the relative series do cointegrate. A concave down EKC will see emissions 
converge  over  time  if  the  rate  of  economic  growth  is  the  same  in  all  countries.  Income 
convergence will accentuate emissions convergence. They also use the traditional regression of 
growth  rates  on  initial  income.  Brock  and  Taylor  (2004)  develop  a  theoretical  model  of 
convergence based on the Solow (1956) growth model, which they test empirically. They also 
find convergence in carbon emissions among the high-income countries. 
 
e.  Modeling Technological Change Using the Kalman Filter 
The Kalman filter is an algorithm for estimating unobserved time-varying state variables and has 
numerous  applications  in  modern  time  series  econometrics.  In  this  paper,  I  use  the  filter  to 
estimate unobserved stochastic trends. These trends are used to model the unobserved states of 
technology and efficiencies. This imposes far fewer restrictions on the evolution of technology 
across countries than conventional econometric frontier and panel methods. Those methods have   13 
to assume that all countries share the same technology but that there is either a constant, random, 
or deterministically changing level of inefficiency in each country. On the other hand, in the 
Kalman filter approach to modeling technological change in time series, either simple random 
walks  (I(1)  processes)  or  integrated  random  walks  (I(2)  processes)  or  local  linear  trends 
(integrated random walks with noise) which can show very varied behavior are typically used to 
represent the state of technology. The first step in applying the Kalman filter to an estimation 
problem is to reformulate the model in question in terms of a state space model. The linear state-
space model is given by (Harvey, 1989; De Jong, 1991a, 1991b): 
 
yt   =  Zt St  +  ct  +  E ut    t  =  1,...,T            (5) 
 
St+1    =  Rt St  +  δt  +  H ut   t  =  1,...,T            (6) 
 
where  equations  (5)  are  the  measurement  equations  and  equations  (6)  are  the  transition 
equations; yt is the vector of ‘dependent’ variables, the observations; St is a vector of unobserved 
stochastic state variables; ut is a vector of normally distributed disturbances with zero mean and 
covariance σu2I, and is assumed to be serially uncorrelated and uncorrelated with S0. Z, R, E, 
and H are, possibly time-dependent, matrices. ct  and δt may be either constants or functions of 
explanatory variables. 
 
As the state variables are unobserved and the current state depends on previous unobserved 
states, the Kalman filter must be used to estimate the current state vector. The filter is also used 
to  compute  the  prediction  error  decomposition  of  the  likelihood  function.  Given  maximum 
likelihood estimates of the hyperparameters, the Kalman filter produces maximum likelihood 
estimates of the state variables using only data for previous periods. Given these estimates, a 
smoother algorithm is used to calculate values for the unobserved state variables utilizing the 
entire dataset. The initial state can be estimated using the diffuse Kalman filter framework (De 
Jong, 1991a, 1991b). Examples of the use of the Kalman filter to model the state of technology 
are Slade (1989), Harvey and Marshall (1991), and Stern (2003). The resulting trends are far 
more general than the highly parameterized models of trends in the parametric frontier studies   14 
discussed above, and the Kalman filter is capable of modeling a separate stochastic trend for 
each country. Details of the implementation of the Kalman filter to the emissions frontier model 
are given in the next section. 
 
3.  Development of the Econometric Model and Methods 
a.  Emissions Frontier Model 




g                  (7) 
 
where yit is a vector of J outputs individually indexed by j in country i in year t, x a vector of K 
inputs individually indexed by k, E is emissions, and A represents the state of technology. d is 
relative technical efficiency. g is a direction which has not yet been specified. f() is decreasing in 
E and x, and increasing in y and A.  
 
Following Stern (2002), I specialize the function f to be homogenous of degree minus one in 
emissions and of degree zero in the outputs y, so that we have an emissions distance function that 
measures efficiency in emissions abatement. Increasing all outputs proportionally has no effect 
on emissions. Changing the mix of outputs however does affect the level of emissions. Emissions 
efficiency is, therefore, measured in the emissions, inputs space in the direction of emissions. 
Furthermore, A is now the state of emissions specific technology. Changes in A indicate changes 
in emissions that occur holding the levels and mix of inputs and outputs constant. Total factor 
productivity of y with respect to x is modeled  implicitly but does not need to be explicitly 
included as a variable in the model that is estimated. 
 
Figure 3 illustrates the distance function. We simplify so that there is only one input variable, z – 
this could be GDP in the EKC model. If emissions in country i in year t are E2 and the input 
variable is z1 then dit = E2/E1. This is the reciprocal of the scalar that translates emissions to the 
efficient frontier. The best practice level of emissions is E1, which is the level of emissions for 
input z1 so that d =1. E1,z1 is, therefore, a point on the emissions frontier (E,z | d = 1}. The 
points below and to the right of the frontier are not technically feasible. Those above and to the   15 
left of the frontier are inefficient or at least not using the best practice technology. The notion 
implicit  in  this  efficiency  measure  is  that  given  a  particular  desired  level  of  output  and 
productivity in producing output from inputs a particular level of inputs is required. Then given 
those input requirements and productivity in the production of emissions from inputs, certain 
levels of emissions are implied. An alternative measure of emissions efficiency could measure 
efficiency  of  emissions  production  relative  to  both  inputs  and  outputs.  However,  the 
decomposition  into  the  effects  of  general  technological  change  and  emissions  specific 
technological change could not then be achieved.  
 
Again, following Stern (2002), I further specialize (7) by imposing separability of emissions and 
the  other  variables,  and  separability  between  inputs  x  and  outputs  y.  Emissions-abating 
technological change is assumed to be factor and output neutral. This implies that emissions can 
be placed on the LHS of the equation and all other variables (including distance) on the RHS. It 
further implies that the technological change indicator multiplies the entire function and does not 
interact with any of the variables and there is no difference in the rate of emissions abatement in 
the different output sectors (biased technical change) or associated with use of the different 
inputs (factor augmentation).  
 
Stern (2002) imposed further restrictions that I relax here. I drop the assumption that efficiency is 
constant over time – that is the main contribution of this paper. The constant returns of emissions 
in inputs restriction is also relaxed. 
 
Andreoni  and  Levinson  (2001)  propose  that  scale  economies  may  be  important  in  pollution 
abatement. Several other researchers argue that larger firm size will result in lower emissions 
intensity. Merlevede et al. (2004) test the effect of countries’ average firm size on the EKC 
relation for ambient sulfur concentrations. They find that larger firm size is associated with 
higher concentrations but a lower reduced form elasticity of emissions with respect to income. 
Because I model abatement activity via the state of technology, therefore, the Andreoni-Levinson 
proposition  amounts  to  a  correlation  between  the  state  of  technology  and  the  size  of  the 
economy. This will be tested in the second stage of the analysis. Plassmann and Khanna (2003) 
propose that emissions may not increase linearly in consumption, even before abatement. Larger   16 
economies can be served, for example, by larger more efficient electric power stations as appears 
to be happening in China recently (Zhang, 2000). We can model this effect by relaxing the 
degree of homogeneity in the inputs to differ from unity.  
 
Because some inputs, such as nuclear power, oil refining, or zinc smelting are zero a function 
that can accommodate zero values for some inputs is needed to introduce the inputs into the 
model. Generalizing from the linear function used by Stern (2002) we can propose a generalized 
Leontief function (Appelbaum, 1979). The function can be made homogenous of degree one, but 
the function cannot be made homogenous of any other degree. So we model the inputs 
1 as a 
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and then use this variable in a translog function that maintains the assumption of separability 
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E are distance and the state of best practice technology in emissions abatement, 
respectively, and are modeled as a stochastically trending state variable using the Kalman filter. 
The  vector  zitincludes  L  and  the  four  output  variables  –  agricultural,  non-manufacturing 
industry,  manufacturing,  and  services  value  added.  uit  is  a  random  error  term  representing 
measurement error or short-run optimization error. The emissions elasticity with respect to the 
GL aggregate indicates the returns to scale. In this paper, I restrict the translog function to be 
                                                 
1  In  addition  to  coal,  oil,  natural  gas,  hydropower,  nuclear  power,  and  biomass  energy 
consumption, the input vector also includes variables for primary smelting of copper, lead, zinc, 
and nickel and oil refining (primary supply of crude oil). TFP is now a function of all these 
variables.   17 
Cobb-Douglas and the GL function to be linear. If (9) is homogenous in the input aggregate then 
the model is not identified unless a restriction is place on the parameters in (8) or on the state of 




#  on the parameters of the linear function. 
 
b.  Econometric Specification 
Rotemberg  (2003)  argues  that  when  technology  diffuses  slowly  the  trend  of  the  state  of 
technology should be fairly smooth. The local linear trend is a fairly general model of the state 
variable for such a trend (Harvey, 1989), which allows the trends to be up to  second order 
integrated (I(2)) stochastic trends. Restrictions on this model result in I(1) or linear trends.  
 
ait+1  =  a it + αit + ηit                  (10) 
 
αit+1  =  αit + υit                  (11) 
 
where ηt and υt are random error processes. ait is the stochastic trend(s) and αit is the potentially 
stochastic slope(s) of the trend. S in equation (6) is the vector of both the trends and stochastic 
slopes. If VAR(υit) = 0 and VAR(ηit) ≠ 0 then the trend is I(1) with drift. If VAR(υit) = 0 and 
VAR(ηit) = 0 then the model has deterministic linear trends. If VAR(υit) ≠ 0 and VAR(ηit) = 0 
the process is an integrated random walk, which is a smoother I(2) process than the general local 
linear trend.  
 
In  order  to  achieve  identification,  the  total  number  of  stochastic  trends  that  enter  the 
measurement  equations  independently  cannot  exceed  the  number  of  measurement  equations. 
Obviously we cannot then estimate a technological change and an efficiency trend separately in 
each country. If we knew which country was the technology leader a priori we could model the 
trend in that country as the trend in pure technical progress and then introduce this trend plus a 
catch up trend in each country. However, in general the best we can achieve is to allow the state 
of technology to evolve separately in each country but to allow innovations to these trends to be 







A major drawback of the Kalman filter algorithm is that the matrices E and H in (5) and (6) must 
be estimated by nonlinear optimization. In the most general case this leads to very large numbers 
of  parameters  for  models  with  relatively  few  countries.  If  we  could  assume  that  both  the 
measurement and process errors are not correlated across countries both E and H will have as 
many parameters as the number of countries in the case where the trends are I(1) and estimation 
is practical but slow as the speed of the Kalman filter falls with the square of the dimension of 
the state vector. But in the general I(2) case with correlated errors, the 64 country sample used by 
Stern (2002) requires the estimation of 6240 variance parameters (3*(n*(n-1))/2+n))! This is 
clearly impossible. As a result, the largest model estimated in this paper has 16 countries – all 
countries for which there is a complete dataset for the sulfur model - heteroskedastic but non 
cross-correlated measurement errors and I(1) random walk trends with constant drifts which in 
order to reduce the dimension of the state vector are estimated as parameters in the vector δ in 
(6). The total number of parameters in this case is 182. I also estimate other specifications for a 
five-country sample to test the plausibility of this specification. 
 
The reason for not using a diagonal covariance matrix for the process error is that cointegration 
in the model (10) and (11) requires that the matrices H1 and H2 - the upper left and lower right 
submatrices of H – are of reduced rank and that each separate error term is shared by at least two 
of the state variables. An a priori assumption that there is no cointegration is equivalent to the 
assumption  that  there  is  no  convergence  and  the  assumption  that  the  covariance  matrix  is 
diagonal is equivalent to the assumption that there is no shared technology. A priori, we do not 
know what the rank of H is and, therefore, we assume that it could be full rank. In this way we 
can test the convergence hypothesis. An alternative model would allow some common trends 
among the state variables as well as a potential idiosyncratic shock in each state. But again, we 
do not know, a priori, how to structure such a matrix. This study will provide some pointers for 
future work. The measurement error covariance matrix is diagonal but heteroskedastic, which is 
equivalent to the weighted regression approach used by Stern (2002). 
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c.  Cointegration Tests 
Pedroni  (1997)  derives  an  appropriate  test  of  cointegration  under  the  assumption  that  the 
regressors are exogenous and there is a single cointegrating vector, which is appropriate in our 
case. When there is a single cointegrating vector, panel estimates of the regression parameters 
are consistent even in the face of non-cointegration, though they can show small sample bias. 
The  convergence  rate  is  proportional  to 
! 
N   (Pedroni,  1997;  Kao,  1999).  Very large  cross-
sectional samples are probably needed before we can safely ignore the cointegration issue. In any 
case, under non-cointegration the estimate converges to zero even if some RHS variables are 
related to the dependent variable and the t-statistics of the parameters diverge. These results do 
not hold if slope heterogeneity is allowed. The result does allow the constant in the cointegrating 
relation to vary across countries. The following test statistic is particularly easy to construct: 
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$ +eit , N(0,2)        (12) 
 
This  version  of  the  test  does  not  require  any  auxiliary  regressions  but  does  not  include  a 
correction for higher order serial correlation. It assumes that the autoregressive parameter is 
equal across all countries. The formula in (12) divided by the square root of two has a standard 
normal distribution. 
 
d.  Convergence and Diffusion Analysis 
Convergence  of  efficiency  can  be  tested  in  a  variety  of  ways.  First  we  can  check  that  the 
estimated state variable covariance matrix has reduced rank, which indicates that the technology 
trends cointegrate. Without cointegration convergence is impossible. But it does not necessarily 
mean  that  convergence  will  occur  within  the  period  under  consideration.  The  simplest 
convergence test is just to check whether efficiencies are increasing over time – so that countries 
are on average approaching the frontier. I also look at the variance of efficiency over time. 
Finally, as in the traditional growth literature, we can test whether there is negative correlation 
between initial income levels and the growth rate of efficiency to see if efficiency rose faster in 
poorer countries.   20 
It is important also to look at the relations between the efficiency component and the level of 
adopted technology and a variety of variables such as GDP per capita, size of the economy, and 
population density that might be believed to influence environmental policy according to the 
environmental Kuznets curve literature. The first of these is just the standard EKC effect – is the 
level of abatement correlated with the level of income per capita? The second is the Andreoni 
and Levinson (2001) proposal that abatement will be greater in a larger economy. The third 
expresses the idea that with higher population densities, more people will be affected by a given 
amount of pollution and hence more abatement would optimally be undertaken.  
 
Another hypothesis is that high levels of pollution result in action to reduce that pollution, so that 
countries with high levels of emissions per unit area are aggressive in adopting pollution abating 
technology. This would explain why Australia appears to be taking little action against pollution 
and China seems to be acting relatively early, given its income level, to adopt Western standards. 
The problem with this is that obviously pollution emissions are an endogenous variable partly 
determined by the state of technology. But actually the relevant variable is what the level of 
pollution would be in the absence of abatement. The higher this untreated level of emissions per 
unit area would be, the more aggressive policy and voluntary action geared to abatement will be. 
The log of the unabated level is equal to the log of observed emissions minus the logarithmic 
state variable. 
 
A notion of the rate of diffusion can be gained by seeing, given the rate of technical progress and 
the average rate of efficiency change in each country, how long it will take each country to reach 
the state of technology in the current technology leader. It is not possible to estimate a diffusion 
curve for a specific technological shock.  
 
4.  Data Sources and Characteristics  
The Appendix gives details of the data sources. I assembled a panel dataset for sulfur emissions 
and the explanatory variables for the period from 1971 to 2000. Many countries have missing 
observations for sulfur for the 1990s (particularly in the Middle East, Africa, and Latin America, 
as well as in East and South Asia for 1998 and 1999). Due to the slowness of estimation of high   21 
dimension models discussed above I decided to estimate a model for the sixteen countries with 
complete observations on all variables: 
 
Australia,  Austria,  Belgium,  Denmark,  Finland,  France,  Germany,  Greece,  Italy,  Japan, 
Luxembourg, Netherlands, Portugal, Spain, United Kingdom, and USA. 
 
The data span a very small economy – Luxembourg (5.3 Billion 1995 PPP US dollars in 1971) - 
to the World’s largest economy, the United States ($9.2 Trillion in 2000) and there is a good 
range of sizes in between. This should help in estimating the returns to scale parameter. Income 
per capita levels vary from $6745 (Portugal in 1971) to $43989 (Luxembourg, 2000). The former 
is less than Mexico today. Sulfur emissions per capita vary from 2.3kg (Austria, 2000) to 68kg 
(USA, 1973) per year. Population density varies from 1.68 (Australia, 1971) to 383 people per 
square kilometer (Netherlands, 2000). Economies also vary substantially in terms of energy mix, 
metal smelting, and to some degree output structure, though there are no true agrarian economies 
in the sample, as the lowest income level is above the global average. Stern and Common (2001) 
found that using non-random samples in the context of an inadequate statistical model such as 
the EKC leads to bias. In the present case, while it would be desirable to include data from 
poorer countries, the bias should be less as the model is statistically more adequate and problems 
caused by omitted variables bias are likely to not be as severe. However, we do not know a 
priori how well the model would perform as an explanation of developments in LDCs. 
 
Panel data sets of this type are likely to exhibit stochastic trends in the data also known as unit 
root variables (see Stern, 2004). Perman and Stern (2003) employ some recently developed tests 
for unit roots in panel data and find that sulfur emissions and GDP per capita may be integrated 
variables. The unit root hypothesis could be rejected for sulfur (but not GDP) using the Im, 
Pesaran,  and  Shin  (2003)  test  when  the  alternative  was  trend  stationarity.  But  alternative 
hypotheses and tests result in acceptance of the unit root hypothesis for sulfur too. Heil and 
Selden (1999) and Coondoo and Dinda (2002) find unit roots for carbon dioxide emissions and 
GDP in panel data. De Bruyn (2000) and Day and Grafton (2003) carry out time series unit root 
tests for the Netherlands, UK, USA, W. Germany, and Canada for a variety of pollutants with 
very similar results. Furthermore, the technical change trends in the model in this paper are   22 
random  walks  by  construction. Thus  we  can  conclude  that  unit  roots  will  be  present  in  the 
variables and cointegration testing, as described above, is required.  
 
5.  Results and Analysis 
a.  Five Country Sample 
I  first  estimate  a  pilot  model  for  the  five  countries:  Australia,  France,  Germany,  United 
Kingdom, and the United States. I believe that these countries have the most reliable sulfur data 
as the different data sources do not differ substantially. The point of this analysis is to show that 
the model used for the 16 country sample is optimal for the five country sample. Estimating 
multiple versions of the 16 country model was not practical. Table 1 presents some results for a 
few of the models estimated. The models vary by the specification of the measurement error 
matrix: identical and independent variances in each country (homoskedastic), different variances 
in each country (heteroskedastic), and unrestricted (correlated errors); the specification of the 
trends: I(1) with and without drift and a general I(2) process; and by the specification of the state 
variable shock covariance matrix – either independent or correlated shocks. The model with the 
highest AIC is 2/2/2 which has I(1) trends with constant drift terms, correlation of the state 
variable  shocks,  and  heteroskedastic  but  independent  measurement  errors.  This  is the  model 
adopted for the analysis with sixteen countries. Restricting this measurement error covariance 
matrix to be homoskedastic (model 2/1/2) results in a significant loss of explanatory power (χ
2(4) 
= 21.42), while allowing the measurement errors to be correlated (2./3/2) does not lead to a 
significant increase in explanatory power (χ
2(10) = 3.08). Setting the drift in the state variables to 
zero (1/2/2) leads to a significant loss of explanatory power (χ
2(5) = 29.08), but allowing the 
state variables to be I(2) (model 3/2/2) does not add significant explanatory power at the 5% 
significance level (χ
2(15) = 22.92) or according to the AIC but would be significant at the 10% 
level. Restricting model 1/2/2 by forcing the state variable shock matrix to be diagonal (Model 
1/2/1) also results in a loss of explanatory power (χ
2(10) = 28.6).  
 
Looking at the serial correlation tests, the I(2) model has the least serially correlated residuals 
and model 1/2/1 the most. The homoskedastic I(1) model (2/1/2) actually performs better than 
the heteroskedastic model (2,2,2) in this respect.  
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b.  Econometric Results  - Sixteen Country Sample 
Table 2 presents the significance level of the Q(1) and Q(7)-statistics, which are a test of first 
order serial correlation of the residuals and a general test of higher order serial correlation up to 
seven lags. The picture is a little mixed. The tests show that the Spanish residuals show first 
order serial correlation that is significant at the 1% level. Several countries have significant 
higher order serial correlation. The results indicate that the estimates might benefit from either an 
I(2) specification of the trends or more sophisticated estimation techniques neither of which has 
been attempted. The results suggest that reported standard errors for the model parameters might 
indicate higher precision of estimation than is actually the case.  
 
However the Pedroni statistic (15) adjusted to have a standard normal distribution is -90.97, 
which clearly rejects the null of no cointegration. Even if higher order serial correlation in the 
residuals affects the statistic this statistic is so large in absolute value to leave no doubt that 
cointegration  is  achieved.  Of  course,  given  the  stochastic  trends  included  in  the  model,  the 
possibility that the model would not cointegrate is remote. 
 
The standard errors of each country’s residuals series are also given in Table 2. These have a 
0.85 correlation with the reciprocal of the mean square root of population in each country, which 
are the weights used by Stern (2002) to accommodate the effects of grouping heteroskedasticity. 
This  indicates  that  grouping  heteroskedasticity  is  important  and  that  this  model  can 
accommodate it. Future modeling efforts could impose such a structure on the error covariance 
matrix in order to reduce the number of parameters to be estimated. 
 
Table 3 presents estimates of the frontier parameters and tests of their significance. However, 
given the large scale of the nonlinear estimation procedure it is not clear how much reliability 
can be placed on the estimates of the standard errors which are the square roots of the diagonal 
terms of the Hessian matrix estimated using the BFGS algorithm.  I did not have time to estimate 
the model more than once to check that similar standard errors were generated on different runs. 
However, partial estimates of other models have standard errors of similar magnitude. 
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The  values  of  the  coefficients  are  mostly  close  to  expectations.  Coefficients  are  estimated 
relative to the sample mean effects - so that a negative coefficient means that increasing that 
input, ceteris paribus, lowers emissions relative to the sample mean. The coefficients on fuels 
and other commodities have also been normalized to sum to unity and this together with the non-
constant returns to scale means that we cannot directly interpret the coefficients in an absolute 
sense. Among the fuels, coal has the highest coefficient, followed by biomass, oil, natural gas, 
and the two forms of primary electricity. This ordering is expected and similar to that in Stern 
(2002).  Among the other commodities, copper and lead have the two greatest coefficients as we 
would expect. The relatively small coefficient on oil refining is surprising. As in Stern (2002), 
services have a positive output elasticity and manufacturing a negative one.  The service sector 
includes  transportation  and  service  activity  such  as  retailing  is  likely  to  be  correlated  with 
consumer  energy  use.  However,  non-manufacturing  surprisingly  has  a  slightly  negative 
coefficient and agriculture a positive one. In this mainly developed country sample agriculture is 
mostly highly mechanized and emission controls and other environmental restrictions are often 
lower in agriculture than in other sectors of the economy. For example, the US EPA moved in 
2004  to  dramatically  reduce  sulfur  emissions  from  off-road  diesel  vehicles  with  the  EPA 
commissioner Michael Leavitt comparing the move to the introduction of catalytic converters in 
automobiles 25 years before (Washington Post, 11 May 2004, page A03). Sulfur emissions from 
non-manufacturing  industry,  in  particular  electric  power  generation,  have  been  aggressively 
targeted (e.g. Schmalensee et al., 1998), which could explain the negative coefficient.  
 
Of key interest is the returns to scale parameter. This is significantly less than unity, confirming 
the Plassmann-Khanna hypothesis. Increasing returns to scale were also found for all of the five 
country models as well.  
 
Figure 4 presents the antilogarithms of the state variables for each country and time period. As 
explained  above,  these  states  are  the  actual  level  of  emissions  specific  technology  in  each 
country  and  include  both  the  effects  of  changes  in  best  practice  and  the  relative  levels  of 
efficiency  or  adoption  in  each  country.  With  the  singular  exception  of  Australia,  a  general 
downward  trend,  showing  a  ceteris  paribus  reduction  in  sulfur  emissions,  is  apparent.   25 
Luxembourg starts and ends the period as the cleanest country all things considered.
2 Japan sees 
a rapid improvement in the first few years to join Luxembourg at the best practice frontier. Spain 
starts the period as the dirtiest economy and ends it slightly better than Australia, which is now 
the dirtiest economy in the sample. The initial scatter of countries sorts out into two clear groups 
by  the  end  of  the  period.  The  low  pollution  group  consists  of:  Austria,  Belgium,  Denmark, 
Finland, Germany, Japan, Luxembourg, and the Netherlands. None of these names is a surprise 
as countries that might be pursuing a more stringent environmental policy. The higher pollution 
group consists of France, Greece, Italy, Portugal, Spain, UK, and USA. With the exception of 
Germany  and  Japan,  the  larger  economies  are  in  this  second  group  as  are  the  two  poorest 
economies. That Australia shows no convergence with the other countries is also no surprise, 
given the remoteness of its location, its low population density, and its government’s policy as 
expressed,  for  example,  in  its  negotiation  of  an  increase  in  carbon  emissions  at  Kyoto  and 
tendency since then to follow the US line on climate policy. Also of interest is Germany, which 
was a member of the higher polluting group until 1987, and like Australia was moving to higher 
emissions.  Then  Germany  made  a  very  rapid  move  in  the  opposite  direction  following  the 
LRTAP  (Long  Range  Transportation  of  Atmospheric  Pollution)  agreement  and  subsequently 
reunification to join the low pollution group. Japan cut emissions dramatically in the early 1970s. 
This period followed various environmental catastrophes in Japan such as the Minamata mercury 
poisoning and asthma due to sulfur dioxide emissions that resulted from the very rapid post-war 
economic growth. Environmental policy regarding air and water pollution was first introduced in 
this period (Ziegler, 1995). This suggests that unhealthily high levels of pollution result in action 
being taken regardless of the state of development in an economy. On the other hand, France 
shows slowly improving technology and belongs to the high-polluting group. With its strong 
emphasis on nuclear power and relatively small tradition of heavy industry compared to some 
other  developed  countries,  pre-abatement  levels  of  pollution  are  lower  than  in  some  other 
                                                 
2 Luxembourg is the smallest economy in the dataset and also a very energy and coal intensive 
economy. It has some of the highest carbon emissions in the World. Because of these extreme 
values there may be some effects of bias. It is also possible that emissions are underreported. In 
1971 its sulfur emissions per tonne of carbon were some of the lowest of any year and any 
country.   26 
countries. Thus there may be less emphasis on reducing pollution further. Other factors affecting 
technology adoption may be more abstract such as possible cultural factors that keep pollution 
levels higher in English speaking countries. For example, it is well known that the initial United 
Kingdom government action under the LRTAP agreement was minimal compared with other 
European countries (Levy, 1994). These patterns are explored in a quantitative manner in section 
d., below. 
 
c.   Convergence 
In this section, I examine the evidence for emissions-specific technological convergence across 
countries. As explained above, convergence in technology is only possible if the matrix H is 
reduced rank. This can be determined from the eigenvalues of HH’. This is the first necessary 
condition for potential convergence – the second is to determine that none of the countries has an 
idiosyncratic shock not shared by any of the other countries. During the estimation procedure it 
became  apparent  that  the  number  of  non-zero  eigenvalues  of  HH’  was  at  most  eight.  This 
restriction was then imposed in the final estimation iterations as it saves on nonlinear estimation 
of 36 parameters. Therefore, I can conclude that H is reduced rank. 
 
The second necessary condition is that there are no idiosyncratic shocks that are not shared by 
another country. Actually this condition implies the first. Based on the estimated t-statistics (not 
presented in this paper) all columns of H have two or more significant parameters at the 5% 
level. Therefore, there are no idiosyncratic shocks that are not shared by any other countries. 
 
Finally if some of the drift terms have opposite signs to the others convergence is not possible. 
Australia has a positive drift term and therefore does not converge with the other countries which 
all have negative or insignificant but negative drift terms (Table 2). As a result we know that 
convergence of technology over time is possible for all countries except Australia. Further tests 
are needed to determine if convergence occurred over the 30-year sample period. 
 
Figure 5 shows the trends in distance from the best practice frontier in each country over time. 
The trends seem to divide into four subperiods. In the period from 1971-75 there is very strong 
convergence,  though  this  may  be  an  artifact  of  the  upward  drift  in  Luxembourg’s  state  of   27 
technology over this period. From then till 1983, with the exception of Japan, most countries 
appear to drift away from the frontier. From then till the mid-1990s the low pollution group 
emerges and converges on the frontier, while the high pollution group maintains its distance. 
Finally, from the mid 1990s, all countries apart from Denmark diverge strongly from the frontier. 
These results are, clearly, quite sensitive to the choice of Luxembourg, whose emissions are 
likely subject to quite a bit of uncertainty and measurement error (see Table 2), as the best 
practice country. Relative to Japan there is little divergence in the final few years. 
 
Next, I look at the statistical behavior of distance over time. Figure 6 shows the mean of distance 
and  a  95%  confidence  interval  that  assumes  that  distance  is  known  with  certainty  in  each 
country.  This  shows  little  evidence  of  convergence  over  the  25  years  from  1975  and  some 
evidence of divergence. 
 
Each country on average has maintained its average efficiency level relative to best practice so 
there has not be convergence in relative terms. However, the state of technology cannot decline 
below zero emissions and, therefore, if the trend is down in most countries, technology will 
converge in terms of levels though not necessarily in terms of logarithms which depends on the 
relative distance. Figure 7 shows that indeed technology is converging.  
 
Next,  I  carry  out  the  traditional  test  of  convergence  from  the  growth  literature,  which  asks 
whether there is a correlation between the rate of technological change and initial income. The 
correlation  between  1971  income  and  the  mean  log  first  difference  of  the  technology  state 
variable is -0.27 rising to -0.33 for log initial income. T-statistics are only -1.05 and -1.30. So 
though there is the expected sign to the relationship the association is not that strong.  
 
d.   Diffusion Analysis 
In this section, I compute correlations between the state of absolute and relative technology and 
possibly relevant variables that affect the adoption of technology as described above. Then I 
compute the time it takes for technology to diffuse from leader to follower countries. 
First, I computed the correlation matrix between the logarithms of the state variable and distance 
and  the  logs  of  GDP  per  capita  (lnGDP/P),  total  GDP,  and  population  density (lnP/A),  and   28 
preabatement emissions per square kilometer (lnS*/A), which are tests of the four hypotheses 
discussed  in  section  3d.  above:  the  EKC  effect  on  technology,  the  Andreoni-Levinson 
hypothesis,  the  population  density  effect,  and  the  pollution  concentration  effect.  These  are 
presented in Table 4. All the correlations between lnDistance and lnState and the other variables 
are nominally highly significant. The relations with GDP per capita have the expected sign – 
higher income leads to adoption of lower emissions technology. The correlations with total GDP 
are positive which contradicts the Andreoni-Levinson hypothesis that larger economies have an 
economy of scale in abatement and hence are likely to show higher levels of abatement. The 
correlations with population density and unabated emissions per unit area are all negative as 
expected. Higher pollution concentrations and greater numbers of affected people are associated 
with more abatement. However, lnS*/A is strongly positively correlated with log population 
density  and  this  strong  correlation  affects  the  signs  of  parameters  in  a  multiple  regression. 
Different parameter signs were found on lnS*/A depending on which variables were included in 
the regressions and all suffered from high degrees of residual correlation. Further research is 
needed and I have decided to leave this analysis purely at this exploratory descriptive stage for 
the moment. 
 
Table 2 also presents the average distance of each country from the frontier technology in terms 
of years. This is computed as follows – how many years will it take the country to reach the level 
of technology in today’s technology leader at the average logarithmic rate of change of the state 
variable in that country over the entire thirty-year period. This distance was then averaged for 
each country over the thirty-year period. Australia is an infinite time from the frontier because its 
average  rate  of  technological  change  is  positive  rather  than  negative.  On  the  other  hand, 
relatively  poor  Greece  and  Portugal  also  are  a  long  time  from  the  frontier  and  richest 
Luxembourg is closest. Japan is close too but the United States is far by this measure. So there is 
no simple relationship between income level and the rate of diffusion. Instead the countries are 
differentiated  again  by  membership  in  the  low  pollution  and  high  pollution  groups.  The 
population weighted mean for the low pollution group is 12 years, while the weighted mean for 
the high pollution group is 70 years.   
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6.  Discussion and Conclusions 
This paper has presented an approach to measuring environmental efficiency and demonstrated 
that the Kalman filter is a viable method for estimating technological change in panel data that 
produces plausible results. However, the dimension of such models has to be fairly small for 
reasonable  estimation  times  on  personal  computers.  I  have  also  tested  a  number  of  key 
hypotheses from the environmental Kuznets curve and growth literature using a data set for 
sulfur emissions in sixteen mostly developed countries for a three-decade period.  
 
As in previous applications (Stern, 2002), I found that services are more emission intensive than 
manufacturing, ceteris paribus. In this developed country sample, agriculture proved to be even 
more emissions intensive. I found that the elasticity of emissions with respect to aggregate inputs 
was  less  than  unity,  which  supports  the  Plassmann-Khanna  hypothesis  that  there  are  pre-
abatement economies of scale. An exploratory analysis does not support the Andreoni-Levinson 
hypothesis that there are economies of scale in abatement so that larger economies would have 
lower emissions, ceteris paribus. There was some support that higher income per capita, higher 
population density, and higher potential pre-abatement emissions are associated with a higher 
level  of  abatement  technology.  The  latter  two  factors  combined  with  the  finding  on  the 
Plassmann-Khanna hypothesis might explain the recent moves in  China to address pollution 
problems discussed in the introduction. 
 
However, the countries included in this study have over time sorted out into two groups – a high 
pollution group and a low pollution group consisting of Japan and Germanic and Scandinavian 
countries that have adopted a much higher level of technology. Anglo-Saxon countries seem less 
concerned with pollution – the UK and the USA are in the high polluting group, while Australia 
is diverging from all the other countries and seeing a somewhat declining level of abatement 
technology. All countries but Australia are converging towards the best practice frontier but 
members of the high polluting group are converging very slowly. Convergence is not very strong 
in either group – the average distance from the frontier is maintained over time and the relation 
between  initial  income  and  the  rate  of  technological  change  has  the  expected  sign  but  high 
variance. My previous research (Stern and Common, 2001) has shown that there is also such 
technological change in developing countries but perhaps at a slower rate than in the average   30 
developed country. As I find a variety of rates of emissions abatement specific technological 
change across countries in this paper, we might also expect this rate to vary dramatically across 
the developing world too.  
 
The results show that technology does not evolve independently in each country but neither is it 
a question of adopting different amounts of the same technology in all countries. The estimation 
identified up to eight separate components of technological change that appear in different mixes 
in  different  countries.  The  number  of  significant  components  is  likely  smaller  than  this  as 
demonstrated by my inability to identify a stochastic component for Australia, which suggests 
that the model is over-parameterized.
3 
 
A  limitation  of  this  study  is  that  only  thirty  years  of  data  from  sixteen  mostly  developed 
countries was used to estimate the model. As mentioned in Section 4, this could introduce bias as 
explained as Stern and Common (2001). We do not know a priori how well the model would 
perform  as  an  explanation  of  developments  in  LDCs.  As  the  model  appears  to  be  more 
statistically adequate than EKC models this bias might be expected to be less than in the case of 
EKC models estimated with non-random samples. Equally important may be the fact that the 
sample only covers a recent thirty-year period. Understanding the long-term evolution of the 
economy, resource use, and environmental impacts may require analysis of very long-term time 
series spanning centuries (Kander and Lindmark, in press). In a qualitative sense, the results of 
this study seem intuitively reasonable in the light of my past research but we should not place too 
much confidence in the exact quantitative results. For example, the rate of convergence towards 
the frontier of the high-polluting group seems to be exceptionally slow. 
 
The analysis could be extended by carrying out a decomposition of emissions as performed by 
Stern  (2002).  The  results  in  the  present  paper  suggest  that  emissions  specific  technological 
change will dominate all other effects to a greater extent than shown by that previous study. 
Applying  more  sophisticated  estimation  procedures  to  address  the  remaining  residual  serial 
correlation issue may be too computational expensive at present, but should be explored. 
                                                 
3  Peter Young suggested this explanation.   31 
Application of the method to other pollutants will differ depending on the pollutant in question. 
For example, there is no abatement technology for carbon dioxide emissions apart from fuel 
switching and improvements in energy efficiency. Therefore, there is no need to use the Kalman 
filter to model the state of an unobserved abatement technology. The state of technology in this 
model is defined by the relation between inputs and good outputs in analogy to what I referred to 
as TFP in the sulfur model in this paper. The model actually estimated relates carbon emissions 
directly  in  an  unchanging  parametric  fashion  to  the  inputs.  Nonlinear  regression  should  be 
sufficient for estimating such a model and much larger numbers of countries can be included at 
low computational cost.    32 
Appendix: Data Sources 
 
Sulfur Emissions: 
Sulfur emissions data is given for the period to 1990 by the ASL database (ASL, 1997; Lefohn et 
al.,  1999)  and  updated  by  Stern  (in  press)  for  later  years.  Post-1990  many  countries  have 
published emissions data but for other countries Stern (in press) estimated emissions using EKC 
and  decomposition  models  and,  therefore,  this  data  has  been  excluded.  For  countries  with 
superior individual emissions estimates for years before 1990 these are used in preference to the 
ASL data. The two datasets are combined by using the growth rates of emissions implied by the 
ASL database to project the later emissions estimates backwards. The countries and sources of 
the published data are as follows: 
 
East and South Asia: Streets et al. (2000) report data for 23 countries in East and South Asia 
from 1985-97. The data are reported in Gg of SO2. Carmichael et al. (2002) update this data for 
2000. For Japan there are also partial OECD data for 1970-1989 and for 1990-2000 Japan has 
data submitted to the UNFCCC. We interpolate this data using the Streets and ASL data to 
derive a consistent series. 
 
Europe,  Former  Soviet  Union,  and  Canada:  Data  is  available  from  the  EMEP  website 
(www.emep.int) for 1980-2001 for the following countries: Armenia, Austria, Belarus, Belgium, 
Bosnia and Hercegovina, Bulgaria, Canada, Croatia, Cyprus, Czech Republic, Denmark, Estonia, 
Finland,  France,  Germany,  Greece,  Hungary,  Iceland,  Ireland,  Italy,  Kazakhstan,  Latvia, 
Liechtenstein,  Lithuania,  Luxembourg,  Macedonia,  Moldova,  Monaco,  Netherlands,  Norway, 
Poland, Portugal, Romania, Russian Federation, Slovakia, Slovenia, Spain, Sweden, Switzerland, 
Turkey, Ukraine, United Kingdom, Yugoslavia.  
 
Most Western European countries have a complete data set as does the Russian Federation and 
many other eastern European and former Soviet Union countries. Coverage in others is variable, 
from a few missing years to only a few years of observations. Additional data for the 1970s is 
available  from  earlier  OECD  publications  for:  Denmark,  France,  Finland,  Ireland,  Italy,   33 
Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, and the United Kingdom. This data 
was interpolated where necessary in the same manner as the data for Japan. 
 
United States: Data for 1940-98 are available from US EPA (2000) and updated to 2001 from 
the EPA website. 
 
Australia:. Estimates for 1990-2000 are from the Australian Greenhouse Office (2002).  
 
New Zealand:. Estimates for 1990-2000 are from the UNFCCC website. 
 
For countries with more recent published data from the sources described above we use that data 
and project estimates for earlier years using the growth rates implied by the ASL database. For 
other countries we use the available ASL data. 
 
Energy Use: 
Data are from the International Energy Administration (2002, 2003) for 1986-2000 for non-
OECD and for OECD for 1999-2001 (both have select earlier years) and IEA online data. Data 
were collected for total primary energy supply of crude oil, refined petroleum products, natural 
gas,  coal,  hydropower,  nuclear  power,  and  biomass  fuels.  Other  energy  use  categories  were 
considered small enough to ignore. Primary supply of refined petroleum products is equivalent to 
actual end use oil consumption in a country while primary supply of crude oil is the quantity of 
oil refined in a country. Some countries such as the Netherlands carry out extensive oil refining 
for  export,  while  other  countries,  such  as  Germany  import  significant  amounts  of  refined 
product.  
 
GDP and Population: 
We obtained the data from the Penn World Table version 6.1 (Heston et al., 2002). Any gaps 
were filled from the World Development Indicators Online. 
 
Area: 
Area data was obtained from World Development Indicators Online.    34 
Economic Structure: 
The structure of value added by industry for non-OECD countries was obtained from the World 
Development Indicators Online published by the World Bank (2003). For OECD countries we 
used data obtained from the SourceOECD website. 
 
Metal Smelting: 
Data  on  primary  production  of  refined  copper,  lead,  zinc,  and  nickel  for  1980-2000  were 
received from the United Nations Industrial Development Organization. These data are reported 
in the Yearbook of Industrial Statistics. For copper, lead, and zinc we obtained the same data for 
1971-1979 from the hardcopy version. For nickel we obtained data for 1971-1979 from the US 
Bureau of Mines Minerals Yearbook. 
 
Units – Raw Data 
Sulfur: Thousands of metric tonnes of sulfur 
Energy: Millions of metric tonnes of oil equivalent 
GDP per capita: 1995 international US dollars 
Population: Thousands 
Area: Square kilometers 
Economic Structure: % of GDP 
Metals: Thousands of metric tonnes 
 
Units – As Used in Econometric Model 
Economic Structure: Billions of 1995 international US dollars 
Energy: Millions of metric tonnes of oil equivalent 
Metals: Millions of metric tonnes  
Sulfur: Millions of metric tonnes of sulfur 
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Likelihood  -355.74  -370.04  -373.87  -384.58  -386.12  -396.04 
AIC  -653.48  -662.07  -667.74  -681.17  -664.24  -674.08 
Number of 
parameters   29  39  40  44  54  59 
Significance 
Level of Q 
Statistic:             
Australia  0.000  0.000  0.000  0.000  0.001  0.372 
France  0.000  0.046  0.121  0.127  0.002  0.297 
Germany  0.000  0.012  0.179  0.035  0.269  0.002 
UK  0.436  0.239  0.610  0.221  0.219  0.194 
USA  0.007  0.002  0.216  0.010  0.007  0.352 
Notes: AIC is Akaike Information Criterion. The number of parameters consists of the number 
of hyperparameters plus the number of diffuse state variables. 
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Table 2. Country Specific Statistics:  



























































Australia  0.009  0.001  7.44  0.0561  0.1214  0.1182  ∞ 
Austria  -0.077  0.015  -5.14  0.0282  0.0464  0.0004  11 
Belgium  -0.044  0.013  -3.35  0.0265  0.0186  0.3813  23 
Denmark  -0.092  0.026  -3.50  0.0339  0.0256  0.0777  12 
Finland  -0.070  0.023  -3.00  3.18E-05  0.0198  0.1146  16 
France  -0.036  0.010  -3.67  0.0183  0.1317  0.3125  45 
Germany  -0.073  0.020  -3.69  4.65E-05  0.5009  0.0098  23 
Greece  -0.004  0.006  -0.63  0.0385  0.0339  0.1167  411 
Italy  -0.050  0.013  -3.92  6.97E-05  0.1014  0.0632  38 
Japan  -0.064  0.015  -4.27  4.61E-04  0.0349  0.1988  4 
Luxembourg  -0.024  0.030  -0.79  0.129  0.8404  0.0383  1 
Netherlands  -0.074  0.012  -6.07  0.0328  0.8672  0.0033  10 
Portugal  -0.003  0.016  -0.21  0.0498  0.0510  0.0057  455 
Spain  -0.032  0.008  -4.02  0.0161  0.0054  0.0113  68 
UK  -0.037  0.009  -4.30  0.035  0.2055  0.4748  54 
USA  -0.033  0.005  -6.43  0.0137  0.7705  0.0001  57   44 
 
 
Table 3. Frontier Parameter Estimates: 16 Country Model 
 
Variable  Coefficients 
Standard 
Error  t-statistic 
 
Coefficients of sulfur w.r.t. fuels 
Coal  0.0989  2.18E-03  45.43 
Oil  0.0428  2.40E-04  178.38 
Natural gas  -6.38E-03  6.23E-04  -10.23 
Hydro  -0.0486  6.98E-04  -69.60 
Nuclear  -0.0158  1.91E-04  -82.86 
Biomass  0.0714  6.65E-04  107.37 
       
Coefficients of sulfur w.r.t. other commodity production: 
Oil refining  0.0119  1.52E-04  78.48 
Copper  1.6513  0.0469  35.21 
Zinc  0.0764  0.0306  2.50 
Lead  1.1831  8.54E-03  138.51 
Nickel  -2.065  n.a.  n.a. 
       
Output elasticities of sulfur w.r.t. to industries 
Agriculture  0.071  n.a.  n.a. 
Non-manufacturing 
Industry  -8.21E-03  4.03E-03  -2.04 
Manufacturing  -0.1029  8.26E-03  -12.46 
Services  0.0401  0.0204  1.97 
       
Returns to scale in inputs     
  0.8908  3.41E-03  261.32   45 
 
 
Table 4. Correlation Matrix 
 
 
lnDISTANCE  lnSTATE  lnGDP/P  lnGDP  lnP/A  lnS*/A 
lnDISTANCE  1.000           
lnSTATE  0.884  1.000         
lnGDP/P  -0.388  -0.555  1.000       
lnGDP  0.395  0.315  0.178  1.000     
lnP/A  -0.220  -0.210  -0.049  0.053  1.000   
lnS*/A  -0.392  -0.361  0.141  -0.146  0.908  1.000 
   46 









y, x | d = 1
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Figure 2. Directional Distance Function 
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Figure 4.  Emissions Technology Trends 
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Figure 5.  Emissions Distance Trends 
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Figure 6.  Mean and Confidence Interval of Distance 
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Figure 7.  Mean and Confidence Interval of the State of Technology 
 
 