INTRODUCTION
According to the Pareto principle, also known as the "80/20 rule", in the case of events, about 80% of the effects is generated by 20% of the causes. Management consultant Joseph M. Juran was the first to suggest this principle, which he named after the Italian economist Vilfredo Pareto, who identified the well-known 80/20 ratio. Basically, Pareto demonstrated that about 80% of the land in Italy was owned by 20% of the population. In business, the same basic rule applies (for example, 80% of sales come from 20% of clients) [1] . Similarly, for a given set of parameters, in the case of natural phenomena, the existence of an empirically obtained Pareto distribution has been observed [2] .
The Pareto distribution is particularly used in situations in which there is a high probability of paying large sums in compensation, namely liability insurance. are independent and Pareto distributed random variables. The cumulative distribution function, the probability density function and some reliability characteristics of the random variable Par V are given in the paper [4] .
The random variable Par V generates two events:
 The event to minimize the amounts claimed   1, i iZ X  regarding the civil liability insurance;
 The number of the claimed amounts Z represents the number of successes out of the n independent events with the probability of success p.
Therefore, we discuss the distribution ( , , , )
. The numerical characteristics of this distribution are presented in the paper [4] .
INFORMATION CRITERION
The common approach to model selection involves choosing a model that minimizes one or several information criteria applied to a set of statistical models [1] , [5] .
The commonly used information criteria are: Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), Hannan-Quinn Information Criterion (HQIC) and consistent Akaike information criteria (CAIC).
Each criterion is a sum of two terms: the first term characterizes the entropy rate or model prediction error, whereas the second one describes the number of the free parameters estimated based on the model [2] .
2.1. Akaike Information Criterion. The Akaike Information Criterion (AIC) is a criterion for selecting from nested (overlapping) economic models. Basically, AIC is a measure estimating the quality of each studied economic model, since they relate to one another for a given set of data. Therefore, AIC is an ideal method for selecting the model. Discovered and put forward by Professor Hirotugu Akaike in 1971, respectively in 1974, the AIC was defined as a measure of matching the statistical model.
AIC is an associated number for each separate model, as follows:
where ( , ) Lx represents the maximum likelihood function,
vector estimated by applying the EM algorithm [4] , and q represents the number of parameters of the statistical model. In our case, 2 q  . Therefore, for the set of AIC values corresponding to each particular economic model, the preferred one in terms of relative quality is the model with the minimum value. ( min AIC ). The loss of information when the statistical model that has been studied and analysed in relation to the best estimated model is given by:
where i is the number of statistical models to which AIC has been applied, and min AIC stands for the minimal value AIC out of the values' vector.
Bayesian Information Criterion.
Bayesian information criterion (BIC) is also a mathematical tool applied to statistical models from the economic field. It is a criterion similar to AIC. The BIC or the Schwartz criterion (1978) is a number characterized by the relation:
is the parameter vector estimated as a result of applying the EM algorithm [4] , q represents the number of parameters of the statistical model ( 2 q  ), and m characterizes the volume of the statistical data.
2.3. Hannan-Quinn Information Criterion. The Hannan-Quinn Information Criterion (HQIC) is an information criterion that is used alternatively with AIC and BIC. The criterion is represented by the number:
where ( , ) Lx , q and m have the same interpretations as the AIC and BIC criteria.
Consistent Akaike Information Criteria. Consistent Akaike Information
Criteria (CAIC) is, essentially, a correction to the Akaike Information Criterion (AIC), this being characterized by the relation:
where( , ) Lx , q and m have the same interpretations as the AIC and BIC criteria.
APPLICATIONS
According to the studies in paper [4] , the logarithm maximum likelihood function is defined as follows:
where  ˆ, p   the parameter vector estimated as a result of applying the EM algorithm. The step-by-step description of the algorithm is included in paper [4] and implemented in the GUI Octave 1.5.4 programming environment.
The values of the estimated parameters, as well as the AIC values are shown in Tables 1  and 2 for sample , (Fig. 1);  The comparative graphical analysis (based on the value categories of  ) of the information criteria values in relation to the values of the parameter p (Fig. 2) 
CONCLUSIONS
The main objective of this study is to perform a quantitative analysis of the statistical model as described in paper [4] in a unitary manner and from the perspective of the power series distribution class [3] . The values of the main information criteria (AIC, BIC HQIC, CAIC) as described in Section 2 have been determined. The values of the information criteria are closely related to the existence of the maximum likelihood function and the presence of the estimated parameters by means of the EM algorithm [4] .
The findings of our analysis are, as follows: according to the representations in Fig.   1(a) Fig. 1 (b) : the higher the probability p, the smaller the values of AIC, BIC, HQIC, CAIC. Compared to the threshold value of the parameter 3   , the values of the information criteria are equidistant.
It can also be noted that the lowest values are characterized by the AIC information criterion in all the analyzed situations (Table 1, Table 2 , Fig. 2 ). For example, based on Fig.  2(a) , it can be concluded that the statistical model (1,10, 4,0.9) MinParB is selected as the best, providing us the best information, whereas Fig. 2(d) shows that the distribution (1,0.5, 4,0.9) MinParB is the model selected as being the best. From Fig. 2 , for high probabilities (for example 0,9 p  ) we have low values for all the information criteria, and from Table 2 , the values of the information criteria AIC, BIC HQIC, CAIC for the distribution (1,10, 4, ) MinParB p ,
 
0.2;0.5;0,9 p  are very small, therefore a qualitative analysis of this distribution cannot be made in relation to the other distributions.
