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Abstract
The semantic structure of a polymorphic calculus m is studied. m is de)ned over a hierar-
chical type structure, and a function in this calculus, called a generic function, can be composed
from more than one lambda expression and the ways it behaves on each type are weakly related
in that it lax commutes with the coercion functions de)ned from the subtypes to the supertypes.
Since laxness is intermediate between ad hocness (behaviors on each type are not related) and
coherency (commuting with the coercion functions), m has syntactic properties lying between
those of calculi with ad hoc generic functions and coherent generic functions studied in Tsuiki
(Math. Struct. Comput. Sci. 8 (1998) 321). That is, although m allows self application and
thus is not normalizing, it does not have any unsolvable terms. For this reason, all the semantic
domains are connected by mutually recursive equations and, at the same time, they do not have
the least elements.We solve them by considering )brations and expressing the equations as a
recursive equation about )brations. We also show the adequacy theorem for m following the
construction of Pitts and use it to derive some syntactic properties.
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1. Introduction
As de)ned by Strachey, polymorphism is classi)ed into parametric polymorphism
and ad hoc polymorphism [13]. A parametric polymorphic function is a function which
is de)ned uniformly over types. That is, though it can be viewed as a collection
of monomorphic functions, they have the same algorithm written as a single lambda
expression. On the other hand, an ad hoc polymorphic function is a function whose
e=ects on di=erent argument types are unrelated. These two notions are closely related
to the syntactic properties and semantic constructions of calculi. For example, Girard–
Reynolds second order lambda calculus [5, 11] is strongly normalizing and a parametric
polymorphic function is characterized in a model as a function which preserves all the
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relations between all the types [13, 6, 3]. On the other hand, if a second order calculus
has a function which is written by type case, it becomes non-normalizing [6, 5].
The author has studied, motivated by the study of object orientedness, polymor-
phic functions over a hierarchical type structure [12, 18]. Such a function is called a
generic function borrowing the terminology of a programming language CLOS [2].
Generic functions are also classi)ed into coherent ones and ad hoc ones. A coherent
generic function is a function which behaves uniformly with respect to the coercible
relations between supertypes and subtypes. It ensures, like parametric polymorphic func-
tions, good syntactic and semantic properties. For example, p⊗, which is a calculus of
coherent generic functions, has a normalizing property, and a coherent generic function
is characterized so that it preserves the coercible relations. In other words, when we
view the hierarchical type structure as a contravariant functor from the poset of types
to a suitable category of domains, a coherent generic function can be considered as a
natural transformation. On the other hand, ⊗, which is a calculus of ad hoc generic
functions, was shown to be non-normalizing and a paradoxical operator like Y was
shown to be encodable.
In this paper, we consider yet another class of generic functions. It is called a lax
generic function. Though a lax generic function is not de)ned uniformly, the branches
of a function are related in that it lax commutes with the coercion functions. Or, in
a categorical term, it is an oplax transformation when we view the hierarchical type
structure as a contravariant functor. This calculus is designed considering a model of
object oriented programs causing runtime errors.
Since laxness is intermediate between ad hocness and coherency, m, which is a
calculus of lax generic functions, has syntactic properties lying between those of the
two. That is, although a generic function may be applicable to itself and m is not
normalizing, it is shown that every basic type expression is reduced to a constant K or
to a form K ⊗M for some term M . This means that every term is representing a value
K or K plus something, and therefore no unsolvable term exists. This also means that
an operator like Y is not expressible in it.
For these reasons, the construction of the semantic domains becomes non-trivial. In
order to interpret the hierarchical type structure, we give the semantics as a functor D
from Top to a suitable category C of domains, where T is the poset of types. Then,
the relations each domain should satisfy can be expressed as the following equation
between functors:
D = DB × [D Lax=⇒D]: (1)
Here, [D Lax=⇒D′] is the set of oplax transformations from D to D′ considered as a
functor from Top. A similar equation between functors was solved in [18] to give
the semantics of ad hoc generic functions by applying the standard theory of solutions
of categorical equations in [15]. Eq. (1) is also solvable by applying [15] to functor
categories if C is the category of pointed cpo’s. However, since there is no unsolvable
term in m, we should assign a non-pointed cpo to each type. The decades of study on
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domain theory shows that the existence of the bottom element plays an essential role
in solving a domain equation, and therefore the standard theories are not applicable
directly to this problem. In this study, we solve this with C the category of (not always
pointed) cpo’s by considering a )bration D obtained by gathering all the domains, and
expressing Eq. (1) as an equation between )brations.
Recently, Pitts [9, 10] has developed a technique for proving the adequacy of a
language with respect to the model constructed over the minimal invariant of a recursive
domain equation. We also show the adequacy property with respect to this semantics
following this construction. From this adequacy property, many syntactic properties are
derived including the non-existence of an unsolvable term and laxness of a generic
function.
In the next section, we give motivating examples of lax generic functions from object
oriented programming. Then, we introduce lax, coherent, and ad hoc generic functions
over a simple mathematical model in Section 3. After that, we de)ne the calculus m
in Section 4 and study its syntactic properties in Section 5. We consider the equations
we need to solve in Section 6, and reformulate it over )brations in Section 7. The
solution is given in Section 8 and then the semantics is given in Section 9. Finally,
the adequacy property is studied in Section 10.
2. Laxness of methods and object oriented programming
In object oriented programming, one can re-de)ne the behavior of a subclass to a
message by overriding the superclass de)nitions. This overriding is so powerful that
one can re-de)ne the behavior of a subclass to a message completely di=erent from
those of superclasses. For example, when “Bus” is a subclass of “Car”, one can write
the method “move” for the class “Bus” as moving a bus backward, while “move” for
the class “Car” as moving a car forward. This kind of program is usually diJcult to
read or maintain, and more prone to error. Therefore, it is implicit in object oriented
programming that methods with the same name should be programmed to have the
same kind of meaning.
Then, a question arises when a set of methods can be said to have the same kind
of meaning. Since this is a property the collection of all the methods with the same
name have, we adopt the notion of a generic function, which is a function composed
of all the methods with the same name. Then an answer to the above question is given
as a property of a generic function. For fundamental studies of object orientedness via
generic functions, see [18, 4].
As such a property, Tsuiki [17] de)ned and studied the notion of a coherent generic
function, which is de)ned so that coercions and applications of the generic function
commute (see Fig. 1), or in other words, it preserves the coercible order relation. The
notion of a coherent generic function is mathematically sound in that it corresponds to
being a natural transformation as we will explain in the next section, and which was
already used in [12] to give a semantics to an overloaded operator.
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In this paper, we consider a weaker condition. That is, coercions and applications
of the generic function lax commutes (see Fig. 1). To state it in a more concrete
term, “coercion after application” is bigger than “application after coercion” by the
order of the result type. We explain how this condition is related with object oriented
programming in three ways.
The )rst one is about a generic function causing runtime errors or exceptions. Error
handling is important in particular in object oriented programming, because a class may
be reused in various contexts, and most programming languages have error handlers
like the catch and throw mechanism of Java [14]. It seems plausible that if a message
sent to “an object considered as a superclass object” causes an error, then the same
message sent to the object also causes an error, but not vice versa. As an example,
consider the “Car” and “Bus” example with a limit speed de)ned for a “Bus”. Then,
a method “set-speed” in “Bus” may cause a runtime error if the argument exceeds
the limit, where it does not cause an error if it is considered as a car. As a more
illustrative example, consider a “computer” class and a “network computer” subclass.
The initialization step on a “network computer” class may cause an error like a network
con)guration error, whereas a “computer” does not. In general, a subclass is more likely
to produce a runtime error because it has a more sophisticated structure which may
cause an unexpected status. Although coercion and application do not commute in these
cases, they are expected to lax commute when we consider an order structure on each
type with the top element as a special value denoting runtime error.
The second one is about the view that the collection of all the values of all the types
constitute one large domain. Since a generic function is applicable to more than one
type, it is natural to consider one large domain D which consists of all the domains
of all the types, and consider a generic function as one function from D to D. If we
do not have an order structure on each domain, then the natural order structure on D
is the coercible order. However, if each domain has an order structure, then the order
structure on D should be formed as the mixture of the coercible order and the order
structures on each domain, which is formed as a simple example of a )bration. Then,
it is natural to consider a generic function preserving this order structure, or in other
words, returning more informative value to more informative argument if the order
structure on D is considered as an information order. This condition actually coincides
with the laxness, as we shall see in Section 7.
The third one is to )ll the gap between coherent and ad hoc generic functions in
object oriented languages. We will discuss this in the )nal section.
3. Coherent, lax, and ad hoc generic functions
We mathematically formalize the intuitive idea in the previous section. We consider
a poset (T;  ) of types with subtype relations. We write s t when s is a subtype
of t. Note that this order is opposite to the one usually used. It )ts very well with
the domain theory we develop in this paper; we view the subtype relation not as set
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Fig. 1. Coherent, lax, and ad hoc generic functions. A supertype is written below a subtype in these )gures.
inclusion but as the coercible relation and, through this view, a value of a subtype
becomes more informative than its coercion to a supertype. Though the poset (T;  )
is the particular one corresponding to the type structure of m given in Section 4.1,
one may consider it as any poset in this section.
For each t ∈T, we consider a domain D(t) of values of type t. In addition, when
s t, we consider a coercion function coerces; t from D(s) to D(t) such that coerces; s
is the identity and coercet; u ◦ coerces; t = coerces; u. Thus, for a suitable category C of
domains, D is a functor from Top to C, where the poset T is considered as a category
so that there exists an arrow s→ t when s t. In order to make the presentation simpler,
we also suppose that T is pointed; i.e., T has a least element ⊥T corresponding to
type error, and that D is terminal-preserving; i.e., D(⊥T) is the terminal object 1 of
C which is the one-point domain {⊥D}.
Over this type structure, we de)ne a generic function to be a collection of continuous
functions m= {mt :D(t)→D(f(t)) | t ∈T}. Here, f is the type of the generic function
m, which is a monotonic function from T to T mapping the argument type to the
result type. Though one may want to consider a generic function applicable only to a
subset of types, by de)ning D(f(t)) to be 1 and mt to be the terminal arrow when m
is not applicable to t, we can consider that t ranges over T as in this de)nition.
Now, we consider three classes of generic functions as in Fig. 1.
The )rst one is that coercions and application of a generic function commute. In
other words, m is a natural transformation from the functor D to D ◦f. We call such
a generic function a coherent generic function. Another one is that we do not impose
any condition on m. We call such a generic function an ad hoc generic function to
emphasize this fact. The author has studied and compared calculi with ad hoc and
coherent generic functions in [17, 18].
In this paper, we consider yet another condition. Consider that each object C of C
has an order structure (4C). For example, we consider a co-Mat poset like
for a basic type with pointwise extension to functional types. The order e1 4C e2
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intuitively means that e2 is more informative than e1. The element TopC of D(C)
is the overde)ned element representing conMicting information.
Then, we consider the condition that coercions and generic function applications lax
commute with respect to the order on a domain. That is, when x :s and s t; mt(coerces; t
(x))4D(f(t)) coercef(s); f(t)(ms(x)). This condition can be stated using a 2-categorical
term that m is an oplax transformation (or a lax transformation if we take the re-
verse ordering on 2-cells) from D to D ◦f by considering C as a 2-category with a
2-cell between e1; e2 :C→C′ being the pointwise order relation. We call such a generic
function a lax generic function.
4. The calculus m
4.1. The poset T of types
Before giving the syntax of m, we de)ne the poset T of types. As we have noted,
a generic function type is a monotonic function from T to T. In addition, we require
that only )nite functions are generic function types because the type of a term needs
to be calculated statically. Here, an element t of a poset I is compact if, for every
directed set M such that
⊔
M exists and x ⊔M , there is some y∈M such that
xy, a function from a pointed poset l to another poset l′ is a step function if it
has, for compact elements s; t, the form Step(s; t) which maps arguments bigger than
s to t and other arguments to ⊥l, and a function from a poset to another poset is a
)nite function if it can be expressed as the least upper bound of a )nite set of step
functions. We write [I Fin−→I′] for the poset of )nite functions from a poset I to I′.
In our case, all the elements of T are compact and thus all the functions of the form
Step(s; t) for s; t ∈T are step functions, because T is the set of compact elements of
an algebraic domain as we will see below.
Since a lax generic function is also treated as a )rst class value in m, we need to
consider a circular structure on T. Suppose that TB: the )nite Mat poset of basic types
is given. For example, TB has the form . Here, we consider only basic types
and generic function types. Therefore, the circularity we must consider is expressed by
the following isomorphisms T and T:
T
T−→←−
T
TB + [T
Fin−→T]: (2)
Here, + is the smashed sum which identi)es the least elements.
We can solve this equation algebraically. Consider the following sequence of posets:
T0 = {⊥T};
T1 =TB + [T0
Fin−→T0];
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: : :
Tn+1 =TB + [Tn
Fin−→Tn];
: : : :
Since Tn are )nite sets, [Tn
Fin−→Tn] is equal to the set [Tn→Tn] of continuous func-
tions from Tn to Tn. There are embedding-projection pairs Tn
Tn−→←−
 Tn
Tn+1 in the standard
way. De)ne T as the colimit of Tn . Then, T satis)es (2). T is the set of compact
elements of the cpo Tˆ which is the limit of  Tn and is the minimal solution of
Tˆ =TB + [Tˆ→ Tˆ]:
From now on, we denote by T this particular poset and we write TF for the poset
[T Fin−→T]. We write s ↑ t when s and t are compatible, i.e., s and t have an upper
bound, and write s ./ t for the least upper bound of s and t.
The type expressions of m are de)ned so that the set of type expressions modulo
equivalence plus the bottom element is isomorphic to T. In the following, when V is
a type expression, we write PV for the corresponding element in T.
The type expressions of m are de)ned as follows. Suppose that a )nite set of basic
types like Int and Bool (ranged over by B) is given. We de)ne pretypes (ranged over
by U and V ) as follows:
V ::= B|[
at least one︷ ︸︸ ︷
V → V; : : : ; V → V ]:
[V1→V ′1 ; : : : ; Vn→V ′n ] denotes the least upper bound of the step functions Step(V1; V ′1 );
: : : ;Step(Vn; V ′n ). Among, the pretypes of the form [V1→V ′1 ; : : : ; Vn→V ′n ], we de)ne
those appropriate as functions as types. For instance, [Int→ Int;Bool→ Int] is a type but
[Int→ Int; Int→Bool] is not, because the step functions Step(Int; Int) and Step(Int;Bool)
do not have a least upper bound. We also de)ne syntactically the relations U ↑V mean-
ing that U and V are compatible, U¿V meaning that U is a subtype of V , U V
meaning that U and V are equivalent (i.e., U¿V and V¿U ), and an abbreviation
U ./V for the least upper bound type of U and V . Note that this order of subtype
relation is opposite to the one in [17, 18], to make it compatible with the order 
on T. The de)nitions are given in the Appendix, and the proofs that the poset of
type expressions modulo equivalence extended with the bottom element is isomorphic
to T, that U¿V is decidable, that U ↑V i= PU ↑ PV , that U¿V i= PU  PV , and that
U ./V = PU ./ PV are given in [18]. Note that equivalent types are treated as di=erent
syntactic objects of m though they are identi)ed semantically in T.
De#nition 1. Let F be [V1→V ′1 ; : : : ; Vn→V ′n ].
(1) We say that F is applicable to U if at least one of the Vi (i=1; : : : ; n) satis)es
U¿Vi.
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(2) When F is applicable to U , de)ne cod(F;U ) as V ′(1) ./ : : : ./ V
′
(l), where (i)
(i=1; : : : ; l) satisfy U¿V(i). Note that cod(F;U ) is T( PF)( PU ).
As we will see, if M is a term of generic function type F , N is a term of type U , and
F is applicable to U , then M N is well typed and has type cod(F;U ). One thing to
note about m is that though a generic function may be applicable to itself, it cannot
return itself. It is proved through the structure of T. We de)ne the degree of a type
as follows:
degree(B) = 0;
degree([V1 → V ′1 ; : : : ; Vn → V ′n]) = max(degree(V ′1); : : : ; degree(V ′n)) + 1:
We also de)ne the degree of a term as the degree of its type. Then, the degree of a
term expresses the maximal number of arguments applicable to it. For example, when
the degree of M is n, there are n terms N1; : : : ; Nn which make M N1 N2 : : : Nn well
typed, while there are no terms N1; : : : ; Nn+1 which make M N1 N2 : : : Nn+1 well
typed. Therefore, M N cannot have the same type as M . The degree of a term allows
us to study inductively about terms, and supports the use of operational equivalence
instead of bisimulation to compare terms in Section 10.
4.2. Terms of m
We begin by explaining how a lax generic function is de)ned in m. First, a
monomorphic function from V to V ′ is identi)ed with a generic function of type
[V →V ′], which is applicable to subtypes of V through coercions. Secondly, when
M1 :F1 and M2 :F2 are lax generic functions with compatible types, then M1⊗M2 be-
comes a lax generic function of type F1 ./ F2. Here, ⊗ is called the merge operator
and it takes two terms of compatible types V1 and V2, and produces a term of type
V1 ./ V2.
We de)ne the pre-terms of m as follows:
M ::= KB | xV | xV :M | M N | M |V | M1 ⊗M2:
Here, KB denotes a constant of basic type B and xV means a variable of type V . For
each basic type B, KB includes a special constant TopB. M |V means the coercion of
M to V .
The typing rules of m are de)ned as follows:
(T-CONST)
KB : B
, (T-FUN)
M : V ′
xV : M : [V →V ′]
(T-VAR)
xV : V
, (T-APP)
M :F N :V F is applicable to V
M N : cod(F; V )
(T-COE)
M :U U¿V
M |V : V , (T-MERGE)
M : V M ′ : V ′ V ↑V ′
M ⊗M ′ : V ./V ′
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We further de)ne a pre-term to be a term if it is typable. The type of a term is
uniquely de)ned by this type system. The meanings of these terms are determined by
the following reduction rules:
(E-APP) (xV : M) N .M [xV : =N |V ],
(E-APPL) (M1⊗M2) N .

M1 N (if F1 is applicable to V )
M2 N (if F2 is applicable to V )
M1 N ⊗M2 N (if both F1 and F2 are applicable to V )


(M1 : F1; M2 : F2, and N : V ),
(E-CONST1) KB⊗KB .KB;
(E-CONST2) KB⊗K ′B . TopB (KB and K ′B are di=erent constants.),
(E-CONST3) TopB⊗M . TopB,
(E-COE) M |B .M (B is a basic type),
(E-APPC) (M |F) N . (M N )|cod(F;V ) (V is the type of N ),
(E-COMM) M ⊗N .N ⊗M (if M and N have the same basic type),
(E-ASSO) (M1⊗M2)⊗M3 .M1 ⊗ (M2⊗M3)
(if M1, M2, and M3 have the same basic type).
As we explained before, xV : M denotes a generic function applicable to subtypes of
V through the coercion functions. It is realized by inserting a coercion to the argument
in (E-APP), the %-reduction. The rules (E-APPL), (E-CONST1), (E-CONST2), and
(E-CONST3) determine the meaning of the merge operator. This meaning is explained
inductively on the degree of terms. For a basic type B, we de)ne that the merge of
two terms denoting the same value is itself ((E-CONST1)) and the merge of two terms
denoting di=erent values is TopB ((E-CONST2) and (E-CONST3)). Note that a basic
type is compatible only with itself and therefore there is no term like 1⊗ true. For
generic function types, a lax generic function M1⊗M2, when applied to an argument,
activates M1 if M1 is applicable, activates M2 if M2 is applicable, and activates both
and merges the results if both are applicable. Note that the degree of the result is
smaller than the maximum of the degrees of M1 and M2, and thus this meaning of the
merge operator is well de)ned. (E-APPC) determines the meaning of coercion between
generic functions, and corresponds to pointwise coercion as we will see in Section 9.
(E-COMM) and (E-ASSO) are not essential; they are added only to make the syntactic
properties simpler.
Compared with ⊗: a calculus with ad hoc generic functions in [18], the only dif-
ferences are (E-CONST1) to (E-CONST3). In ⊗, we do not have the term TopB and
we have the following rule instead of these three,
(E-CONST0) M ⊗ N . N (M and N have the same basic type):
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Thus, the value on the right-hand side is given the higher priority. With this rule and
the convention that a subtype component is placed on the right-hand side of ⊗, one can
override the e=ects of supertype components in a subtype. (E-ASSO) and (E-COMM)
are also eliminated in ⊗; because the order of arguments to ⊗ is important.
5. Syntactic properties of m
We can prove, by checking the rules, that m has the unicity of type and the subject
reduction properties. We can also prove the Church–Rosser property using parallel
reduction [16].
However, m is not weak normalizing; we can form a term without a normal form on
each type. A non-normalizing term of type Int is given as follows. Let S= [Int→ Int;
[Int→ Int]→ Int]. Then, a term of type S is applicable to itself with the result type Int.
Therefore, we can de)ne M =(xInt: x)⊗ (x[Int→ Int]:1)⊗ (xS: x x). The type of M is
T= [Int→ Int; [Int→ Int]→ Int;S→ Int]. Note that TS; we have T¿S immediately,
on the other hand, we have S¿[Int→ Int], thus [[Int→ Int]→ Int]¿[S→ Int], and thus
S¿T. Therefore, M is applicable to itself and M M has type Int. M M reduces
in)nitely as follows.
M M =((xInt: x)⊗ (x[Int→ Int]:1)⊗ (xS:x x)) M
.+(x[Int→ Int]:1) M ⊗ (xS:x x) M
.+1⊗M |S M |S
. 1⊗ (M M |S)|Int
. 1⊗M M |S
.+1⊗ 1⊗M |S|S M |S|S
: : : .
Here, .+ means one or more reduction steps. A non-normalizing term can be formed in
any type in a similar way. In many calculus, a non-normalizing term is considered as
meaningless, and is assigned the bottom element when we consider semantics. However,
the situation is di=erent in this calculus. We de)ne the notion of a solvable term as
follows:
De#nition 2. (1) A closed m-term M of a basic type is solvable if it is reduced to
the form KB or KB ⊗M ′ for some constant KB.
(2) A closed m-term M of a generic function type is solvable if there exist terms
K1; : : : ; Km which make M K1 : : : Km a solvable term of a basic type.
We call a term which can be reduced to the forms KB, KB⊗N ′, and TopB a term
bigger than KB, and let P(KB) be the set of terms bigger than KB. The solvability of
a term means that it is bigger than KB for some constant KB.
Theorem 3. All the closed terms of m are solvable.
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When this theorem holds for basic type terms, then it is easy to prove it for
generic function terms. We have both syntactic and semantic proofs of this theorem
for basic type terms. The syntactic proof is rather long, relating a reduction in m
with a reduction in another calculus, and we omit it here. Instead, we derive it in
Section 10 as a corollary to the adequacy property of our semantics. We will also give
other syntactic properties in Section 10 as corollaries to the adequacy property.
For comparison, this same term M M is reduced in ⊗ as follows: M M .+ 1⊗M |S
M |S .+ M |S|S M |S|S .+ : : : . That is, though it is reduced to the form 1⊗M ′, the
left-hand side of ⊗ is discarded by the reduction rule (E-CONST0) and it is reduced
to M ′. Therefore, the set P(KB) is not stable under reductions and we cannot obtain
the information that a term denotes 1 plus something from the fact that it is reduced
to 1⊗M ′.
6. A construction in a functor category
In the rest of this work, we give a denotational semantics to m. According to
the hierarchical type structure m has, we construct domains which are connected by
coercion functions. That is, we construct a functor D from Top to a suitable category
C as the semantics of m. Since each type of m does not have an unsolvable term, it
is not appropriate to construct a domain with the bottom element as the interpretation
of a type. Thus, we consider a construction with the category of (not always pointed)
cpo’s for C.
For a basic type B, we de)ne D( PB) to be the co-Mat poset of constants of B like
. Note that D( PB) does not have a least element.
For a generic function type F , the natural interpretation of D( PF) is the set of oplax
transformations from D to D ◦T( PF) with the order of D( PF) de)ned pointwise. That
is, we construct a functor D so that
D( PF) = {m ∈ 's∈T D(T( PF)(s))D(s)|m lax commutes with coercions}: (3)
Here, the condition “m lax commutes with coercions” is expressed as follows:
ms2 (D(s1  s2)(x)) 4D( PF(s2)) D( PF(s1)  PF(s2))(ms1 (x))
for all s1; s2 ∈T and x ∈ D(s1) such that s1  s2:
(4)
Note that (3) is not a de)nition but an equation that D must satisfy because s ranges
over T, including PF . Thus, we have an in)nite number of equations between in)nitely
many domains {D(s) | s∈T}.
These equations can be expressed as one equation between functors. We write
Fun(Top;C) for the category of terminal-preserving functors from Top to C. We
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de)ne a functor [ Lax=⇒ ] from Fun(Top;C)op×Fun(Top;C) to Fun(Top;C) as fol-
lows:
[E Lax=⇒E′](t) = 1 (t ∈TB);
[E Lax=⇒E′](t) = {m ∈ 's∈T E′(t(s))E(s) |m lax commutes with coercions}
× (t ∈TF; t = ⊥T):
The operation of [E Lax=⇒E′] on morphisms is as follows:
[E Lax=⇒E′](t  t′) = id1 (t; t′ ∈TB);
[E Lax=⇒E′](t  t′) = m ∈ [E Lax=⇒E′](t): 〈s ∈T:E′(t(s)  t′(s)) ◦ ms〉
(t; t′ ∈TF):
Here, 〈s∈T:ms〉 denotes an in)nite product and ms is the projection of m to the s
part. The operation of the functor [ Lax=⇒ ] on morphisms (i.e. natural transformations)
can also be de)ned naturally.
Let DB ∈Fun(Top;C) be the following functor:
DB(t) = the co-Mat poset of constants of type t (t ∈TB; t = ⊥T);
DB(t) = 1 (t ∈TF):
Then, the equations we need to solve can be expressed as the following equation
between functors:
E = DB × [E Lax=⇒E]: (5)
Here, the product of functors is de)ned pointwise. Note that only one component of
× is not 1 for each t ∈T in (5). When D satis)es (5), then D satis)es (3), and thus
we can give a semantics to m.
Smyth and Plotkin [15] give suJcient conditions under which such a domain equa-
tion is solvable. Roughly, the condition says that the category is enriched with pointed
!-cpo’s and the functor is a locally continuous functor. In [18], the author has solved,
to give a domain-theoretic semantics to ⊗, the equation
E = DB × [E ⇒ E] (6)
in Fun(Top;C) with C the category of pointed cpo’s and strict continuous func-
tions, and [ ⇒ ] being a functor forming the ad hoc generic function space. That
is, [E⇒E′](t) is de)ned to be 's∈T E′(t(s))E(s) when t ∈TF. For the case of (5), if
we use the same category for C, then the conditions of [15] are satis)ed and (5) is
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solvable in Fun(Top;C). Over the solution, we can give a semantics to m. However,
since an object of C is pointed, D(Int) needs to have the form instead of
. Since there is no term whose meaning is ⊥Int, this semantics does not reMect
the structure of m, and is far from suJcient. In standard theories, the existence of the
bottom element plays an essential role in solving a domain equation [15], and they are
not applicable directly to this problem.
We solve this problem by considering a pair (I; E) of a poset I and a functor E
from Iop to C as an object and constructing both T and D simultaneously. Instead
of constructing such a pair, we construct a )bration satisfying an equation equiva-
lent to (5). It makes the presentation simpler, and leads to the adequacy theorem in
Section 10.
7. A construction over #brations
In this section, we shall consider that all the values of all the types constitute a large
domain D and that all the components of a lax generic function form one function
from D to D. It is known that we can construct a split )bration from an indexed
category by the Grothendieck construction (see [8, 1], or [7] for references.) Since we
can view each cpo as a category, we can apply this construction to Fun(Top;CPO),
where CPO is the category of (not always pointed) cpo’s. We give here the de)nition
of a )bration for the case that the base space and the target spaces are both posets.
Note that all the )brations split in this case.
De#nition 4. A )bration is a monotonic function A from a poset (E; 4 ) to another
poset (I;  ) such that, for x∈E and sA(x), there exists y∈E which satis)es
y4 x; A(y)= s, and the following universality: for any z4 x such that A(z) s; we
have z4y. We write x|s for this y.
We call x|s the coercion of x to s and A the type assignment function.
Proposition 5. Let I be a poset and E be a functor from Iop to POSET. Then;
we de4ne a poset E=
⋃
t∈I E(t) of disjoint union of {E(t) | t ∈I} with the order
relation 4 de4ned as (t; x)4 (s; y) i6 t s and x4E(t) E(s t)(y). Let A be the 4rst
projection from E to I. Then; A :E→I is a 4bration. Conversely; when a 4bration
A :E→I is given; we can form a functor E from Iop to POSET as E(t)=A−1(t)
and E(s t)(x)= x|t .
This construction is a special case of the Grothendieck construction. Suppose that
A :D→T is the )bration constructed in this way from a solution D of (5). Then, D
has a least element because T has a least element ⊥T and D(⊥T) is the one-point
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poset. However, D is not a cpo because there can be an !-chain (t1; d1)4 (t2; d2)4 : : :
with t1 t2 : : : such that this !-chain does not have a least upper bound in T.
De#nition 6. We call a triple O=(E;A;I) an M-domain if A :E→I is a )bration,
A−1(t) is a cpo for every t ∈I, |s :A−1(t)→A−1(s) is continuous for each pair (s; t)
such that s t, I has the least element ⊥I, and A−1(⊥I)= {⊥E} is the one-point
cpo.
An M-domain corresponds, by Proposition 5, to a terminal-preserving functor from
Iop to CPO.
Next, we consider generic functions. Let E and E′ be terminal-preserving func-
tors from Iop to CPO and from I′op to CPO, respectively, and O=(E;A;I) and
O′=(E′;A′;I′) be the corresponding M-domains, and f be a )nite function from I
to I′. As we de)ned in Section 3, we call a collection m∈'s∈TE′(f(s))E(s) of con-
tinuous functions a generic function of type f. A generic function induces a function
m# from E to E′ de)ned as m#(s; x)= (f(s); ms(x)), which satis)es A′ ◦m# =f ◦A.
One of the bene)ts of considering )brations instead of indexed categories is that the
characterization of a lax generic function is simpli)ed as follows:
Proposition 7. A generic function m of type f lax commutes with coercions in the
sense of (4) i6 m# is a monotone function.
Proof. Suppose that m# is monotone, x∈E(t), and t s. Because (t; x)¡ (s; E(t s)
(x)), we have (f(t); mt(x))¡ (f(s); ms(E(t s)(x))), which means E′(f(t)f(s))
(mt(x))¡f(s) ms(E(t s)(x)). Conversely, suppose that m lax commutes with coer-
cions and (t; x)¡ (s; y). Then, we have E′(f(t)f(s))(mt(x))¡f(s) ms(E(t s)(x))
and E(t s)(x)¡s y. Since ms is monotone, we have E′(f(t)f(s))(mt(x))
¡f(s) ms(y), and thus (f(t); mt(x))¡ (f(s); ms(y)).
Regarding the requirement that each component of a generic function should be
continuous, we de)ne as follows:
De#nition 8. Let O=(E;A;I) and O′=(E′;A′;I′) be M-domains. A morphism
from O to O′ is a pair (e; f), where e :E→E′ and f :I→I′ are monotonic functions
such that A′ ◦ e=f ◦A, and the restriction of e to A−1(s) is a continuous function
from A−1(s) to A′−1(f(s)) for each s∈I. When f is a )nite function, we call (e; f)
a )nite morphism.
Remark. An M-domain morphism does not have to be a )bration morphism, because
it may not preserve coercions (i.e. cartesian functions) but only lax commutes with
coercions.
Theorem 9. Let O=(E;A;I) and O′=(E′;A′;I′) be M-domains. Let [E→E′]O;O′
be the set of 4nite morphisms from O to O′ and let A′′ : [E→E′]O;O′ → [I Fin→ I′]
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be the second projection. Then; [O→O′] = ([E→E′]O;O′ ;A′′; [I Fin−→I′]) is also an
M-domain.
Proof. The order structure of [E→E′]O;O′ is given as (e; f)4 (e′; f′) i= e4 e′ and
ff′ with respect to the pointwise orders on the function spaces. The coercion
(e; f)|f′ is de)ned to be (e′; f′) where e′(x)= e(x)|f′(A(x)).
Let OB=(DB;AB;TB) be the M-domain composed of DB=
⋃
t∈TB DB(t). When
O=(E;A;I) and O′=(E′;A′;I′) are M-domains, we de)ne the sum of O and O′
as (E+ E′;A+A′;I +I′). Here, + is the smashed sum of posets. We also de)ne
that O and O′ are isomorphic when there is a pair of isomorphisms D from E to E′
and T from I to I′ such that A′ ◦D=T ◦A.
Theorem 10. If D∈Fun(Top;CPO) satis4es (5); then the 4bration O constructed in
Proposition 5 is an M-domain which is isomorphic to OB + [O→O] as follows:
O
−→←−

OB + [O→ O]: (7)
Conversely; if an M-domain O is isomorphic to OB+[O→O]; then the corresponding
functor satis4es (5).
Proof. For O=(D;A;T), (5) is decomposed as follows:
D
D−→←−
D
DB + [D→ D]O;OA
AB+A
′′
T
T−→←−
T
TB + [T
Fin−→T]:
(8)
Note that the bottom line of (8) is (2). We need to show that a )nite morphism
corresponds to a lax generic function, which is immediate from Proposition 7.
8. Solving the equation
We outline how to solve Eq. (7). For this purpose, we strengthen the de)nition of
an M-domain so that the type part also has limit elements. When I is an algebraic
poset and t ∈I, Jt denotes the set {s∈I | s t; s is compact}.
De#nition 11. We call a triple O=(E;A;I) a complete M-domain if it satis)es the
following:
(0) A :E→I is a )bration,
(1) E is a cpo and I is an algebraic bounded-complete cpo,
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(2) A−1(⊥I) is the one point set {⊥E},
(3) for every x∈A−1(t), x= ⊔s∈Jt x|s,
(4) the coercion function |t from the cpo {
⋃
A−1(s) | s t} to A−1(t) is continuous.
A complete M-domain is an M-domain in De)nition 6.
Proposition 12. In a complete M-domain O=(E;A;I); A is continuous.
Proof. Suppose that X is a directed subset of E with the least upper bound x. Then,
A(X ) is also directed and therefore the least upper bound t exists. Let y= x|t . Then,
y is an upper bound of X from the universality of the coercion, and, at the same time,
y4 x. Therefore, y= x and thus t=A(x).
Lemma 13. Let O=(E;A;I) be a complete M-domain; J ′ be a directed subset of I
with t=
⊔
J ′; and A(x)= t. Then; x=
⊔
s′∈J ′ x|s′ . Therefore; when A(x)=A(y)= t
and x|s′ =y|s′ for all s′ ∈ J ′; then x=y.
Proof. For each s∈ Jt , there exists s′ ∈ J ′ such that s s′, because s is compact and
s t. Thus, we have x|s′ ¡ x|s. Therefore, x=
⊔
s∈J x|s 4
⊔
s′∈J ′ x|s′ . The other direction
is obvious.
The fourth condition of a complete M-domain explains that when x1 4 x2 4 : : : is an
!-chain in E with the least upper bound x and sA(x1), then, the least upper bound
of the !-chain {xi|s | i=1; 2; : : :} in A−1(s) is x|s.
Proposition 14. Let O=(E;A;I) be a complete M-domain; x1 4 x2 4 : : : be an
!-chain in E with the least upper bound x; s1 s2 : : : be an !-chain in I with
the least upper bound s such that A(xi) si; and y=
⊔{xi|si | i=1; 2; : : :}. Then;
x|s =y.
Proof. Applying the fourth condition of a complete M-domain to the !-chain xn|sn 4
xn+1|sn+1 4 : : : ; we have y|sn =
⊔ {xi|sn | i ¿ n}, which is also equal to x|sn by applying
the same condition. Since x|s|sn =y|sn for all n=1; 2; : : : ; from Lemma 13, we have
x|s =y.
De#nition 15. Let O=(E;A;I) and O′=(E′;A′;I′) be complete M-domains.
(1) A continuous morphism from O to O′ is a pair (e; f) where e :E→E′ and
f :I→I′ are continuous functions such that A′ ◦e=f ◦A. We write [E⇒
E′]O;O′ for the set of continuous morphisms.
(2) A continuous morphism (e; f) is coherent when it preserves coercions. That is,
when e(x|s)= e(x)|f(s) for all x∈E and sA(x).
Proposition 16. [O⇒O′] = ([E⇒E′]O;O′ ;A′′; [I→I′]) is a complete M-domain for
[I→I′] the continuous function space and A′′ is the second projection.
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Proof. [E⇒E′]O;O′ is a cpo, with the order (e; f)4 (e′; f′) i= e4 e′ and ff′.
[O⇒O′] is a )bration with the coercion of (e; f) to f′ being (x :e(x)|f′(A(x)); f′).
Note that x :e(x)|f′(A(x)) is continuous by Proposition 14. The least upper bound in
[E⇒E′]O;O′ is calculated componentwise because A′ is continuous by Proposition 12.
Other conditions are easily shown because we have the pointwise order on function
spaces.
Mdom denotes the category of complete M-domains with coherent morphisms.
Proposition 17. Mdom is an O-category. That is; every hom-set becomes an !-cpo
with the limit preserved by morphism compositions.
Proof. We need to show that when (ei; fi) is an !-sequence of coherent morphisms,
then their least upper bound (unionsq ei; unionsqfi) is a coherent morphism. To show that it pre-
serves coercions, we need to show that (unionsq ei)(x|s)= ((unionsq ei)(x))|(unionsqfi)(s) for all x∈E and
sA(x). The left-hand side is equal to unionsq (ei(x|s)) and then to unionsq (ei(x)|fi(s)) because
(ei; fi) is coherent. On the other hand, the right-hand side is equal to (unionsq (ei(x))|unionsq(fi(s)).
They are equal by Proposition 12.
De#nition 18. Let K, L, M be O-categories. A functor T :Kop×L→M is a
locally continuous functor if and only if it is !-continuous on the hom-sets; that is, if
fn :A→B (n=1; 2; : : :) is an increasing !-sequence in KOP and gn :C→D (n=1; 2; : : :)
is one in L, then T (unionsqn fn; unionsqn gn)= unionsqn T (fn; gn).
By collecting the conditions on a category so that an equation is solvable, we de)ne
O⊥-categories as follows:
De#nition 19. An O-category is an O⊥-category if (i) it has a terminal object, (ii)
every hom-set hom(A; B) has a least element, ⊥A;B, (iii) composition is left-strict in
the sense that for any f :A→B we have ⊥B;C ◦f=⊥A;C , and (iv) every !op-chain
has a limit.
Then the results of [15] can be stated in the following way.
Theorem 20. When K is an O⊥-category and T :KOP × K→K is a locally continuous
functor; then there exists aminimal invariant ofT .That is; there exists anobjectA together
with an isomorphism  :A→T (A; A) such that the least upper bound of the morphisms
pn :A→A de4ned byp0 =⊥A;A; pn+1 =−1 ◦T (pn; pn) ◦ is the identity on A.
Proposition 21. Mdom is an O⊥-category.
Proof. The M-domain O0 = (D0;A0;I0) with D0 and I0 being the one-point poset
is the terminal object. Since both cpos of a complete M-domain are pointed, every
hom-set has a least element.
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The limit of an !op-chain of complete M-domains is computed by taking the limits of
the !op-chains of cpo’s for both components. Let Oi =(Di ;Ai ;Ii) and i =(Di ; 
I
i ) :
Oi→Oi+1 be an !op-chain in Mdom. Then, their limit O=(D;A;I) with gi =(gDi ; gIi )
:Oi→O is constructed as follows: (D; gDi ) is the limit of the !op-chain of cpo’s
(Di ; Di ), (I; g
I
i ) is the limit of the !
op-chain of cpo’s (Ii ; Ii ), and A is the limit
of the sequence of functions Ai between !op-chains. We need to show that O is a
complete M-domain.
We only show the coercion functions of the )bration O. D and I are actually
constructed as follows:
D = {〈d0; d1; : : :〉|dn ∈ Dn; Dn (dn+1) = dn (n = 0; 1; 2; : : :)}
I = {〈t0; t1; : : :〉|tn ∈ In; Tn (tn+1) = tn (n = 0; 1; 2; : : :)}:
Let d= 〈d0; d1; : : :〉 ∈D and t= 〈t0; t1; : : :〉 ∈I such that tA(d). Then, d|t is de)ned
to be 〈d0|t0 ; d1|t1 ; : : :〉. Note that Dn (dn+1|tn+1)=dn|tn because (Dn ; Tn ) is a coherent
morphism. Thus, d|t is an element of D.
Proposition 22. The functor idOB + [ ⇒ ] is locally continuous.
Thus, by applying Theorem 20, we can form the invariant of this functor.
Theorem 23. There is a complete M-domain Oˆ=(Dˆ; Aˆ; Tˆ) which satis4es the fol-
lowing isomorphism:
Oˆ
−→←−

OB + [Oˆ⇒ Oˆ]: (9)
Moreover; it is minimal in that the least upper bound of the morphisms pn : Oˆ→ Oˆ
de4ned by p0 =⊥Oˆ; Oˆ; pn+1 = ◦ idOB + [pn⇒pn] ◦ is the identity on Oˆ.
From this complete M-domain, we construct an M-domain which satis)es (7). First,
note that the type part of (9) is the isomorphism
Tˆ
T−→←−
T
TB + [Tˆ→ Tˆ]
and thus Tˆ is the minimal invariant of the functor TB + [ → ]. Therefore, T is
isomorphic to the poset of compact elements of Tˆ. Thus, [T Fin−→T] is isomorphic to
[Tˆ Fin−→ Tˆ], and then to the poset of compact elements of [Tˆ→ Tˆ].
We de)ne O=(D;A;T) to be the restriction of Oˆ toT. That is, we take D=
⋃
t∈T
Aˆ−1(t). O is an M-domain over T. By making the same restriction on the right-hand
side of (5), O is isomorphic to OB + [Oˆ⇒ Oˆ] restricted to TB + [Tˆ Fin−→ Tˆ].
Theorem 24. The M-domain O constructed above satis4es (7).
Proof. We show that [O→O] is isomorphic to [Oˆ⇒ Oˆ] restricted to [Tˆ Fin−→ Tˆ].
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First we prove that for each (eˆ; fˆ)∈ [Dˆ⇒ Dˆ]Oˆ; Oˆ with fˆ∈ [Tˆ
Fin−→ Tˆ], we have a
corresponding )nite morphism in [D→D]O;O. Let f be the restriction of fˆ toT. Since
f is a )nite function, its image is in T and thus f is a monotonic function from T to
T. Let e be the restriction of eˆ to D. Then, e(x) is also in D for each x∈D because
A(e(x))=f(A(x))∈T. It is easy to check that (e; f) is a )nite morphism from O to
O. This correspondence from (eˆ; fˆ) to (e; f) is one-to-one, because eˆ is continuous and
every element x∈ Dˆ is expressed as the least upper bound of its coercion to elements
in T.
On the other hand, we show that every )nite morphism (e; f)∈ [D→D]O;O can be
extended to (eˆ; fˆ)∈ [Dˆ⇒ Dˆ]Oˆ; Oˆ with fˆ∈ [Tˆ
Fin−→ Tˆ]. fˆ is de)ned as fˆ(t)= ⊔s∈Jt
f(s), and eˆ is de)ned as eˆ(x)=
⊔
s∈JA(x) e(x|s).
We need to show that eˆ is continuous. That is, eˆ(
⊔
i∈I xi)=
⊔
i∈I eˆ(xi) for each
directed set {xi | i∈ I}. Let t=A(
⊔
i∈I xi). The right-hand side is equal to
⊔
i∈I
⊔
s∈JA(xi )
e(xi|s). The left-hand side is equal to
⊔
s∈Jt e((
⊔
i∈I xi)|s) and then to
⊔
s∈Jt e((
⊔
i∈I s xi)
|s) by Lemma 13, where I s is the directed set {i∈ I |A(xi) s}. Note that I s is
not empty because s is compact and {A(xi) | i∈ I} is directed with the least upper
bound greater than s. Since |s is continuous, it is equal to
⊔
s∈Jt e(
⊔
i∈I s xi|s) and then
to
⊔
s∈Jt
⊔
i∈I s e(xi|s) since e is continuous in A−1(s). Since {(i; s) | i∈ I; s∈ JA(xi)}
and {(i; s) | s∈ Jt ; i∈ I s} are equal to {(i; s) | i∈ I; s∈ Jt ;A(xi) s}, both sides of the
equation are the same.
9. Denotational semantics of m
Let O=(D;A;T) be an M-domain satisfying (7). We give a denotational semantics
of m on O. The only diJcult part is the treatment of the merge operator. We interpret
the merge operator as the least upper bound operator in D.
Proposition 25. For e; e′ ∈D; if A(e) and A(e′) are compatible in T; then their
least upper bound eunionsq e′ exists in D and A(eunionsq e′)=A(e) ./A(e′).
Proof. By induction on the maximum of the degrees of e and e′. When A(e) and
A(e′) are the same basic type t, then the existence of the least upper bound is ensured
by the co-Mat structure of A−1(t). When A(e) and A(e′) are function types, we have
e∈'s∈T D(T(A(e))(s))D(s) and e′ ∈'s∈TD(T(A(e′))(s))D(s). Since T(A(e))
(s) and T(A(e′))(s) have smaller degrees than those of A(e) and A(e′), respec-
tively, for all s∈T, we have the least upper bound es unionsq e′s of the s-components by
induction hypothesis. Thus, we can form eunionsq e′ as 〈s∈T: es unionsq e′s〉.
Though D is constructed as the minimal invariant of an equation, we can prove prop-
erties of D by induction as in Proposition 25, using the inductive structure
of T.
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Lemma 26. When e is a continuous function from A−1( PV ) to A−1( PV ′); then the
following function from D to D belongs to [D→D]O;O;
d: if(A(d)  PV ) then e(d| PV ) else ⊥D:
An environment 2 is an assignment of an element of A−1( PV ) to each free variable
xV . When M :V is a term of m, we de)ne <M =(2)∈D so that A(<M =(2))= PV as
follows:
<xV =(2) = 2(xV );
<KB=(2) = KB ∈A−1B ( PB);
<xV :M =(2) = d: if(A(d)  PV ) then <M =(2[d| PV =xV ]) else ⊥D;
<M N =(2) = D(<M =(2))<N =(2);
<M |V =(2) = <M =(2)| PV ;
<M1 ⊗M2=(2) = <M1=(2) unionsq <[M2=(2):
Theorem 27 (Soundness). If M .N; then <M =(2)= <N =(2).
Proof. By checking each reduction rule.
10. Computational adequacy
Let O=(D;A;T) be the M-domain constructed in Theorem 24, and <M = be the
semantics of m in O. Usually, computational adequacy property means that if a closed
term M of basic type B does not have a normal form, then <M = is ⊥B. The computational
adequacy property of m has a di=erent form because the semantic domain D( PB) of B
does not have a least element.
Theorem 28 (Computational adequacy). If a closed term M of basic type B has the
denotation <M ==KB; then M is reduced to KB[⊗M ′] or TopB.
Here, KB[⊗M ′] means KB or KB⊗M ′ for some M ′. Since the poset D( PB) is com-
posed of only constants of type B, every term M of type B has the denotation KB.
Therefore, Theorem 3 is easily derived as a corollary to this theorem.
Theorem 28 is proved by constructing the formal approximation relation. Recently,
Pitt [9, 10] has developed a technique for proving the adequacy of a language with
respect to the model constructed over the minimal invariant of a recursive domain
equation, by de)ning a formal approximation relation as a )xed point of a constructor
of mixed variance over relations. This construction is applicable to our case. The proof
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of the existence of a formal approximation relation relies on the minimality, that is,
representability of the identity on D as a least upper bound of its projections. Therefore,
we consider a relation between Dˆ and Prog instead of a relation between D and Prog.
We write Prog(V ) for the set of closed terms of type V , and Prog for the set of
all closed terms. We use meta variables P and Q for closed terms.
De#nition 29. We de)ne R as the set of all binary relations R⊂ Dˆ×Prog satisfying
the following:
(1) ⊥DˆR P for all P ∈Prog,
(2) when d0 4d1 4 : : : 4dn 4 : : : is an increasing !-sequence in Dˆ for which dnR P
(n=0; 1; : : :) holds, then (unionsqn dn)R P.
De#nition 30. . ∈R is a formal approximation relation if the following hold:
d.P i= d=⊥Dˆ or (P .+ KB[⊗M ′] and <KB==d) or (P .+ TopB and A(d)= PB
for a basic type B) or (A(d)∈TF and D(d)(d′).P P′ for all (d′; P′) such that
d′.P′ and P is applicable to P′).
We can show the existence of a formal approximation relation by applying essentially
the same construction as in [9].
Theorem 31. There exists a formal approximation relation ..
For the details of the proof, see the proof of Theorem 6 in [9] or that of Theorem 6:11
in [18].
We can show, by induction on the degree of types, the following lemmas.
Lemma 32. When P .+ Q; we have d.P i6 d.Q.
Lemma 33. Suppose that d.P and d′.P′ with the types of P and P′ are compat-
ible. Then; dunionsqd′ exists and dunionsqd′.P⊗P′.
Lemma 34. Suppose that d.P and PV A(d). Then d| PV .P|V .
By induction on the formation of terms, we can prove the following.
Proposition 35. Suppose that . is a formal approximation and M :V is a term
with free variables xV11 ; : : : ; x
Vn
n such that 2(x
Vi
i ).Pi and Pi :Vi for i=1; : : : ; n. Then
<M =(2).M [xV11 :=P1; : : : ; xVnn :=Pn].
From this proposition, when P is a closed term of a basic type B, we have <P=.P.
Since <P= =⊥D, it means that (<P==KB and P .+ KB[⊗P′]) or P .+ TopB. From the
soundness property, we have <P== Top PB when P .+ TopB. Thus, we have proved the
adequacy property (Theorem 28).
From this adequacy property, we can prove some equivalences between terms.
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De#nition 36. When M and N are terms of equivalent types, M operationally approx-
imates N (M
¡
N ) i= C[M ] .+ K[⊗M ′] implies C[N ] .+ K[⊗N ′] or C[N ] .+ TopB
for any closed context C[] of a basic type B. When M
¡
N and N
¡
M , we write
M ≈N and say that M and N are (operationally) equivalent.
Proposition 37. Let M and N be terms of type V . If <M =(2)4 <N =(2) for every envi-
ronment 2; then M
¡
N . In particular; when <M =(2)= <N =(2) for every environment
2; then M ≈ N .
Proof. We need to show that for any closed context C[] of a basic type B, C[M ] .+ KB
[⊗M ′] implies C[N ] .+ KB[⊗N ′] or C[N ] .+ TopB. When C[M ] .+ KB[⊗M ′], from
the soundness theorem and the co-Mat structure of A−1( PB), we have <C[M ]==KB or
<C[M ]== TopB. On the other hand, since the semantics of a term is de)ned following
the structure of a term, and every construction is monotonic, we have <C[M ]=4 <C[N ]=
for every context C[]. Therefore, <C[N ]==KB or <C[N ]== TopB. Therefore, from the
adequacy theorem, C[N ] is reduced to a form KB[⊗N ′] or TopB.
Corollary 38. (1) When U V and M :U; we have M ≈M |V . In particular; M ≈M |U
when M :U .
(2) When W¿V¿U and M :W; we have M |V |U ≈ M |U .
This justi)es our functorial semantics of m. Finally, we have the laxness of our
generic functions as a corollary to the adequacy property.
Corollary 39. A generic function lax commutes with coercions. That is; when U¿V;
N :U; and M :F is applicable to U; then MN |V ¡MN .
11. Conclusion
We have studied syntactic and semantic properties of a polymorphic calculus m,
whose function can be composed from more than one lambda expression, but the ways
in which it behaves on each type are related in that it lax commutes with coercion
functions. This calculus has the syntactic property that, though it is not normalizing,
it does not have an unsolvable term. Therefore, the recursive equations expressing the
circular structure causing non-normalization need to be solved in a category with non-
pointed domains. This is realized by considering a )bration composed of all the values
of all the types, and expressing the equations as one equation between )brations. A
kind of adequacy property is also proved applying Pitts’ technique, and some syntactic
properties are derived using this.
The author has studied, in previous works, two related calculi: a calculus of ad hoc
generic functions ⊗ and a calculus of coherent generic functions 
p
⊗. The three calculi,
⊗, 
p
⊗, and m, have the same hierarchical type structure, but have di=erent syntactic
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Fig. 2. Properties of p⊗; m; and ⊗.
and semantic properties according to the slightly di=erent typing rules and reduction
rules. Properties of these three calculi are listed in Fig. 2.
As is shown in this )gure, when we require more relations among the branches of
a generic function, stronger syntactic and semantic properties are derived. Though one
may )nd the construction of the semantic domain for m to be more complicated than
that for ⊗, it is mainly due to the lack of limit elements in the type structure, and
the construction for m is in )rst order setting, whereas it is in a functorial setting for
⊗.
As is explained in Section 2, coherency of a generic function is an important property
in object oriented programming. In p⊗, although all the generic functions are coherent,
the way a generic function is de)ned is restricted in that one can only extend the
results of supertype methods in a subtype and cannot override them in a subtype. On
the other hand, though ⊗ is more close to a real programming language design in
that one can override supertype de)nitions in a subtype, unrestricted use of overriding
allows one to write a function without a coherent behavior.
In practical programming, a programmer writes methods using overriding and at
the same time he is expected to write them coherently. When we express it in our
calculi, though a language like ⊗ is used, a programmer is expected to realize the
semantic structure of p⊗. In order to clarify this situation, it is desirable that there
exists a semantics of ⊗ programs which expresses how coherently a generic function
is de)ned. Since ⊗ and m have the same syntax, we can consider the m-semantics
to a ⊗ program. Then, a set of methods with coherent behavior is interpreted as a
coherent generic function, whereas one without coherent behavior only lax commutes
with coercions.
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Though this paper is written mainly with theoretical interest on domain theory over
(op))bred structure, the author thinks coherency is an important property in real object
oriented programming, and he expects this theoretical study to help in understanding
the subject.
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Appendix A. Types of m
Suppose that a )nite set of basic types like Int and Bool (ranged over by B) is
given. We )rst de)ne pretypes (ranged over by U and V ) and function pre-components
(ranged over by H) as follows:
V ::= B | [
at least one︷ ︸︸ ︷
H; : : : ; H ];
H ::= V → V:
We call pretypes of the form [H1; : : : ; Hn] function (pre)types, which is ranged over
by F and G. Note that not all the lists of function components are allowed as generic
function types. We de)ne the following compatibility relation ↑ on pretypes.
(m-REFL) B ↑ B (m-FUN) (not V1 ↑ V2) or (V1 ↑ V2 and V
′
1 ↑ V ′2)
V1 → V ′1 ↑ V2 → V ′2
;
(m-FLIST)
Hi ↑ H ′j (i = 1; : : : ; n; j = 1; : : : ; m)
[H1; : : : ; Hn] ↑ [H ′1; : : : ; H ′m]
:
Note that ↑ is well de)ned though a negation of ↑ appears in the precondition of
(m-FUN) (see [17]). We impose the condition on [H1; : : : ; Hn] that H1; : : : ; Hn are
pairwise compatible (i.e. Hi ↑Hj for i; j=1; : : : ; n), and de)ne type expressions.
When V1 ↑V2, we de)ne V1 ./ V2 as an abbreviation for a type as follows:
B ./ B = B;
[H1; : : : ; Hm] ./ [Hm+1; : : : ; Hn] = [H1; : : : ; Hn]:
The subtype relation is de)ned as follows:
(I-REFL)
V ¿ V
; (I-FLIST1)
[H1; : : : ; Hn]¿ [Hi]
;
(I-TRAN)
V ¿ V ′ V ′ ¿ V ′′
V ¿ V ′′
;
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(I-FLIST2)
V1 ↑ V2
[V1 → V ′1 ; V2 → V ′2]¿ [V1 ./ V2 → V ′1 ./ V ′2]
;
(I-FUN)
V ¿ U U ′ ¿ V ′
[U → U ′]¿ [V → V ′] ;
(I-FLIST3)
[H1; : : : ; Hn]¿ [H ′i ] (i=1; : : : ; m)
[H1; : : : ; Hn]¿[H ′1; : : : ; H ′m]
:
Note that we do not consider a subtype relation between basic types, and therefore a
basic type is only comparable with itself. We call V a subtype of U when V¿U , and
we call V and U to be equivalent and write V U when V¿U and U¿V .
References
[1] M. Barr, C. Wells, Category Theory for Computing Science, Prentice-Hall, Englewood Cli=s, NJ, 1990.
[2] D. Bobrow, L. DeMichiel, R. Gabriel, S. Keene, G. Kiczales, D. Moon, Common lisp object system
speci)cation: X2JI3 document 88-0002r (special issue), SIGPLAN Notices 23 (1988).
[3] K.B. Bruce, A.R. Meyer, J.C. Mitchell, The semantics of second-order lambda calculus, Inform. and
Comput. 59 (1988) 76–134.
[4] G. Castagna, G. Ghelli, G. Longo, A calculus for overloaded functions with subtyping, Inform. and
Comput. 117 (1) (1995) 115–135.
[5] J.Y. Girard, Une extension de l’interprVetation de gWodel Va l’analyse et son application Va l’Velimination des
coupures dans l’analyse et la thVeorie des types, in: J.E. Fenstad (Ed.), Proc. 2nd Scandinavian Logic
Symp., North-Holland, Amsterdam, 1971, pp. 63–92.
[6] R. Hasegawa, Categorical data types in parametric polymorphism, Math. Struct. Comput. Sci. 4 (1994)
71–109.
[7] B. Jacobs, Categorical Logic and Type Theory, North-Holland=Elsevier, Amsterdam, 1999.
[8] W. Phoa, An introduction to )brations, topos theory, the e=ective topos and modest sets, Technical
Report ECS-LFCS-92-208, Edinburgh University, 1992.
[9] A.M. Pitts, Computational adequacy via ‘mixed’ inductive de)nitions, in: Mathematical Foundations of
Programming Semantics, Proc. 9th Internat. Conf., New Orleans, LA, USA, April 1993, Lecture Notes
in Computer Science, vol. 802, Springer, Berlin, 1994, pp. 72–82.
[10] A.M. Pitts, Relational properties of domains, Inform. and Comput. 127 (1996) 66–90.
[11] J.C. Reynolds, Towards a theory of type structure, in: B. Robinet (Ed.), Proc. Colloque sur la
Programmation, Lecture Notes in Computer Science, vol. 19, Springer, Berlin, 1974, pp. 408–425.
[12] J.C. Reynolds, Using category theory to design implicit conversions and generic operators, in: N.D.
Jones (Ed.), Lecture Notes in Computer Science, vol. 94, Springer, Berlin, 1980.
[13] J.C. Reynolds, Types, abstraction, and parametric polymorphism, in: R.E.A. Mason (Ed.), Information
Processing 83, North-Holland, Amsterdam, 1983, pp. 513–523.
[14] G. Steele, J. Gosling, B. Joy, The Java Language Speci)cation, Addison-Wesley, Reading, MA, 1996.
[15] M. Smyth, G. Plotkin, The category-theoretic solution of recursive domain equations, SIAM J. Comput.
11 (4) (1982) 761–783.
[16] M. Takahashi, Parallel reduction in lambda-calculus, Inform. and Comput. 118 (1995) 120–127.
[17] H. Tsuiki, On typed calculi with a merge operator, in: P.S. Thiagarajan (Ed.), Proc. 14th Conf. on
Foundations of Software Technology and Theoretical Computer Science, Lecture Notes in Computer
Science, vol. 880, Springer, 1994, pp. 101–112.
[18] H. Tsuiki, Computationally adequate model for overloading via domain-valued functors, Math. Struct.
Comput. Science 8 (1998) 321–349.
