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ABSTRAK 
Anxiety Disorder merupakan rasa kekhawatiran yang timbul karena dirasakan akan terjadi 
sesuatu yang tidak menyenangkan. Menurut WHO (2017) pada umumnya gangguan 
mental yang terjadi adalah gangguan kecemasan dan gangguan depresi. Diperkirakan 4,4% 
dari populasi global menderita gangguan depresi, dan 3,6% dari gangguan kecemasan. 
Anxiety Disorder terbagi menjadi 5 kategori yaitu Fobia, Gangguan Panik, Gangguan 
Anxiety Menyeluruh, Gangguan Obsessive-Kompulsif dan Gangguan stres pascatrauma. 
Dalam tugas akhir ini, peneliti membangun aplikasi untuk mendiagnosa Anxiety Disoder 
menggunakan Backpropagation Momentum dengan 30 variabel masukan. Sedangkan hasil 
keluaran yang terdiri dari 5 kelas yaitu Fobia, Gangguan Panik, Gangguan Anxiety 
Menyeluruh, Gangguan Obsessive-Kompulsif dan Gangguan stres pascatrauma. Parameter 
yang digunakan pada penelitian ini yaitu learning rate 0.01, 0.1 dan 0.2. Maksimum epoch 
1000. Target error 0.001. jumlah neuron hidden layer 29 dan 60. Momentum 0.25, 0.1, 0.5 
dan 0.8. Perbandingan data 70:30, 80:20, 90:10. Akurasi terbaik adalah learning rate 0.2, 
momentum 0,5 dan 0.8 dengan hasil akurasi sebesar 100%. Dengan demikian, metode 
Backpropagation Momentum dapat di implementasikan untuk mendiagnosa Anxiety 
Disorder. 
Kata Kunci: Anxiety, Backpropagation, Diagnosa, Disorder, Momentum. 
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ABSTRACT 
Anxiety Disorder is a sense of worry that arises because it is felt that something unpleasant 
will happen. According to WHO (2017) in general mental disorders that occur are anxiety 
disorders and depressive disorders.  An estimated 4.4% of the global population suffer 
from depressive disorders, and 3.6% of anxiety disorders.  Anxiety Disorder is divided into 
5 categories namely phobias, panic disorders, total anxiety disorders, obsessive-
compulsive disorders and post-traumatic stress disorder.  In this thesis, the researcher 
builds an application to diagnose Anxiety Disoder using Backpropagation Momentum with 
30 input variables.  While the output consists of 5 classes namely phobias, panic disorders, 
total anxiety disorders, obsessive-compulsive disorders and post-traumatic stress disorder.  
The parameters used in this study are learning rates 0.01, 0.1 and 0.2.  Maximum epoch 
1000. The target error is 0.001.  the number of hidden layer neurons 29 and 60. Momentum 
is 0.25, 0.1, 0.5 and 0.8.  Comparison of data 70:30, 80:20, 90:10.  The best accuracy is 
learning rate 0.2, momentum 0.5 and 0.8 with an accuracy of 100%.  Therefore, the 
Backpropagation Momentum method can be implemented to diagnose Anxiety Disorder. 
Keywords: Anxiety, Backpropagation, Diagnosis, Disorder, Momentum. 
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DAFTAR SIMBOL 
Flowchart 
Terminator : Simbol terminator (Mulai/Selesai) merupakan 
tanda bahwa sistem akan dijalankan atau berakhir. 
Proses : Simbol yang digunakan untuk melakukan pemrosesan 
data baik oleh user maupun komputer (sistem).  
Verifikasi : Simbol yang digunakan untuk memutuskan 
apakah valid atau tidak validnya suatu  kejadian.   
Data Store : Simbol yang digunakan untuk mewakili suatu 
penyimpanan data (database). 
Data : Simbol yang digunakan untuk mendeskripsikan data 
yang digunakan
 
 
 
 
 
 
BAB I  
PENDAHULUAN 
1.1 Latar Belakang 
Anxiety atau kecemasan adalah rasa kekhawatiran yang timbul karena 
dirasakan akan terjadi sesuatu yang tidak menyenangkan. Anxiety atau kecemasan 
pada tingkat tertentu dianggap normal, tetapi apabila terjadi terus menerus terjadi 
kecemasan dimana fungsi homeostasis gagal mengadaptasi maka akan terjadi 
kecemasan yang patologis. Gejala anxiety terdiri dari dua komponen yaitu psikis 
atau mental dan komponen fisik. Gejala psikis berupa rasa anxiety atau kecemasan 
itu sendiri. Komponen fisik merupakan ketegangan yang berlebihan seperti jantung 
berdebar, nafas mencepat, mulut kering, keluhan lambung, tangan dan kaki dingin, 
dan ketegangan otot yang biasanya mengenai otot tengkuk, pelipis, atau punggung 
(Widyartini & Diniari, 2016). 
Anxiety disorder atau gangguan kecemasan merupakan kelompok gangguan 
psikiatri yang paling banyak ditemukan. Menurut World Health Organization 
(2017) pada umumnya gangguan mental yang terjadi adalah gangguan kecemasan 
dan gangguan depresi. Diperkirakan 4,4% dari populasi global menderita gangguan 
depresi, dan 3,6% dari gangguan kecemasan. Prevalensi gangguan kecemasan 
diperkirakan antara 9%-12% dari populasi umum di Indonesia. Prevalensi nasional 
gangguan kecemasan menurut Riset Kesehatan Dasar (Riskesdas) tahun 2013 
menunjukkan bahwa remaja di Indonesia sebesar 6% atau 14 juta penduduk 
mengalami gangguan kecemasan (Dewi & Fauziah, 2017). National comorbidity 
study melaporkan bahwa satu diantara empat orang memenuhi kriteria untuk 
sedikitnya satu gangguan anxiety. Anxiety dapat terjadi pada semua umur dengan 
stresor yang berbeda-beda. Gangguan kecemasan merupakan gangguan diagnosis 
klinis yang paling umum dialami oleh remaja. Gangguan kecemasan 
mempengaruhi 6% sampai 20% anak anak dan remaja di negara maju (Widyartini 
& Diniari, 2016). 
Meskipun anxiety disorder atau gangguan kecemasan ini merupakan 
gangguan psikologis yang paling banyak dialami masyarakat, tetapi banyak orang 
yang tidak menyadari munculnya hal ini. Banyak yang menganggap bahwa 
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gangguan kecemasan yang mereka alami adalah gangguan jiwa dan beberapa 
bahkan tidak menyadari bahwa mereka mengalami gangguan kecemasan. Mereka 
yang mengalami gangguan ini pasti akan sangat kesulitan untuk menjalani 
kehidupan yang normal seperti masyarakat pada umumnya (Eridani, Rifki, & 
Isnanto, 2018). 
Beberapa penelitian telah menemukan beberapa faktor yang berhubungan 
atau mempunyai asosiasi dengan kecemasan sosial pada remaja, di antaranya sifat 
pemalu (National Institute of Mental Health, 2013), harga diri yang rendah atau 
self-esteem rendah (Ahmad dkk, 2013), pola asuh overprotective (Spokas dkk, 
2008). Secara lebih khusus penelitian juga dilakukan oleh Ichraf, Arous, Trabelsi 
Khaled, Masmoudi Liwa, & Ali (2013), hasilnya self-esteem secara fisik atau 
physical self-esteem juga turut berperan dalam peningkatan anxiety seseorang 
(Ichraf dkk, 2013) dalam kutipan (Ariana & Pramitasari, 2014). 
Algoritma backpropagation memiliki pengembangan yaitu dengan 
penambahan momentum. Momentum dalam  neural network adalah perubahan 
bobot yang didasarkan pada arah gradient pola terakhir dan pola sebelumnya. 
Penambahan parameter momentum ke dalam Jaringan Syaraf Tiruan bertujuan 
mempercepat proses pembelajaran menjuju konvergen. Hasil percobaan juga telah 
menunjukkan bahwa metode ini dapat membuat jaringan mencapai konvergen 
dengan cepat dan stabil (Anju & Budhiraja, 2011) dalam kutipan (Avianto, 2016). 
Hal ini disebabkan karena momentum memungkinkan jaringan untuk melakukan 
penyesuaian bobot secara drastis selama hasil penyesuaian ke arah yang sama pada 
beberapa pola. Sehingga, untuk melakukan pelatihan menjadi semakin cepat 
(Tawade & Warpe, 2011) dalam kutipan (Avianto, 2016). 
Pada penelitian sebelumnya yang dilakukan oleh Teguh Suprayitno (2018) 
yaitu tentang Klasifikasi Penyakit Gangguan Anxietas Mengguanakan Jaringan 
Syaraf Tiruan Learning Vector Quantization 2.1 (LVQ2.1). Hasil pembahasan 
penelitian ini adalah diagnosa penyakit gangguan kecemasan dengan pembagian 
data 90%:10%, 70%:30%, dan 50%:50%. Pada pengujian akurasi pembagian 
90%:10%, Learning rate 0.15, pengurangan Learning rate 0.05, Minimal Learning 
rate 0.1 dan nilai window 0.1 menghasilkan akurasi yang baik yaitu 100%, maka 
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penelitian yang di lakukan oleh Teguh Suprayitno akan menjadi acuan untuk 
melanjutkan penelitian. 
Selanjutnya penelitian yang dilakukan oleh Eridani, Rifki, & Isnanto, 
(2018) dengan judul Sistem Pakar Pendiagnosis Gangguan Kecemasan 
Menggunakan Metode Forward Chaining Berbasis Android. Hasil pengujian 
menunjukkan bahwa gejala-gejala yang dimasukkan saat pengujian pakar dan hasil 
diagnosis yang didapat telah sesuai 100%. Untuk keseluruhan aplikasi relatif sudah 
baik (Eridani, Rifki, & Isnanto, 2018). 
Selanjutnya penelitian yang dilakukan oleh Puspaningrum, Harambang, & 
Munir, (2016) dengan judul Metode Forward Chaining Untuk Diagnosa Gangguan 
Anxietas Berbasis Mobile. Hasil pengujian yang di dapat dengan menggunakan 
data sebanyak 30 data, menghasilkan akurasi sebesar 90% (Puspaningrum, 
Harambang, & Munir, 2016). 
Selanjutnya penelitian yang dilakukan oleh Irawan, Zarlis, & Nababan, 
(2017) dengan judul Analisis Penambahan Nilai Momentum Pada Prediksi 
Produktivitas Kelapa Sawit Menggunakan Backpropagation. Dari hasil penelitian 
menunjukkan bahwa algoritma backpropagation dengan penambahan nilai 
momentum hanya mencapai 727 epoch dengan nilai MSE 0,01, sedangkan 
algoritma backpropagation standar mencapai 4000 epoch dengan nilai MSE 0,001 
tingkat akurasi sebesar 86%.(Irawan et al., 2017). 
Selanjutnya penelitian yang dilakukan oleh Maharani (2009) dengan judul 
Klasifikasi Data Menggunakan Jaringan Saraf Tiruan Backpropagation Momentum 
Dengan Adaptive Learning Rate. Hasil pengujian menunjukkan bahwa dengan 
adanya konstanta momentum dan adaptive learning rate mempercepat kecepatan 
belajar jaringan. Selain itu juga berpengaruh terhadap nilai keakuratan sehingga 
dapat mencapai tingkat akurasi sebesar 96% (Maharani, 2009). 
Selanjutnya penelitian yang dilakukan oleh Avianto (2016) dengan judul 
Pengenalan Pola Karakter Plat Nomor Kendaraan Menggunakan Momentum 
Backpropagation Neural Netword. Uji coba pada penelitian kali ini melibatkan 276 
karakter yang terdiri dari huruf dan angka pada plat nomor kendaraan di Indonesia. 
Hasil uji coba menunjukkan 268 karakter diantaranya mampu dikenali dengan 
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benar. Dengan kata lain metode yang digunakan memiliki tingkat akurasi hingga 
97,10% (Avianto, 2016). 
Berdasarkan penelitian tersebut, maka penulis mencoba melakukan 
penelitian menggunakan metode Backpropagation dengan variasi Momentum 
dalam mendiagnosa Anxienty Disorder. Diharapkan metode Backpropagation 
dengan variasi Momentum dapat menghasilkan nilai akurasi yang baik. 
1.2 Rumusan Masalah 
Berdasarkan latar belakang diatas, maka permasalahan yang akan di angkat 
adalah : Bagaimana mengimplementasi metode Backpropagation Momentum untuk 
mendiagnosa Anxiety Disorder. 
1.3 Batasan Masalah 
Dalam melakukan penelitian, terdapat beberapa batasan-batasan masalah 
yang akan dikerjakan, batasan masalah dalam penelitian ini adalah: 
1. Variabel yang digunakan berjumlah 30 diantaranya : kecemasan dan 
kekhawatiran yang berlebihan, kecemasan intens, ketakutannya tidak 
realistis, jantung berdebar-debar, berkeringat berlebuhan, bagian tubuh 
menjadi gemetar, otot terasa tegang,kesulitan dalam konsentrasi, selalu 
merasa resah dan berfikir yang tidak realistis, sering sakit kepala atau 
migraine, serangan panik berulang tanpa terduga, perubahan perilaku 
karena serangan yang alami, pusing, susah bernapas dengan normal, 
ketakutan berada di tempat umum, perasaan seperti di teroryang berada 
dalam bencana, kekhawatiran susah dikendalikan, ketidaksabaran, sangat 
mudah lelah, sulit berkonsentrasi, mudah tersunggung, gangguan tidur, 
mudah terkejut, takut kotor, ketakutan membayangkan pasangan dan diri 
sendiridan mendapatkan bahaya saat mengemudi, melakukan hal-hal di luar 
kewajaran, trauma dan memiliki ketumpulan responsivitas, menghindari 
aktifitas yang dulu pernah di sukai, dan perilaku yang merusak diri sendiri 
seperti minum minuman beralkohol. 
2. Data yang digunakan oleh peneliti adalah data sekunder dari penelitian 
sebelumnya yang dilakukan oleh Suprayitno pada tahun 2018. 
3. Jumlah data adalah 200 pasien yang mengidap Anxiety Disorder (Gangguan 
Kecemasan). 
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4. Output yang dihasilkan ada 5 kelas yaitu: Fobia, Gangguan panik, 
Gangguan Anxiety Menyeluruh, Gangguan Obsesif-Kompulsif serta 
Gangguan stres Pascatrauma. 
1.4 Tujuan 
Tujuan dalam penelitian ini adalah: 
1. Melakukan implementasi menggunakan Backpropagation Momentum 
untuk mendiagnosa Anxiety Disorder. 
2. Mengetahui hasil nilai akurasi menggunakan Backpropagation Momentum 
dalam mendiagnosa Anxiety Disorder. 
1.5 Sistematika Penulisan 
Untuk memudahkan dan teraturnya penyusunan laporan ini, maka penulis 
menyusun secara garis besar dalam 6 (enam) bab yaitu sebagai berikut: 
BAB I PENDAHULUAN 
Menjelaskan mengenai latar belakang, rumusan masalah, batasan 
masalah, tujuan penelitian dan sistematika penulis. 
BAB II LANDASAN TEORI 
Menjelaskan tentang teori-teori dasar yang berhubungan dengan 
penelitian dan teori-teori penunjuang lainnya yang berkaitan dengan 
penelitian. 
BAB III METODOLOGI PENELITIAN 
Bab ini memaparkan kerangka penelitian, menguraikan langkah-
langkah yang dilakukan dalam penyelesaian penelitian ini. 
BAB IV ANALISA DAN PERANCANGAN 
Bab ini dipaparkan tentang kebutuhan sistem seperti data berita, 
deskripsi umum perangkat lunak, analisa data sistem, perancangan 
basis data, perancangan struktur menu serta perancangan antar muka 
terhadap sistem yang akan dibangun. 
BAB V IMPLEMENTASI DAN PENGUJIAN 
Dalam bab ini memaparkan tentang implementasi atau pembuatan 
sistem serta pengujian sistem. 
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BAB VI PENUTUP 
 Pada bab ini menguraikan tentang kesimpulan dari keseluruhan 
laporan tugas akhir yang telah dibuat dan saran untuk peningkatan 
kualitas penelitian kedepannya. 
 
 
 
 
  
 
 
BAB II  
LANDASAN TEORI 
2.1 Jaringan Syaraf Tiruan 
Menurut Hermawan (2006) menyatakan bahwa jaringan saraf tiruan adalah 
salah satu sistem untuk memproses informasi yang didesain untuk menirukan cara 
kerja otak manusia, sehingga dapat dalam menyelesaikan suatu masalah dengan 
cara melakukan proses belajar melalui dengan perubahan bobot sinapsisnya. 
Jaringan saraf tiruan dapat mengenali kegiatan dengan berbasis data masa lalu, data 
masa lalu akan diperlajari oleh jaringan saraf tiruan sehingga mempunyai 
kemampuan untuk memberikan keputusan  terhadap data yang belum pernah 
dipelajari. 
Menurut Hermawan (2006) menyatakan bahwa jaringan saraf tiruan 
merupan suatu bentuk arsitektur yang terdistribusi paralel dengan sejumlah besar 
node dan hubungan antar node tersebut, setiap titik hubungan dari satu node ke 
node yang lain mempunyai harga yang diasosiasikan dengan bobot. Setiap node 
memiliki suatu nilai yang diasosiasikan sebagai nilai aktivasi node. 
2.1.1 Karakteristik Jaringan Syaraf Tiruan 
Menurut Siahaan (2014) menyatakan bahwa karakteristik jaringan syaraf 
tiruan ditentukan 3 karakteristik utama dibawah ini: 
1. Asitektur Jaringan 
Adapun asitektur jaringan ini merupakan pola hubungan antara neuron 
sehingga membentuk suatu jaringan.  
2. Algoritma Jaringan 
Adapun algoritma jaringan ini merupakan metode untuk menentukan bobot 
hubungan. Sehingga penentuan bobot-bobot sambung yang pelatihan atau 
proses belajar jaringan. 
3. Fungsi Aktivasi 
Adapun fungsi aktivasi ini merupakan fungsi untuk menentukan nilai 
keluaran berdasarkan nilai total masukan pada neuron. Fungsi aktivasi 
algoritma jaringan ini dapat berbeda dengan fungsi aktivasi jaringan yang 
lain. 
 
 
 
II-2 
 
2.1.2 Pemodelan dan Konsep Dasar JST 
Menurut Kusumadewi (2004) menyatakan bahwa jaringan syaraf tiruan 
terdiri atas beberapa neuron dan memiliki hubungan antara neuron-neuron tersebut. 
Neuron merupakan sebuah unit pemproses informasi yang menjadi dasar 
pengoperasian jaringan syaraf tiruan, Syaraf adalah sebuah unit untuk memproses 
informasi dengan 3 elemen dasar dibawah ini: 
1. Satu set link yang saling terhubung. 
2. Sebuah penjumlahan yang digunakan untuk dapat menghitung besarnya 
penambahan pada sinyal masukan. 
3. Sebuah fungsi aktivasi untuk membatasi banyaknya keluaran pada syaraf. 
Sebagian besar jaringan melakukan penyesuaian bobot-bobotnya selama 
menjalani pelatihan, pelatihan dapat berupa terbimbing (supervised training) 
dimana diperlukan pasangan masukan-sasaran untuk tiap pola yang dilatih. Jenis 
kedua adalah pelatihan tak terbimbing (unsupervised training). Pemodelan jaringan 
tiruan dapat dilihat pada gambar 2.1 dibawah ini: 
 
Gambar 2.1 Pemodelan Jaringan Syaraf Tiruan (Kusamadewi, 2004) 
Menurut Pakaja & Naba (2015) menyatakan bahwa jaringan neuron buatan 
terdiri dari kumpulan group neuron yang tersusun dalam lapisan dibawah ini: 
1. Lapisan Input (Input Layer): berfungsi untuk menghubungkan jaringan ke 
dunia luar (sumber data). 
2. Lapisan tersembunyi (Hidden Layer): setiap jaringan memiliki lebih dari 
satu hidden layer dan bahkan juga tidak memiliki sama sekali. 
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3. Lapisan Output (Output Layer): prinsip kerja neuron-neuron pada lapisan 
ini sama dengan prinsip kerja neuron-neuron pada lapisan tersembunyi 
(Hidden Layer) dan disini juga digunakan fungsi Sigmoid, tapi keluaran dari 
neuron pada lapisan ini sudah dianggap sebagai hasil dari proses. 
2.1.3 Arsitektur Jaringan Syaraf Tiruan 
Hubungan antar neuron atau yang biasa disebut sebagai arsitektur jaringan. 
Neuron-neuron tersebut dikumpulkan dalam lapisan-lapisan yang disebut neuron 
layer. Lapisan-lapisan tersebut dibagi menjadi 3 arsitektur dibawah ini 
(Puspitaningrum, 2006): 
1. Jaringan Lapisan Tunggal (Single Layer) 
Jaringan dengan lapisan tunggal terdiri dari 1 lapisan input dan 1 lapisan 
output. Setiap unit dalam lapisan input selalu terhubung dengan setiap unit 
yang terdapat pada lapisan output. Jaringan ini menerima input kemudian 
mengolahnya menjadi output tanpa melewati lapisan tersembunyi. Contoh 
Jaringan Syaraf Tiruan yang menggunakan jaringan lapisan tunggal adalah 
ADALINE, Hopfield, Perceptron (Puspitaningrum, 2006). 
 
Gambar 2.2 Arsitektur Jaringan Layer Tunggal (Puspitaningrum, 2006) 
2. Jaringan Lapisan Banyak (Multi Layer) 
Jaringan lapisan banyak mempunyai 3 jenis lapisan, yaitu lapisan input, 
lapisan tersembunyi, dan lapisan output. Jaringan ini dapat menyelesaikan 
permasalahan yang lebih kompleks dibandingkan dengan jaringan lapisan 
tunggal. Contoh Jaringan Syaraf Tiruan yang menggunakan jaringan lapisan 
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banyak adalah MADALINE, Backpropagation, dan Neocognitron 
(Puspitaningrum, 2006). 
 
Gambar 2.3 Arsitektur Jaringan Layer Banyak (Puspitaningrum, 2006) 
3. Jaringan Lapisan Kompetitif (Competitive Layer) 
Jaringan ini memiliki bobot yang telah ditentukan dan tidak memiliki proses 
pelatihan. Jaringan ini digunakan untuk mengetahui neuron pemenang dari 
sejumlah neuron yang ada. Akibatnya, pada jaringan ini sekumpulan neuron 
bersaing untuk mendapatkan hak menjadi aktif. Nilai bobot setiap neuron 
untuk dirinya sendiri adalah 1, sedangkan untuk neuron lainnya bernilai 
random negative. Contoh JST yang menggunakan jaringan dengan lapisan 
kompetitif adalah LVQ (Puspitaningrum, 2006). 
 
Gambar 2.4 Arsitektur Jaringan Konpetitif (Puspitaningrum, 2006) 
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2.2 Jaringan Backpropagation 
Backpropagation adalah suatu metode penurunan gradient untuk 
meminimalkan kuadrat error keluaran. Ada tiga tahap yang harus dilakukan dalam 
pelatihan jaringan, yaitu tahap maju (forward propogation), tahap perambatan 
balik, dan tahap perubahan bobot dan bias (Sutojo, 2011) dalam (Malvin Chandra, 
2015). 
Seperti halnya model JST lain, Backpropagation melatih jaringan untuk 
mendapatkan keseimbangan antara kemampuan jaringan untuk mengenali pola 
yang digunakan selama pelatihan serta kemampuan jaringan untuk memberikan 
respon yang benar terhadap pola masukan yang serupa (tapi tidak sama) dengan 
pola yang dipakai selama pelatihan (Malvin Chandra, 2015). 
Pelatihan Backpropagation meliputi 3 fase, yaitu (Malvin Chandra, 2015): 
1. Propagasi maju. 
2. Propagasi mundur. 
3. Perubahan bobot. 
Selama propagasi maju, sinyal masukan akan dipropagasikan ke layar 
tersembunyi menggunakan fungsi aktivasi yang ditentukan. Keluaran dari setiap 
layer tersembunyi akan diteruskan menuju layer berikutnya hingga menghasilkan 
keluaran jaringan. Berikutnya keluaran jaringan dibandingkan dengan target yang 
harus dicapai. Selisih target dengan hasil keluaran adalah kesalahan yang terjadi, 
jika kesalahan lebih kecil dari batas toleransi yang ditentukan, maka iterasi 
dihentikan, tapi bila kesalahan masih besar maka jaringan akan dimodifikasi 
dengan cara mendistribusikan kesalahan pada unit keluaran (kesalahan dihitung 
berdasarkan faktor error). Fase ini disebut propagasi mundur, dimana dengan cara 
mendistribusikan kesalahan pada layer yang tersembunyi di bawah layer keluaran 
untuk mengubah bobot dan begitu seterusnya hingga ke layer input. Kemudian pada 
fase perubahan bobot, bobot semua garis dimodifikasi bersamaan. Perubahan bobot 
suatu garis didasarkan atas faktor error neuron di layer atasnya (Malvin Chandra, 
2015).  
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2.2.1 Fungsi Aktivasi 
Fungsi aktivasi adalah aturan untuk memetakan penjumlahan input elemen 
pemrosesan terhadap outputnya melalui pilihan yang tepat atau alat pengenalan 
non-linieritas kedalam desain jaringan. Beberapa fungsi aktivasi yang sering 
digunakan adalah sebagai berikut (Chandra, 2015): 
1. Fungsi Threshold (batas ambang) 
𝐹(𝑥) =  {
0                         jika x ≤ α
1                       jika x ≥ α 
     (2.1) 
Untuk beberapa kasus, fungsi Threshold yang dibuat tidak bernilai 0 atau 1, 
tetapi bernilai -1 atau 1 (Treshold bipolar) menjadi 
𝐹(𝑥) =  {
1                        jika x ≤ α
−1                       jika x ≥ α 
    (2.2) 
2. Fungsi Sigmoid 
Fungsi aktivasi sigmoid ini sering dipakai karena nilai fungsi terletak antara 
0 dan 1 serta mudah diturunkan. 
𝑓(𝑥) =  
1
1+𝑒−𝑥
  (2.3) 
3. Fungsi Linear / Identitas 
Fungsi linear sering dipakai jika keluaran dari jaringan diharapkan berupa 
sembarang bilangan rill. 
𝑓(𝑥) = 𝑥   (2.4) 
2.2.2 Arsitektur Jaringan 
Dalam jaringan backpropagation, setiap unit berada di lapisan input  yang 
terhubung dengan setiap unit yang ada pada lapisan tersembunyi. Setiap unit 
dilapisan tersembunyi terhubung dengan unit yang ada di lapisan output. Jaringan 
syaraf tiruan backpropagation terdiri dari banyak lapisan (mutilayer) seperti berikut 
ini (Puspitaningrum, 2006): 
1. Lapisan Input 
Lapisan input terdiri dari neuron-neuron atau unit-unit input, mulai dari input 
1 sampai input n. 
2. Lapisan tersembunyi 
Lapisan tersembunyi terdiri dari unit-unit tersembunyi, mulai dari unit 
tersembunyi 1 sampai unit tersembunyi p. 
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3. Lapisan output  
Lapisan output terdiri dari unit-unit output, mulai dari output 1 sampai unit 
output m, n, p, masing-masing adalah bilangan integer sesuai arsitektur 
jaringan syaraf tiruan yang dirancang. 
2.2.3 Algoritma Backpropagation Momentum 
Algoritma Backpropagation Momentum dengan Backpropagation Standar 
pada dasarnya sama, perbedaannya hanya terletak pada tahap akhir yaitu 
penyesuaian bobot. Penambahan parameter momentum dalam mengupdate bobot 
seringkali bisa mempercepat proses pelatihan. Ini disebabkan karena momentum 
memaksa proses perubahan bobot terus bergerak sehingga tidak terperangkap 
dalam minimum-minimum lokal (Puspitaningrum, 2006).  
Momentum dalam  neural network adalah perubahan bobot yang didasarkan 
pada arah gradient pola terakhir dan pola sebelumnya. Penambahan parameter 
momentum ke dalam Jaringan Syaraf Tiruan bertujuan mempercepat proses 
pembelajaran menuju konvergen. Hasil percobaan juga telah menunjukkan bahwa 
metode ini dapat membuat jaringan mencapai konvergen dengan cepat dan stabil 
(Anju and Budhiraja, 2011) dalam (Avianto, 2016). 
Algoritma backpropagation momentum dapat dilihat sebagai berikut 
(Sakinah, Chilissodin, & Widodo, 2017): 
Langkah  0 : 
- Inisialisasi bobot awal dengan nilai acak yang kecil dengan range diantara 
0 sampai 1 
- Menetapkan maksimum epoch, target error, learning rate dan momentum 
- Selama epoch < maksimum epoch dan error > target error, maka akan 
dikerjakan langkah-langkah berikut: 
Langkah 1 :  
Jika kondisi penghentian belum terpenuhi (kondisi perhentian error < target error), 
lakukan langkah 2-9.  
Langkah  2 :  
Untuk setiap pasang data pelatihan lakukan langkah 3-8. 
Fase 1 : Propagasi Maju (Feedforward) 
Langkah 3 :  
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Tiap unit masukan menerima sinyal dan meneruskannya ke unit tersembunyi 
diatasnya. 
Langkah 4 :  
Setiap hidden unit zj ( j = 1, 2, …, p) akan menjumlahkan sinyal-sinyal input yang 
sudah berbobot termasuk biasnya menggunkan rumus berikut:. 
z_netj = vjo + ∑ 𝒙𝒊
𝒏
𝒊=𝟏 𝒗𝒋𝒊   ................................................................................ (2.6) 
menggunakan fungsi aktivasi sigmoid binner untuk menghitung sinyal output dari 
hidden unit yang bersangkutan: 
zj = f ( z_netj) = 
𝟏
𝟏+ 𝒆
−𝒛_𝒏𝒆𝒕𝒋
  ............................................................................... (2.7) 
Lalu mengirim sinyal output keseluruh unit pada unit output 
Keterangan: 
z_netj  = sinyal input pada hidden layer ke - j 
vjo  = bias ke hidden layer ke - j 
vji  = bobot antara unit input layer ke – I dan hidden layer ke - j 
𝑥𝑖  = unit input layer ke - i 
zj  = unit hidden ke - j 
i  = urutan unit input layer 
j  = urutan unit hidden layer 
p  = jumlah maksimum unit pada hidden layer 
Langkah 5 :  
Setiap unit output yk (k = 1, 2, …, m) akan menjumlahkan sinyal-sinyal input yang 
sudah berbobot termasuk biasnya 
𝒚_𝒏𝒆𝒕𝒌 =  𝒘𝒌𝒐 + ∑ 𝒛𝒋𝒘𝒌𝒋
𝒑
𝒋=𝟏   ........................................................................... (2.8) 
Dan memakai fungsi aktivasi sigmoid binner untuk menghitung sinyal output dari 
unit output yang bersangkutan 
𝒀𝒌 = 𝐟 (𝒚_𝒏𝒆𝒕𝒌) =  
𝟏
𝟏+𝒆−𝒚_𝒏𝒆𝒕𝒌
   ......................................................................... (2.9) 
Keterangan: 
𝑦_𝑛𝑒𝑡𝑘 = sinyal masukan output ke - k 
𝑤𝑘𝑜  = bias hidden layer ke - k 
𝑤𝑘𝑗  = output ke -k dan hidden layer ke - j 
𝑧𝑗  = aktivasi hidden layer ke- j 
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Fase 2 : Propagasi Mundur  
Langkah 6 :  
Hitung faktor δ unit keluaran berdasarkan kesalahan disetiap unit keluaran yk (k = 
1, 2, …, m). 
𝜹𝒌 =  (𝒕𝒌 − 𝒚𝒌)𝒇(𝒚_𝒏𝒆𝒕𝒌) =  (𝒕𝒌 − 𝒚𝒌)𝒚𝒌(𝟏 − 𝒚𝒌) ................................... (2.10) 
δk merupakan unit kesalahan yang akan dipakai dalam perubahan bobot layer 
dibawahnya (langkah 7). Hitung suku perubahan bobot wkj dengan laju percepatan 
α.  
ΔWjk = α δk zj  .................................................................................................. (2.11) 
ΔWj = α δk ....................................................................................................... (2.12) 
Langkah 7 :  
Hitung faktor  δ unit tersembunyi berdasarkan kesalahan di setiap unit tersembunyi 
zj (j= 1, 2, …, p). 
𝜹_𝒏𝒆𝒕𝒋 =  ∑ 𝜹𝒌𝒘𝒋
𝒎
𝒌=𝟏   .................................................................................... (2.13) 
Faktor δ unit tersembunyi: 
𝜹𝒋 =  𝜹_𝒏𝒆𝒕𝒋𝒇
𝟏(𝒛_𝒏𝒆𝒕𝒋) =  𝜹_𝒏𝒆𝒕𝒋𝒛𝒋(𝟏 − 𝒛𝒋) ............................................. (2.14) 
Hitung suku perubahan bobot vji ( yang akan dipakai untuk merubah bobot vji) 
𝚫 𝐯𝐢𝐣 =  𝜶𝜹𝒋 𝒙𝒊 ................................................................................................ (2.15) 
𝚫 𝐯𝐢𝐣 =  𝜶𝜹𝒋 ..................................................................................................... (2.16) 
Fase 3 : Perubahan Bobot 
Langkah 8 : 
Hitung semua perubahan bobot dalam tahap ini ditambahkan satu parameter yaitu 
parameter momentum (µ) dengan range antarade 0 sampai 1.  Perubahan bobot garis 
yang menuju ke unit keluaran (Avianto, 2016): 
𝒘𝒌𝒋(𝒃𝒂𝒓𝒖) =  𝒘𝒌𝒋(𝒍𝒂𝒎𝒂) +  µ ∗  𝚫𝒘𝒌𝒋 ....................................................... (2.17) 
(𝒋 = 𝟏, 𝟐, … , 𝒑; 𝒌 = 𝟎, 𝟏, … , 𝒏) 
Perubahan bobot garis yang menuju ke unit tersembunyi: 
𝒗𝒋𝒊(𝒃𝒂𝒓𝒖) =  𝒗𝒋𝒊(𝒍𝒂𝒎𝒂) + µ ∗   𝚫𝒗𝒋𝒊 ........................................................... (2.18) 
(𝒋 = 𝟏, 𝟐, … , 𝒑; 𝒊 = 𝟎, 𝟏, … , 𝒏 ) 
Keterrangan: 
𝑤𝑘𝑗(𝑏𝑎𝑟𝑢)  = bobot dari unit hidden layer menuju output layer 
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µ  = parameter momentum untuk memperbaharui bobot 
Δ𝑤𝑘𝑗 = bobot lama dari unit hidden layer menuju otuput 
Langkah 9  
Menguji apakah kondisi berhenti sudah terpenuhi. Kondisi berhenti ini terpenuhi 
jika nilai error < target error. 
2.3 Confusion Matrix 
Confusion matrix adalah sebuah tabel yang menyatakan jumlah data uji 
yang benar diklasifikasikan dan jumlah data uji yang salah diklasifikasikan. Contoh 
confusion matrix untuk klasifikasi biner ditunjukkan pada tabel 2.1 (Indriani, 2014) 
Tabel 2.1 Confusion Matrix 
 Kelas Prediksi 
1 0 
Kelas 
Sebenarnya 
1 TP FN 
0 FP TN 
Keterangan: 
True Posstive (TP), yaitu jumlah dokumen dari kelas 1 yang benar dan diklasifikan 
sebagai kelas 1.  
True Negative (TN), yaitu jumlah dokumen dari kelas 0 yang benar diklasifikasikan 
sebagai kelas 0.  
False Positive (FP), yaitu jumlah dokumen dari kelas 0 yang salah diklasifikasikan 
sebagai kelas 1.  
False Negative (FN) yaitu jumlah dokumen dari kelas 1yang salah diklasifikasikan 
sebagai kelas 0. 
Rumus dalam menghitung confusion matrix adalah sebagai berikut (Indriani, 
2014): 
Akurasi =
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
𝑋100%  .................................................................. (2.19) 
2.4 Anxiety Disorder (Gangguan Kecemasan) 
Anxiety disorder atau gangguan kecemasan adalah gangguan psikologis 
yang meliputi ketegangan motorik dan hiperaktivitas, ketegangan motorik melipu 
tubuh yang bergetar, duduk yang tidak tenang dan tubuh yang tidak santai. 
Sedangkan ketegangan hiperaktivitas meliputi ketegangan seperti pusing, jantung 
yang berdetak kencang dan berkeringat, serta berangan-angan dan anggapan yang 
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tidak baik. Anxiety disorder atau gangguan kecemasan berbeda dengan kecemasan 
yang biasa yang dialami, gangguan ini tidak bisa dikendalikan oleh penderitanya. 
Diperkirakan 40 juta atau disekitar 18.1% warga dewasa di Amerika 18 tahun 
keatas yang didiagnosis menderita mengalami gangguan kecemasan dalam setiap 
tahun (King, 2010). 
2.4.1 Kategori Penyakit Anxiety Disorder 
 Gangguan kecemasan atau anxiety disorder terbagi menjadi 5 kategori 
beserta gejala-gejala tersebut yaitu di antaranya adalah (Davison & Neale, 2001): 
2.4.1.1 Fobia 
Fobia adalah rasa takut yang tidak proporsional dengan bahaya yang di 
kandung oleh situasi tertentu dan diakui sebagai tidak bersadar (Davison & Neale, 
2001). 
 Adapun gejala-gejala Fobia adalah sebagai berikut: 
1. Kecemasan dan kekhawatiran yang berlebihan 
2. Kecemasan intens 
3. Menyadari bahwa ketakutannya tidak realistis 
4. Jantung berdebar-debar 
5. Berkeringat yang berlebihan 
6. Gemetaran 
7. Otot terasa tegang/kaku/pegal 
8. Sulit dalam berkonsentrasi 
9. Selalu merasa resah dan berfikir tidak realistis 
10. Sering sakit kepala. 
2.4.1.2 Gangguan Panik 
Gangguan Panik adalah serangan panik yang secara mendadak, seperti 
pusing, denyut jantung yang semakin cepat dan gemetaran (Davison & Neale, 
2001). 
 Gejala-gejala gangguan panik adalah sebagai berikut: 
1. Serangan panik yang berulang-ulang tanpa terduga 
2. Perubahan perilaku karena serangan yang di alaminya 
3. Kecemasan dan kekhawatiran yang berlebihan 
4. Jantung berdebar-debar 
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5. Berkeringat berlebihan 
6. Bagian tubuh menjadi gemetaran 
7. Pusing  
8. Susah bernafas dengan normal 
9. Ketakutan berada di tempat umum 
10. Perasaan seperti di teror yang berada dalam bencana 
2.4.1.3 Gangguan Anxiety Menyeluruh (Generalized Anxiety Disorder) 
Gangguan Anxiety Menyeluruh (Generalized Anxiety Disorder) adalah gangguan 
kecemasan yang menetap dan tidak dapat terkontrol (Davison & Neale, 2001). 
 Gejala- gejala pada Gangguan Anxiety Menyeluruh adalah sebagai berikut: 
1. Kecemasan dan kekhawatiran yang berlebihan 
2. Kekhawatiran yang sulit di kendalikan 
3. Pasien mengalami tiga atau lebih di antara hal-hal berikut: 
a. Ketidaksabaran  
b. Sangat mudah lelah 
c. Sulit berkonsentrasi 
d. Mudah tersinggung 
e. Keteganggan otot 
f. Gangguan tidur 
4. Jantung berdebar-debar 
5. Berkeringat berlebihan 
6. Bagian tubuh menjadi gemetaran 
7. Mudah terkejut/kaget 
8. Pusing 
9. Susah bernafas dengan normal 
2.4.1.4 Gangguan Obsesif-Kompulsif (Obsessive Compulsive Disorder - OCD) 
Gangguan Obsessive-Kompulsif adalah gangguan pemikiran yang tidak 
dapat dikontrol, obsesif dan perilaku atau tindakan mental yang berulang (Davison 
& Neale, 2001). 
 Gejala-gejala gangguan OCD ini adalah sebagai berikut: 
1. Obsesi, pikiran yang berulang dan menetap, impuls-impuls, atau dorongan 
yang menyebabkan kecemasan intens 
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2. Kekhawatiran yang sulit di kendalikan 
3. Kecemasan dan kekhawatiran yang berlebihan 
4. Takut kotor, terkena kuman atau infeksi 
5. Ketakutan membahayakan pasangan dan diri sendiri dan mendapatkan 
bahaya saat mengemudi 
6. Melakukan hal-hal di luar kewajaran 
2.4.1.5 Gangguan Stres Pascatrauma (Posttraumatic Stress Disorder - PTSD) 
Gangguan stres pascatrauma adalah gangguan terhadap pengalaman 
traumatis dimana seseorang mengalami peningkatan kemunculan, penolakan yang 
diasosiasikan dengan kejadian traumatis yang di alami dan kecemasan yang di 
sebabkan oleh ingatan terhadap peristiwa yang di alaminya masa lalu (Devison & 
Neale, 2001). 
 Adapun gejala-gejala pada Gangguan Stres Pascatrauma adalah sebagai 
berikut: 
1. Ketakukan yang tidak realistis 
2. Kejadian tersebut di alami ulang 
3. Trauma dan memiliki ketumpulan responsivitas 
4. Bagian tubuh gemetar dan terkejut yang berlebihan 
5. Kecemasan dan kekhawatiran yang berlebih 
6. Jantung berdebar-debar 
7. Berkeringat berlebihan 
8. Sulit tidur 
9. Menghindari aktifitas yang dulu pernah di sukainya 
10. Perilaku yang merusak diri sendiri seperti minum-minuman beralkohol. 
2.5 Penelitian Terkait 
Penelitian terkait berikut ini merupakan tujuan membantu untuk dalam 
penyusunan tugas akhir ini, sehinggan penelitian terkait yang dilakukan peneliti 
sebelum dalam menjadi referensi untuk penulisan pada penelitian ini. Beberapa 
penelitian sebelumnya yang berhubungan dengan penelitian ini dapat dilihat pada 
tabel 2.2 dibawah ini: 
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Tabel 2.2 Penelitan Terkait 
No. Nama Judul Tahun Metode Hasil Penelitian  
1. Eridani, 
Rifki, & 
Isnanto 
Sistem Pakar 
Pendiagnosis 
Gangguan 
Kecemasan 
Menggunakan 
Metode 
Forward 
Chaining 
Berbasis 
Android, 
ISSN 2252-
6811. 
 
2018 Forward 
Chaining 
Hasil pengujian 
menunjukkan bahwa 
gejala-gejala yang 
dimasukkan saat 
pengujian pakar dan 
hasil diagnosis yang 
didapat telah sesuai 
100%. Untuk 
keseluruhan aplikasi 
relatif sudah baik. 
2. Teguh 
Suprayitno  
Klasifikasi 
Penyakit 
Gangguan 
Anxietas 
Mengguanakan  
2018 Jaringan 
Syaraf 
Tiruan 
Learning 
Vector 
Quantizatio
n 2.1 
(LVQ2.1). 
Hasil pembahasan 
penelitian ini adalah 
diagnosa penyakit 
gangguan kecemasan 
dengan pembagian 
data 90%:10%, 
70%:30%, dan 
50%:50%. Pada 
pengujian akurasi 
pembagian 
90%:10%, Learning 
rate 0.15, 
pengurangan 
Learning rate 0.05, 
Minimal Learning 
rate 0.1 dan nilai 
window 0.1 
menghasilkan akurasi 
yang baik yaitu 
100%. 
3 Irawan, 
Zarlis, & 
Nababan 
Analisis 
Penambahan 
Nilai 
Momentum 
Pada Prediksi 
Produktivitas 
Kelapa Sawit 
Menggunakan 
Backpropagati
on, e-ISSN : 
2540-7600 p-
ISSN : 2540-
7597. 
2017 Momentum 
Backpropag
ation 
Dari hasil penelitian 
menunjukkan bahwa 
algoritma 
backpropagation 
dengan penambahan 
nilai momentum 
hanya mencapai 727 
epoch dengan nilai 
MSE 0,01, sedangkan 
algoritma 
backpropagation 
standar mencapai 
4000 epoch dengan 
nilai MSE 0,001 
tingkat akurasi 
sebesar 86% 
4. Avianto Pengenalan 
Pola Karakter 
2016 Momentum 
Backpropag
Hasil uji coba 
menunjukkan 268 
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No. Nama Judul Tahun Metode Hasil Penelitian  
Plat Nomor 
Kendaraan 
Menggunakan 
Momentum 
Backpropagati
on Neural 
Netword, ISSN 
: 1978-0524. 
ation 
Neural 
Netword 
karakteriantaranya 
mampu dikenali 
dengan benar. 
Dengan kata lain 
metode yang 
digunakan memiliki 
tingkat akurasi 
hingga 97,10%. 
5. Puspaningr
um, 
Harambang
, & Munir 
Metode 
Forward 
Chaining 
Untuk 
Diagnosa 
Gangguan 
Anxietas 
Berbasis 
Mobile 
2016 Forward 
Chaining 
Hasil pengujian yang 
di dapat dengan 
menggunakan data 
sebanyak 30 data, 
menghasilkan akurasi 
sebesar 90% 
6. Maharani Klasifikasi 
Data 
Menggunakan 
Jaringan Saraf 
Tiruan 
Backpropagati
on Momentum 
Dengan 
Adaptive 
Learning Rate, 
ISSN : 1979-
2328. 
2009 Backpropag
ation 
Momentum 
Dengan 
Adaptive 
Learning 
Rate 
Hasil pengujian 
menunjukkan bahwa 
dengan adanya 
konstanta momentum 
dan adaptive learning 
rate mempercepat 
kecepatan belajar 
jaringan. Selain itu 
juga berpengaruh 
terhadap nilai 
keakuratan sehingga 
dapat mencapai 
tingkat akurasi 
sebesar 96%. 
  
 
 
BAB III  
METODE PENELITIAN 
3.1 Tahapan Penelitian 
Metodologi penelitan adalah suatu panduan dalam melakukan penelitian. 
Metodologi penelitian berisi rencana atau tahapan awal hingga akhir yang 
menghasilkan output sesuai dengan yang diharapkan. Berikut ini metodologi 
penelitian yang dilakukan  dalam penelitian dapat dilihat pada gambar 3.1 dibawah 
ini: 
 
Gambar 3.1 Tahapan Metodologi Penelitian. 
3.2 Perumusan Masalah 
Pada tahapan ini merupakan tahapan awal dalam metodologi penelitian. 
Rumusan masalah dalam penelitian ini adalah Bagaimana mengimplementasi 
metode Backpropagation Momentum untuk mendiagnosa Anxiety Disorder 
(Kecemasan berlebihan).  
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3.3 Pengumpulan Data 
Tahapan dalam pengumpulan data merupakan tahapan untuk menganalisa, 
merancang, dan membangun sistem jaringan syaraf tiruan. Data yang dikumpulkan 
pada penelitian ini merupakan data sekunder dari penelitian sebelumnya yang 
dilakukan oleh Suprayitno. Data ini diambil pada tahun 2018, dan diambil oleh 
penulis pada tanggal 01 Januari 2019. Jumlah keseluruhan data adalah 200 pasien 
yang mengidap Anxiety Disorder (Gangguan Kecemasan). Penelitian sebelumnya 
mengumpulkan data dengan cara melakukan penelitian di Rumah Sakit Jiwa 
Tampan, Panam, Pekanbaru, Riau. Setelah mendapatkan rekapitulasi data pasien 
yang mengidap anxiety disorder dan mewawancarai dokter RSJ sebagai 
narasumber serta melakukan observasi pengamatan dan pemahaman serta mencatat 
hal-hal terpenting dalam mengumpulkan data pasien yang mengidap anxiety 
disorder. Data sekunder yang digunakan pada penelitian ini sudah divalidasi oleh 
peneliti kepada Psikolog Klinik Tumbuh Kembang Anak Rumah Sakit Jiwa 
Tampan Pekanbaru, Riau, ibu Hasna Mazni Putri, M.Psi., Psikolog (Dokumentasi 
validasi data dengan psikolog dapat dilihat pada lampiran C). 
3.4 Analisa 
Tahapan analisa pada penelitian ini merupakan untuk menganalisa data 
yang dibutuhkan untuk tahap pelatihan dan pengujian pada Backpropagation 
Momentum serta analisa kebutuhan membangun aplikasi, sehingga mempermudah 
proses perancangan aplikasi. 
3.4.1 Analisa Data 
Pada tahap analisa data merupakan tahapan untuk menganalisa data yang 
dibutuhkan untuk tahapan pelatihan dan pengujian pada perhitungan 
Backrpopagation Momentum. Analisa data yang dilakukan diantaranya data 
masukan dan tranformasi data.  
3.4.1.1 Data Masukan 
Tahap pertama pada proses analisa data adalah melakukan inputan data 
dengan cara menentukan variabel inputan. Variabel inputan dalam penelitian ini 
ada 30 yaitu: kecemasan dan kekhawatiran yang berlebihan, kecemasan intens, 
ketakutannya tidak realistis, jantung berdebar-debar, berkeringat berlebuhan, 
bagian tubuh menjadi gemetar, otot terasa tegang,kesulitan dalam konsentrasi, 
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selalu merasa resah dan berfikir yang tidak realistis, sering sakit kepala atau 
migraine, serangan panik berulang tanpa terduga, perubahan perilaku karena 
serangan yang alami, pusing, susah bernapas dengan normal, ketakutan berada di 
tempat umum, perasaan seperti diteror yang berada dalam bencana, kekhawatiran 
susah dikendalikan, ketidak sabaran, sangat mudah lelah, sulit berkonsentrasi, 
mudah tersunggung, gangguan tidur, mudah terkejut, takut kotor, ketakutan 
membayangkan pasangan dan diri sendiri dan mendapatkan bahaya saat 
mengemudi, melakukan hal-hal di luar kewajaran, trauma dan memiliki 
ketumpulan responsivitas, menghindari aktifitas yang dulu pernah di sukai, dan 
perilaku yang merusak diri sendiri seperti minum minuman beralkohol. Kemudian 
data akan diolah menjadi data latih (training) dan data uji (testing). Data inputan 
ini akan dimasukkan ke dalam sistem kemudian disimpan ke dalam database. 
3.4.1.2 Tranformasi Data 
Pada tahapan tranformasi data merupakan tahapan untuk merubah nilai data 
gejala menjadi bentuk skala angka 0 dan 1 sehingga dapat digunakan untuk 
perhitungan tahap pelatihan dan pengujian pada Backpropagation Momentum. Data 
yang ditranformasi adalah gejala Anxiety Disorder (Gangguan Kecemasan). 
Berikut tranformasi nilai variabel dapat dilihat pada tabel 3.1. 
Tabel 3.1 Tranformasi Nilai Variabel 
 Keterangan Skala Nilai 
Data Anxiety Disorder 
YA 1 
TIDAK 0 
3.4.2 Pembagian Data 
Pada tahap pembagian data merupakan tahapan untuk membagi data 
menjadi data latih (training) dan data uji (testing) pada tahapan Backpropagation 
Momentum. Pembagian data yang dilakukan adalah data latih 70%, 80%, 90% dan 
data uji 30%, 20%, 10%. Dari data keseluruhan 200 data pasien yang mengidap 
Anxiety Disorder (Gangguan Kecemasan). 
3.4.3 Analisa Metode Backpropagation Momentum (BPM) 
Pada tahap ini akan menjelaskan proses-proses yang dilakukan untuk 
Diagnosa Anxiety Disorder menggunakan Backpropagation Momentum. Proses 
yang dilakukan dimulai dari tahap pelatihan (training) hingga pengujian (testing) 
menggunakan metode Backpropagation Momentum. 
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3.4.3.1 Pelatihan (training) 
Pada tahap ini akan dilakukan proses pelatihan (training) sistem 
menggunakan  data latih yang ada sehingga dapat melakukan pelatihan dengan 
sesuai dengan pelatihan Backpropagation Momentum. Setelah dilakukan proses 
pelatihan (training), akan diperoleh bobot akhir. Bobot akhir ini nantinya akan 
digunakan untuk melakukan pengujian. Berikut flowchart pelatihan (training)  
dapat dilihat pada gambar 3.2. 
Penjelasan pada gambar 3.2 flowchart pelatihan (training) sebagai berikut ini: 
1. Inisialisasi bobot awal dengan nilai acak yang kecil dapat dilakukan dengan 
memilih nilai dengan range antara 0 sampai 1. Tentukan maksimum epoch dan 
learning rate. Pada contoh perhitungan manual ini akan digunakan maksimum 
epoch 1000 dan learning rate 0,1. 
2. Masukkan data latih berupa variabel masukan (X1 sampai X30) dan target 
kelasnya. 
3. Tahap pelatihan terdiri dari 3 tahap yaitu tahap perambatan maju (feedforward 
propagation), perambatan balik (backpropagation), dan perubahan bobot & bias 
dengan penambahan parameter momentum. Lakukan proses perhitungan pada 
ketiga tahap tersebut. 
4. Lakukan proses pelatihan sebanyak maksimum epoch yang telah ditentukan. 
5. Bobot akhir yang telah didapatkan dari proses pelatihan tersebut selanjutnya 
akan disimpan untuk digunakan pada tahap pengujian. 
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Mulai
Tahap perambatan maju (feedforward 
propagation)
Tahap perambatan balik (back 
propagation)
selesai
Perubahan bobot dan bias dengan 
menambah parameter momentum (µ) 
Inisialisasi nilai bobot awal, 
maksimum epoch, learning rate 
dan data latih
 
Gambar 3.2 Flowchart Pelatihan (Training) 
3.4.3.2 Pengujian (testing) 
Pada tahap ini akan dilakukan pengujian pada sistem menggunakan data 
disediakan. Tahap ini bertujuan untuk mengetahui apakah output yang dihasilkan 
sesuai dengan data yang sebenarnya. Berikut ini gambar flowchart pengujian pada 
sistem dapat dilihat pada gambar 3.3. 
Penjelasan pada Gambar 3.3 flowchart pengujian (testing) akan jelaskan berikut ini: 
1. Masukkan data uji berupa variabel masukan (X1 sampai X30) dan target 
kelasnya. 
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2. Bobot akhir yang telah didapat dari tahap pelatihan sebelumnya akan digunakan 
untuk inisialisasi bobot awal pada tahap pengujian. 
3. Pada tahap pengujian hanya akan menggunakan fase perambatan maju 
(feedforward propagation). 
4. Hasil akhir yang nantinya akan didapatkan adalah output dari diagnosa. 
Mulai
Tahap perambatan maju (feedforward 
propagation)
selesai
Masukan data uji
Hasil Dari Prediksi Anxiety Disorder
Load bobot awal dan bias
 
Gambar 3.3 Flowchart Pengujian (Testing). 
3.5 Perancangan Antar Muka (Interface) 
Pada tahap perancangan interface atau perancangan antar muka digunakan 
untuk menghubungkan antar user kepada aplikasi yang telah dibangun sehingga 
user dapat berintraksi kepada apkasi dengan mudah. Perancangan interface pada 
penelitian ini  diantaranya yaitu: halaman depan, proses pelatihan, proses pengujian 
dan test individu menggunakan GUI (Graphical User Interface) yang ada pada 
matlab. 
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3.6 Implementasi dan Pengujian 
Setelah melakukan tahapan analisa dan perancangan selanjutnya memasuki 
tahap implementasi dan pengujian, Implementasi dan pengujian merupakan tahap 
yang sangat penting dan tahap terakhir pada penelitian ini. 
3.6.1 Implementasi 
Tahap implementasi merupakan tahapan yang melakukan coding atau 
menulis script pemprograman sesuai dengan analisa dan perancangan yang telah 
dilakukan. Tahapan ini dilakukan agar seusai dengan perancangan yang telah 
dibuat. Implementasi yang dilakukan yaitu implementasi metode Backpropagation 
Momentum untuk melakukan diagnosa Anxiety Disorder. 
3.6.1.1 Ruang Lingkup Implementasi 
Pada tahapan ini dilakukan implementasi sesuai dengan data yang telah 
dirancang pada tahapan analisa dan perancang yang sudah dilakukan. Implementasi 
sistem ini membutuhkan perangkat keras dan perangkat lunak yang dapat menjadi 
perangkat pendukung. 
1. Perangkat keras 
Processor  : Intel(R)  CORE i5 8th Gen 
Memori  : 4 GB DDR4 Memory Up-to 32 GB 
Harddisk  : 1000 GB HDD 
VGA   : NVIDIA GeForce MX150 with 2 GB VRAM 
2. Perangkat Lunak 
Sistem Operasi : Windows 10 
BahasaPemrograman : Matlab 
Tools   : Matlab R2016a 
3.6.1.2 Batasan Implementasi 
Batasan implementasi pada penelitian ini memiliki batasan yang sesuai 
dengan hasil analisa dan perancangan. Batasan implementasi yaitu: perancangan 
dan pengkodean menggunakan tools Matlab R2016a. 
3.6.1.3 Implementasi Antar Muka (Interface) 
Implementasi antar muka (interface) adalah tahapan untuk peroses 
mengimplementasikan perancangan sebelumnya yang sudah dilakukan oleh 
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peneliti. Proses implementasi diantaranya adalah halaman depan, proses pelatihan, 
proses pengujian dan test individu. 
3.6.2 Pengujian 
Pada tahapan ini dilakukan  pengujian untuk mengetahui keberhasilan dan 
tingkat akurasi dari sistem sudah berhasil atau belum. Pengujian yang dilakukan ini 
diantaranya adalah rancangan pengujian, pengujian white box, pengujian parameter 
pada backpropagation momentum.  
3.6.2.1 Rancangan Pengujian 
Pada Tahapan rancangan pengujian merupakan tahapan untuk merancang 
tahpan-tahapan pengujian yang dilakukan untuk menentukan output diagnosa 
Anxiety Disorder, pemilihan parameter dengan pembagian data dan untuk algoritma 
menggunakan white box, pengujian tingkat akurasi (confusion matrix). 
3.6.2.2 Pengujian White Box 
Pengujian white box yang dilakukan untuk mengetahui hasil tahapan 
pelatihan dan pengujian apakah algoritma Backpropagation Momentum sudah 
berjalan dengan baik atau tidak pada aplikasi yang sudah dibangun. Pengujian white 
box yang dilakukan diantaranya adalah tahap pelatihan, pengujian dan test individu 
algoritma Backpropagation Momentum. 
3.6.2.3 Pengujian Parameter pada Backpropagation Momentum 
Pengujian parameter dilakukan untuk menentukan nilai parameter terbaik 
yang akan digunakan untuk diterapkan pada proses pelatihan Backpropagation 
Momentum. Pelatihan dengan pilihan learning rate 0.01, 0.1 dan 0.2. Maksimum 
epoch 1000. Target error 0.001. jumlah neuron hidden layer 29 dan 60. Momentum 
0.25, 0.1, 0.5 dan 0.8. Perhitungan tingkat akurasi pada pengujian parameter 
menggunakan confusion matrix. Confusion matrix dihitung dengan menggunakan 
persamaan (2.19). 
3.7 Kesimpulan dan Saran 
Tahapan kesimpulan dan saran merupakan tahapan penentuan kesimpulan 
tentang sistem, fungsional sistem berjalan dengan baik, hasil dari sistem dan 
kelebihan pada sistem. Pada tahapan saran adalah kalimat yang berisi saran untuk 
perbaikan sistem pada tingkat lebih baik ataupun untuk pengembangan penelitian 
selanjutnya. 
 
 
 
 
 
BAB IV  
ANALISA DAN PERANCANGAN 
4.1 Analisa 
Pada tahap analisa merupakan tahapan yang bertujuan untuk menganalisa 
data yang dibutuhkan pada tahapan perhitungan pelatihan dan pengujian 
Backpropagation Momentum serta analisa kebutuhan dalam membangun aplikasi, 
sehingga dapat mempermudah dalam proses perancangan dalam pembuatan 
aplikasi. 
4.1.1 Analisa Data 
Pada tahap analisa data  merupakan tahapan untuk analisa tahapan-tahapan 
dari proses pada implementasi metode Backpropagation Momentum. Analisa data 
yang dilakukan diantaranya adalah data masukan, transformasi data, dan metode 
Backpropagation Momentum. 
4.1.1.1 Data Masukan 
Pada tahap data masukan, analisa proses yang dilakukan pertama kali adalah 
menentukan variabel data masukan berdasarkan data yang telah diperoleh. Tujuan 
Analisa data masukan dilakukan untuk mendapatkan pemahaman aplikasi secara 
keseluruhan. Variabel data masukan yang digunakan pada penelitian ini dapat 
dilihat pada tabel 4.1. 
Tabel 4.1 Keterangan Variabel Data Masukan 
Variabel   Satuan Nilai Keterangan 
X1 Ya (1) 
Tidak (0) 
Kecemasan dan kekhawatiran yang berlebihan 
X2 Ya (1) 
Tidak (0) 
Kecemasan  Intens 
X3 Ya (1) 
Tidak (0) 
Ketakutan tidak realistis 
X4 Ya (1) 
Tidak (0) 
Jantung berdebar-debar 
X5 Ya (1) 
Tidak (0) 
Berkeringat berlebihan 
X6 Ya (1) 
Tidak (0) 
Bagian tubuh menjadi gemetaran 
X7 Ya (1) 
Tidak (0) 
Otot terasa tegang/kaku/pegal 
X8 Ya (1) 
Tidak (0) 
Kesulitan dalam konsentrasi 
X9 Ya (1) Selalu merasa resah dan berfikiran yang tidak realistis 
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Variabel   Satuan Nilai Keterangan 
Tidak (0) 
X10 Ya (1) 
Tidak (0) 
Sering sakit kepala dan migraine 
X11 Ya (1) 
Tidak (0) 
Serangan panik berulang tanpa terduga 
X12 Ya (1) 
Tidak (0) 
Perubahan perilaku karena serangan yang dialami 
X13 Ya (1) 
Tidak (0) 
Pusing  
X14 Ya (1) 
Tidak (0) 
Susah bernafas dengan normal 
X15 Ya (1) 
Tidak (0) 
Ketakutan berada ditempat umum 
X16 Ya (1) 
Tidak (0) 
Perasaan seperti diteror yang berada dalam bencana 
X17 Ya (1) 
Tidak (0) 
Kekhawatiran susah dikendalikan 
X18 Ya (1) 
Tidak (0) 
Ketidaksabaran 
X19 Ya (1) 
Tidak (0) 
Sangat mudah lelah 
X20 Ya (1) 
Tidak (0) 
Sulit berkonsentrasi 
X21 Ya (1) 
Tidak (0) 
Mudah tersinggung 
X22 Ya (1) 
Tidak (0) 
Gangguan tidur 
X23 Ya (1) 
Tidak (0) 
Mudah terkejut 
X24 Ya (1) 
Tidak (0) 
Takut kotor, terkena kuman atau infeksi 
X25 Ya (1) 
Tidak (0) 
Ketakutan membahayakan pasangan dan diri sendiri dan 
mendapat bahaya saat mengemudi 
X26 Ya (1) 
Tidak (0) 
Melakukan hal-hal diluar kewajaran 
X27 Ya (1) 
Tidak (0) 
Kejadian tersebut dialami ulang 
X28 Ya (1) 
Tidak (0) 
Trauma dan memiliki ketumpulan responsivitas 
X29 Ya (1) 
Tidak (0) 
Menghindari aktifitas yang dulu disukai 
X30 Ya (1) 
Tidak (0) 
Perilaku yang merusak diri sendiri seperti minum 
minuman beralkohol 
Pada  metode Backpropagation Momentum, setelah menentukan variabel data 
masukan terdapat juga target atau kelas. Target atau kelas pada Anxiety disorder ini 
dapat dilihat pada table 4.2. 
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Tabel 4.2 Target atau Kelas pada Anxiety Disorser 
Satuan Nilai Keterangan 
1 Fobia  
2 Gangguan panik 
3 Gangguan Anxiety Menyeluruh 
4 Gangguan Obsesif-Kompulsif 
5 Gangguan Stres Pascatrauma 
4.1.1.2 Tranformasi Data 
Pada tahap tranformasi data merupakan tahapan merubah nilai data gejala 
menjadi bentuk skala angka 0 dan 1 sehingga dapat dianalisa. Pada variabel yang 
digunakan yaitu memiliki jawaban YA dan TIDAK, data yang ditranformasi yaitu 
variabel gejala yang anxiety disorder (gangguan kecemasan). Berikut tranformasi 
data untuk keterangan YA dan TIDAK yang dilakukan dapat dilihat pada tabel 4.3. 
Tabel 4.3 Tranformasi Data untuk keterangan YA dan TIDAK 
Keterangan Tranformasi Data 
YA 1 
TIDAK 0 
Setelah melakukan proses tranformasi data pada tabel 4.3 diatas, selanjutnya akan 
dilakukan proses tranformasi data pada variabel atau gejala pada data pasien yang 
mengidap anxiety disorder pada penelitian ini. Berikut adalah hasil tranformasi data 
dapat dilihat pada tabel 4.4. 
Tabel 4.4 Hasil Tranformasi Data Pasien Anxiety Disorder 
No 
Variabel 
K
el
a
s 
X1 X2 X3 X4 X5 X6 X..... X30 
1 1 1 1 1 1 1 ..... 0 1 
2 1 1 1 1 1 1 ..... 0 1 
3 1 0 0 1 1 1 ..... 0 2 
4 1 0 0 1 1 1 ..... 0 2 
5 1 0 0 1 1 1 ..... 0 3 
6 1 0 0 1 1 1 ..... 0 3 
7 1 1 0 0 0 0 ..... 0 4 
8 1 1 0 0 0 0 ..... 0 4 
9 1 0 1 1 1 1 ..... 0 5 
10 1 0 1 1 1 1 ..... 0 5 
..... ....... ......... ..... ..... ..... ..... ..... ..... ... 
200 1 0 1 1 1 1 ..... 0 5 
Hasil tranformasi data pasien lengkap dapat dilihat pada Lampiran A. 
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Setelah menentukan hasil data yang sudah ditranformasi, selanjutnya membuat 
kombinasi binner untuk mewakili 5 kelas variabel output  anxiety disorder. 
Variabel output anxiety disorder dapat dilihat pada tabel 4.5. 
Tabel 4.5 Variabel Output Anxiety Disorder 
No Kelas Y0 Y1 Y2 Keterangan 
1 Kelas 1 0 0 0 Fobia  
2 Kelas 2 0 0 1 Gangguan panik 
3 Kelas 3 0 1 0 Gangguan Anxiety Menyeluruh 
4 Kelas 4 0 1 1 Gangguan Obsesif-Kompulsif 
5 Kelas 5 1 1 1 Gangguan Stres Pascatrauma 
4.1.2 Pembagian Data 
Pada tahap pembagian data merupakan tahapan untuk membagi data 
menjadi data latih (training) dan data uji (testing). Jumlah keseluruh data yang 
digunakan berjumlah 200 data pasien yang mengidap anxiety disorder. data 
tersebut terdiri dari 5 kelas yaitu Fobia berjumlah 40 data, Gangguan  Panik 
berjumlah 40 data, Gangguan Anxiety Menyeluruh 40 data, Gangguan Obsesif-
Konpulsif berjumlah 40 data. 
4.1.2.1 Data Latih dan Data Uji 
Data latih (training) merupakan data yang digunakan untuk melatih aplikasi 
Jaringan Syaraf Tiruan yang telah dibangun. Sedangkan data uji (testing) digunakan 
untuk melakukan proses pengujian pada aplikasi yang telah melakukan proses 
pelatihan. Pembagian data dalam penelitian ini adalah 70:30, 80:20, dan 90:10.  
Berikut ini merupakan jumlah pembagian data yang digunakan dapat dilihat pada 
tabel 4.6. 
Tabel 4.6 Pembagian Data Latih dan Data Uji 
 70 : 30 80 : 20 90 : 10 
Data Latih 140 160 180 
Data Uji 60 40 20 
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4.1.2 Analisa Metode Backpropagation Momentum (BPM) 
Analisa metode backpropagation momentum (BPM) Proses yang dilakukan 
dimulai dari tahap pelatihan (training) hingga pengujian (testing) menggunakan 
metode Backpropagation Momentum. Berikut adalah gambar arsitektur 
backpropagation momentum pada gambar 4.1. 
Z0
Masukan Lapisan Tersembunyi Keluaran
X0
X1
X2
X30
Z1
Z2
Z29
Y0
Y1
Y2
V01
V02
V029
V11 W11
W22
W33
V12
V129
V21
V22
V229
V301
V302
V3029
W12
W13
W21
W23
W31
W32
W01
W02
W03
 
Gambar  4.1 Arsitektur Backporpagation Momentum untuk Diagnosa Anxiety 
Disorder (Gangguan Kecemasan) 
Keterangan gambar 4.1 diatas merupakan gambar arsitektur 
backpropagation momentum untuk diagnosa anxiety disorder (gangguan 
kecemasan). Gambar 4.1 terdiri dari 30 variabel masukan yaitu X1 – X30 yang 
merupakan gejala-gejala dari anxiety disorder (gangguan kecemasan). Jaringan 
terdiri dari 29 unit (neuron) yaitu Z1 – Z29  pada lapisan tersembunyi (hidden layer) 
serta terdapat 3 unit keluaran yaitu Y0 Y1 Y2 pada lapisan keluaran (output layer). 
Kemudian bobot yang menghubungkan antara X1 – X30 dengan lapisan tersembunyi 
(hidden layer) adalah V11, V21, ……. dan V301. Vij adalah bobot yang menghubungkan 
antara masukan (neuron input) ke-i menuju ke neuron ke-j pada lapisan 
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tersembunyi (hidden layer). V01, V02,…… V029, adalah bobot bias yang akan 
menghubungkan pertama menuji neuron kedua pada lapisan tersembunyi (hidden 
layer). Sedangkan untuk bobot Z1, Z1,.....Z29 dengan neuron pada lapisan keluaran 
(output layer) Y0 adalah Wj0, Y1 adalah Wj1  kemudian untuk Y2 adalah Wj2, bobot 
bias yang menghubungkan pada lapisan tersembunyi menuju lapisan keluaran 
(output layer) adalah W00 untuk keluaran Y0, W01 untuk keluaran Y1 dan W03 untuk 
keluaran Y3. Fungsi aktivasi yang digunakan antara lapisan masukan (input layer) 
dan lapisan keluaran (output layer) adalah fungsi aktivasi sigmoid biner. 
Pada tahapan analisa ini yang dilakukan pada metode jaringan syaraf tiruan 
dengan menggunakan metode Backpropagation Momentum untuk mendiagnosa 
Anxiety Disorder (Gangguan Kecemasan). Tahapan yang digunakan dalam metode 
Bapropagation Momentum ini terdiri dari 2 tahap yaitu: tahapan untuk pelatihan 
(training) dan tahapan untuk pengujian (testing). Tahapan pelatihan (training)  
terdiri dari 3 (tiga) fase. Fase I adalah fase propagasi maju (feedforward 
propagation). Pada fase 1 pola masukan (X1, X2,…. X30,) dihitung maju mulai dari 
lapisan masukan hingga lapisan keluaran dengan menggunakan fungsi aktivasi 
sigmoid biner. Fase II adalah fase propagasi mundur (backpropagation), dan fase 
III adalah tahap penyesuaian bobot dengan momentum. Sedangkan tahapan 
pengujian (testing) hanya menggunakan tahapan Fase 1 yaitu fase propagasi maju 
(feedforward propagation).  
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4.1.2.1 Tahap Pelatihan (Training) 
Perhitungan manual pada tahap pelatihan (training) terdiri dari 3 fase yaitu 
fase 1 propagasi maju, fase 2 propagasi mundur dan fase 3 perubahan bobot pada 
backpropagation momentum adalah sebagai berikut: 
a. Inisialisasi Bobot 
Inisialisasi nilai bobot awal dan bias awal dengan nilai acak yang kecil dengan 
range antara  0 sampai 1.  
Bobot awal pada input ke hidden layer dapat dilihat pada tabel 4.7. 
Tabel 4.7 Bobot Awal Input ke Hidden Layer 
V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 
0.5 0.6 0.1 0.2 0.2 0.1 0.3 0.2 0.2 0.3 
V11 V12 V13 V14 V15 V16 V17 V18 V19 V20 
0.1 0.2 0.6 0.1 0.8 0.99 0.2 0.1 0.2 0.5 
V21 V22 V23 V24 V25 V26 V27 V28 V29 V20 
0.4 0.3 0.2 0.1 0.2 0.2 0.1 0.1 0.2 0.3 
Bobot awal hidden layer ke output layer dapat dilihat pada tabel 4.8. 
Tabel 4.8 Bobot Awal Hidden layer ke Output Layer. 
W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 
0.1 0.2 0.1 0.2 0.3 0.2 0.1 0.2 0.3 0.1 
W11 W12 W13 W14 W15 W16 W17 W18 W19 W20 
0.2 0.3 0.2 0.1 0.2 0.1 0.3 0.1 0.1 0.2 
W21 W22 W23 W24 W25 W26 W27 W28 W29 W20 
0.2 0.1 0.1 0.3 0.3 0.2 0.3 0.2 0.1 0.1 
Untuk kebutuhan pada tahap palatihan menetapkan maksimum epoch, target error, 
learning rate dan momentum. Inisialisasi Maksimum epoch =1000, learning rate 
(α) =  0.01, Momentum (µ) = 0.25, Target error 0.001. 
b. Epoch pada backpropagation momentum 
Epoch merupakan perulangan pada semua data latih, epoch atau iterasi 
dilakukan sebanyak maksimal epoch yang telah ditentukan yaitu maksimal epoch 
= 1000, epoch yang dilakukan dimulai dari epoch ke-1 hingga epoch ke-1000. 
Epoch atau iterasi akan berhenti apabila nilai error < 0.001 (target error). 
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Epoch ke-1 
Epoch atau iterasi ke-1 adalah perulangan pertama pada semua data latih yang 
berjumlah 180 data latih, proses yang dilakukan pada setiap epoch yaitu proses fase 
1, fase 2 dan fase 3. 
1. Data ke-1 
Masukan data latih berupa variabel (X1 – X30) yang sudah ditranformasi 
menjadi 0 atau 1 dan target data latih (T0, T1 dan T2), data latih ke-1 diperoleh 
berdasarkan tabel 4.4 dengan merujuk ke no 1: 
(X1=1, X2=1, X3=1, X4=1, X5=1, X6=1, X7=1, X8=1, X9=1, X10=1, X11=0, X12=0, 
X13=0, X14=0 X15=0, X16=0, X17=0, X18=0, X19=0, X20=0, X21=0, X22=0, X23=0, 
X24=0, X25=0, X26=0, X27=0, X28=0, X29=0, X30=0, Target T0=0, T1=0,T2=0) 
Fase 1 : Propagasi Maju (Feedforward) 
Operasi pada hidden layer. 
Data ke-1 diperoleh berdasarkan tabel 4.4 (X1 – X30) dan bobot awal diperoleh 
berdasarkan tabel 4.7 (V1 – V30). Menentukan bobot awal bias ke hidden layer (V01 
= 0.5), 
Hitung operasi pada hidden layer (Persamaan 2.6): 
Z_net1  =  0.5+1*0.5+1*0.6+1*0.1+1*0.2+1*0.2+1*0.1+1*0.3+1*0.2+1* 
0.2+1*0.3+0*0.1+0*0.7+0*0.6+0*0.1+0*0.8+0*0.99+0*0.1+0*
0.2+0*0.3+0*0.5+0*0.4+0*0.3+0*0.3+0*0.2+0*0.1+0*0.2+0*0
.2+0*0.1+0*0.2+0*0.3 = 3.2 
Hasil dari operasi pada hidden layer Z_net1 sampai Z_net30 dapat dilihat pada tabel 
4.9 berikut: 
Tabel 4.9 Operasi pada Hidden Layer 
Z_net1 Z_net2 Z_net3 Z_net4 Z_net5 Z_net6 ……… Z_net30 
3.2 2.9 3.4 3.7 4.4 4.1 ……… 3.0 
Fungsi aktivasi pada hidden layer (Persamaan 2.7): 
Berdasarkan tabel 4.9 diperoleh Znet1 = 3.2. 
Z1 =
1
1+𝑒−3,2  
= 0,960834 
Hasil fungsi aktivasi  pada hidden layer Z1 sampai Z30 dapat dilihat pada tabel 4.10. 
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Tabel 4.10 Fungsi Aktivasi pada Hidden Layer 
Z1 Z2 Z3 Z4 Z5 …… Z30 
0.9660834 0.947856 0.967705 0.975873 0.987872 …… 0.952574 
Operasi pada output layer. 
Hasil dari Z1 – Z30 diperoleh berdasarkan tabel 4.10, bobot awal hidden layer ke 
output layer (W1 –W30) diperoleh berdasarkan tabel 4.8 dan inisialisasi bobot awal 
bias ke output layer (W0 = 0.5). 
Hitung operasi pada output layer (Persamaan 2.8): 
Y_net0 = 0.5+0.960834*0.1+0.947856*0.2+0.967705*0.1+0.975873*0.2+ 
0.9878*0.3+0.983698*0.2+0.930862*0.1+0.942676*0.2+0.9890
13*0.3+0.990048*0.1+0.983698*0.2+0.970688*0.3+0.970688*0
.2+0.964429*0.1+0.986613*0.2+0.992608*0.1+0.975873*0.3+0
.960834*0.1+0.982014*0.1+0.952574*0.2+0.937027*0.2+0.973
403*0.1+0.975873*0.1+0.947846*0.3+0.970688*0.3+0.978119*
0.2+0.98016*0.3+0.991837*0.2+0.982014*0.1+0.952574*0.1  
= 5.8400936 
Hasil hitung pada operasi pada output layer Y_net0, Y_net1 dan Y_net2 dapat dilihat 
pada tabel 4.11. 
Tabel 4.11 Operasi pada Output Layer 
Y_net0 Y_net1 Y_net2 
5.8400936 6.4276596 6.3217204 
Fungsi aktivasi pada output layer (Persamaan 2.9) 
Hasil Y_net0, Y_net1 dan Y_net2 diperoleh berdasarkan tabel 4.11. 
Y0 =
1
1+𝑒−5.8400936  
= 0.9958 
Hasil fungsi aktivasi pada output layer Y0, Y1 dan Y2 dapat dilihat pada tabel 4.12. 
Tabel 4.12 Fungsi Aktivasi pada Output Layer 
Y0 Y1 Y2 
0.9958 0.9984 0.9982 
Check error (iterasi berhenti bila error < 0.001), Target (Tk) atau kelas pada data 
ke-1 berdasarkan tabel 4.4 target atau kelas = 1 dengan kombinasi binner 
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berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0 T2=0) dan Y0 diperoleh 
berdasarkan tabel 4.12. 
Error = Tk - Yk = T0 – Y0 = 0 – 0.9958 = –0.9958 
Jumlah Kuadrad Error = (–0.9958)2 = 0.9916 
Fase 2 : Propagasi Mundur 
Setiap unit output menerima target yang akan dibandingkan dengan output yang 
dihasilkan. Target (Tk) atau kelas pada data ke-1 berdasarkan tabel 4.4 target atau 
kelas = 1 dengan kombinasi binner berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0 
T2=0) dan Y0 diperoleh berdasarkan tabel 4.12.  
Hitung nilai error pada output layer untuk T0 (Persamaan 2.10) 
δ0 =  (0-0.9958)* 0.9958*(1-0.9958) 
 = -0.9958*0.9958*0.0042 
 = -0.00416479 
Hitung nilai korelasi nilai bobot (Persamaan 2.11). 
Berdasarkan tabel 4.10 diperoleh Z1 – Z30 dan δk diperoleh dari nilai error pada 
output layer dan learning rate = 0.01. 
∆W01 = 0.01* -0.00416479*0.960834 
∆W01 = -0.0000400168 
Hasil hitung korelasi nilai bobot pada T0 dari ∆W02 sampai ∆W030 dapat dilihat pada 
tabel 4.13. 
Tabel 4.13 Korelasi Bobot pada T0 
∆W01 ∆W02 ∆W03 ∆W04 ………… ∆W030 
-0.000040 -0.000039 -0.0000403 -0.0000406 ………… -0.000039 
Hitung korelasi bias (Persamaan 2.12). δk diperoleh berdasarkan dari nilai error 
pada output layer dan learning rate = 0.01. 
∆W0 = 0.01*-0.00416479 
∆W0 = -0.0000416479 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.13). δk diperoleh berdasarkan dari nilai error pada output layer dan Wj diperoleh  
berdasarkan tabel 4.8. 
δ_net1 = -0.004164794*0.1  
δ_net1 = -0.00041 
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Hasil selanjutnya dari factor δ hidden layer pada T0 dari δ_net2 sampai δ_net30 dapat 
dilihat pada tabel 4.14. 
Tabel 4.14 Faktor δ Hidden Layer pada T0 
δ_net1 δ_net2 δ_net3 δ_net4 ………… δ_net30 
-0.00041 -0.00083 -0.00041 -0.00083 ………… -0.000416 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.14). Berdasarkan tabel 4.14 diperoleh δ_net1 – δ_net30 dan berdasarkan tabel 4.10 
diperoleh Z1 – Z30. 
δ1 = -0.0004164794* 0.960834*(1-0.960834) 
δ1 = -0.0004164794* 0.960834* 0.039166 
δ1 = -0.000015 
Hasil selanjutnya dari hitung informasi kesalahan error unit j pada T0 dari δ1 sampai 
δ30 dapat dilihat pada tabel 4.15. 
Tabel 4.15 Informasi Error Unit J pada T0 
δ1 δ2 δ2 δ3 ……… δ30 
-0.000015 -0.000041 -0.000041 -0.0000130 ……… -0.0000188 
Hitung korelasi bobot masukan (Persamaan 2.15) 
Berdasarkan tabel 4.16 diperoleh δ1 sampai δ30 dan berdasarkan tabel 4.4 
diperoleh X1. 
∆𝑣11 = 0.01*-0.000015*1 
∆𝑣11 = -0.0000001567 
Hasil selanjutnya dari korelasi bobot masukan pada T0 dari ∆𝑣11 sampai ∆𝑣130 
dapat dilihat pada tabel 4.16. 
Tabel 4.16 Korelasi Bobot Masukan T0 
No 1 2 3 … 30 
∆𝑣1 -0.0000001567 -0.000000411 -0.000000130 … -0.000000188 
∆𝑣2 -0.0000001567 -0.000000411 -0.000000130 … -0.000000188 
… … … … … … 
∆𝑣30 0 0 0 … 0 
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Hitung korelasi bias (Persamaan 2.16). 
Berdasarkan tabel 4.16 diperoleh δ1 sampai δ30 dan learning rate = 0.01. 
∆𝑣01 = 0.01*-0.0000156730 = -0.0000001567 
Hasil selanjutnya dari korelasi bias T0 dari ∆𝑣01sampai ∆𝑣030 dapat dilihat pada 
tabel 4.17. 
Tabel 4.17 Korelasi Bias pada T0  
∆𝒗𝟎𝟏 ∆𝒗𝟎𝟐 ∆𝒗𝟎𝟑 ∆𝒗𝟎𝟒 … ∆𝒗𝟎𝟑𝟎 
-0.00000015 -0.00000041 -0.00000013 -0.00000019 … -0.00000018 
Fase 3 : Perubahan Bobot 
Hitung bobot baru hidden layer dengan penambahkan parameter momentum (µ) 
dengan range nilai dari 0 sampai 1 (Persamaan 2.18). 
Berdasarkan tabel 4.7 diperoleh Vjk(Lama) dan berdasarkan tabel 4.17 diperoleh 
∆Vjk(Tk) dan momentum = 0.25. 
V11 (baru) = 0.5 + (0.25 * -0.0000001567) + (0.25 * -0.0000000012) + (0.25 
*0.0000002025) = 0.5 
Hasil hitung bobot baru selanjutnya pada hidden layer dari V11 samapai V30 dapat 
dilihat pada tabel 4.18. 
Tabel 4.18 Bobot Baru pada Hidden Layer 
No 1 2 3 … 30 
V1 0.49999991 0.59999987 0.09999994 … 0.29999993 
V2 0.19999991 0.09999987 0.69999994 … 0.39999993 
V3 0.39999991 0.49999987 0.29999994 … 0.19999993 
V4 0.59999991 0.29999987 0.29999994 … 0.39999993 
… … … … … … 
V30 0.20000000 0.30000000 0.40000000 … 0.40000000 
Hitung bobot bias baru pada hudden layer (Persamaan 2.18) 
V01 (lama) atau bias lama diperoleh pada tahap menentukan bias pada hidden layer 
pada fase 1 dan berdasarkan tabel 4.17 diperoleh ∆Vjk(Tk) dan momentum = 0.25.. 
V01 (baru) = 0.5 + (0.25*-0.0000001567)+( 0.25*-0.0000000012)+( 0.25* 
     -0.0000002025)  = 0.49999991 
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Hasil hitung bias baru pada hidden layer dari V02 (baru) sampai V030 (baru) dapat 
dilihat pada tabel 4.19. 
Tabel 4.19 Bias Baru Pada Hidden Layer 
V01 (baru) V02 (baru) V03 (baru) … V030 (baru) 
0.49999991 0.39999987 0.29999994 … 0.09999993 
Hitung bobot baru pada dari hidden layer ke output layer (Persamaan 2.17) 
Berdasarkan tabel 4.8 diperoleh W11 (Lama) dan berdasarkan tabel 4.13 diperoleh 
ΔW11 dan momentum = 0.25. 
W11(baru) T0 = 0.1+0.25*-0.0000400168 = 0.099989996 
W21(baru) T1 = 0.2+0.25* -0.0000153242 = 0.199996169 
W31(baru) T2 =  0.3+0.25*-0.0000172328=0.299995692 
Hasil hitung bobot baru selanjutnya pada hidden layer ke output layer dari W1 
sampai W30 dapat dilihat pada tabel 4.20. 
Tabel 4.20 Bobot Baru pada Hidden Layer ke Output Layer 
 W1(baru) W2 (baru) W3 (baru) … W30 (baru) 
Y0 0.099989996 0.199990131 0.099989924 … 0.099990082 
Y1 0.199996169 0.099996221 0.199996142 … 0.099996202 
Y2 0.2999957 0.0999957 0.1999957 … 0.0999957 
Hitung bobot bias baru pada hudden layer ke output layer (Persamaan 2.17) 
W01 (lama) atau bias lama diperoleh pada tahap menentukan bias pada hidden layer 
ke output layer pada fase 1 dan berdasarkan hitung korelasi bias pada fase 2 
diperoleh ∆W01 dan momentum = 0.25. 
W01 (baru) = 0.5 + (0.25* -0.0000416479) = 0.499989588 
Hasil hitung bias baru pada hidden layer ke output layer dari W01 (baru) sampai V03 
(baru) dapat dilihat pada tabel 4.21. 
Tabel 4.21 Bias Baru pada Hidden Layer ke Output Layer 
W01 (baru) W02 (baru) W03 (baru) 
0.499989588 0.5 0.5 
Selanjutnya untuk data ke-2 dilakukan dengan operasi data pertama, hanya saja 
nilai-nilai bobot dan bias yang digunakan adalah nilai-nilai bobot dan bias baru 
hasil fase 3 (perubahan bobot) pada data ke-1. 
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2. Data ke-2 
Masukan data latih berupa variabel (X1 – X30) yang sudah ditranformasi 
menjadi 0 atau 1 dan target data latih (T0, T1 dan T2), data latih ke-2 diperoleh 
berdasarkan tabel 4.4 dengan merujuk ke no 2: 
(X1=1, X2=1, X3=1, X4=1, X5=1, X6=1, X7=1, X8=0, X9=1, X10=1, X11=0, X12=0, 
X13=0, X14=0 X15=0, X16=0, X17=0, X18=0, X19=0, X20=0, X21=0, X22=0, X23=0, 
X24=0, X25=0, X26=0, X27=0, X28=0, X29=0, X30=0, Target T0=0, T1=0,T2=0) 
Fase 1 : Propagasi Maju (Feedforward) 
Operasi pada hidden layer. 
Data ke-2 diperoleh berdasarkan tabel 4.4 (X1 – X30) dan bobot awal diperoleh 
berdasarkan tabel 4.18 (V1 – V30). bobot awal bias ke hidden layer diperoleh 
berdasarkan tabel 4.19 (V01 = 0.49999991). 
Hitung operasi pada hidden layer (Persamaan 2.6): 
Z_net1  =   0.49999991+1*0.49999991+1*0.59999987+1*0.09999994+1* 
0.19999993+1*0.19999995+1*0.09999995+1*0.29999990+0*
0.19999979+1*0.19999996+1*0.29999998+0*0.09999996+0*
0.69999987+0*0.59999992+0*0.09999995+0*0.79999996+0*
0.98999999+0*0.09999989+0*0.19999994+0*0.29999997+0*
0.49999987+0*0.39999982+0*0.29999996+0*0.29999996+0*
0.19999978+0*0.09999987+0*0.19999994+0*0.19999991+0*
0.09999998+0*0.19999997+0*0.29999993 = 2.99999930 
Hasil dari operasi pada hidden layer Z_net1 sampai Z_net30 dapat dilihat pada tabel 
4.22 berikut: 
Tabel 4.22 Operasi pada Hidden Layer 
Z_net1 Z_net2 Z_net3 Z_net4 ……… Z_net30 
2.99999930 2.59999926 2.79999933 3.29999932 ……… 2.79999993 
Fungsi aktivasi pada hidden layer (Persamaan 2.7): 
Berdasarkan tabel 4.22 diperoleh Znet1 = 2.99999930. 
Z1 =
1
1+𝑒−2.99999930  
= 0,952574 
Hasil fungsi aktivasi  pada hidden layer Z1 sampai Z30 dapat dilihat pada tabel 4.23. 
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Tabel 4.23 Fungsi Aktivasi pada Hidden Layer 
Z1 Z2 Z3 Z4 Z5 …… Z30 
0.952574 0.930861 0.942675 0.964428 0.983697 …… 0.942676 
Operasi pada output layer. 
Hasil dari Z1 – Z30 diperoleh berdasarkan tabel 4.23, bobot awal hidden layer ke 
output layer (W1 –W30) diperoleh berdasarkan tabel 4.20 dan bobot awal bias ke 
output layer diperoleh berdasarkan tabel 4.21 (W0 = 0.499989588). 
Hitung operasi pada output layer (Persamaan 2.8): 
Y_net0 = 0.499989588+0.952574*0.099990+0.930862*0.199990+0.94267 
6*0.099990+0.964429*0.199990+0.983697*0.299990+0.975873
*0.199990+0.924142*0.099990+0.930862*0.199990+0.982014*
0.299990+0.985226*0.099990+0.980160*0.199990+0.967705*0
.299990+0.956893*0.199990+0.947846*0.099990+0.982014*0.
199990+0.986613*0.099990+0.964429*0.299990+0.952574*0.0
99990+0.970688*0.099990+0.937027*0.199990+0.930862*0.19
9990+0.942676*0.099990+0.956893*0.099990+0.937027*0.299
990+0.960834*0.299990+0.970688*0.199990+0.978119*0.2999
90+0.989013*0.199990+0.975873*0.099990 = 5.789627 
Hasil hitung pada operasi pada output layer Y_net0, Y_net1 dan Y_net2 dapat dilihat 
pada tabel 4.24. 
Tabel 4.24 Operasi pada Output Layer 
Y_net0 Y_net1 Y_net2 
5.789627 6.370687 6.265569 
Fungsi aktivasi pada output layer (Persamaan 2.9) 
Hasil Y_net0, Y_net1 dan Y_net2 diperoleh berdasarkan tabel 4.24. 
Y0 =
1
1+𝑒−5.789627  
= 0.9970 
Hasil fungsi aktivasi pada output layer Y0, Y1 dan Y2 dapat dilihat pada tabel 4.25. 
Tabel 4.25 Fungsi Aktivasi pada Output Layer 
Y0 Y1 Y2 
0.9970 0.9983 0.9981 
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Check error (iterasi berhenti bila error < 0.001), Target (Tk) atau kelas pada data 
ke-2 berdasarkan tabel 4.4 target atau kelas = 1 dengan kombinasi binner 
berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0 T2=0) dan Y0 diperoleh 
berdasarkan tabel 4.25. 
Error = Tk - Yk = T0 – Y0 = 0 – 0.9970 = –0.997 
Jumlah Kuadrad Error = (–0.997)2 = 0.994 
Fase 2 : Propagasi Mundur 
Setiap unit output menerima target yang akan dibandingkan dengan output yang 
dihasilkan. Target (Tk) atau kelas pada data ke-2 berdasarkan tabel 4.4 target atau 
kelas = 1 dengan kombinasi binner berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0 
T2=0) dan Y0 diperoleh berdasarkan tabel 4.25.  
Hitung nilai error pada output layer untuk T0 (Persamaan 2.10) 
δ0 = (0-0.9970)* 0.9970*(1-0.9970) 
 = -0.00298 
Hitung nilai korelasi nilai bobot (Persamaan 2.11). 
Berdasarkan tabel 4.23 diperoleh Z1 – Z30 dan δk diperoleh dari nilai error pada 
output layer dan learning rate = 0.01. 
∆W01 = 0.01* -0.00298*0.952574= -0.0000284 
Hasil hitung korelasi nilai bobot pada T0 dari ∆W02 sampai ∆W030 dapat dilihat pada 
tabel 4.26. 
Tabel 4.26 Korelasi Bobot pada T0 
∆W01 ∆W02 ∆W03 ∆W04 ………… ∆W030 
-0.000028 -0.000039 -0.0000403 -0.0000406 ………… -0.000039 
Hitung korelasi bias (Persamaan 2.12). 
δk diperoleh berdasarkan dari nilai error pada output layer dan learning rate = 
0.01. 
∆W0 = 0.01*-0.00298 
∆W0 = -0.0000298 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.13). δk diperoleh berdasarkan dari nilai error pada output layer dan Wj diperoleh  
berdasarkan tabel 4.20. 
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δ_net1 = -0.00298*0.0999989996 
δ_net1 = -0.0002 
Hasil selanjutnya dari factor δ hidden layer pada T0 dari δ_net2 sampai δ_net30 dapat 
dilihat pada tabel 4.27. 
Tabel 4.27 Faktor δ Hidden Layer pada T0 
δ_net1 δ_net2 δ_net3 δ_net4 ………… δ_net30 
-0.00002 -0.00003 -0.00001 -0.00003 ………… -0.00001 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.14). Berdasarkan tabel 4.27 diperoleh δ_net1 – δ_net30 dan berdasarkan tabel 4.23 
diperoleh Z1 – Z30. 
δ1 = -0.00002* 0.952574*(1- 0.952574) 
δ1 = -0.000009 
Hasil selanjutnya dari hitung informasi kesalahan error unit j pada T0 dari δ1 sampai 
δ30 dapat dilihat pada tabel 4.28. 
Tabel 4.28 Informasi Error Unit J pada T0 
δ1 δ2 δ2 δ3 ……… δ30 
-0.000009 -0.000001 -0.000004 -0.000003 ……… -0.000008 
Hitung korelasi bobot masukan (Persamaan 2.15) 
Berdasarkan tabel 4.28 diperoleh δ1 sampai δ30 dan berdasarkan tabel 4.4 
diperoleh X1 yang merujuk pada data kedua dan learning rate = 0.01. 
∆𝑣11 = 0.01*-0.000009*1 
∆𝑣11 = -0.000000009 
Hasil selanjutnya dari korelasi bobot masukan pada T0 dari ∆𝑣11 sampai ∆𝑣130 
dapat dilihat pada tabel 4.29. 
Tabel 4.29 Korelasi Bobot Masukan T0 
No 1 2 3 … 30 
∆𝑣1 -0.000000009 -0.000000001 -0.000000010 … -0.000000102 
∆𝑣2 -0.000000171 -0.000000011 -0.000000110 … -0.000000110 
… … … … … … 
∆𝑣30 0 0 0 … 0 
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Hitung korelasi bias (Persamaan 2.16). 
Berdasarkan tabel 4.28 diperoleh δ1 sampai δ30 dan learning rate = 0.01. 
∆𝑣01 = 0.01*-0.000009 = -0.00000009 
Hasil selanjutnya dari korelasi bias T0 dari ∆𝑣01sampai ∆𝑣030 dapat dilihat pada 
tabel 4.30. 
Tabel 4.30 Korelasi Bias pada T0  
∆𝒗𝟎𝟏 ∆𝒗𝟎𝟐 ∆𝒗𝟎𝟑 ∆𝒗𝟎𝟒 … ∆𝒗𝟎𝟑𝟎 
-0.00000009 -0.00000002 -0.00000012 -0.00000016 … -0.00000028 
Fase 3 : Perubahan Bobot 
Hitung bobot baru hidden layer dengan penambahkan parameter momentum (µ) 
dengan range nilai dari 0 sampai 1 (Persamaan 2.18). 
Berdasarkan tabel 4.18 diperoleh Vjk(Lama) dan berdasarkan tabel 4.29 diperoleh 
∆Vjk(Tk) dan momentum = 0.25. 
V11 (baru) = 0.49999991 + (0.25 * -0.0000000009) + (0.25 * -0.0000000012) 
+ (0.25 *0.0000002025) = 0.499999861 
Hasil hitung bobot baru selanjutnya pada hidden layer dari V11 samapai V30 dapat 
dilihat pada tabel 4.31. 
Tabel 4.31 Bobot Baru pada Hidden Layer 
No 1 2 3 … 30 
V1 0.499999861 0.599999221 0.099999911 … 0.299999951 
V2 0.199999941 0.099999872 0.699999941 … 0.399999921 
V3 0.399999911 0.499999873 0.299999944 … 0.199999923 
V4 0.599999921 0.299999872 0.299999934 … 0.399999921 
… … … … … … 
V30 0.200000000 0.300000000 0.400000000 … 0.400000000 
Hitung bobot bias baru pada hudden layer (Persamaan 2.18) 
V01 (lama) atau bias lama diperoleh berdasarkan tabel 4.19 dan berdasarkan tabel 
4.30 diperoleh ∆Vjk(Tk) dan momentum = 0.25. 
V01 (baru) = 0.49999991 + (0.25*-0.00000009)+( 0.25*-0.000000001)+( 0.25* 
     -0.0000002021)  = 0.499999837 
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Hasil hitung bias baru pada hidden layer dari V02 (baru) sampai V030 (baru) dapat 
dilihat pada tabel 4.32. 
Tabel 4.32 Bias Baru Pada Hidden Layer 
V01 (baru) V02 (baru) V03 (baru) … V030 (baru) 
0.499999837 0.399999821 0.299999924 … 0.099999912 
Hitung bobot baru pada dari hidden layer ke output layer (Persamaan 2.17) 
Berdasarkan tabel 4.20 diperoleh W11 (Lama) dan berdasarkan tabel 4.26 diperoleh 
ΔW11 dan momentum = 0.25. 
W11(baru) T0 = 0.099989996+0.25*-0.000028 = 0.099982996 
W21(baru) T1 = 0.199996169+0.25* -0.00003212 = 0.199988139 
W31(baru) T2 = 0.2999957+0.25*-0.00001123 = 0.299992893 
Hasil hitung bobot baru selanjutnya pada hidden layer ke output layer dari W1 
sampai W30 dapat dilihat pada tabel 4.33. 
Tabel 4.33 Bobot Baru pada Hidden Layer ke Output Layer 
 W1(baru) W2 (baru) W3 (baru) … W30 (baru) 
Y0 0.099982996 0.199990132 0.099989922 … 0.099990083 
Y1 0.199988139 0.099996221 0.1999961121 … 0.099996201 
Y2 0.299992893 0.09999572 0.19999572 … 0.09999575 
Hitung bobot bias baru pada hudden layer ke output layer (Persamaan 2.17) 
W01 (lama) atau bias lama diperoleh berdasarkan tabel 4.21 dan berdasarkan hitung 
korelasi bias pada fase 2 diperoleh ∆W01 dan momentum = 0.25. 
W01 (baru) = 0.5 + (0.25* -0.0000298) = 0.49999255 
Hasil hitung bias baru pada hidden layer ke output layer dari W01 (baru) sampai V03 
(baru) dapat dilihat pada tabel 4.34. 
Tabel 4.34 Bias Baru pada Hidden Layer ke Output Layer 
W01 (baru) W02 (baru) W03 (baru) 
0.49999255 0.49999212 0.49999219 
Selanjutnya untuk semua data latih dilakukan dengan operasi yang sama pada data 
pertama dan kedua, hanya saja nilai-nilai bobot dan bias yang digunakan adalah 
nilai-nilai bobot dan bias baru hasil fase 3 (perubahan bobot) pada data kedua. 
Demikian seterusnya sampai data latih terakhir = 180 data latih (1 epoch). Proses 
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ini diteruskan hingga maksimum epoch = 1000 atau error < 0.001 (target error) 
epoch berhenti. 
3. Data ke-180 
Data ke-180 adalah data terakhir pada proses pelatihan, setelah akhir dari proses 
pelatihan fase 1 dan 2 diperoleh bobot baru pada fase 3 perubahan bobot yang akan 
digunakan pada tahapan pengujian. Berikut adalah bobot baru pada fase 3 
perubahan bobot yang diperoleh setelah melakukan perhitungan fase 1 propagasi 
maju dan 2 propagasi mundur pada proses pelatihan. 
Misalkan setelah akhir iterasi dan setelah melakukan perhitungan pada fase 1 dan 
2 diperoleh  bobot baru pada fase 3 perubahan bobot berikut: 
Fase 3 : Perubahan Bobot 
Hitung bobot baru hidden layer dengan penambahkan parameter momentum (µ) 
dengan range nilai dari 0 sampai 1 (Persamaan 2.18). 
Hasil hitung bobot baru selanjutnya pada hidden layer dari V11 samapai V30 dapat 
dilihat pada tabel 4.35. 
Tabel 4.35 Bobot Baru pada Hidden Layer 
No 1 2 3 … 30 
V1 0.49999991 0.59999987 0.09999994 … 0.29999993 
V2 0.19999991 0.09999987 0.69999994 … 0.39999993 
V3 0.39999991 0.49999987 0.29999994 … 0.19999993 
V4 0.59999991 0.29999987 0.29999994 … 0.39999993 
… … … … … … 
V30 0.20000000 0.30000000 0.40000000 … 0.40000000 
Hitung bobot bias baru pada hudden layer (Persamaan 2.18) 
Hasil hitung bias baru pada hidden layer dari V02 (baru) sampai V030 (baru) dapat 
dilihat pada tabel 4.36. 
Tabel 4.36 Bias Baru Pada Hidden Layer 
V01 (baru) V02 (baru) V03 (baru) … V030 (baru) 
0.49999996 0.39999987 0.29999994 … 0.09999993 
Hitung bobot baru pada dari hidden layer ke output layer (Persamaan 2.17) 
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Hasil hitung bobot baru selanjutnya pada hidden layer ke output layer dari W1 
sampai W30 dapat dilihat pada tabel 4.37. 
Tabel 4.37 Bobot Baru pada Hidden Layer ke Output Layer 
 W1(baru) W2 (baru) W3 (baru) … W30 (baru) 
Y0 0.099989996 0.199990131 0.099989924 … 0.099990082 
Y1 0.199996169 0.099996221 0.199996142 … 0.099996202 
Y2 0.2999957 0.0999957 0.1999957 … 0.0999957 
Hitung bobot bias baru pada hudden layer ke output layer (Persamaan 2.17) 
W01 (lama) atau bias lama diperoleh pada tahap menentukan bias pada hidden layer 
ke output layer pada fase 1 dan berdasarkan hitung korelasi bias pada fase 2 
diperoleh ∆W01 dan µ (Momentum) = 0.25. 
W01 (baru) = 0.5 + (0.25* -0.0000416479) = 0.499989588 
Hasil hitung bias baru pada hidden layer ke output layer dari W01 (baru) sampai V03 
(baru) dapat dilihat pada tabel 4.38. 
Tabel 4.38 Bias Baru pada Hidden Layer ke Output Layer 
W01 (baru) W02 (baru) W03 (baru) 
0.49999991 0.5 0.5 
Selanjutnya bobot akhir tahap fase 3 (perubahan bobot ) operasi pada data ke-180 
akan digunakan menjadi bobot awal pada epoch ke-2.  
Epoch ke-2 
Epoch atau iterasi ke-2 adalah perulangan kedua pada semua data latih yang 
berjumlah 180 data latih, proses yang dilakukan pada epoch ke-2 yaitu proses fase 
1, fase 2 dan fase 3. 
1. Data ke-1 
Masukan data latih berupa variabel (X1 – X30) yang sudah ditranformasi 
menjadi 0 atau 1 dan target data latih (T0, T1 dan T2), data latih ke-1 diperoleh 
berdasarkan tabel 4.4 dengan merujuk ke no 1: 
(X1=1, X2=1, X3=1, X4=1, X5=1, X6=1, X7=1, X8=1, X9=1, X10=1, X11=0, X12=0, 
X13=0, X14=0 X15=0, X16=0, X17=0, X18=0, X19=0, X20=0, X21=0, X22=0, X23=0, 
X24=0, X25=0, X26=0, X27=0, X28=0, X29=0, X30=0, Target T0=0, T1=0,T2=0) 
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Fase 1 : Propagasi Maju (Feedforward) 
Operasi pada hidden layer. 
Data ke-1 diperoleh berdasarkan tabel 4.4 (X1 – X30) dan bobot awal diperoleh 
berdasarkan tabel 4.35 (V1 – V30). Bobot bias ke hidden layer diperoleh berdasarkan 
tabel 4.36. 
Hitung operasi pada hidden layer (Persamaan 2.6): 
Z_net1  =  0.49999996+1*0.49999991+1*0.59999987+1*0.19999992+1* 
0.29999991+1*0.29999992+1*0.19999992+1*0.39999991+1*0
.29999997+1*0.29999991+1*0.39999996+0*0.19999993+0*0.
79999993+0*0.69999998+0*0.19999993+0*0.7999999+0*0.89
999991+0*0.19999995+0*0.29999996+0*0.39999993+0*0.599
99992+0*0.49999995+0*0.39999992+0*0.39999991+0*0.2999
9997+0*0.19999999+0*0.29999993+0*0.29999993+0*0.19999
991+0*0.29999992+0*0.29999993= 3.5 
Hasil dari operasi pada hidden layer Z_net1 sampai Z_net30 dapat dilihat pada tabel 
4.39 berikut: 
Tabel 4.39 Operasi pada Hidden Layer 
Z_net1 Z_net2 Z_net3 Z_net4 Z_net5 Z_net6 ……… Z_net30 
3.5 2.4 3.6 3.3 4.8 4.4 ……… 3.5 
Fungsi aktivasi pada hidden layer (Persamaan 2.7): 
Berdasarkan tabel 4.39 diperoleh Znet1 = 3.5. 
Z1 =
1
1+𝑒−3,5  
= 0,970688 
Hasil fungsi aktivasi  pada hidden layer Z1 sampai Z30 dapat dilihat pada tabel 4.40. 
Tabel 4.40 Fungsi Aktivasi pada Hidden Layer 
Z1 Z2 Z3 Z4 Z5 …… Z30 
0.970688 0.947856 0.967705 0.975873 0.987872 …… 0.952574 
Operasi pada output layer. 
Hasil dari Z1 – Z30 diperoleh berdasarkan tabel 4.40, bobot awal hidden layer ke 
output layer (W1 –W30) diperoleh berdasarkan tabel 4.37 dan bobot bias ke output 
layer diperoleh berdasarkan tabel 4.38 
Hitung operasi pada output layer (Persamaan 2.8): 
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Y_net0 = 0.49999991+0.970688*0.099989996+0.947856*0.199990131+ 
0.967705*0.099989924+0.975873*0.0989032+0.0987872*0.3+0
.983698*0.099989942+0.930862*0.09998441+0.942676*0.0999
89912+0.989013*0.0999899212+0.990048*0.099989922+0.983
698*0.099989921+0.970688*0.09998992421+0.970688*0.0999
89921+0.964429*0.099989926+0.986613*0.099989927+0.9926
08*0.099989921+0.975873*0.099989922+0.960834*0.0999899
31+0.982014*0.099989931+0.952574*0.099989921+0.937027*
0.099989932+0.973403*0.099989921+0.975873*0.099989923+
0.947846*0.099989923+0.970688*0.3+0.978119*0.099989921+
0.98016*0.099989922+0.991837*0.099989921+0.982014*0.099
989924+0.952574*0.099990082 = 5.7412937 
Hasil hitung pada operasi pada output layer Y_net0, Y_net1 dan Y_net2 dapat dilihat 
pada tabel 4.41. 
Tabel 4.41 Operasi pada Output Layer 
Y_net0 Y_net1 Y_net2 
5.7412937 6.4276512 6.3217232 
Fungsi aktivasi pada output layer (Persamaan 2.9) 
Hasil Y_net0, Y_net1 dan Y_net2 diperoleh berdasarkan tabel 4.41. 
Y0 =
1
1+𝑒−5.7412937 
= 0.9968 
Hasil fungsi aktivasi pada output layer Y0, Y1 dan Y2 dapat dilihat pada tabel 4.42. 
Tabel 4.42 Fungsi Aktivasi pada Output Layer 
Y0 Y1 Y2 
0.9968 0.9974 0.9982 
Check error (iterasi berhenti bila error < 0.001), Target (Tk) atau kelas pada data 
ke-1 berdasarkan tabel 4.4 target atau kelas = 1 dengan kombinasi binner 
berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0 T2=0) dan Y0 diperoleh 
berdasarkan tabel 4.12. 
Error = Tk - Yk = T0 – Y0 = 0 – 0.9968 = –0.9968 
Jumlah Kuadrad Error = (–0.9968)2 = 0.99361 
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Fase 2 : Propagasi Mundur 
Setiap unit output menerima target yang akan dibandingkan dengan output yang 
dihasilkan. Target (Tk) atau kelas pada data ke-1 berdasarkan tabel 4.4 target atau 
kelas = 1 dengan kombinasi binner berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0 
T2=0) dan Y0 diperoleh berdasarkan tabel 4.42.  
Hitung nilai error pada output layer untuk T0 (Persamaan 2.10) 
δ0 =  (0-0.9968)*0.9968*(1-0.9968) 
 = -0.9968*0.9968*0.0032 
 = -0.0032 
Hitung nilai korelasi nilai bobot (Persamaan 2.11). 
Berdasarkan tabel 4.40 diperoleh Z1 – Z30 dan δk diperoleh dari nilai error pada 
output layer dan learning rate = 0.01. 
∆W01 = 0.01* -0.0032*0.970688 
∆W01 = -0.000031 
Hasil hitung korelasi nilai bobot pada T0 dari ∆W02 sampai ∆W030 dapat dilihat pada 
tabel 4.43. 
Tabel 4.43 Korelasi Bobot pada T0 
∆W01 ∆W02 ∆W03 ∆W04 ………… ∆W030 
-0.000031 -0.000029 -0.000032 -0.000032 ………… -0.000037 
Hitung korelasi bias (Persamaan 2.12). δk diperoleh berdasarkan dari nilai error 
pada output layer dan learning rate = 0.01. 
∆W0 = 0.01*-0.0032 = -0.000032 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.13). δk diperoleh berdasarkan dari nilai error pada output layer dan Wj diperoleh  
berdasarkan tabel 4.37. 
δ_net1 = -0.0032*0.099989996 = -0.0003 
Hasil selanjutnya dari factor δ hidden layer pada T0 dari δ_net2 sampai δ_net30 dapat 
dilihat pada tabel 4.44. 
Tabel 4.44 Faktor δ Hidden Layer pada T0 
δ_net1 δ_net2 δ_net3 δ_net4 ………… δ_net30 
-0.0003 -0.0008 -0.0004 -0.0008 ………… -0.0004 
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Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.14). Berdasarkan tabel 4.44 diperoleh δ_net1 – δ_net30 dan berdasarkan tabel 4.40 
diperoleh Z1 – Z30. 
δ1 = -0.0003*0.970688*(1-0.970688) 
δ1 = -0.0003*0.970688*0.029312 = -0.000008 
Hasil selanjutnya dari hitung informasi kesalahan error unit j pada T0 dari δ1 sampai 
δ30 dapat dilihat pada tabel 4.45. 
Tabel 4.45 Informasi Error Unit J pada T0 
δ1 δ2 δ3 δ4 ……… δ30 
-0.000008 -0.000004 -0.000003 -0.000001 ……… -0.000009 
Hitung korelasi bobot masukan (Persamaan 2.15) 
Berdasarkan tabel 4.45 diperoleh δ1 sampai δ30 dan berdasarkan tabel 4.4 
diperoleh X1 dan learning rate = 0.01. 
∆𝑣11 = 0.01*-0.000008*1 
∆𝑣11 = -0.00000008 
Hasil selanjutnya dari korelasi bobot masukan pada T0 dari ∆𝑣11 sampai ∆𝑣130 
dapat dilihat pada tabel 4.46. 
Tabel 4.46 Korelasi Bobot Masukan T0 
No 1 2 3 … 30 
∆𝑣1 -0.00000008 -0.00000041 -0.00000013 … -0.00000018 
∆𝑣2 -0.00000008 -0.00000041 -0.00000013 … -0.00000018 
… … … … … … 
∆𝑣30 0 0 0 … 0 
Hitung korelasi bias (Persamaan 2.16). 
Berdasarkan tabel 4.46 diperoleh δ1 sampai δ30 dan learning rate = 0.01. 
∆𝑣01 = 0.01*-0.00000008 = -0.0000000008 
Hasil selanjutnya dari korelasi bias T0 dari ∆𝑣01sampai ∆𝑣030 dapat dilihat pada 
tabel 4.47. 
Tabel 4.47 Korelasi Bias pada T0  
∆𝒗𝟎𝟏 ∆𝒗𝟎𝟐 ∆𝒗𝟎𝟑 … ∆𝒗𝟎𝟑𝟎 
-0.0000000008 -0.000000007 -0.000000013 … -0.000000018 
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Fase 3 : Perubahan Bobot 
Hitung bobot baru hidden layer dengan penambahkan parameter momentum (µ) 
dengan range nilai dari 0 sampai 1 (Persamaan 2.18). 
Berdasarkan tabel 4.35 diperoleh Vjk(Lama) dan berdasarkan tabel 4.46 diperoleh 
∆Vjk(Tk) dan momentum = 0.25. 
V11 (baru) = 0.49999991+ (0.25 * -0.00000008) + (0.25 * -0.000000017) + 
(0.25*-0.00000005) = 0.4999998 
Hasil hitung bobot baru selanjutnya pada hidden layer dari V11 samapai V30 dapat 
dilihat pada tabel 4.48. 
Tabel 4.48 Bobot Baru pada Hidden Layer 
No 1 2 3 … 30 
V1 0.4999998 0.5999991 0.09999964 … 0.2999997 
V2 0.1999971 0.09999987 0.69999994 … 0.3999994 
V3 0.3999981 0.49999987 0.29999994 … 0.1999995 
V4 0.5999992 0.29999931 0.29999921 … 0.3999992 
… … … … … … 
V30 0.2000000 0.3000000 0.4000000 … 0.4000000 
Hitung bobot bias baru pada hudden layer (Persamaan 2.18) 
V01 (lama) atau bias lama diperoleh berdasarkan tabel 4.36 dan berdasarkan tabel 
4.47 diperoleh ∆Vjk(Tk) dan momentum = 0.25. 
V01 (baru) = 0.49999996+ (0.25*-0.0000000008)+( 0.25*-0.0000000012)+( 0.25* 
     -0.0000002025)  = 0.499999909 
Hasil hitung bias baru pada hidden layer dari V02 (baru) sampai V030 (baru) dapat 
dilihat pada tabel 4.49. 
Tabel 4.49 Bias Baru Pada Hidden Layer 
V01 (baru) V02 (baru) V03 (baru) … V030 (baru) 
0.499999909 0.39999987 0.29999994 … 0.09999993 
Hitung bobot baru pada dari hidden layer ke output layer (Persamaan 2.17) 
Berdasarkan tabel 4.37 diperoleh W11 (Lama) dan berdasarkan tabel 4.43 diperoleh 
ΔW11 dan momentum = 0.25. 
W11(baru) T0 = 0.099989996+0.25*-0.000031 = 0.099982246 
 
 
 
IV-27 
 
W21(baru) T1 = 0.199998257+0.25*-0.000015 = 0.199994507 
W31(baru) T2 = 0.298883991+0.25*-0.000017 = 0.298879741 
Hasil hitung bobot baru selanjutnya pada hidden layer ke output layer dari W1 
sampai W30 dapat dilihat pada tabel 4.50. 
Tabel 4.50 Bobot Baru pada Hidden Layer ke Output Layer 
 W1(baru) W2 (baru) W3 (baru) … W30 (baru) 
Y0 0.099982246 0.199990131 0.099989924 … 0.099990082 
Y1 0.199994507 0.099996221 0.199996142 … 0.099996202 
Y2 0.298879741 0.0999957 0.1999957 … 0.0999957 
Hitung bobot bias baru pada hudden layer ke output layer (Persamaan 2.17) 
W01 (lama) atau bias pada hidden layer ke output layer lama diperoleh berdasarkan 
tabel 4.38 dan berdasarkan hitung korelasi bias pada fase 2 diperoleh ∆W01 dan 
momentum = 0.25. 
W01 (baru) = 0.49999991+ (0.25* -0.000032)  
W01 (baru) = 0.49999191 
Hasil hitung bias baru pada hidden layer ke output layer dari W01 (baru) sampai V03 
(baru) dapat dilihat pada tabel 4.51. 
Tabel 4.51 Bias Baru pada Hidden Layer ke Output Layer 
W01 (baru) W02 (baru) W03 (baru) 
0.49999191 0.5 0.5 
Selanjutnya untuk data ke-2 dilakukan dengan operasi data pertama, hanya saja 
nilai-nilai bobot dan bias yang digunakan adalah nilai-nilai bobot dan bias baru 
hasil fase 3 (perubahan bobot) pada data ke-1 epoch ke-2. 
2. Data ke-2 
Masukan data latih berupa variabel (X1 – X30) yang sudah ditranformasi 
menjadi 0 atau 1 dan target data latih (T0, T1 dan T2), data latih ke-2 diperoleh 
berdasarkan tabel 4.4 dengan merujuk ke no 2: 
(X1=1, X2=1, X3=1, X4=1, X5=1, X6=1, X7=1, X8=0, X9=1, X10=1, X11=0, X12=0, 
X13=0, X14=0 X15=0, X16=0, X17=0, X18=0, X19=0, X20=0, X21=0, X22=0, X23=0, 
X24=0, X25=0, X26=0, X27=0, X28=0, X29=0, X30=0, Target T0=0, T1=0,T2=0) 
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Fase 1 : Propagasi Maju (Feedforward) 
Operasi pada hidden layer. 
Data ke-2 diperoleh berdasarkan tabel 4.4 (X1 – X30) dan bobot awal diperoleh 
berdasarkan tabel 4.48 (V1 – V30). bobot awal bias ke hidden layer diperoleh 
berdasarkan tabel 4.49 (V01 = 0.499999909). 
Hitung operasi pada hidden layer (Persamaan 2.6): 
Z_net1  =   0.499999909+1*0.4999998+1*0.5999991+1*0.09999994 +1* 
0.09999964+1*0.19999995+1*0.09999995+1*0.29999990+0*
0.19999979+1*0.19999996+1*0.29999998+0*0.09999996+0*
0.69999987+0*0.59999992+0*0.09999995+0*0.79999996+0*
0.98999999+0*0.09999989+0*0.19999994+0*0.29999997+0*
0.49999987+0*0.39999982+0*0.29999996+0*0.29999998+0*
0.09999996+0*0.69999987+0*0.59999992+0*0.09999995+0*
0.29999996+0*0.19999978+0*0.09999987+0*0.19999994+0*
0.19999991+0*0.09999998+0*0.19999997+0*0.2999997 
= 2.899998129 
Hasil dari operasi pada hidden layer Z_net1 sampai Z_net30 dapat dilihat pada tabel 
4.52 berikut: 
Tabel 4.52 Operasi pada Hidden Layer 
Z_net1 Z_net2 Z_net3 Z_net4 …… Z_net30 
2.899998129 2.59999926 2.79999933 3.29999932 …… 2.79999993 
Fungsi aktivasi pada hidden layer (Persamaan 2.7): 
Berdasarkan tabel 4.52 diperoleh Znet1 = 2.899998129. 
Z1 =
1
1+𝑒−2.899998129 
= 0,952325 
Hasil fungsi aktivasi  pada hidden layer Z1 sampai Z30 dapat dilihat pada tabel 4.53. 
Tabel 4.53 Fungsi Aktivasi pada Hidden Layer 
Z1 Z2 Z3 Z4 Z5 …… Z30 
0.952325 0.930861 0.942675 0.964428 0.983697 …… 0.942676 
Operasi pada output layer. Hasil dari Z1 – Z30 diperoleh berdasarkan tabel 4.53, 
bobot awal hidden layer ke output layer (W1 –W30) diperoleh berdasarkan tabel 
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4.50 dan bobot awal bias ke output layer diperoleh berdasarkan tabel 4.51 (W0 = 
0.49999191). 
Hitung operasi pada output layer (Persamaan 2.8): 
Y_net0 = 0.49999191+0.952325*0.099982246+0.930861*0.199990131+ 
0.9426756*0.099989924+0.964428*0.099990082+0.983697*0.2
99990+0.975873*0.199990+0.924142*0.099990+0.930862*0.19
9990+0.982014*0.299990+0.985226*0.099990+0.980160*0.199
990+0.967705*0.299990+0.956893*0.199990+0.947846*0.0999
90+0.982014*0.199990+0.986613*0.099990+0.964429*0.29999
0+0.952574*0.099990+0.970688*0.099990+0.937027*0.199990
+0.930862*0.199990+0.942676*0.099990+0.956893*0.099990+
0.937027*0.299990+0.960834*0.299990+0.970688*0.199990+0
.978119*0.299990+0.989013*0.199990+0.975873*0.099990+0.
942676*0.099990 = 5.789627 
Hasil hitung pada operasi pada output layer Y_net0, Y_net1 dan Y_net2 dapat dilihat 
pada tabel 4.54. 
Tabel 4.54 Operasi pada Output Layer 
Y_net0 Y_net1 Y_net2 
5.789627 6.370687 6.265569 
Fungsi aktivasi pada output layer (Persamaan 2.9) 
Hasil Y_net0, Y_net1 dan Y_net2 diperoleh berdasarkan tabel 4.54. 
Y0 =
1
1+𝑒−5.789627  
= 0.9970 
Hasil fungsi aktivasi pada output layer Y0, Y1 dan Y2 dapat dilihat pada tabel 4.55. 
Tabel 4.55 Fungsi Aktivasi pada Output Layer 
Y0 Y1 Y2 
0.9970 0.9983 0.9981 
Check error (iterasi berhenti bila error < 0.001), Target (Tk) atau kelas pada data 
ke-2 berdasarkan tabel 4.4 target atau kelas = 1 dengan kombinasi binner 
berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0 T2=0) dan Y0 diperoleh 
berdasarkan tabel 4.25. 
Error = Tk - Yk = T0 – Y0 = 0 – 0.9970 = –0.997 
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Jumlah Kuadrad Error = (–0.997)2 = 0.994 
Fase 2 : Propagasi Mundur 
Setiap unit output menerima target yang akan dibandingkan dengan output yang 
dihasilkan. Target (Tk) atau kelas pada data ke-2 berdasarkan tabel 4.4 target atau 
kelas = 1 dengan kombinasi binner berdasarkan pada tabel 4.5 kelas 1 = (T0=0 T1=0 
T2=0) dan Y0 diperoleh berdasarkan tabel 4.55.  
Hitung nilai error pada output layer untuk T0 (Persamaan 2.10) 
δ0 = (0-0.994)* 0.994*(1-0.994) 
 = -0.0059 
Hitung nilai korelasi nilai bobot (Persamaan 2.11). 
Berdasarkan tabel 4.53 diperoleh Z1 – Z30 dan δk diperoleh dari nilai error pada 
output layer dan learning rate = 0.01. 
∆W01 = 0.01* -0.0059*0.952325= -0.000056 
Hasil hitung korelasi nilai bobot pada T0 dari ∆W02 sampai ∆W030 dapat dilihat pada 
tabel 4.56. 
Tabel 4.56 Korelasi Bobot pada T0 
∆W01 ∆W02 ∆W03 ∆W04 ………… ∆W030 
-0.000056 -0.000039 -0.0000403 -0.0000406 ………… -0.000039 
Hitung korelasi bias (Persamaan 2.12). 
δk diperoleh berdasarkan dari nilai error pada output layer dan learning rate = 
0.01. 
∆W0 = 0.01*-0.0059 
∆W0 = -0.000059 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.13). δk diperoleh berdasarkan dari nilai error pada output layer dan Wj diperoleh  
berdasarkan tabel 4.50. 
δ_net1 = -0.0059*0.099982246 
δ_net1 = -0.00059 
Hasil selanjutnya dari factor δ hidden layer pada T0 dari δ_net2 sampai δ_net30 dapat 
dilihat pada tabel 4.57. 
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Tabel 4.57 Faktor δ Hidden Layer pada T0 
δ_net1 δ_net2 δ_net3 δ_net4 ………… δ_net30 
-0.00059 -0.00023 -0.00012 -0.00032 ………… -0.00014 
Hitung faktor δ hidden layer berdasarkan error disetiap hidden layer (Persamaan 
2.14). Berdasarkan tabel 4.57 diperoleh δ_net1 – δ_net30 dan berdasarkan tabel 4.53 
diperoleh Z1 – Z30. 
δ1 = -0.00059*0.952325*(1-0.952325) 
δ1 = -0.000027 
Hasil selanjutnya dari hitung informasi kesalahan error unit j pada T0 dari δ1 sampai 
δ30 dapat dilihat pada tabel 4.58. 
Tabel 4.58 Informasi Error Unit J pada T0 
δ1 δ2 δ2 δ3 ……… δ30 
-0.000027 -0.000013 -0.000024 -0.000033 ……… -0.000028 
Hitung korelasi bobot masukan (Persamaan 2.15) 
Berdasarkan tabel 4.58 diperoleh δ1 sampai δ30 dan berdasarkan tabel 4.4 
diperoleh X1 yang merujuk pada data kedua dan learning rate = 0.01. 
∆𝑣11 = 0.01*-0.000027*1 
∆𝑣11 = -0.00000027 
Hasil selanjutnya dari korelasi bobot masukan pada T0 dari ∆𝑣11 sampai ∆𝑣130 
dapat dilihat pada tabel 4.59. 
Tabel 4.59 Korelasi Bobot Masukan T0 
No 1 2 3 … 30 
∆𝑣1 -0.000000270 -0.000000001 -0.000000010 … -0.000000102 
∆𝑣2 -0.000000171 -0.000000011 -0.000000110 … -0.000000110 
… … … … … … 
∆𝑣30 0 0 0 … 0 
Hitung korelasi bias (Persamaan 2.16). 
Berdasarkan tabel 4.58 diperoleh δ1 sampai δ30 dan learning rate = 0.01. 
∆𝑣01 = 0.01*-0.000027= -0.0000003 
Hasil selanjutnya dari korelasi bias T0 dari ∆𝑣01sampai ∆𝑣030 dapat dilihat pada 
tabel 4.60. 
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Tabel 4.60 Korelasi Bias pada T0  
∆𝒗𝟎𝟏 ∆𝒗𝟎𝟐 ∆𝒗𝟎𝟑 ∆𝒗𝟎𝟒 … ∆𝒗𝟎𝟑𝟎 
-0.0000003 -0.0000002 -0.0000002 -0.0000001 … -0.0000002 
Fase 3 : Perubahan Bobot 
Hitung bobot baru hidden layer dengan penambahkan parameter momentum (µ) 
dengan range nilai dari 0 sampai 1 (Persamaan 2.18). 
Berdasarkan tabel 4.48 diperoleh Vjk(Lama) dan berdasarkan tabel 4.59 diperoleh 
∆Vjk(Tk) dan momentum = 0.25. 
V11 (baru) = 0.4999998+ (0.25 * -0.000000270) + (0.25 * -0.000000351) + 
(0.25 *-0.000000231) = 0.49999959 
Hasil hitung bobot baru selanjutnya pada hidden layer dari V11 samapai V30 dapat 
dilihat pada tabel 4.61. 
Tabel 4.61 Bobot Baru pada Hidden Layer 
No 1 2 3 … 30 
V1 0.499999597 0.599999221 0.099999911 … 0.299999951 
V2 0.199999941 0.099999872 0.699999941 … 0.399999921 
V3 0.399999911 0.499999873 0.299999944 … 0.199999923 
V4 0.599999921 0.299999872 0.299999934 … 0.399999921 
… … … … … … 
V30 0.200000000 0.300000000 0.400000000 … 0.400000000 
Hitung bobot bias baru pada hudden layer (Persamaan 2.18) 
V01 (lama) atau bias lama diperoleh berdasarkan tabel 4.49 dan berdasarkan tabel 
4.60 diperoleh ∆Vjk(Tk) dan momentum = 0.25. 
V01 (baru) = 0.499999909+ (0.25*-0.0000003)+( 0.25*-0.0000005)+( 0.25* 
     -0.0000001)  = 0.499999837 
Hasil hitung bias baru pada hidden layer dari V02 (baru) sampai V030 (baru) dapat 
dilihat pada tabel 4.62. 
Tabel 4.62 Bias Baru Pada Hidden Layer 
V01 (baru) V02 (baru) V03 (baru) … V030 (baru) 
0.4999997 0.39999982 0.29999992 … 0.09999991 
Hitung bobot baru pada dari hidden layer ke output layer (Persamaan 2.17) 
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Berdasarkan tabel 4.50 diperoleh W11 (Lama) dan berdasarkan tabel 4.56 diperoleh 
ΔW11 dan momentum = 0.25. 
W11(baru) T0 = 0.099982246+0.25*-0.000056 = 0.099968246 
W21(baru) T1 = 0.199996169+0.25*-0.000032 = 0.099968246 
W31(baru) T2 = 0.299995721+0.25*-0.000011 = 0.299992893 
Hasil hitung bobot baru selanjutnya pada hidden layer ke output layer dari W1 
sampai W30 dapat dilihat pada tabel 4.63. 
Tabel 4.63 Bobot Baru pada Hidden Layer ke Output Layer 
 W1(baru) W2 (baru) W3 (baru) … W30 (baru) 
Y0 0.099968246 0.199990132 0.099989922 … 0.099990083 
Y1 0.099968246 0.099996221 0.1999961121 … 0.099996201 
Y2 0.299992893 0.09999572 0.19999572 … 0.09999575 
Hitung bobot bias baru pada hudden layer ke output layer (Persamaan 2.17) 
W01 (lama) atau bias lama diperoleh berdasarkan tabel 4.51 dan berdasarkan hitung 
korelasi bias pada fase 2 diperoleh ∆W01 dan momentum = 0.25. 
W01 (baru) = 0.49999191+ (0.25* -0.00059) = 0.49984441 
Hasil hitung bias baru pada hidden layer ke output layer dari W01 (baru) sampai V03 
(baru) dapat dilihat pada tabel 4.64. 
Tabel 4.64 Bias Baru pada Hidden Layer ke Output Layer 
W01 (baru) W02 (baru) W03 (baru) 
0.49999255 0.49999212 0.49999219 
Selanjutnya untuk semua data latih dilakukan dengan operasi yang sama pada data 
pertama dan kedua, hanya saja nilai-nilai bobot dan bias yang digunakan adalah 
nilai-nilai bobot dan bias baru hasil fase 3 (perubahan bobot) pada data kedua. 
Demikian seterusnya sampai data latih terakhir = 180 data latih (2 epoch). Proses 
ini diteruskan hingga maksimum epoch = 1000 atau error < 0.001 (target error) 
epoch berhenti. 
3. Data ke-180 
Data ke-180 adalah data terakhir pada proses pelatihan, setelah akhir dari proses 
pelatihan fase 1 dan 2 diperoleh bobot baru pada fase 3 perubahan bobot yang akan 
digunakan pada tahapan pengujian. Berikut adalah bobot baru pada fase 3 
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perubahan bobot yang diperoleh setelah melakukan perhitungan fase 1 propagasi 
maju dan 2 propagasi mundur pada proses pelatihan. 
Misalkan setelah akhir iterasi dan setelah melakukan perhitungan pada fase 1 dan 
2 diperoleh  bobot baru pada fase 3 perubahan bobot berikut: 
Fase 3 : Perubahan Bobot 
Hitung bobot baru hidden layer dengan penambahkan parameter momentum (µ) 
dengan range nilai dari 0 sampai 1 (Persamaan 2.18). 
Hasil hitung bobot baru selanjutnya pada hidden layer dari V11 samapai V30 dapat 
dilihat pada tabel 4.65. 
Tabel 4.65 Bobot Baru pada Hidden Layer 
No 1 2 3 … 30 
V1 0.49999991 0.59999987 0.09999994 … 0.29999993 
V2 0.19999991 0.09999987 0.69999994 … 0.39999993 
V3 0.39999991 0.49999987 0.29999994 … 0.19999993 
V4 0.59999991 0.29999987 0.29999994 … 0.39999993 
… … … … … … 
V30 0.20000000 0.30000000 0.40000000 … 0.40000000 
Hitung bobot bias baru pada hudden layer (Persamaan 2.18) 
Hasil hitung bias baru pada hidden layer dari V02 (baru) sampai V030 (baru) dapat 
dilihat pada tabel 4.66. 
Tabel 4.66 Bias Baru Pada Hidden Layer 
V01 (baru) V02 (baru) V03 (baru) … V030 (baru) 
0.49999991 0.39999987 0.29999994 … 0.09999993 
Hitung bobot baru pada dari hidden layer ke output layer (Persamaan 2.17) 
Hasil hitung bobot baru selanjutnya pada hidden layer ke output layer dari W1 
sampai W30 dapat dilihat pada tabel 4.67. 
Tabel 4.67 Bobot Baru pada Hidden Layer ke Output Layer 
 W1(baru) W2 (baru) W3 (baru) … W30 (baru) 
Y0 0.099989996 0.199990131 0.099989924 … 0.099990082 
Y1 0.199996169 0.099996221 0.199996142 … 0.099996202 
Y2 0.2999957 0.0999957 0.1999957 … 0.0999957 
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Hitung bobot bias baru pada hudden layer ke output layer (Persamaan 2.17) 
Hasil hitung bias baru pada hidden layer ke output layer dari W01 (baru) sampai V03 
(baru) dapat dilihat pada tabel 4.38. 
Tabel 4.68 Bias Baru pada Hidden Layer ke Output Layer 
W01 (baru) W02 (baru) W03 (baru) 
0.49999991 0.5 0.5 
Selanjutnya bobot akhir tahap pelatihan fase 3 (perubahan bobot ) operasi pada data 
ke-180 epoch ke-2 akan digunakan menjadi bobot awal pada epoch ke-3 dan 
seterusnya hingga epoch ke-1000.  
Epoch ke-1000 
Epoch atau iterasi ke-1000 adalah perulangan terakhir pada semua data latih 
yang berjumlah 180 data latih, proses yang dilakukan pada setiap epoch yaitu proses 
fase 1, fase 2 dan fase 3. Misalkan setelah melakukan perhitungan fase 1, fase 2 dan 
fase 3 pada data 1 sampai ke 179 selanjutnya melakukan perhitungan pada data ke-
180. 
1. Data ke-180 
Data ke-180 adalah data terakhir pada proses pelatihan, setelah akhir dari proses 
pelatihan fase 1 dan 2 diperoleh bobot baru pada fase 3 perubahan bobot yang akan 
digunakan pada tahapan pengujian. Berikut adalah bobot baru pada fase 3 
perubahan bobot yang diperoleh setelah melakukan perhitungan fase 1 propagasi 
maju dan 2 propagasi mundur pada proses pelatihan. 
Misalkan setelah melakukan perhitungan pada fase 1 dan 2 diperoleh  bobot baru 
pada fase 3 perubahan bobot berikut: 
Fase 3 : Perubahan Bobot 
Hitung bobot baru hidden layer dengan penambahkan parameter momentum (µ) 
dengan range nilai dari 0 sampai 1 (Persamaan 2.18). 
Hasil hitung bobot baru selanjutnya pada hidden layer dari V11 samapai V30 dapat 
dilihat pada tabel 4.69. 
Tabel 4.69 Bobot Baru pada Hidden Layer 
No 1 2 3 … 30 
V1 0.49999991 0.59999987 0.09999994 … 0.29999993 
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No 1 2 3 … 30 
V2 0.19999991 0.09999987 0.69999994 … 0.39999993 
V3 0.39999991 0.49999987 0.29999994 … 0.19999993 
V4 0.59999991 0.29999987 0.29999994 … 0.39999993 
… … … … … … 
V30 0.20000000 0.30000000 0.40000000 … 0.40000000 
Hitung bobot bias baru pada hudden layer (Persamaan 2.18) 
Hasil hitung bias baru pada hidden layer dari V02 (baru) sampai V030 (baru) dapat 
dilihat pada tabel 4.70. 
Tabel 4.70 Bias Baru Pada Hidden Layer 
V01 (baru) V02 (baru) V03 (baru) … V030 (baru) 
0.49999991 0.39999987 0.29999994 … 0.09999993 
Hitung bobot baru pada dari hidden layer ke output layer (Persamaan 2.17) 
Hasil hitung bobot baru selanjutnya pada hidden layer ke output layer dari W1 
sampai W30 dapat dilihat pada tabel 4.71. 
Tabel 4.71 Bobot Baru pada Hidden Layer ke Output Layer 
 W1(baru) W2 (baru) W3 (baru) … W30 (baru) 
Y0 0.099989996 0.199990131 0.099989924 … 0.099990082 
Y1 0.199996169 0.099996221 0.199996142 … 0.099996202 
Y2 0.2999957 0.0999957 0.1999957 … 0.0999957 
Hitung bobot bias baru pada hudden layer ke output layer (Persamaan 2.17) 
Hasil hitung bias baru pada hidden layer ke output layer dari W01 (baru) sampai V03 
(baru) dapat dilihat pada tabel 4.72. 
Tabel 4.72 Bias Baru pada Hidden Layer ke Output Layer 
W01 (baru) W02 (baru) W03 (baru) 
0.49999991 0.5 0.5 
Selanjutnya bobot akhir pada tahap pelatihan fase 3 (perubahan bobot ) pada epoch 
ke-1000, operasi pada data ke-180 akan digunakan menjadi bobot awal pada tahap 
pengujian.  
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4.1.2.2 Tahap Pengujian (Testing) 
Masukan data uji berupa variabel (X1 – X30) yang sudah ditranformasi menjadi 
0 atau 1, data uji diperoleh berdasarkan tabel 4.4 dengan merujuk ke no 2: 
(X1=1, X2=1, X3=1, X4=1, X5=1, X6=1, X7=1, X8=0, X9=1, X10=1, X11=0, X12=0, 
X13=0, X14=0 X15=0, X16=0, X17=0, X18=0, X19=0, X20=0, X21=0, X22=0, X23=0, 
X24=0, X25=0, X26=0, X27=0, X28=0, X29=0, X30=0) 
Fase 1 : Propagasi Maju (Feedforward) 
Operasi pada hidden layer. 
Data uji diperoleh berdasarkan tabel 4.4 (X1 – X30) yang merujuk ke no 2 dan bobot 
awal diperoleh berdasarkan tabel 4.69 (V1 – V30). bobot awal bias ke hidden layer 
diperoleh berdasarkan tabel 4.70 (V01 = 0.49999991). 
Hitung operasi pada hidden layer (Persamaan 2.6): 
Z_net1  =   0.49999991+1*0.49999991+1*0.59999987+1*0.09999994+1* 
0.19999993+1*0.19999995+1*0.09999995+1*0.29999990+0*
0.19999979+1*0.19999996+1*0.29999998+0*0.09999996+0*
0.69999987+0*0.59999992+0*0.09999995+0*0.79999996+0*
0.98999999+0*0.09999989+0*0.19999994+0*0.29999997+0*
0.49999987+0*0.39999982+0*0.29999996+0*0.29999996+0*
0.19999978+0*0.09999987+0*0.19999994+0*0.19999991+0*
0.09999998+0*0.19999997+0*0.29999993 = 2.99999930 
Hasil dari operasi pada hidden layer Z_net1 sampai Z_net30 dapat dilihat pada tabel 
4.73 berikut: 
Tabel 4.73 Operasi pada Hidden Layer 
Z_net1 Z_net2 Z_net3 Z_net4 ……… Z_net30 
2.99999930 2.59999926 2.79999933 3.29999932 ……… 2.79999993 
Fungsi aktivasi pada hidden layer (Persamaan 2.7): 
Berdasarkan tabel 4.73 diperoleh Znet1 = 2.99999930. 
Z1 =
1
1+𝑒−2.99999930  
= 0,952574 
Hasil fungsi aktivasi  pada hidden layer Z1 sampai Z30 dapat dilihat pada tabel 4.74. 
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Tabel 4.74 Fungsi Aktivasi pada Hidden Layer 
Z1 Z2 Z3 Z4 Z5 …… Z30 
0.952574 0.930862 0.942676 0.964428 0.983697 …… 0.942676 
Operasi pada output layer. 
Hasil dari Z1 – Z30 diperoleh berdasarkan tabel 4.74, bobot awal hidden layer ke 
output layer (W1 –W30) diperoleh berdasarkan tabel 4.71 dan bobot awal bias ke 
output layer diperoleh berdasarkan tabel 4.72 (W0 = 0.49999991). 
Hitung operasi pada output layer (Persamaan 2.8): 
Y_net0 = 0.49999991+0.952574*0.099989996+0.930862*0.199990131+ 
0.942676*0.099989924+0.964428*0.099990082+0.983697*0.29
9990+0.975873*0.199990+0.924142*0.099990+0.930862*0.199
990+0.982014*0.299990+0.985226*0.099990+0.980160*0.1999
90+0.967705*0.299990+0.956893*0.199990+0.947846*0.09999
0+0.982014*0.199990+0.986613*0.099990+0.964429*0.299990
+0.952574*0.099990+0.970688*0.099990+0.937027*0.199990+
0.930862*0.199990+0.942676*0.099990+0.956893*0.099990+0
.937027*0.299990+0.960834*0.299990+0.970688*0.199990+0.
978119*0.299990+0.989013*0.199990+0.975873*0.099990+0.9
42676*0.099990082= 5.789627 
Hasil hitung pada operasi pada output layer Y_net0, Y_net1 dan Y_net2 dapat dilihat 
pada tabel 4.75. 
Tabel 4.75 Operasi pada Output Layer 
Y_net0 Y_net1 Y_net2 
5.789627 6.370687 6.265569 
Fungsi aktivasi pada output layer (Persamaan 2.9) 
Hasil Y_net0, Y_net1 dan Y_net2 diperoleh berdasarkan tabel 4.75. 
Y0 =
1
1+𝑒−5.789627  
= 0.9970 
Hasil fungsi aktivasi pada output layer Y0, Y1 dan Y2 dapat dilihat pada tabel 4.76. 
Tabel 4.76 Fungsi Aktivasi pada Output Layer 
Y0 Y1 Y2 
0.9970 0.9983 0.9981 
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Keterangan :  Jika YK < 0.5, maka nilai Yk = 0 
Jika YK ≥ 0.5, maka nilai Yk = 1 
Y0 = 0.9970 = 1 
Y1 = 0.9983 = 1 
Y2 = 0.9981 = 1 
Hasil dari data pengujian baru ini berdasarkan tabel 4.5 mendapatkan nilai Y0 = 1, 
Y1 = 1 dan Y2 = 1 maka data uji yang baru termasuk kedalam kelas 5 (Gangguan 
Stres Pascatrauma). 
4.2 Perancangan Antar Muka (Interface) 
Perancangan interface atau perancangan antar muka digunakan untuk 
menghubungkan antar user kepada aplikasi yang telah dibangun sehingga user 
dapat berintraksi kepada apkasi dengan mudah. Perancangan interface pada 
penelitian ini  menggunakan GUI (Graphical User Interface) yang ada pada matlab. 
Flowchart aplikasi untuk diagnosa anxiety disorder menggunakan metode 
backpropagation momentum dapat dilihat pada gambar 4.2. 
Mulai
selesai
Pelatihan
Pengujian
Diagnosa
 
Gambar  4.2 Flowchart Aplikasi untuk diagnosa anxiety disorder 
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4.2.1 Desain Tampilan Halaman Depan 
Tampilan halaman depan adalah halaman pertama yang terdiri dari 3 pilihan 
menu pada aplikasi yang akan dibangun oleh peneliti. Berikut adalah desain 
tampilan halaman depan dapat dilihat pada gambar 4.3 dibawah ini: 
Logo
Proses Pelatihan
Proses Pengujian
Test Individu
Footer
MAIN NAVIGATION
Header
IMAGE
 
Gambar  4.3 Desain Halaman Depan 
4.2.2 Desain Tampilan Pelatihan 
Tampilan pelatihan adalah tampilan untuk melakukan proses pelatihan dan 
tampilan untuk memasukan nilai dari variabel maksimum epoch, target error, 
learning rate, jumlah neuron hidden layer dan momentum. Desain tampilan 
pelatihan dapat dilihat pada gambar 4.4 dibawah ini: 
Variaber Input
Title
Maksimum Epoch
Target Error
Learning Rate
Jumlah Neuron Hidden
Momentum
Latih Data
Latih Data
Test Individu
 
Gambar  4.4 Desain Tampilan Pelatihan 
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4.2.3 Desain Tampilan Pengujian 
Tampilan pengujian adalah tampilan untuk melakukan proses pengujian 
serta menampilkan tabel data uji dan tabel hasil pengujian dan terdapat tombol 
untuk melakukan pengujian akurasi yang menggunakan confusion matrix. Desain 
tampilan pengujian dapat dilihat pada  gambar 4.5 dibawah ini: 
Data Pengujian
Title
Load Data
Tabel Pengujian
Proses Pengujian
Hasil Pengujian
Tabel Hasil Pengujian
Hasil Pengujian
Tabel Kelas Hasil Pengujian
Comfusion Matrix Test Individu
 
Gambar  4.5 Desain Tampilan Pengujian 
4.2.4 Desain Tampilan Test Individu 
 Tampilan test individu adalah tampilan yang menampilkan variabel gejala-
gejala anxiety disorder serta hasil dari diagnosa pada simulasi aplikasi penelitian 
ini. Desain tampilan test individu dapat dilihat pada gambar 4.6 dibawah ini: 
Variabel
Reset ProsesHomeHasil Diagnosa
Variabel 1
Variabel 2
Variabel 3
Variabel 15
Please select 
Iya
Tidak
Please select 
Iya
Tidak
Please select 
Iya
Tidak
Please select 
Iya
Tidak
Variabel 16
Variabel 17
Variabel 18
Variabel 30
Please select 
Iya
Tidak
Please select 
Iya
Tidak
Please select 
Iya
Tidak
Please select 
Iya
Tidak
 
Gambar  4.6 Desain Test Individu 
 
 
 
 
 
BAB VI  
PENUTUP 
6.1 Kesimpulan 
Kesimpulan yang dapat diambil dari penelitian dengan judul Implementasi 
Backpropagation Momentum untuk Diagnosa Anxiety Disorder adalah sebagai 
berikut: 
1. Metode Backpropagation Momentum telah berhasil diimplementasikan 
untuk diagnosa Anxiety Disorder (Gangguan Kecemasan). 
2. Parameter yang digunakan pada penelitian ini yaitu learning rate 0.01, 0.1 
dan 0.2. Maksimum epoch 1000. Target error 0.001. jumlah neuron hidden 
layer 29 dan 60. Momentum 0.25, 0.1, 0.5 dan 0.8.  
3. Parameter terbaik adalah lerning rate (α) = 0.2, momentum (µ) = 0.5, 
momentum (µ) = 0.8 dan jumlah neuron hidden 60 pada perbandingan data 
latih dan data uji 70:30 dengan hasil akurasi sebesar 100%. 
4. Jumlah data latih, nilai lerning rate, jumlah neuron hidden dan momentum 
mempengaruhi hasil akurasi. 
6.2 Saran 
Berdasarkan dari hasil penelitian yang telah dilakukan , terdapat beberapa 
saran untuk penelitian selanjutnya agar menjadi adalah sebagai berikut: 
1. Metode backpropagation momentum dapat juga diterapkan pada penelitian 
selanjutnya dengan kasus yang lain. 
2. Pengembangan aplikasi berbasis android yang menggunakan web service 
sehingga lebih comfortable untuk diakses oleh user.
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LAMPIRAN A  
DATA MENTAH DAN TRANFORMASI 
Tabel A1.1 Data Mentah Anxiety Disorder 
No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
1 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
2 Y Y Y Y Y Y Y T Y Y T T T T T T T T T T T T T T T T T T T T F 
3 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
4 Y Y Y Y Y Y Y Y T Y T T T T T T T T T T T T T T T T T T T T F 
5 Y Y Y Y Y T Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
6 Y Y Y Y Y T Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
7 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
8 Y Y Y Y T Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
9 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
10 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
11 Y Y Y Y Y Y T Y Y Y T T T T T T T T T T T T T T T T T T T T F 
12 Y Y Y Y Y Y T Y Y Y T T T T T T T T T T T T T T T T T T T T F 
13 Y Y Y Y Y T Y T Y Y T T T T T T T T T T T T T T T T T T T T F 
14 Y Y Y Y Y Y T Y Y Y T T T T T T T T T T T T T T T T T T T T F 
15 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
16 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
17 Y Y Y Y Y Y Y Y T Y T T T T T T T T T T T T T T T T T T T T F 
18 Y Y Y Y T T Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
19 Y Y Y Y Y Y Y Y T Y T T T T T T T T T T T T T T T T T T T T F 
20 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
21 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
22 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
23 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
24 Y Y Y Y Y Y T Y Y Y T T T T T T T T T T T T T T T T T T T T F 
25 Y Y Y Y Y Y Y T Y Y T T T T T T T T T T T T T T T T T T T T F 
26 Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T T F 
27 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
28 Y Y Y Y Y T Y Y Y T T T T T T T T T T T T T T T T T T T T T F 
29 Y Y Y Y T Y Y Y Y T T T T T T T T T T T T T T T T T T T T T F 
30 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
31 Y Y Y Y Y Y Y T Y Y T T T T T T T T T T T T T T T T T T T T F 
32 Y Y Y Y Y Y T Y T Y T T T T T T T T T T T T T T T T T T T T F 
33 Y Y Y Y Y T Y Y T Y T T T T T T T T T T T T T T T T T T T T F 
34 Y Y Y Y Y T Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
35 Y Y Y Y T Y Y Y Y T T T T T T T T T T T T T T T T T T T T T F 
36 Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T T F 
37 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
38 Y Y Y Y Y Y Y T Y Y T T T T T T T T T T T T T T T T T T T T F 
39 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
40 Y Y Y Y Y Y Y Y Y Y T T T T T T T T T T T T T T T T T T T T F 
41 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
42 Y T T Y Y T T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
43 Y T T Y Y Y T T T T T Y Y Y Y Y T T T T T T T T T T T T T T GP 
44 Y T T Y T Y T T T T Y Y Y T Y Y T T T T T T T T T T T T T T GP 
45 Y T T T Y Y T T T T Y Y Y Y T Y T T T T T T T T T T T T T T GP 
46 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
47 Y T T Y Y T T T T T Y Y Y Y Y T T T T T T T T T T T T T T T GP 
48 Y T T Y Y Y T T T T Y T Y Y Y Y T T T T T T T T T T T T T T GP 
49 Y T T Y Y Y T T T T Y Y Y T Y Y T T T T T T T T T T T T T T GP 
50 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
51 Y T T Y T Y T T T T Y Y T Y Y Y T T T T T T T T T T T T T T GP 
52 Y T T Y Y Y T T T T T Y Y Y Y Y T T T T T T T T T T T T T T GP 
53 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
54 Y T T Y Y Y T T T T Y T Y Y Y Y T T T T T T T T T T T T T T GP 
55 Y T T Y Y T T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
56 Y T T Y T Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
57 Y T T Y Y Y T T T T Y Y Y Y T Y T T T T T T T T T T T T T T GP 
58 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
59 Y T T T Y Y T T T T Y Y Y T Y Y T T T T T T T T T T T T T T GP 
60 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
61 Y T T Y Y Y T T T T Y T Y Y Y Y T T T T T T T T T T T T T T GP 
62 Y T T Y Y Y T T T T T Y Y Y T Y T T T T T T T T T T T T T T GP 
63 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
64 Y T T Y Y Y T T T T Y Y T Y Y Y T T T T T T T T T T T T T T GP 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
65 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
66 Y T T T Y Y T T T T Y Y T Y Y Y T T T T T T T T T T T T T T GP 
67 Y T T Y T Y T T T T T Y Y Y Y Y T T T T T T T T T T T T T T GP 
68 Y T T Y Y Y T T T T Y T Y Y Y Y T T T T T T T T T T T T T T GP 
69 Y T T Y T Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
70 Y T T T Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
71 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
72 Y T T Y Y Y T T T T T Y Y Y Y Y T T T T T T T T T T T T T T GP 
73 Y T T Y Y Y T T T T Y Y Y Y T Y T T T T T T T T T T T T T T GP 
74 Y T T Y Y T T T T T Y T Y Y Y Y T T T T T T T T T T T T T T GP 
75 Y T T Y Y Y T T T T T Y Y Y T Y T T T T T T T T T T T T T T GP 
76 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
77 Y T T Y Y Y T T T T Y T Y Y Y Y T T T T T T T T T T T T T T GP 
78 Y T T Y Y T T T T T Y Y Y T Y Y T T T T T T T T T T T T T T GP 
79 Y T T Y Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
80 Y T T T Y Y T T T T Y Y Y Y Y Y T T T T T T T T T T T T T T GP 
81 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
82 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
83 Y T T Y Y Y Y T T T T T T Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
84 Y T T Y Y Y Y T T T T T T Y T T Y Y Y T Y Y Y T T T T T T T GAM 
85 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
86 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
87 Y T T Y T Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
88 Y T T Y Y Y Y T T T T T Y Y T T Y Y T Y Y Y Y T T T T T T T GAM 
89 Y T T Y Y Y T T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
90 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
91 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y T Y Y Y T T T T T T T GAM 
92 Y T T Y Y T Y T T T T T Y Y T T Y T Y Y Y Y Y T T T T T T T GAM 
93 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
94 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
95 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
96 Y T T Y Y Y T T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
97 Y T T Y Y Y T T T T T T Y Y T T Y Y T Y Y Y Y T T T T T T T GAM 
98 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y T Y Y Y T T T T T T T GAM 
99 Y T T Y Y Y T T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
100 Y T T Y Y Y Y T T T T T Y T T T Y Y Y Y Y Y Y T T T T T T T GAM 
101 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y T T T T T T T T GAM 
102 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
103 Y T T Y Y T Y T T T T T T Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
104 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
105 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
106 Y T T Y Y Y Y T T T T T Y Y T T T Y Y Y Y Y Y T T T T T T T GAM 
107 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
108 Y T T Y Y Y T T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
109 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
110 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
111 Y T T Y Y Y Y T T T T T Y Y T T Y T Y Y Y T Y T T T T T T T GAM 
112 Y T T Y Y Y Y T T T T T T Y T T Y Y Y T Y Y Y T T T T T T T GAM 
113 Y T T Y Y Y Y T T T T T Y T T T Y Y Y T Y Y Y T T T T T T T GAM 
114 Y T T Y Y Y Y T T T T T Y Y T T T Y Y Y Y Y T T T T T T T T GAM 
115 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
116 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
117 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y T Y Y T T T T T T T GAM 
118 Y T T Y Y Y Y T T T T T Y Y T T Y Y T Y Y Y Y T T T T T T T GAM 
119 Y T T Y Y Y Y T T T T T Y T T T Y Y Y Y Y Y Y T T T T T T T GAM 
120 Y T T Y Y Y Y T T T T T Y Y T T Y Y Y Y Y Y Y T T T T T T T GAM 
121 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
122 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
123 Y Y T T T T T T T T T T T T T T Y T T T T T T T Y Y T T T T GOK 
124 Y Y T T T T T T T T T T T T T T Y T T T T T T T Y Y T T T T GOK 
125 Y Y T T T T T T T T T T T T T T T T T T T T T Y Y Y T T T T GOK 
126 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y T T T T T GOK 
127 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
128 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
129 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
130 Y Y T T T T T T T T T T T T T T Y T T T T T T T Y Y T T T T GOK 
131 Y Y T T T T T T T T T T T T T T Y T T T T T T T Y Y T T T T GOK 
132 Y Y T T T T T T T T T T T T T T T T T T T T T Y Y Y T T T T GOK 
133 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
134 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
135 Y Y T T T T T T T T T T T T T T Y T T T T T T Y T Y T T T T GOK 
136 Y Y T T T T T T T T T T T T T T Y T T T T T T Y T Y T T T T GOK 
137 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
138 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y T T T T T GOK 
139 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
140 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
141 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
142 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
143 Y Y T T T T T T T T T T T T T T Y T T T T T T Y T Y T T T T GOK 
144 Y Y T T T T T T T T T T T T T T T T T T T T T Y Y Y T T T T GOK 
145 Y Y T T T T T T T T T T T T T T Y T T T T T T Y T Y T T T T GOK 
146 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
147 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
148 Y Y T T T T T T T T T T T T T T Y T T T T T T T Y Y T T T T GOK 
149 Y Y T T T T T T T T T T T T T T Y T T T T T T T Y T T T T T GOK 
150 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
151 Y Y T T T T T T T T T T T T T T Y T T T T T T Y T Y T T T T GOK 
152 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
153 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
154 Y Y T T T T T T T T T T T T T T Y T T T T T T T Y Y T T T T GOK 
155 Y Y T T T T T T T T T T T T T T Y T T T T T T Y T Y T T T T GOK 
156 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
157 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
158 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
159 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
160 Y Y T T T T T T T T T T T T T T Y T T T T T T Y Y Y T T T T GOK 
161 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y Y GSP 
162 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y Y GSP 
163 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y T T Y GSP 
164 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
165 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
166 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y T Y T GSP 
167 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y T Y T GSP 
168 Y T Y Y Y Y T T T T T T T T T T T T T T T T T T T T Y Y Y T GSP 
169 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
170 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
171 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T T Y Y T GSP 
172 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
173 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
174 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
175 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
176 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
177 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
178 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
179 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
180 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
181 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
182 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
183 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
184 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
185 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
186 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
187 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
188 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
189 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
190 Y T Y Y Y Y T T T T T T T T T T T T T T T T T T T T Y Y T T GSP 
191 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
192 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
193 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
194 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
195 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
196 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y Y T GSP 
197 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
198 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
199 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
200 Y T Y Y Y Y T T T T T T T T T T T T T T T Y T T T T Y Y T T GSP 
  
 
 
A-10 
 
Keterangan: 
F : FOBIA 
GP  : GANGGUAN PANIK 
GAM  : GANGGUAN ANXIETY MENYELURUH 
GOK  : GANGGUAN OBSESIF-KOMPULSIF 
GSP  : GANGGUAN STRES PASCATRAUMA 
Tabel A1.2 Tranformasi Data Anxiety Disorder 
No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
2 1 1 1 1 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
3 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
4 1 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
5 1 1 1 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
6 1 1 1 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
7 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
8 1 1 1 1 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
9 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
10 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
11 1 1 1 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
12 1 1 1 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
13 1 1 1 1 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
14 1 1 1 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
15 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
16 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
17 1 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
18 1 1 1 1 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
19 1 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
20 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
21 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
22 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
23 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
24 1 1 1 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
25 1 1 1 1 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
26 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
27 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
28 1 1 1 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
29 1 1 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
30 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
31 1 1 1 1 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
32 1 1 1 1 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
33 1 1 1 1 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
34 1 1 1 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
35 1 1 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
36 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
37 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
38 1 1 1 1 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
39 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
40 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
41 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
42 1 0 0 1 1 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
43 1 0 0 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
44 1 0 0 1 0 1 0 0 0 0 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
45 1 0 0 0 1 1 0 0 0 0 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
46 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
47 1 0 0 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
48 1 0 0 1 1 1 0 0 0 0 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
49 1 0 0 1 1 1 0 0 0 0 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
50 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
51 1 0 0 1 0 1 0 0 0 0 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
52 1 0 0 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
53 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
55 1 0 0 1 1 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
56 1 0 0 1 0 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
57 1 0 0 1 1 1 0 0 0 0 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
58 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
59 1 0 0 0 1 1 0 0 0 0 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
60 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
61 1 0 0 1 1 1 0 0 0 0 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
62 1 0 0 1 1 1 0 0 0 0 0 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
63 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
64 1 0 0 1 1 1 0 0 0 0 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
65 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
66 1 0 0 0 1 1 0 0 0 0 1 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
67 1 0 0 1 0 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
68 1 0 0 1 1 1 0 0 0 0 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
69 1 0 0 1 0 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
70 1 0 0 0 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
71 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
72 1 0 0 1 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
73 1 0 0 1 1 1 0 0 0 0 1 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
74 1 0 0 1 1 0 0 0 0 0 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
75 1 0 0 1 1 1 0 0 0 0 0 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
76 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
77 1 0 0 1 1 1 0 0 0 0 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
78 1 0 0 1 1 0 0 0 0 0 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
79 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
80 1 0 0 0 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
81 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
82 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
83 1 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
84 1 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 3 
85 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
86 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
87 1 0 0 1 0 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
88 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 0 1 1 1 1 0 0 0 0 0 0 0 3 
89 1 0 0 1 1 1 0 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
90 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
91 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 3 
92 1 0 0 1 1 0 1 0 0 0 0 0 1 1 0 0 1 0 1 1 1 1 1 0 0 0 0 0 0 0 3 
93 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
94 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
95 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
96 1 0 0 1 1 1 0 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
97 1 0 0 1 1 1 0 0 0 0 0 0 1 1 0 0 1 1 0 1 1 1 1 0 0 0 0 0 0 0 3 
98 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 3 
99 1 0 0 1 1 1 0 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
100 1 0 0 1 1 1 1 0 0 0 0 0 1 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
101 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 3 
102 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
103 1 0 0 1 1 0 1 0 0 0 0 0 0 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
104 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
105 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
106 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
107 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
108 1 0 0 1 1 1 0 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
109 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
110 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
111 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 0 1 1 1 0 1 0 0 0 0 0 0 0 3 
112 1 0 0 1 1 1 1 0 0 0 0 0 0 1 0 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 3 
113 1 0 0 1 1 1 1 0 0 0 0 0 1 0 0 0 1 1 1 0 1 1 1 0 0 0 0 0 0 0 3 
114 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 3 
115 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
116 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
117 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 0 1 1 0 0 0 0 0 0 0 3 
118 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 0 1 1 1 1 0 0 0 0 0 0 0 3 
119 1 0 0 1 1 1 1 0 0 0 0 0 1 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
120 1 0 0 1 1 1 1 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 3 
121 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
122 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
123 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 4 
124 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 4 
125 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
126 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 4 
127 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
128 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
129 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
130 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 4 
131 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 4 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
132 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
133 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
134 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
135 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 4 
136 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 4 
137 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
138 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 4 
139 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
140 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
141 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
142 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
143 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 4 
144 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
145 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 4 
146 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
147 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
148 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 4 
149 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 4 
150 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
151 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 4 
152 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
153 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
154 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 4 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
155 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 4 
156 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
157 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
158 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
159 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
160 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 4 
161 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 1 5 
162 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 1 5 
163 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 5 
164 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
165 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
166 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 5 
167 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 5 
168 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 5 
169 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
170 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
171 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 0 5 
172 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
173 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
174 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
175 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
176 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
177 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
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No 
X
1 
X
2 
X
3 
X
4 
X
5 
X
6 
X
7 
X
8 
X
9 
X
10 
X
11 
X
12 
X
13 
X
14 
X
15 
X
16 
X
17 
X
18 
X
19 
X
20 
X
21 
X
22 
X
23 
X
24 
X
25 
X
26 
X
27 
X
28 
X
29 
X
30 
KET 
178 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
179 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
180 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
181 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
182 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
183 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
184 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
185 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
186 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
187 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
188 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
189 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
190 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 5 
191 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
192 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
193 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
194 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
195 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
196 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 5 
197 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
198 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
199 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
200 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5 
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LAMPIRAN B  
HASIL PENGUJIAN PARAMETER 
Hasil Pengujian parameter yang ditampilkan berikut adalah merupakan 
hasil dari pengujian berdasarkan learning rate (α), pengujian ini menggunakan data 
dengan perbandingan 70:30 (data latih 140 dana data uji 60), 80:20 (data latih 160 
dan data uji 40). Pada pengujian ini menggunakan 1000 epoch dan target error 
0.001. 
B1 Pembagian Data 70:30 
A. Learning Rate 0.01 
1. Pengujian dengan learning rate 0.01, jumlah neuron hidden leyer 29 dan 
momentum 0.25 dapat dilihat pada tebel B1.1 berikut ini: 
Tabel B1.1 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.25 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 2 
2 5 4 
3 2 2 
4 3 3 
5 5 2 
6 1 1 
7 1 1 
8 1 1 
9 2 2 
10 2 2 
11 1 1 
12 1 1 
13 3 3 
14 4 4 
15 2 2 
16 3 1 
17 2 2 
18 2 2 
19 5 2 
20 1 1 
21 3 3 
22 1 1 
23 4 4 
24 1 1 
25 4 4 
26 3 3 
27 3 3 
28 1 1 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
29 2 2 
30 3 3 
31 4 4 
32 2 2 
33 5 2 
34 4 2 
35 2 2 
36 1 1 
37 5 2 
38 2 2 
39 3 3 
40 4 4 
41 5 2 
42 5 2 
43 1 1 
44 1 1 
45 2 2 
46 1 1 
47 5 2 
48 5 2 
49 4 4 
50 5 2 
51 5 2 
52 1 1 
53 3 3 
54 4 4 
55 3 3 
56 3 3 
57 1 1 
58 2 2 
59 5 2 
60 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 29 dan momentum 0.25 yang telah dilakukan oleh peneliti dapat dilihat 
pada tabel B1.2 berikut ini: 
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Tabel B1.2 Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 29 dan Momentum 0.25 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 15 0 1 0 0 
Kelas 2 0 13 0 1 12 
Kelas 3 0 1 10 0 0 
Kelas 4 0 0 0 7 1 
Kelas 5 0 0 0 0 0 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 60 
Akurasi = 
15+13+10+7
60
𝑥 100 = 75% 
2. Pengujian dengan learning rate 0.01, jumlah neuron hidden leyer 29 dan 
momentum 0.1 dapat dilihat pada tebel B1.3 berikut ini: 
Tabel B1.3 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.1 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 3 
2 5 3 
3 2 2 
4 3 3 
5 5 3 
6 1 1 
7 1 1 
8 1 1 
9 2 4 
10 2 4 
11 1 1 
12 1 1 
13 3 3 
14 4 3 
15 2 4 
16 3 3 
17 2 2 
18 2 5 
19 5 3 
20 1 4 
21 3 3 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
22 1 2 
23 4 4 
24 1 1 
25 4 4 
26 3 3 
27 3 3 
28 1 1 
29 2 4 
30 3 3 
31 4 4 
32 2 4 
33 5 3 
34 4 4 
35 2 4 
36 1 1 
37 5 3 
38 2 2 
39 3 3 
40 4 4 
41 5 3 
42 5 3 
43 1 1 
44 1 1 
45 2 4 
46 1 1 
47 5 3 
48 5 3 
49 4 4 
50 5 3 
51 5 3 
52 1 1 
53 3 2 
54 4 3 
55 3 3 
56 3 3 
57 1 2 
58 2 2 
59 5 3 
60 2 4 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 29 dan momentum 0.1 dapat dilihat pada tabel B1.4 berikut ini: 
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Tabel B1.4 Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 29 dan Momentum 0.1 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 12 0 0 0 0 
Kelas 2 2 4 1 0 0 
Kelas 3 0 0 10 2 13 
Kelas 4 1 8 0 6 0 
Kelas 5 0 1 0 0 0 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 60 
Akurasi = 
12+4+10+6
60
𝑥 100 = 53% 
3. Pengujian dengan learning rate 0.01, jumlah neuron hidden leyer 29 dan 
momentum 0.5 dapat dilihat pada tebel B1.5 berikut ini: 
Tabel B1.5 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.5 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 4 
2 5 5 
3 2 2 
4 3 2 
5 5 5 
6 1 1 
7 1 3 
8 1 1 
9 2 2 
10 2 4 
11 1 1 
12 1 1 
13 3 2 
14 4 2 
15 2 4 
16 3 2 
17 2 2 
18 2 2 
19 5 4 
20 1 1 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
21 3 2 
22 1 1 
23 4 2 
24 1 1 
25 4 2 
26 3 2 
27 3 2 
28 1 1 
29 2 2 
30 3 2 
31 4 2 
32 2 2 
33 5 5 
34 4 2 
35 2 2 
36 1 1 
37 5 5 
38 2 4 
39 3 2 
40 4 2 
41 5 4 
42 5 4 
43 1 1 
44 1 1 
45 2 2 
46 1 1 
47 5 5 
48 5 4 
49 4 2 
50 5 5 
51 5 4 
52 1 3 
53 3 3 
54 4 2 
55 3 2 
56 3 2 
57 1 3 
58 2 2 
59 5 5 
60 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 29 dan momentum 0.5 dapat dilihat pada tabel B1.6 berikut ini: 
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Tabel B1.6 Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 29 dan Momentum 0.5 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 12 0 0 0 0 
Kelas 2 0 10 10 8 0 
Kelas 3 3 0 1 0 0 
Kelas 4 0 3 0 0 6 
Kelas 5 0 0 0 0 7 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 60 
Akurasi = 
12+10+1+7
60
𝑥 100 = 50% 
4. Pengujian dengan learning rate 0.01, jumlah neuron hidden leyer 29 dan 
momentum 0.8 dapat dilihat pada tebel B1.7 berikut ini: 
Tabel B1.7 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.8 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 4 
2 5 2 
3 2 4 
4 3 4 
5 5 5 
6 1 2 
7 1 2 
8 1 2 
9 2 2 
10 2 2 
11 1 2 
12 1 2 
13 3 2 
14 4 4 
15 2 2 
16 3 4 
17 2 4 
18 2 4 
19 5 4 
20 1 2 
21 3 4 
 
 
B-8 
 
Data Ke Target Hasil Pengujian Anxiety Disorder 
22 1 4 
23 4 4 
24 1 2 
25 4 4 
26 3 2 
27 3 4 
28 1 2 
29 2 4 
30 3 4 
31 4 4 
32 2 2 
33 5 5 
34 4 4 
35 2 4 
36 1 2 
37 5 5 
38 2 2 
39 3 4 
40 4 4 
41 5 4 
42 5 4 
43 1 2 
44 1 2 
45 2 4 
46 1 2 
47 5 5 
48 5 4 
49 4 4 
50 5 5 
51 5 4 
52 1 2 
53 3 4 
54 4 4 
55 3 4 
56 3 4 
57 1 4 
58 2 4 
59 5 5 
60 2 4 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 29 dan momentum 0.8 dapat dilihat pada tabel B1.8 berikut ini: 
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Tabel B1.8 Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 29 dan Momentum 0.8 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 0 0 0 0 0 
Kelas 2 13 5 3 0 1 
Kelas 3 0 0 0 0 0 
Kelas 4 2 8 9 8 6 
Kelas 5 0 0 0 0 6 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 60 
Akurasi = 
5+8+6
60
𝑥 100 = 31% 
B. Learning Rate 0.1 
1. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 29 dan 
momentum 0.25 dapat dilihat pada tebel B1.9 berikut ini: 
Tabel B1.9 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.25 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 5 
2 5 5 
3 2 2 
4 3 3 
5 5 5 
6 1 4 
7 1 4 
8 1 4 
9 2 2 
10 2 2 
11 1 4 
12 1 4 
13 3 3 
14 4 4 
15 2 2 
16 3 3 
17 2 2 
18 2 2 
19 5 5 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
20 1 4 
21 3 3 
22 1 4 
23 4 4 
24 1 4 
25 4 4 
26 3 3 
27 3 3 
28 1 4 
29 2 2 
30 3 3 
31 4 4 
32 2 2 
33 5 5 
34 4 4 
35 2 2 
36 1 4 
37 5 5 
38 2 2 
39 3 3 
40 4 4 
41 5 5 
42 5 5 
43 1 4 
44 1 4 
45 2 2 
46 1 4 
47 5 5 
48 5 5 
49 4 4 
50 5 5 
51 5 5 
52 1 4 
53 3 3 
54 4 4 
55 3 3 
56 3 3 
57 1 4 
58 2 2 
59 5 5 
60 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1, neuron 
hidden layer 29 dan momentum 0.25 dapat dilihat pada tabel B1.10 berikut ini: 
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Tabel B1.10 Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 29 dan Momentum 0.25 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 0 0 0 0 0 
Kelas 2 0 13 0 0 0 
Kelas 3 0 0 11 0 0 
Kelas 4 15 0 0 8 0 
Kelas 5 0 0 0 0 13 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 60 
Akurasi = 
13+11+8+13
60
𝑥 100 = 75% 
2. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 29 dan 
momentum 0.1 dapat dilihat pada tebel B1.11 berikut ini: 
Tabel B1.11 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.1 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 5 
2 5 5 
3 2 2 
4 3 3 
5 5 5 
6 1 1 
7 1 1 
8 1 1 
9 2 2 
10 2 2 
11 1 1 
12 1 1 
13 3 3 
14 4 4 
15 2 2 
16 3 3 
17 2 2 
18 2 2 
19 5 5 
20 1 1 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
21 3 3 
22 1 1 
23 4 4 
24 1 1 
25 4 4 
26 3 3 
27 3 4 
28 1 1 
29 2 2 
30 3 3 
31 4 4 
32 2 2 
33 5 5 
34 4 4 
35 2 2 
36 1 1 
37 5 5 
38 2 2 
39 3 3 
40 4 4 
41 5 5 
42 5 5 
43 1 1 
44 1 1 
45 2 2 
46 1 1 
47 5 5 
48 5 5 
49 4 4 
50 5 5 
51 5 5 
52 1 1 
53 3 3 
54 4 4 
55 3 3 
56 3 3 
57 1 1 
58 2 2 
59 5 5 
60 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1, neuron 
hidden layer 29 dan momentum 0.1 dapat dilihat pada tabel B1.12 berikut ini: 
 
 
B-13 
 
Tabel B1.12 Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 29 dan Momentum 0.1 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 15 0 0 0 0 
Kelas 2 0 13 0 0 0 
Kelas 3 0 0 10 0 0 
Kelas 4 0 0 1 8 0 
Kelas 5 0 0 0 0 13 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 60 
Akurasi = 
15+13+10+8+13
60
𝑥 100 = 98.3% 
3. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 60 dan 
momentum 0.5 dapat dilihat pada tebel B1.13 berikut ini: 
Tabel B1.13 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 60 dan Momentum 0.5 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 5 
2 5 5 
3 2 2 
4 3 3 
5 5 5 
6 1 1 
7 1 1 
8 1 1 
9 2 2 
10 2 2 
11 1 1 
12 1 1 
13 3 3 
14 4 4 
15 2 2 
16 3 3 
17 2 2 
18 2 2 
19 5 5 
20 1 1 
21 3 3 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
22 1 1 
23 4 4 
24 1 1 
25 4 4 
26 3 3 
27 3 3 
28 1 1 
29 2 2 
30 3 3 
31 4 4 
32 2 2 
33 5 5 
34 4 4 
35 2 2 
36 1 1 
37 5 5 
38 2 2 
39 3 3 
40 4 4 
41 5 5 
42 5 5 
43 1 1 
44 1 1 
45 2 2 
46 1 1 
47 5 5 
48 5 5 
49 4 4 
50 5 5 
51 5 5 
52 1 1 
53 3 3 
54 4 4 
55 3 3 
56 3 3 
57 1 1 
58 2 2 
59 5 5 
60 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1, neuron 
hidden layer 60 dan momentum 0.5 dapat dilihat pada tabel B1.14 berikut ini: 
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Tabel B1.14 Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 60 dan Momentum 0.5 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 15 0 0 0 0 
Kelas 2 0 13 0 0 0 
Kelas 3 0 0 11 0 0 
Kelas 4 0 0 0 8 0 
Kelas 5 0 0 0 0 13 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 60 
Akurasi = 
15+13+11+8+13
60
𝑥 100 = 100% 
4. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 60 dan 
momentum 0.8 dapat dilihat pada tebel B1.15 berikut ini: 
Tabel B1.15 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 60 dan Momentum 0.8 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 5 
2 5 5 
3 2 2 
4 3 3 
5 5 5 
6 1 1 
7 1 1 
8 1 1 
9 2 2 
10 2 2 
11 1 1 
12 1 1 
13 3 3 
14 4 4 
15 2 2 
16 3 3 
17 2 2 
18 2 2 
19 5 5 
20 1 1 
21 3 3 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
22 1 1 
23 4 4 
24 1 1 
25 4 4 
26 3 3 
27 3 3 
28 1 1 
29 2 2 
30 3 3 
31 4 4 
32 2 2 
33 5 5 
34 4 4 
35 2 2 
36 1 1 
37 5 5 
38 2 2 
39 3 3 
40 4 4 
41 5 5 
42 5 5 
43 1 1 
44 1 1 
45 2 2 
46 1 1 
47 5 5 
48 5 5 
49 4 4 
50 5 5 
51 5 5 
52 1 1 
53 3 3 
54 4 4 
55 3 3 
56 3 3 
57 1 1 
58 2 2 
59 5 5 
60 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1, neuron 
hidden layer 60 dan momentum 0.8 dapat dilihat pada tabel B1.16 berikut ini: 
 
 
B-17 
 
Tabel B1.16 Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 60 dan Momentum 0.8 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 15 0 0 0 0 
Kelas 2 0 13 0 0 0 
Kelas 3 0 0 11 0 0 
Kelas 4 0 0 0 8 0 
Kelas 5 0 0 0 0 13 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 60 
Akurasi = 
15+13+11+8+13
60
𝑥 100 = 100% 
C. Learning Rate 0.2 
1. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 29 dan 
momentum 0.25 dapat dilihat pada tebel B1.17 berikut ini: 
Tabel B1.17 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.25 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 5 
2 5 5 
3 2 2 
4 3 3 
5 5 5 
6 1 1 
7 1 1 
8 1 1 
9 2 2 
10 2 2 
11 1 1 
12 1 1 
13 3 3 
14 4 4 
15 2 2 
16 3 3 
17 2 2 
18 2 2 
19 5 5 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
20 1 1 
21 3 3 
22 1 1 
23 4 4 
24 1 1 
25 4 4 
26 3 3 
27 3 3 
28 1 1 
29 2 2 
30 3 3 
31 4 4 
32 2 2 
33 5 5 
34 4 4 
35 2 2 
36 1 1 
37 5 5 
38 2 2 
39 3 3 
40 4 4 
41 5 5 
42 5 5 
43 1 1 
44 1 1 
45 2 2 
46 1 1 
47 5 5 
48 5 5 
49 4 4 
50 5 5 
51 5 5 
52 1 1 
53 3 3 
54 4 4 
55 3 3 
56 3 3 
57 1 1 
58 2 2 
59 5 5 
60 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2, neuron hidden 
layer 29 dan momentum 0.25 dapat dilihat pada tabel B1.18 berikut ini: 
 
 
B-19 
 
Tabel B1.18 Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 29 dan Momentum 0.25 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 15 0 0 0 0 
Kelas 2 0 13 0 0 0 
Kelas 3 0 0 11 0 0 
Kelas 4 0 0 0 8 0 
Kelas 5 0 0 0 0 13 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 60 
Akurasi = 
15+13+11+8+13
60
𝑥 100 = 100% 
2. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 29 dan 
momentum 0.1 dapat dilihat pada tebel B1.19 berikut ini: 
Tabel B1.19 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.1 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 5 
2 5 5 
3 2 2 
4 3 3 
5 5 5 
6 1 1 
7 1 1 
8 1 1 
9 2 2 
10 2 2 
11 1 1 
12 1 1 
13 3 3 
14 4 4 
15 2 2 
16 3 3 
17 2 2 
18 2 2 
19 5 5 
20 1 1 
21 3 3 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
22 1 1 
23 4 4 
24 1 1 
25 4 4 
26 3 3 
27 3 3 
28 1 1 
29 2 2 
30 3 3 
31 4 4 
32 2 2 
33 5 5 
34 4 4 
35 2 2 
36 1 1 
37 5 5 
38 2 2 
39 3 3 
40 4 4 
41 5 5 
42 5 5 
43 1 1 
44 1 1 
45 2 2 
46 1 1 
47 5 5 
48 5 5 
49 4 4 
50 5 5 
51 5 5 
52 1 1 
53 3 3 
54 4 4 
55 3 3 
56 3 3 
57 1 1 
58 2 2 
59 5 5 
60 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2, neuron 
hidden layer 29 dan momentum 0.1 dapat dilihat pada tabel B1.20 berikut ini: 
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Tabel B1.20 Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 29 dan Momentum 0.1 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 15 0 0 0 0 
Kelas 2 0 13 0 0 0 
Kelas 3 0 0 11 0 0 
Kelas 4 0 0 0 8 0 
Kelas 5 0 0 0 0 13 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 60 
Akurasi = 
15+13+11+8+13
60
𝑥 100 = 100% 
3. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 60 dan 
momentum 0.5 dapat dilihat pada tebel B1.21 berikut ini: 
Tabel B1.21 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 60 dan Momentum 0.5 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 5 
2 5 5 
3 2 2 
4 3 3 
5 5 5 
6 1 1 
7 1 1 
8 1 1 
9 2 2 
10 2 2 
11 1 1 
12 1 1 
13 3 3 
14 4 4 
15 2 2 
16 3 3 
17 2 2 
18 2 2 
19 5 5 
20 1 1 
21 3 3 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
22 1 1 
23 4 4 
24 1 1 
25 4 4 
26 3 3 
27 3 3 
28 1 1 
29 2 2 
30 3 3 
31 4 4 
32 2 2 
33 5 5 
34 4 4 
35 2 2 
36 1 1 
37 5 5 
38 2 2 
39 3 3 
40 4 4 
41 5 5 
42 5 5 
43 1 1 
44 1 1 
45 2 2 
46 1 1 
47 5 5 
48 5 5 
49 4 4 
50 5 5 
51 5 5 
52 1 1 
53 3 3 
54 4 4 
55 3 3 
56 3 3 
57 1 1 
58 2 2 
59 5 5 
60 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2, neuron 
hidden layer 60 dan momentum 0.5 dapat dilihat pada tabel B1.22 berikut ini: 
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Tabel B1.22 Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 60 dan Momentum 0.5 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 15 0 0 0 0 
Kelas 2 0 13 0 0 0 
Kelas 3 0 0 11 0 0 
Kelas 4 0 0 0 8 0 
Kelas 5 0 0 0 0 13 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 20 
Akurasi = 
15+13+11+8+13
60
𝑥 100 = 100% 
4. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 60 dan 
momentum 0.8 dapat dilihat pada tebel B1.23 berikut ini: 
Tabel B1.23 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.8 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 5 5 
2 5 5 
3 2 2 
4 3 3 
5 5 5 
6 1 1 
7 1 1 
8 1 1 
9 2 2 
10 2 2 
11 1 1 
12 1 1 
13 3 3 
14 4 4 
15 2 2 
16 3 3 
17 2 2 
18 2 2 
19 5 5 
20 1 1 
21 3 3 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
22 1 1 
23 4 4 
24 1 1 
25 4 4 
26 3 3 
27 3 3 
28 1 1 
29 2 2 
30 3 3 
31 4 4 
32 2 2 
33 5 5 
34 4 4 
35 2 2 
36 1 1 
37 5 5 
38 2 2 
39 3 3 
40 4 4 
41 5 5 
42 5 5 
43 1 1 
44 1 1 
45 2 2 
46 1 1 
47 5 5 
48 5 5 
49 4 4 
50 5 5 
51 5 5 
52 1 1 
53 3 3 
54 4 4 
55 3 3 
56 3 3 
57 1 1 
58 2 2 
59 5 5 
60 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2, neuron 
hidden layer 60 dan momentum 0.8 dapat dilihat pada tabel B1.24 berikut ini: 
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Tabel B1.24 Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 60 dan Momentum 0.8 (70:30) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 15 0 0 0 0 
Kelas 2 0 13 0 0 0 
Kelas 3 0 0 11 0 0 
Kelas 4 0 0 0 8 0 
Kelas 5 0 0 0 0 13 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 20 
Akurasi = 
15+13+11+8+13
60
𝑥 100 = 100% 
B2 Pembagian Data 80:20 
A. Learning Rate 0.01 
1. Pengujian dengan learning rate 0.01, jumlah neuron hidden leyer 29 dan 
momentum 0.25 dapat dilihat pada tebel B2.1 berikut ini: 
Tabel B2.1 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.25 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 4 
2 1 4 
3 4 4 
4 1 4 
5 4 4 
6 3 4 
7 3 4 
8 1 4 
9 2 2 
10 3 4 
11 4 4 
12 2 2 
13 5 4 
14 4 4 
15 2 2 
16 1 4 
17 5 4 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
18 2 2 
19 3 4 
20 4 4 
21 5 5 
22 5 5 
23 1 4 
24 1 4 
25 2 2 
26 1 5 
27 5 4 
28 5 5 
29 4 4 
30 5 4 
31 5 5 
32 1 2 
33 3 4 
34 4 4 
35 3 4 
36 3 4 
37 1 5 
38 2 3 
39 5 4 
40 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 29 dan momentum 0.25 dapat dilihat pada tabel B2.2 berikut ini: 
Tabel B2.2 Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 29 dan Momentum 0.25 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 0 0 0 0 0 
Kelas 2 1 6 0 0 0 
Kelas 3 0 1 0 0 0 
Kelas 4 6 0 8 7 5 
Kelas 5 2 0 0 0 4 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
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Jumlah data uji: 40 
Akurasi = 
6+7+4
40
𝑥 100 = 42% 
2. Pengujian dengan learning rate 0.01, jumlah neuron hidden leyer 29 dan 
momentum 0.1 dapat dilihat pada tebel B2.3 berikut ini: 
Tabel B2.3 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.1 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
2 1 5 
3 4 4 
4 1 1 
5 4 4 
6 3 4 
7 3 1 
8 1 1 
9 2 3 
10 3 3 
11 4 4 
12 2 3 
13 5 3 
14 4 4 
15 2 3 
16 1 1 
17 5 3 
18 2 3 
19 3 3 
20 4 4 
21 5 3 
22 5 3 
23 1 1 
24 1 1 
25 2 3 
26 1 4 
27 5 3 
28 5 3 
29 4 4 
30 5 3 
31 5 3 
32 1 1 
33 3 3 
34 4 4 
35 3 3 
36 3 3 
37 1 3 
38 2 3 
39 5 3 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
40 2 3 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 29 dan momentum 0.1 dapat dilihat pada tabel B2.4 berikut ini: 
Tabel B2.4 Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 29 dan Momentum 0.1(80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 6 0 1 2 0 
Kelas 2 0 0 7 0 0 
Kelas 3 1 0 6 0 9 
Kelas 4 1 0 1 7 0 
Kelas 5 1 0 0 0 0 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 40 
Akurasi = 
6+6+7
40
𝑥 100 = 47.5% 
3. Pengujian dengan learning rate 0.01, jumlah neuron hidden leyer 29 dan 
momentum 0.5 dapat dilihat pada tebel B2.5 berikut ini: 
Tabel B2.5 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.5 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
2 1 1 
3 4 4 
4 1 3 
5 4 4 
6 3 3 
7 3 1 
8 1 3 
9 2 4 
10 3 3 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
11 4 4 
12 2 4 
13 5 5 
14 4 4 
15 2 4 
16 1 3 
17 5 5 
18 2 4 
19 3 3 
20 4 4 
21 5 5 
22 5 5 
23 1 3 
24 1 3 
25 2 4 
26 1 1 
27 5 5 
28 5 5 
29 4 4 
30 5 5 
31 5 5 
32 1 3 
33 3 3 
34 4 4 
35 3 1 
36 3 3 
37 1 3 
38 2 4 
39 5 5 
40 2 4 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 29 dan momentum 0.5 dapat dilihat pada tabel B2.6 berikut ini: 
Tabel B2.6 Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 29 dan Momentum 0.5 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 2 0 2 0 0 
Kelas 2 0 0 0 0 0 
Kelas 3 7 0 6 0 0 
Kelas 4 0 7 0 7 0 
Kelas 5 0 0 0 0 9 
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Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 40 
Akurasi = 
2+6+7+9
40
𝑥 100 = 60% 
4. Pengujian dengan learning rate 0.01, jumlah neuron hidden leyer 29 dan 
momentum 0.8 dapat dilihat pada tebel B2.7 berikut ini: 
Tabel B2.7 Rincian Hasil Pengujian dengan Learning Rate 0.01, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.8 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
2 1 3 
3 4 4 
4 1 3 
5 4 4 
6 3 3 
7 3 3 
8 1 3 
9 2 2 
10 3 3 
11 4 4 
12 2 2 
13 5 4 
14 4 4 
15 2 2 
16 1 3 
17 5 4 
18 2 2 
19 3 3 
20 4 4 
21 5 4 
22 5 4 
23 1 3 
24 1 3 
25 2 2 
26 1 3 
27 5 4 
28 5 4 
29 4 4 
30 5 4 
31 5 4 
32 1 3 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
33 3 3 
34 4 4 
35 3 3 
36 3 3 
37 1 3 
38 2 2 
39 5 4 
40 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.01, neuron 
hidden layer 29 dan momentum 0.8 dapat dilihat pada tabel B2.8 berikut ini: 
Tabel B2.8 Pengujian Confusion Matrix dengan Learning Rate 0.01, Neuron 
Hidden Layer 29 dan Momentum 0.8 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 0 0 0 0 0 
Kelas 2 0 7 0 0 0 
Kelas 3 9 0 8 0 0 
Kelas 4 0 0 0 7 9 
Kelas 5 0 0 0 0 0 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 40 
Akurasi = 
7+8+7
40
𝑥 100 = 55% 
B. Learning Rate 0.1 
1. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 29 dan 
momentum 0.25 dapat dilihat pada tebel B2.9 berikut ini: 
Tabel B2.9 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.25 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
2 1 1 
3 4 4 
4 1 1 
5 4 4 
6 3 3 
7 3 3 
8 1 1 
9 2 2 
10 3 3 
11 4 4 
12 2 2 
13 5 4 
14 4 4 
15 2 2 
16 1 1 
17 5 4 
18 2 2 
19 3 3 
20 4 4 
21 5 4 
22 5 4 
23 1 1 
24 1 1 
25 2 2 
26 1 1 
27 5 4 
28 5 4 
29 4 4 
30 5 4 
31 5 4 
32 1 1 
33 3 3 
34 4 4 
35 3 3 
36 3 3 
37 1 1 
38 2 2 
39 5 4 
40 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1, neuron 
hidden layer 29 dan momentum 0.25 yang telah dilakukan oleh peneliti dapat dilihat 
pada tabel B2.10 berikut ini: 
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Tabel B2.10 Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 29 dan Momentum 0.25 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 9 0 0 0 0 
Kelas 2 0 7 0 0 0 
Kelas 3 0 0 8 0 0 
Kelas 4 0 0 0 7 9 
Kelas 5 0 0 0 0 0 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 40 
Akurasi = 
9+7+8+7+0
40
𝑥 100 = 77.5% 
2. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 29 dan 
momentum 0.1 dapat dilihat pada tebel B2.11 berikut ini: 
Tabel B2.11 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.1 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
2 1 1 
3 4 2 
4 1 1 
5 4 2 
6 3 3 
7 3 3 
8 1 1 
9 2 2 
10 3 3 
11 4 2 
12 2 2 
13 5 5 
14 4 2 
15 2 2 
16 1 1 
17 5 5 
18 2 2 
19 3 3 
20 4 2 
21 5 5 
 
 
B-34 
 
Data Ke Target Hasil Pengujian Anxiety Disorder 
22 5 5 
23 1 1 
24 1 1 
25 2 2 
26 1 1 
27 5 5 
28 5 5 
29 4 2 
30 5 5 
31 5 5 
32 1 1 
33 3 3 
34 4 2 
35 3 3 
36 3 3 
37 1 1 
38 2 2 
39 5 5 
40 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1, neuron 
hidden layer 29 dan momentum 0.1 dapat dilihat pada tabel B2.12 berikut ini: 
Tabel B2. 12 Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 29 dan Momentum 0.1 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 9 0 0 0 0 
Kelas 2 0 7 0 7 0 
Kelas 3 0 0 8 0 0 
Kelas 4 0 0 0 0 0 
Kelas 5 0 0 0 0 9 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 20 
Akurasi = 
9+7+8+9
20
𝑥 100 = 82.5% 
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3. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 60 dan 
momentum 0.5 dapat dilihat pada tebel B2.13 berikut ini: 
Tabel B2.13 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 60 dan Momentum 0.5 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
2 1 1 
3 4 4 
4 1 1 
5 4 4 
6 3 3 
7 3 4 
8 1 1 
9 2 2 
10 3 3 
11 4 4 
12 2 2 
13 5 5 
14 4 4 
15 2 2 
16 1 1 
17 5 5 
18 2 2 
19 3 3 
20 4 4 
21 5 5 
22 5 5 
23 1 1 
24 1 1 
25 2 2 
26 1 1 
27 5 5 
28 5 5 
29 4 4 
30 5 5 
31 5 5 
32 1 1 
33 3 3 
34 4 4 
35 3 3 
36 3 3 
37 1 1 
38 2 2 
39 5 5 
40 2 2 
 
 
 
 
B-36 
 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1, neuron 
hidden layer 60 dan momentum 0.5 dapat dilihat pada tabel B2.14 berikut ini: 
Tabel B2.14 Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 60 dan Momentum 0.5 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 9 0 0 0 0 
Kelas 2 0 7 0 0 0 
Kelas 3 0 0 7 0 0 
Kelas 4 0 0 1 7 0 
Kelas 5 0 0 0 0 9 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 40 
Akurasi = 
9+7+7+7+9
40
𝑥 100 = 97.5% 
4. Pengujian dengan learning rate 0.1, jumlah neuron hidden leyer 60 dan 
momentum 0.8 dapat dilihat pada tebel B2.15 berikut ini: 
Tabel B2. 15 Rincian Hasil Pengujian dengan Learning Rate 0.1, Jumlah 
Neuron Hidden Layer 60 dan Momentum 0.8 (70:30) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
2 1 1 
3 4 4 
4 1 1 
5 4 4 
6 3 3 
7 3 3 
8 1 1 
9 2 2 
10 3 3 
11 4 4 
12 2 2 
13 5 5 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
14 4 4 
15 2 2 
16 1 1 
17 5 5 
18 2 2 
19 3 3 
20 4 4 
21 5 5 
22 5 5 
23 1 1 
24 1 1 
25 2 2 
26 1 1 
27 5 5 
28 5 5 
29 4 4 
30 5 5 
31 5 5 
32 1 1 
33 3 3 
34 4 4 
35 3 3 
36 3 3 
37 1 1 
38 2 2 
39 5 5 
40 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.1, neuron 
hidden layer 60 dan momentum 0.8 dapat dilihat pada tabel B2.16 berikut ini: 
Tabel B2.16 Pengujian Confusion Matrix dengan Learning Rate 0.1, Neuron 
Hidden Layer 60 dan Momentum 0.8 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 9 0 0 0 0 
Kelas 2 0 7 0 0 0 
Kelas 3 0 0 8 0 0 
Kelas 4 0 0 0 7 0 
Kelas 5 0 0 0 0 9 
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Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 40 
Akurasi = 
9+7+8+7+9
40
𝑥 100 = 100% 
C. Learning Rate 0.2 
1. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 29 dan 
momentum 0.25 dapat dilihat pada tebel B2.17 berikut ini: 
Tabel B2.17 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.25 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
2 1 1 
3 4 4 
4 1 1 
5 4 4 
6 3 3 
7 3 3 
8 1 1 
9 2 2 
10 3 3 
11 4 4 
12 2 2 
13 5 5 
14 4 4 
15 2 2 
16 1 1 
17 5 5 
18 2 2 
19 3 3 
20 4 4 
21 5 5 
22 5 5 
23 1 1 
24 1 1 
25 2 2 
26 1 1 
27 5 5 
28 5 5 
29 4 4 
30 5 5 
31 5 5 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
32 1 1 
33 3 3 
34 4 4 
35 3 3 
36 3 3 
37 1 1 
38 2 2 
39 5 5 
40 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2, neuron 
hidden layer 29 dan momentum 0.25 dapat dilihat pada tabel B2.18 berikut ini: 
Tabel B2.18 Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 29 dan Momentum 0.25 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 9 0 0 0 0 
Kelas 2 0 7 0 0 0 
Kelas 3 0 0 8 0 0 
Kelas 4 0 0 0 7 0 
Kelas 5 0 0 0 0 9 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 20 
Akurasi = 
9+7+8+7+9
40
𝑥 100 = 100% 
2. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 29 dan 
momentum 0.1 dapat dilihat pada tebel B2.19 berikut ini: 
Tabel B2.19 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.1 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
2 1 1 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
3 4 4 
4 1 1 
5 4 4 
6 3 3 
7 3 3 
8 1 1 
9 2 2 
10 3 3 
11 4 4 
12 2 2 
13 5 5 
14 4 4 
15 2 2 
16 1 1 
17 5 5 
18 2 2 
19 3 3 
20 4 4 
21 5 5 
22 5 5 
23 1 1 
24 1 1 
25 2 2 
26 1 1 
27 5 5 
28 5 5 
29 4 4 
30 5 5 
31 5 5 
32 1 1 
33 3 3 
34 4 4 
35 3 3 
36 3 3 
37 1 1 
38 2 2 
39 5 5 
40 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil pengujian confusion matrix dengan menggunakan learning rate 0.2, 
neuron hidden layer 29 dan momentum 0.1 dapat dilihat pada tabel B2.20 berikut 
ini: 
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Tabel B2.20 Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 29 dan Momentum 0.1 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 9 0 0 0 0 
Kelas 2 0 7 0 0 0 
Kelas 3 0 0 8 0 0 
Kelas 4 0 0 0 7 0 
Kelas 5 0 0 0 0 9 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 20 
Akurasi = 
9+7+8+7+9
40
𝑥 100 = 100% 
3. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 60 dan 
momentum 0.5 dapat dilihat pada tebel B2.21 berikut ini: 
Tabel B2.21 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 60 dan Momentum 0.5 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
2 1 1 
3 4 4 
4 1 1 
5 4 4 
6 3 3 
7 3 3 
8 1 1 
9 2 2 
10 3 3 
11 4 4 
12 2 2 
13 5 5 
14 4 4 
15 2 2 
16 1 1 
17 5 5 
18 2 2 
19 3 3 
20 4 4 
21 5 5 
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Data Ke Target Hasil Pengujian Anxiety Disorder 
22 5 5 
23 1 1 
24 1 1 
25 2 2 
26 1 1 
27 5 5 
28 5 5 
29 4 4 
30 5 5 
31 5 5 
32 1 1 
33 3 3 
34 4 4 
35 3 3 
36 3 3 
37 1 1 
38 2 2 
39 5 5 
40 2 2 
Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2, neuron 
hidden layer 60 dan momentum 0.5 dapat dilihat pada tabel B2.22 berikut ini: 
Tabel B2.22 Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 60 dan Momentum 0.5 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 9 0 0 0 0 
Kelas 2 0 7 0 0 0 
Kelas 3 0 0 8 0 0 
Kelas 4 0 0 0 7 0 
Kelas 5 0 0 0 0 9 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 20 
Akurasi = 
9+7+8+7+9
40
𝑥 100 = 100% 
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4. Pengujian dengan learning rate 0.2, jumlah neuron hidden leyer 60 dan 
momentum 0.8 dapat dilihat pada tebel B2.23 berikut ini: 
Tabel B2.23 Rincian Hasil Pengujian dengan Learning Rate 0.2, Jumlah 
Neuron Hidden Layer 29 dan Momentum 0.8 (80:20) 
Data Ke Target Hasil Pengujian Anxiety Disorder 
1 3 3 
2 1 1 
3 4 4 
4 1 1 
5 4 4 
6 3 3 
7 3 3 
8 1 1 
9 2 2 
10 3 3 
11 4 4 
12 2 2 
13 5 5 
14 4 4 
15 2 2 
16 1 1 
17 5 5 
18 2 2 
19 3 3 
20 4 4 
21 5 5 
22 5 5 
23 1 1 
24 1 1 
25 2 2 
26 1 1 
27 5 5 
28 5 5 
29 4 4 
30 5 5 
31 5 5 
32 1 1 
33 3 3 
34 4 4 
35 3 3 
36 3 3 
37 1 1 
38 2 2 
39 5 5 
40 2 2 
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Keterangan: 
 = Hasil tidak sesuai target 
= Hasil sesuai target    
Hasil confusion matrix dengan menggunakan learning rate 0.2, neuron 
hidden layer 60 dan momentum 0.8 dapat dilihat pada tabel B2.24 berikut ini: 
Tabel B2.24 Pengujian Confusion Matrix dengan Learning Rate 0.2, Neuron 
Hidden Layer 60 dan Momentum 0.8 (80:20) 
 
Kelas Hasil Uji 
Kelas 1 Kelas 2 Kelas 3 Kelas 4 Kelas 5 
Kelas 
Sebenarnya 
Kelas 1 9 0 0 0 0 
Kelas 2 0 7 0 0 0 
Kelas 3 0 0 8 0 0 
Kelas 4 0 0 0 7 0 
Kelas 5 0 0 0 0 9 
Keterangan: 
 = Hasil kelas benar 
= Hasil kelas tidak sesuai    
Selanjutnya menghitung akurasi menggunakan persamaan (2.19). 
Jumlah data uji: 20 
Akurasi = 
9+7+8+7+9
40
𝑥 100 = 100% 
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LAMPIRAN C  
VALIDASI DATA  
Pada hari selasa tanggal 16 November 2019 tempat Rumah Sakit Jiwa 
Tampan Pekanbaru, telah dilakukan validasi data penelitian untuk tugas akhir atas 
nama mahasiswa Irin Saputra Nim 11351100225 jurusan Teknik Informatika oleh 
Psikologi atas nama Hasna Mazni Putri, M.Psi., Psikolog, Psikolog Klinik Tumbuh 
Kembang Anak Rumah Sakit Jiwa Tampan Pekanbaru, Riau. 
Demikian keterangan validasi data ini dibuat untuk keperluan penelitian 
tugas akhir mahasiswa dan dapat digunakan sebagaimana semestinya. Validasi data 
dengan psikolog dapat dilihat pada gambar C1.1 berikut ini: 
 
Gambar C1.1 Validasi data dengan psikolog RSJ Tampan 
 
 
Pekanbaru, 16 November 2019 
Validator 
 
 
Hasna Mazni Putri, M.Psi., Psikolog
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