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Abstract
In this paper we ﬁrst study the regularity of weak solution for time-harmonic Maxwell’s
equations in a bounded anisotropic medium O: It is shown that the weak solution to the linear
degenerate system, r ðgðxÞr  EÞ þ xðxÞE ¼ JðxÞ; xAOCR3; is Ho¨lder continuous under
the minimum regularity assumptions on the complex coefﬁcients gðxÞ and xðxÞ: We then study
a coupled system modeling a microwave heating process. The dynamic interaction between
electric and temperature ﬁelds is governed by Maxwell’s equations coupled with an equation
of heat conduction. The electric permittivity, electric conductivity and magnetic permeability
are assumed to be dependent of temperature. It is shown that under certain conditions the
coupled system has a weak solution. Moreover, regularity of weak solution is studied. Finally,
existence of a global classical solution is established for a special case where the electric wave is
assumed to be propagating in one direction.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Microwave heating technology has many industrial applications [16,17]. However,
there are many challenging problems remaining in order to improve the current
technology. One of these problems is that the heat produced by microwaves is not
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uniformly distributed in the targeted materials. This is partly because various
physical parameters such as electric permittivity, electric conductivity and magnetic
permeability strongly depend on the temperature. Understanding the complicated
dynamic interaction between electric, magnetic ﬁelds and the temperature are
important for system modeling and designing processes. In this paper, we investigate
some fundamental questions associated with Maxwell’s equations and microwave
heating processes.
We begin with the following time-harmonic Maxwell’s system in a bounded and
simply-connected domain O with a known current JðxÞ in the system:
r ½gðxÞr  E þ xðxÞE ¼ JðxÞ; xAO; ð1:1Þ
n E ¼ 0; xA@O; ð1:2Þ
where gðxÞ; xðxÞ and JðxÞ are known complex functions. Hereafter, a bold letter
represents a vector in R3:
System (1.1)–(1.2) has been studied by many investigators. When gðxÞ and xðxÞ are
constants, various results are summarized in the monograph [18]. For anisotropic
media, Leis [15] established the existence and uniqueness of a weak solution by
assuming the coefﬁcients gðxÞ and xðxÞ to be suitably smooth, say, C4: Hazard–
Lenoir [8] studied system (1.1)–(1.2) for an exterior domain of a bounded perfect
conductor. By studying a regularized system and using the integral representation
method they established the existence of a unique weak solution. Other results can be
found in [1,2,19,21,22] etc. More recently, Jochmann [9] studied Hs-regularity with
sAð0; 1=2 for the weak solution of time-dependent Maxwell’s system. We are
interested in the regularity of the weak solution to system (1.1)–(1.2). Particularly, we
would like to know what the minimum regularity requirement is for the coefﬁcients
gðxÞ and xðxÞ in order to have Ho¨lder continuity of the weak solution EðxÞ
(DeGiorgi–Nash’s type of estimate). This is a fundamental question in order to study
nonlinear systems and other coupled systems in applications such as plasma physics
(Vlasov–Maxwell system, see [6]) and microwave heating (see [17] and Section 2 for
details, etc.). It is well-known that DeGiorgi–Nash type of regularity is not true for
weak solution of a nondiagonal elliptic or parabolic system in divergence form (see
counterexamples in [4]). Recently, the author of [24] (also see [10]) proved that the
weak solution to system (1.1) when xðxÞ 	 0 in O is indeed Ho¨lder continuous if gðxÞ
is real and bounded with a positive lower bound. This regularity result is optimal,
which is similar to well-known DeGiorgi–Nash’s type of regularity for weak solution
of a scalar elliptic or parabolic equation. However, when xðxÞa0; the problem
becomes more difﬁcult. One of these difﬁculties is that the system (1.1) is degenerate.
The regularity theory of elliptic systems cannot be applied for the current
system (1.1).
In this paper we show that the weak solution of (1.1)–(1.2) is Ho¨lder continuous if
gðxÞ is bounded, the real part of gðxÞ has a positive lower bound and xðxÞ is Lipschitz
continuous. This regularity result is optimal in the sense that the regularity
assumptions on the coefﬁcients gðxÞ and xðxÞ are minimal. The basic idea is similar
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to [24] by using Campanato type of estimates [20]. Namely, we show that the L2;d-norm
forr EðxÞ;r 
 EðxÞ can be estimated by known data for any dAð1; 2Þ: In the second
part of this paper we study a mathematical model for microwave heating, where electric
and magnetic ﬁelds are assumed to be time-harmonic. Global existence of a weak
solution is established by using Schauder’s ﬁxed-point theorem. When the electric
waves are assumed to propagate in one direction, Maxwell’s equation (1.1) becomes a
scalar elliptic equation. For this coupled elliptic–parabolic system, a global classical
solution is established by means of Leray–Schauder’s ﬁxed-point theorem. We would
like to point out that some theoretical issues for microwave and inductive heating
problems have been studied by several authors (see, for examples [7,11,12,16,17,22,23]
and the references therein). The major difference from the previous study is that the
present model covers both inductive and microwave heating.
This paper is organized as follows. In Section 2, for completeness we use a uniﬁed
approach from [16] to derive the mathematical model of microwave heating. In
Section 3, we study the regularity of the weak solution to system (1.1)–(1.2). Section
4 deals with Maxwell’s equations coupled with a heat equation. Existence of a weak
solution is established. Regularity of weak solution is also investigated. In Section 5,
we study a special case by assuming the electric ﬁeld is a scalar function and obtain
the global solvability in the classical sense for a coupled elliptic–parabolic system.
2. Derivation of a mathematical model for microwave heating
For reader’s convenience, we derive the mathematical model for a microwave
heating process by using a uniﬁed method from [16,17].
Suppose a targeted substance, say, food-like stuffs, is occupied in a microwave
processor cavity, denoted by OCR3 with C1;1-boundary S ¼ @O: Let Eðx; tÞ and
Hðx; tÞ denote the electric and magnetic ﬁelds. From the electromagnetic theory [14],
Maxwell’s equations in O can be expressed by
eEt þ sE ¼ rH;
mHt þr E ¼ 0;
div H ¼ 0;
where Ohm’s law J ¼ sE is used, e; m and s are the electric permittivity, magnetic
permeability and the electric conductivity, respectively.
We note that div H ¼ 0 holds automatically as long as the initial ﬁeld satisﬁes the
condition. To simply the system, it is sometimes convenient to assume that the
electric and magnetic ﬁelds are time-harmonic with ﬁxed frequency o: With this
approximation, Maxwell’s equations can be reduced to a Helmholz type of system.
Indeed, let
Eðx; tÞ ¼ EðxÞeiot; Hðx; tÞ ¼ HðxÞeiot;
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where i denotes the unit complex number. For convenience, we have used the
same EðxÞ and HðxÞ to represent the time-independent electric and magnetic ﬁelds
(see Remark 2.1).
Then Maxwell’s equations reduce to the following single system for E (or a similar
system for H):
r ½gr E þ xE ¼ 0;
where g ¼ 1m and x ¼ oðoeþ isÞ:
To model a microwave heating process, one has to take account the dissipative
effect. We follow the method in [16] to assume that the electric permittivity e and the
magnetic permeability m are characterized by complex functions
e ¼ e0ðe0  ie00Þ; m ¼ m0ðm1  im2Þ;
where e0 and m0 are the permittivity and permeability in free space, e
0 the relative
electric permittivity, e00 the effective loss factor of electric energy, m1 represents the
relative magnetic permeability and m2 the magnetic loss factor.
Experiments show that the dielectric coefﬁcients e0; e00 and magnetic coefﬁcients
m1; m2 strongly depend on the medium and the system temperature u ¼ uðx; tÞ [16,17].
It follows that E satisﬁes the following system:
r ½gðx; uÞr  E þ xðx; uÞE ¼ 0; xAO;
where
gðx; uÞ ¼ g1ðx; uÞ þ ig2ðx; uÞ :¼ m0
m1ðx; uÞ
m21 þ m22
þ i m2ðx; uÞ
m21 þ m22
 
;
xðx; uÞ ¼ a1ðx; uÞ þ ia2ðx; uÞ :¼ o½oe0e0ðx; uÞ þ iðsðx; uÞ þ oe0e00ðx; uÞÞ:
To derive the equation of heat conduction, we need to derive the heat density
generated by microwaves. There are two types of currents, displacement currents
Jd ¼ eðioÞE and eddy currents, Je ¼ sE; by Ohm’s law. For a dielectric material, the
displacement current dominates the current ﬂow while for a metallic material, the
eddy current dominates the ﬂow. We combine two types of materials by using a
uniﬁed quantity, denoted by Jtotal: The total current density can be expressed by
Jtotal ¼ sEþ e0ðe0  ie00ÞioE ¼ 1o½a2ðx; uÞ  ia1ðx; uÞE:
For microwave heating, the time average power dissipated in a material per unit
volume is given by [16, Chapter 3]
Qðx; tÞ ¼ 1
2
Re½E 
 Jtotal ¼
1
2o
a2ðx; uÞjEj2;
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where Jtotal represents the complex conjugate of Jtotal and a2ðx; uÞ ¼ sðx; uÞ þ
oe0e00ðx; uÞ:
By using Fourier’s law and the conservation of energy, one can easily see that the
temperature uðx; tÞ satisﬁes a nonlinear heat equation with an internal source Qðx; tÞ
generated by microwaves:
rcut r½kðxÞru ¼ 1
2o
a2ðx; uÞjEj2; ðx; tÞAQT ;
where QT ¼ O ð0; T ; r is the density, c speciﬁc heat and kðxÞ the heat
conductivity.
We sum up the above derivation and normal certain physical constants to obtain
the following problem: Find ðEðx; tÞ; uðx; tÞÞ such that
r ½gðx; uÞr  E þ ½a1ðx; uÞ þ ia2ðx; uÞE ¼ 0; ðx; tÞAQT ; ð2:1Þ
ut r½kðxÞru ¼ 12 a2ðx; uÞjEj2; ðx; tÞAQT ; ð2:2Þ
n E ¼ nGðxÞ; xAS ¼ @O; ð2:3Þ
unðx; tÞ ¼ 0; ðx; tÞAST ¼ S  ½0; T  ð2:4Þ
uðx; 0Þ ¼ u0ðxÞ; xAO: ð2:5Þ
where n is the outward unit normal on @O; un is the normal derivative on S and GðxÞ
is the microwave ﬁeld generated by external optoelectric devices.
Remark 2.1. In the above model derivation, the electric ﬁeld E (similarly forH) actually
depends on the time variable through the coefﬁcients since the temperature is time-
dependent. However, since the frequency o is large, E is often approximated by EðxÞ:
3. Regularity of solution to the linear system
Throughout this paper, O is always assumed to be a bounded and simply-
connected domain in R3 and the boundary of O is uniformly Lipschtiz continuous.
Let
Hðcurl;OÞ ¼ fGðxÞAL2ðOÞ : rGAL2ðOÞg;
H0ðcurl;OÞ ¼ fGðxÞAL2ðOÞ : rGAL2ðOÞ; nG ¼ 0 on @O:g
Hðdiv;OÞ ¼ fGðxÞAL2ðOÞ : div GAL2ðOÞg:
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H0ðcurl;OÞ and Hðcurl;OÞ are Hilbert spaces with inner product
/G;FS ¼
Z
O
½ðr GÞ 
 ðr  ðFÞÞ þG 
 ðFÞ dx;
where ðFÞ represents the complex conjugate of F:
Other spaces such as H1ðOÞ; W 2p ðOÞ; W 2;1p ðQTÞ etc. are the usual Sobolev spaces (see
[13]). We also use Campanato space L2;mðOÞ (see [20] for the deﬁnition). It is well-known
[20] that for N ¼ 3omo5; the space L2;mðOÞ is equivalent to Cað %OÞ with a ¼ m3
2
:
Consider the following linear system:
r ½gðxÞr  E þ xðxÞE ¼ JðxÞ; xAO; ð3:1Þ
n E ¼ nGðxÞ; xAS ¼ @O; ð3:2Þ
where gðxÞ ¼ g1ðxÞ þ ig2ðxÞ; xðxÞ ¼ a1ðxÞ þ ia2ðxÞ: The vector ﬁelds JðxÞ and
GðxÞ are given.
We begin with the basic assumptions for the coefﬁcients and known data.
H(3.1). (a) Assume that the functions g1ðxÞ; g2; a1ðxÞ and a2ðxÞ are real,
measurable and nonnegative. There exist positive constants a0 and A0 such that
g1ðxÞ; a2ðxÞXa040; jgðxÞj þ jxðxÞjpA0:
(b) The vector ﬁelds JðxÞ and GðxÞ are deﬁned on O and JðxÞ;GðxÞAHðcurl;OÞ:
Moreover, the consistency condition holds:
r 
 J ¼ 0; xAO:
H(3.2). Assume that xðxÞ is Lipschtiz continuous on %O:
Theorem 3.1. Under assumption H(3.1) the linear system (3.1)–(3.2) has a unique weak
solution with EðxÞ GðxÞAH0ðcurl;OÞ: Moreover, there exists a constant C1 such thatZ
O
jr  Ej2 dx þ
Z
O
jEj2 dxpC1; ð3:3Þ
where C1 depends only on the constants in H(3.1).
Proof. The existence of a unique weak solution to the linear system (3.1)–(3.2)
can be established by using Fredholm alternative (see [15,2,8], etc. or by using
Lax–Milgram theory). We outline it here for the completeness. Let WðxÞ ¼
EðxÞ GðxÞ; xAO: Then WðxÞ solves the following linear system:
r ½gðxÞr W þ xðxÞW ¼ FðxÞ; xAO; ð3:4Þ
nW ¼ 0; xAS; ð3:5Þ
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where
FðxÞ ¼ JðxÞ  r  ½gðxÞr G  xðxÞG:
Deﬁne a bilinear form BðW;KÞ as follows: for any W;KAHðcurl;OÞ
BðW;KÞ ¼
Z
O
gðxÞðr WÞ 
 ðr  KÞ dx:
A weak solution of (3.3) and (3.4) is deﬁned as
BðW;KÞ þ ðxW;KÞ ¼ ðF;KÞ
for any KAH0ðcurl;OÞ:
Note that the real part of BðW;KÞ is coercive and bounded in H0ðcurl;OÞ since
g1ðxÞXa040 by assumption Hð3:1Þ: Moreover, it is clear that the homogeneous
system of (3.3) and (3.4) has only a trivial solution since a2ðxÞXa0: The Fredholm
alternative theory implies that the nonhomogeneous system (3.3)–(3.5) has a unique
solution WðxÞAH0ðcurl;OÞ:
To derive the estimate, we take the inner product by W to system (3.4) to obtain
Z
O
gðxÞjr Wj2 dx þ
Z
O
½a1 þ ia2jWj2 dx
¼
Z
O
F 
W dx
¼
Z
O
½J ða1 þ ia2ÞG 
Wdx 
Z
O
gðr GÞ 
 ðr WÞ dx
:¼ I1 þ I2;
where W represents the complex conjugate of W:
Taking the imaginary part ﬁrst and then the real part from the above identity, we
have by H(3.1) that
Z
O
g2jr Wj2dx þ a0
Z
O
jWj2 dxpjImðI1 þ I2Þj; ð3:6Þ
a0
Z
O
jr Wj2dxpC
Z
O
jWj2 dx þ jReðI1 þ I2Þj: ð3:7Þ
By using Cauchy–Schwarz’s inequality, we see
jI1jpd1pd1
Z
O
jWj2dx þ Cðd1Þ
Z
O
½jJj2 þ jGj2 dx;
jI2jpd2
Z
O
jr Wj2dx þ Cðd2Þ
Z
O
jr Gj2 dx;
where d1 and d2 are arbitrary small constants to be chosen later.
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It follows that
jReðI1 þ I2Þj þ jImðI1 þ I2Þj
pd1
Z
O
jWj2 dx þ d2
Z
O
jr Wj2 dx þ Cðd1; d2Þ
Z
O
½jGj2 þ jr Gj2 dxjJj2:
From (3.6), we ﬁrst choose d1 sufﬁciently small to obtain
ða0  d1Þ
Z
O
jWj2 dx
pd2
Z
O
jr Wj2dx þ Cðd1; d2Þ
Z
O
½jGj2 þ jr Gj2 dxjJj2: ð3:8Þ
Then from (3.7) and (3.8) we choose d2 sufﬁciently small to conclude the desired
estimate. &
To obtain further regularity of the weak solution, we need an additional regularity
condition H(3.2) on xðxÞ: With the assumption H(3.2) we ﬁrst derive the H1-
regularity as a direct consequence of Theorem 3.1.
Corollary 3.2. Under assumptions of H(3.1)–(3.2), the weak solution of (3.1) and (3.2)
is of class H1ðOÞ: Moreover, there exists a constant C2 such that
jjEjjH1ðOÞ þ jjEjjL6ðOÞpC2;
where C2 depends only on known data in H(3.1) and H(3.2).
Proof. From system (3.1), we see
r 
 ½xðxÞE ¼ 0; xAO
in the sense of distribution. It follows that
Z
O
jxðxÞr 
 Eþ ðrxÞ 
 Ej2 dx ¼ 0:
Note that jxðxÞj2Xa20; consequently,Z
O
jr 
 Ej2 dxpCjjrxjjLNðOÞ
Z
O
jEj2 dx: ð3:9Þ
Since n E ¼ 0 on S; the result of [3] implies that the H1-norm of E is equivalent to
Z
O
½jEj2 þ jr  Ej2 þ jr 
 Ej2 dx:
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It follows from estimate (3.3) and the above estimate (3.9) that
jjEjjH1ðOÞpC;
where C depends only on the data in H(3.1) and (3.2) and the domain O: Sobolev’s
embedding for N ¼ 3 yields the L6ðOÞ-estimate for EðxÞ: &
Next result will be used to prove the Ho¨lder continuity of the weak solution
to (1.1) and (1.2).
Lemma 3.3. Let FAHðdiv;OÞ with div F ¼ 0 in O: Then there exists a vector field GðxÞ
such that
rG ¼ F; r 
G ¼ 0 in O;
n 
G ¼ 0 on @O:
Moreover,
jjGjjH1ðOÞpjjFjjL2ðOÞ; jjGjjL2;2ðOÞpC3jjFjjL2ðOÞ;
where C3 depends only on O:
Proof. Since O is simply connected and r 
 FðxÞ ¼ 0; it follows that there exists a
vector ﬁeld G0ðxÞAHðcurl;OÞ such that rG0 ¼ F in the sense of distribution.
Now consider the following elliptic problem:
Df0 ¼ r 
G0; xAO; ð3:10Þ
n 
 ðrf0Þ ¼ n 
G0; xA@O: ð3:11Þ
It is clear that the above elliptic problem has a unique solution f0ðxÞAW 2;2ðOÞ:
Consequently, GðxÞ ¼ G0ðxÞ þ rf0ðxÞ is the desired vector ﬁeld. From the result of
[3] and Theorem 3.1, we see the H1-norm of G is bounded by L2-norm of F:
Moreover, Theorem 1.40 from [20] yields
jjGjjL2;2ðOÞpCjjGjjH1ðOÞpC3jjFjjL2ðOÞ;
where C3 depends only on O:
The main result of this section is the following Ho¨lder regularity of the weak
solution to system (3.1)–(3.2).
Theorem 3.4. Assume that conditions H(3.1) and H(3.2) hold. Then the weak solution
EðxÞ of the linear system (3.1)–(3.2) is Ho¨lder continuous in %O: Moreover, there exists
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a constant C4 such that
jjEjjCað %OÞpC4;
where C4 depends only on the known data in H(3.1) and (3.2) and O:
Proof. Since we are deriving an a priori estimate, we may assume that EðxÞ is a
smooth solution for convenience. The idea is similar to the case where xðxÞ 	 0
(see [24]). For simplicity, we assume gðxÞ is real and bounded with a positive low
bound in O: As the proof is quite complicated, we divide the proof into three steps.
Step 1: Claim r EðxÞ;r 
 EðxÞAL2;mðOÞ for some mAð1; 2Þ and the following
estimate holds:
jjr 
 EjjL2;mðOÞ þ jjr  EjjL2;mðOÞpC;
where C depends only on the known data.
To prove the claim in step 1, we note that divðxðxÞE JÞ ¼ 0 in the sense of
distribution in O; Lemma 3.3 implies that there exists a potential vector ﬁeld GðxÞ
such that
xðxÞE JðxÞ ¼ r GðxÞ; r 
G ¼ 0; xAO;
n 
G ¼ 0; @O:
Moreover,
jjGjjH1ðOÞ þ jjGjjL2;2ðOÞpC½jjEjjL2ðOÞ þ jjJjjL2ðOÞ;
where C depends only on O and the bound of xðxÞ:
Now we use the potential function GðxÞ to rewrite system (3.1) and (3.2) as follows:
r ½gðxÞr  EG ¼ 0; xAO;
n E ¼ 0; n 
G ¼ 0; xA@O:
From the boundary condition n E ¼ 0; we claim
n 
 ðr  EÞ ¼ 0 on S:
Indeed, for any smooth function c; applying Gauss’s divergence theorem we have
Z
S
½n 
 r  Ec ds ¼
Z
O
r½ðr  EÞc dx
¼
Z
O
ðr  EÞ 
 rc dx
¼
Z
S
ðn EÞ 
 rc dx ¼ 0:
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It follows that
n 
 ðr  EÞ ¼ 0; xA @O:
Since O is bounded and simply connected, there exists a scalar potential function
cðxÞ such that
gðxÞr  EG ¼ rc; xAO: ð3:12Þ
Thus,
r E ¼ 1
gðxÞ½rcþG; xAO:
Consequently, after taking the divergence for the above system we obtain
r 1
gðxÞ½rcþG
 
¼ 0; xAO: ð3:13Þ
On the boundary @O; since n 
 ðr  EðxÞÞ ¼ 0 and gðxÞXa040 in O we see
n 
 ½gr EðxÞ ¼ 0; n 
GðxÞ ¼ 0; xAS:
Hence,
n 
 ðrcÞ ¼ n 
 ½gðxÞr  EG ¼ 0
for all xA@O: Now we estimate the potential function cðxÞ: First of all, since gðxÞ is
bounded and has a positive lower bound, the L2ðOÞ-theory for elliptic equations
yields
jjcjjH1ðOÞpCjjGjjL2ðOÞ:
Applying the global Campanato’s L2;dðOÞ estimate for scalar elliptic equations [20],
we see that there exists a dAð1; 2Þ such that
jjrcjjL2;dðOÞpC½jjGjjL2;dðOÞ þ jjcjjH1ðOÞ;
which is bounded from the estimate for GðxÞ:
Now since LNðOÞ is a multiplier space for any dA½0; 2Þ we see from Eq. (3.12) that
jjr  EjjL2;dðOÞpCjjrcjjL2;dðOÞ:
On the other hand, from Eq. (3.1) we know
r 
 ½xðxÞE ¼ 0
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in the sense of distribution. Consequently, for any ball BrðxÞ centered at xAO with
radius r40 we have by H(3.2) that
Z
Br
jr 
 Ej2 dxpC
Z
Br
jEj2 dx;
where Br will be replaced by Br
T
O if Br is not entirely a subset of O: Since
EðxÞAH1ðOÞ and the H1-norm for EðxÞ is bounded by a constant depending only
known data. It follows from Theorem 1.40 of [20] that EðxÞAL2;2ðOÞ: Thus,
sup
r40;x0AO
r2
Z
Brðx0Þ
jr 
 EjpC;
where C depends only on the known data.
We summarize the above estimates to conclude that r 
 E;r EAL2;dðOÞ for any
dAð0; 2Þ and
jjr 
 EjjL2;dðOÞ þ jjr  EjjL2;dðOÞpC:
Step 2 (Interior estimate): Let O0 be a subdomain of O with d ¼ distfO0; @Og40:
We claim that there exists a constant C and an exponent aAð0; 1Þ such that
jjEjjCaðO0ÞpC;
where C depends only on known data and the distance d:
To prove the claim in Step 2, we use the identity
r ðr EÞ ¼ DEr½r 
 E
to have
DE ¼ r ½r  E þ r½r 
 E; xAO;
which implies that each component of EðxÞ satisﬁes an elliptic equation in the form
of
Del ¼
X3
j¼1;k¼1
ðfjÞxk ; l ¼ 1; 2; 3;
where fjðxÞAL2;mðOÞ; j ¼ 1; 2; 3; for some mAð1; 2Þ:
The interior L2;m-estimate for elliptic equations [20] implies
jjre1jjL2;mðO0ÞpC½jjr  EjjL2;mðO0Þ þ jjr 
 EjjL2;mðO0Þ þ jje1jjH1ðOÞ;
which is bounded for some mAð1; 2Þ as long as O0 is a subdomain of O with d40;
since jjr 
 EjjL2;mðO0Þ and jjr  EjjL2;mðO0Þ are bounded.
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Using Poincare’s imbedding (Theorem 1.38 in [20]), we see that for any mAð0; 2Þ
jje1jjL2;mþ2ðO0ÞpCjjre1jjL2;mðO0Þ
pC½jjr  EjjL2;mðO0Þ þ jjr 
 EjjL2;mðO0Þ þ jje1jjH1ðOÞ;
where C depends only on the known data.
Since mþ 24N ¼ 3 for mAð1; 2Þ; it follows that e1ðxÞACaðO0Þ with a ¼ m12 and
jje1jjCaðO0Þpjje1jjL2;mþ2ðO0Þ
pC½jjr  EjjL2;mðO0Þ þ jjrEjjL2;mðO0Þ þ jje1jjH1ðOÞ
pC½jjJjjL2ðOÞ þ jje1jjH1ðOÞ:
Similarly, e2ðxÞ and e3ðxÞ are Ho¨lder continuous in O0 and their Ho¨lder norm can be
estimated by the same quantity as e1ðxÞ:
Step 3: (Estimate near the boundary) Let x0AS ¼ @O be ﬁxed and R40 be a small
ﬁxed constant. We also denote by Gðx0Þ ¼ BRðx0Þ
T
O: We start with a simple case
where Gðx0Þ is ﬂat, say, Gðx0Þ ¼ fðx1; x2; x3Þ : x3 ¼ 0g with the outward unit normal
n ¼ /0; 0; 1S: In this case, we extend EðxÞ to BRðx0Þ simply by the reﬂection
%Eðx1; x2; x3Þ ¼ Eðx1; x2;x3Þ for x340:
Since n  EðxÞ ¼ 0 on @O; the extended ﬁeld %EðxÞ is of class H1 [3]. From the
deﬁnition of the Campanato space, we see that for any dAð1; 2Þ
sup
x1ABR=2;0oroR
rd
Z
Brðx1Þ
jr  %Ej2 dxp2 sup
x1ABR=2;0oroR
rd
Z
Brðx1Þ-O
jrEj2 dxoN;
sup
x1ABR=2;0oroR
rd
Z
Brðx1Þ
jr 
 %Ej2dxp2 sup
x1ABR=2;0oroR
rd
Z
Brðx1Þ-O
jrEj2 dxoN:
It follows that
r %EðxÞ; r 
 %EðxÞAL2;dðBR=2Þ:
Consequently, by the same argument as in Step 2, we see that %EðxÞ is Ho¨lder
continuous in BR=4ðx0Þ:
When the boundary Gðx0Þ is not ﬂat, we use the same idea as the traditional
substitution by stretching the boundary in neighborhood of a x0: Assume that the
part of the boundary Gðx0Þ ¼ S
T
BRðx0Þ can be expressed by x3 ¼ cðx1; x2Þ and
BR
\
O ¼ fðx1; x2; x3Þ : x3o0g:
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Introduce a transform M : xABR-V by new variables y1 ¼ x1; y2 ¼ x2; y3 ¼ x3 
cðx1; x2Þ: Let FðyÞ ¼ EðxÞ ¼ Eðy1; y2; y3  cðy1; y2ÞÞ and extend the deﬁnition of
FðyÞ into the region V by the reﬂection:
Fðy1; y2; y3Þ ¼ Fðy1; y2;y3Þ; y340:
Since the boundary of GðxÞ is uniformly Lipschtiz, we know that cðxÞ is uniformly
Lipschtiz continuous on %BRðx0Þ: Moreover, the extended ﬁeld %FðyÞ is of class H1: It
follows from the deﬁnition of L2;m-norm that
ry  FðyÞ; ry 
 FðyÞAL2;dðV 0Þ;
where V 0 ¼ MðBR=2Þ and ry;ry
 denote the curl and div operators with respect to
y-variable.
Again as in Step 3 we conclude that FðyÞ is Ho¨lder continuous in V 0; so is the
electric ﬁeld EðxÞ in BR=2
T
O: By a ﬁnite covering method, we obtain that the EðxÞ is
Ho¨lder continuous near the boundary of S ¼ @O: &
Remark 3.1. Unlike the case xðxÞ 	 0; the assumption of the Lipschitz continuity
for the coefﬁcient xðxÞ is necessary and the regularity result of Theorem 3.4
is optimal.
4. Existence of global solution for the coupled system
In this section we study the coupled system (2.1)–(2.5). For simplicity, we assume
kðx; uÞ ¼ 1 in Eq. (2.2).
H(4.1). (a) Assume that the functions g1ðx; uÞ; g2ðx; uÞ; a1ðx; uÞ and a2ðx; uÞ are
real, measurable and nonnegative. Assume that gðx; uÞ and xðx; uÞ is uniformly
Lipschitz continuous with respect to the u-variable. There exist positive constants a0
and A0 such that
g1ðx; uÞ; a2ðx; uÞXa040; jgðx; uÞj þ jxðx; uÞjpA0:
(b) The vector ﬁelds JðxÞ and GðxÞ are deﬁned on O and JðxÞ;GðxÞAHðcurl;OÞ:
Moreover, the consistency condition holds:
r 
 J ¼ 0; xAO:
(c) u0ðxÞAL2ðOÞ:
Lemma 4.1. Let gnðxÞ and xnðxÞ are functions satisfying the assumptions H(3.1) for all
n ¼ 1; 2;y: Assume that
gnðxÞ-gðxÞ; xnðxÞ-xðxÞ as n-N;
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strongly in LpðOÞ for some p41: Assume that EnðxÞ and EðxÞ are solutions of the
system (1.1)–(1.2) corresponding to the coefficients gnðxÞ; xnðxÞ and gðxÞ; xðxÞ;
respectively. Then
EnðxÞ-EðxÞ strongly in L2ðOÞ;
EnðxÞ-EðxÞ weakly in H0ðcurl;OÞ:
Proof. The proof is quite similar to that of Theorem 3.1. Let WðxÞ ¼ EnðxÞ  EðxÞ:
Then WðxÞ satisﬁes the following system in the weak sense:
r ½gnðxÞr W þ xnðxÞW
¼ r ½ðgnðxÞ  gðxÞÞr  E  ½xnðxÞ  xðxÞE; xAO;
nW ¼ 0; xA@O:
By taking the inner product to the system with W we have
Z
O
gnjr Wj2 dx þ
Z
O
xnjWj2 dx
¼
Z
O
½gnðxÞ  gðxÞðr  EÞ 
 ðr WÞ dx 
Z
O
½xnðxÞ  xðxÞE 
W dx:
:¼ J1 þ J2:
We take the real and imaginary parts, respectively, to obtain
Z
O
g1nðxÞÞjr Wj2 dx 
Z
O
a1njWj2 dx ¼ Re½J1 þ J2;
Z
O
g2nðxÞÞjr Wj2 dx þ
Z
O
a2njWj2 dx ¼ Im½J1 þ J2:
Cauchy–Schwarz’s inequality implies
jJ1j ¼
Z
O
½gnðxÞ  gðxÞðr  EÞ 
 ðr WÞ dx
				
				
p d1
Z
O
jr Wj2 dx þ Cðd1Þ
Z
O
ðgn  gÞ2jr  Ej2 dx;
jJ2j ¼
Z
O
½ða1n  a1Þ  iða2n  a2ÞE 
W dx
				
				
p d2
Z
O
jWj2 dx þ Cðd2Þj
Z
O
½ja1n  a1Þj2 þ ða2n  a2Þ2jEj2 dx;
where d1 and d2 are arbitrarily small positive constants.
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Similar to Theorem 3.1 we ﬁrst choose d2 sufﬁciently small and then choose d1
sufﬁciently small to conclude
Z
O
jr Wj2 dx þ
Z
O
jWj2 dx
pC
Z
O
ðgn  gÞ2jr  Ej2 dx þ Cj
Z
O
½ja1n  a1Þj2 þ ða2n  a2Þ2jEj2 dx:
Note that gnðxÞ; gðxÞ; a1nðxÞ; a2nðxÞ; a1ðxÞ and a2ðxÞ are bounded, and gnðxÞ; a1nðxÞ
and a2nðxÞ converge, respectively, to gðxÞðxÞ; a1ðxÞ and a2ðxÞ strongly in LpðQTÞ: By
using dominated convergence theorem we see that
Z
O
jr Wj2 dx þ
Z
O
jWj2 dx-0
as n-N: &
Corollary 4.2. If gnðx; tÞ-gðx; tÞ; xnðx; tÞ-xðx; tÞ strongly in LpðQT Þ for some p41
as n-þN; then Wnðx; tÞ converges to Wðx; tÞ strongly in L2ðQTÞ:
Proof. The proof is almost identical to that for Lemma 4.1. At the ﬁnal step, we have
the following inequality for any tAð0; T :
Z
O
jr Wj2dx þ
Z
O
jWj2 dx
pC
Z
O
ðgn  gÞ2jr  Ej2dx þ C
Z
O
½ja1n  a1Þj2 þ ða2n  a2Þ2jEj2 dx:
We integrate the above inequality over ð0; TÞ to obtain
Z T
0
Z
O
jr Wj2 dx dt þ
Z T
0
Z
O
jWj2 dx dt
pC
Z T
0
Z
O
ðgn  gÞ2jr  Ej2 dx dt þ C
Z T
0
Z
O
½ja1n  a1Þj2 þ ða2n  a2Þ2jEj2 dx dt:
The dominated convergence theorem yields the desired result. &
We are now ready to prove the existence theorem for the coupled system.
Theorem 4.3. Under the assumptions H(4.1), the coupled system (2.1)–(2.5) has at
least one weak solution.
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Proof. We use Schauder’s ﬁxed point theorem to prove the existence. Let
K ¼ fvðx; tÞALpðQTÞ : jjvjjppK0g;
where K0 will be determined later and pAð1; 5=3Þ is a ﬁxed exponent.
For every given vðx; tÞAK ; we consider the following linear system
r ½gðx; vÞr  E þ ½a1ðx; vÞ þ ia2ðx; vÞE ¼ JðxÞ; xAO; ð4:1Þ
n E ¼ nG; xAS: ð4:2Þ
By Theorem 3.1, problem (4.1)–(4.2) has a unique weak solution
Eðx; tÞ GðxÞAH0ðcurl;OÞ:
Moreover, Eðx; tÞALNð0; T ; H0ðcurl;OÞÞ and for a.e. tAð0; TÞ;Z
O
jr  Ej2 dx þ
Z
O
jEj2 dxpC1;
where C1 depends only on known data, but not on K0 nor on the smoothness
of vðx; tÞ:
With the above solution Eðx; tÞ in hand, we now consider the following problem:
ut  Du ¼ 12a2ðx; vÞjEj2; ðx; tÞAQT ; ð4:3Þ
unðx; tÞ ¼ 0; ðx; tÞAST ; ð4:4Þ
uðx; 0Þ ¼ u0ðxÞ; xAO: ð4:5Þ
This problem has a unique weak solution
uðx; tÞALNð0; T ; LpðOÞÞ
\
Lqð0; T ; W 1;qðOÞÞ;
where pAð1; 5=3Þ; qAð1; 4=3Þ: Moreover,
sup
0ptpT
Z
O
jujp dx þ
Z Z
QT
jrujq dx dtpC2;
where C2 depends only on the known data and L
1ðQTÞ-norm of a2ðx; vÞjEj2; which is
independent of K0:
Deﬁne a mapping M from K to LNð0; T ; LpðOÞÞ as follows:
M : vAK-uðx; tÞ ¼ M½v;
where uðx; tÞ is the unique solution of system (4.3)–(4.5).
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Next we show that the mapping M has a ﬁxed point. First of all, it is clear that K is
a convex subset in LpðQTÞ: Lemma 4.1 implies that M is from K to K if we choose
K0 to be the constant C1: To see that the mapping is compact, we note that the
embedding operator from W
1;q
0 ðOÞ to LqðOÞ for any q41 is compact. Moreover,
From Eq. (3.3),
utALpð0; T ; W1;q0 ðOÞÞ þ L1ðQTÞ;
where q0 ¼ q
q1:
By applying a compactness theorem [13] we see that the mapping M is compact
from K to K : It remains to prove that M is continuous from K to K : Suppose that a
sequence fvnðx; tÞgCK with vnðx; tÞ-vðx; tÞ in strongly LpðQTÞ: Then from
Corollary 4.2 we see that Enðx; tÞ converges to Eðx; tÞ strongly in L2ðQTÞ and after
extracting a subsequence of Enðx; tÞ if necessary we may assume that Enðx; tÞ
converges to Eðx; tÞ in the sense of almost everywhere in QT : It is clear that
a2ðx; vnÞjEnj2  a2ðx; vÞjEj2
¼ ½a2ðx; vnÞ  aðx; vÞjEj2 þ a2ðx; vnÞ½jEnj2  jEj2:
Since vnðx; tÞ-vðx; tÞ a.e. in QT ; it follows by dominated convergence theorem that
Z Z
QT
½a2ðx; vnÞ  aðx; vÞjEj2 dx dt-0
as n-N: On the other hand, since a2ðx; uÞ is bounded and En converges to E
strongly in L2ðQTÞ; it follows that
Z Z
QT
a2ðx; vnÞ½jEnj2  jEj2 dx dt
				
				pC
Z Z
QT
j½jEnj2  jEj2j dx dt-0
as n-N: It follows that a2ðx; nÞjEnj2-a2ðx; vÞjEj strongly in L1ðQTÞ: Conse-
quently, unðx; tÞ-uðx; tÞ in LNð0; T ; LpðOÞÞ: This shows that the mapping M is
continuous from K to K : By Schauder’s ﬁxed point theorem, the mapping M has
a ﬁxed point uðx; tÞ: This ﬁxed point uðx; tÞ and the solution of Maxwell’s system
(4.1)–(4.2) consists of the solution of system (2.1)–(2.5). &
Under additional assumptions on the coefﬁcients g; a1 and a2; by using the
regularity results from Section 3 we can obtain an existence of a unique classical
solutions for the system (2.1)–(2.5).
Corollary 4.4. In addition to assumption H(4.1), assume that
gðx; uÞAC1þa;2ð %O RÞ
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and a1ðx; uÞ; a2ðx; uÞ are only functions of x and are of class C1það %OÞ: Then problem
(2.1)–(2.5) has a unique classical solution
Eðx; tÞAC2þa;að %OÞ; uðx; tÞAC2þa;1þa2ð %QTÞ;
provided that the known data u0ðxÞAC2það %OÞ;Eðx; tÞAC1þa;að %QTÞ and the consistency
conditions for the known data on the boundary @O ft ¼ 0g hold.
Proof. The proof is quite standard. From the assumptions, we see from Theorem 3.4
that for every tA½0; T ; Eðx; tÞACað %OÞ: It follows from the parabolic theory that the
norm of uðx; tÞ in W 2;1p ðQTÞ-space for any p41 is bounded. Consequently,
uðx; tÞAC1þb;
b
2ð %QTÞ: Since the coefﬁcients of system (2.1) is Ho¨lder continuous with
respect to t; one can easily show that Eðx; tÞ is Ho¨lder continuous with respect to t:
Schauder’s estimate implies that uðx; tÞAC2þa;1þa2ð %QTÞ: The uniqueness proof is
elementary by using energy method since the solution is classical. &
Next, we show a regularity result similar to that for elliptic systems [4].
Theorem 4.5. Under the assumption H(4.1), the weak solution
Eðx; tÞALNð0; T ; LpðOÞÞ for some p42 and uðx; tÞAW 2;1q ðQTÞ with q ¼ p=241:
Proof. The idea is from [8,9]. From Theorem 4.2, we know
Eðx; tÞALNð0; T ; H0ðcurl;OÞÞ;
and r 
 ½xE ¼ 0 in the sense of distribution for a.e. tAð0; T : Since O is simply
connected, we can decompose the function Eðx; tÞ as follows [8]:
Eðx; tÞ ¼ rfðx; tÞ þWðx; tÞ;
where fðx; tÞAH1ðOÞ is deﬁned as a weak solution of the following elliptic problem:
Z
O
xrf 
 c dx ¼
Z
O
xE 
 rc dx ð4:6Þ
for any cðxÞAH1ðOÞ and Wðx; tÞ has the following properties:
rW ¼ E; r 
 ðxWÞ ¼ 0; xAO; ðxWÞ 
 n ¼ 0; xA@O:
From the regularity of elliptic equation [4], we see that there exists a constant p042
such that
rfALp0ðOÞ:
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On the other hand, Theorem 5 from [9] implies thatWðx; tÞACð0; T ; LrðOÞÞ for some
r42: It follows that Eðx; tÞALNð0; T ; LpðOÞÞ for p ¼ minfp0; rg:
Applying W 2;1p ðQT Þ-estimate for parabolic equations [13], we immediately obtain
that uðx; tÞAW 2;1q ðQTÞ with q ¼ p241: Thus, uðx; tÞ satisﬁes the equation in the
classical sense almost everywhere in QT : &
5. More global existence for a special case
In this section we consider a special case by assuming that the electric ﬁeld Eðx; tÞ
lies in one direction, i.e. Eðx; tÞ ¼ f0; 0; wðx; tÞg with x ¼ ðx1; x2ÞAR2: With this
assumption, Maxwell’s system (1.1) reduces to a scalar elliptic equation for wðx; tÞ:
This leads us to study the following elliptic-parabolic system:
r½gðx; uÞrw þ xðx; uÞw ¼ JðxÞ; ðx; tÞAQT ; ð5:1Þ
ut  Du ¼ 12 a2ðx; uÞjwj2; ðx; tÞAQT ; ð5:2Þ
wðx; tÞ ¼ gðxÞ; xAS ¼ @O; ð5:3Þ
unðx; tÞ ¼ 0; ðx; tÞAST ¼ S  ½0; T  ð5:4Þ
uðx; 0Þ ¼ u0ðxÞ; xAO: ð5:5Þ
where gðx; uÞ and xðx; uÞ are deﬁned the same as in Section 3.
Without loss of generality, we assume that gðx; uÞ is a real function.
H(5.1). (a) Assume that gðx; uÞ is of class C1þa;1ðO RÞ: There exist positive
constants g0 and g1 such that
g0pgðx; uÞpg1:
(b) The functions xðx; uÞ ¼ a1ðx; uÞ þ ia2ðx; uÞ;ACa;1þaðO RÞ and there exists
a constant A0 such that
jxðx; uÞjpA0ð1þ jujÞ:
H(5.2). gðxÞAC2það %OÞ; JðxÞACað %OÞ; u0ðxÞAC2það %OÞ and u0ðxÞX0 . The following
consistency conditions hold:
u0nðxÞ ¼ 0; xA@O;
Du0n ¼ 1
2
@
@n
½a2ðx; u0ÞgðxÞ2; xA@O:
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Theorem 5.1. Under the assumptions H(5.1) and (5.2), the problem (5.1)–(5.5) has a
unique classical solution in QT for any T40:
Proof. We use Leray–Schauder’s ﬁxed point theorem to prove the existence of a
solution [5]. Let
B ¼ C2;að %QTÞ  C2;1ð %QTÞ:
For any ðw1; u1ÞAB and any lA½0; 1; we consider the following linear system:
r½gðx; u1Þrw þ xðx; u1Þw ¼ lJðxÞ; ðx; tÞAQT ; ð5:6Þ
ut  Du ¼ 12a2ðx; u1Þjw1j2; ðx; tÞAQT ; ð5:7Þ
wðx; tÞ ¼ lgðxÞ; xAS ¼ @O; ð5:8Þ
unðx; tÞ ¼ 0; ðx; tÞAST ¼ S  ½0; T  ð5:9Þ
uðx; 0Þ ¼ lu0ðxÞ; xAO: ð5:10Þ
Problem (5.6)–(5.10) has a unique classical solution
ðwlðx; tÞ; ulðx; tÞÞAC2þa;0þ1ð %QTÞ  C2þa;1þ
a
2ð %QTÞ:
Deﬁne a operator
Ll : ðw; u; lÞAB  ½0; 1-Ll½w1; u1 ¼ ðwlðx; tÞ; ulðx; tÞÞ:
Clearly, L0½w1; u1 ¼ ð0; 0Þ: It is quite standard to show that the operator Ll is a
compact mapping from B  ½0; 1 to C2þa;0þ1ð %QTÞ  C2þa;1þ
a
2ð %QTÞCB: To apply
Leray–Schauder’s ﬁxed-point theorem, we need to derive a priori estimate in space
C2þa;að %QTÞ  C2þa;1þ
a
2ð %QT Þ: In the sequel, we focus on the derivation of apriori
estimates. We divide four steps to derive the required estimates. As usual, we denote by
C; C1; C2; etc., generic constants which depend only on known data and the upper
bound of T : Wemay assume that w and u are smooth since we derive a priori estimates.
Step 1: There exist constants C1 and C2 such thatZ
O
½jrwj2 þ w2dxpC1;
Z
O
jujpdx þ
Z Z
QT
jrujq dx dtpC2;
where pAð1; 5=3Þ and qAð1; 4=3Þ:
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This step is similar to Lemma 4.1. The difference is that xðx; uÞ is no longer bounded,
but with linear growth in u-variable. Let WðxÞ ¼ wðxÞ  gðxÞ; xAO: Multiplying
Eq. (5.1) by w and integrating over O; after some routine calculation we ﬁnd
Z
O
jrW j2 dx þ
Z
O
a2ðx; uÞjW j2 dxpC þ C
Z
O
juj dx:
Let Gðx; y; t; tÞ be the Green’s function of Eq. (5.2) associated with Neumann
boundary condition. Then the solution representation implies that
uðx; tÞ ¼
Z
O
Gðx; y; t; 0Þu0ðyÞ dy þ
Z t
0
Z
O
Gðx; y; t; tÞ1
2
a2ðy; uÞw2 dy dt:
It follows that
Z
O
juj dxpC þ C
Z t
0
Z
O
a2ðy; uÞw2 dy dt:
We use the ﬁrst estimate for W to obtain
Z
O
jujdxpC þ C
Z t
0
Z
O
a2ðy; uÞw2 dy dt
pC þ C
Z t
0
Z
O
a2ðy; uÞW 2 dy dt
pC þ C
Z t
0
Z
O
juj dx dt:
Gronwall’s inequality yields Z
O
juj dxpC:
Consequently, Z
O
jrW j2 dx þ
Z
O
a2ðx; uÞjW j2 dxpC:
Now we apply the estimate for parabolic equations to obtain
sup
0ptpT
Z
O
jujp dx þ
Z T
0
Z
O
jrujq dx dtpC:
Step 2: Note that the space dimension is equal to 2: By the estimate in Step 1 and
Sobolev’s embedding, we have for any soN;Z
O
jwjs dxpC3ðsÞ;
where C3ðsÞ depends only on known data through C1 and C2 as well as s:
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Let
Gðx; tÞ ¼ 1
2
a2ðx; uÞ
1þ u w
2:
Then by assumption H(5.1) and the estimate in Step 2, we see Gðx; tÞALsðQT Þ for
any s41 and
jjGjjLsðQT ÞpC4:
We rewrite Eq. (5.2) as follows:
ut  Du ¼ ð1þ uÞGðx; tÞ; ðx; tÞAQT :
From the theory of parabolic equations [13], we obtain that for any p41
jjujj
W
2;1
p ðOÞpC4:
By Sobolev’s embedding, we see that for any aAð0; 1Þ there exists a constant C5
such that
jjujjC1þa;aðQT ÞpC5:
Applying intermediate Schauder’s estimate, we have
jwjC1það %OÞpC:
Then we rewrite Eq. (5.2) in nondivergence form and apply Schauder’s estimate for
elliptic equations to obtain
jjwjjC2það %OÞpC:
Step 3: We prove that wðx; tÞ is also Ho¨lder continuous with respect to t-variable.
Indeed, consider the following linear system
r½gðx; tÞrv þ xðx; tÞv ¼ JðxÞ; xAO;
vðx; tÞ ¼ gðxÞ; xA@O;
where tA½0; T  is arbitrary.
It is easy to see that vðx; tÞ is Ho¨lder continuous with respect to t if gðx; tÞ; xðx; tÞ
and Jðx; tÞ are Ho¨lder continuous in ½0; T : Moreover, the Ho¨lder exponent is the
same as the coefﬁcients. This can be proved easily by considering the equation for
wðx; t1Þ  wðx; t2Þ: Since guðx; uÞ and xuðx; uÞ are bounded and uðx; tÞ is Ho¨lder
continuous with respect to t; it follows that wðx; tÞ is Ho¨lder continuous with
exponent a
2
:
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Step 4: There exists a constant C6 such that
jjujj
C
2þa;1þa
2ð %QT Þ
pC6:
This is a direct consequence of Schauder’s theory for Eq. (5.2) associated with
initial–boundary condition (5.4)–(5.5).
With the above apriori estimate in hand, we can apply Leray–Schauder’s ﬁxed
point theorem for the mapping Ll to conclude the existence of a classical solution to
(5.1)–(5.5). Uniqueness is standard by applying the energy method since the solution
is classical. &
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