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Le secteur aéronautique se doit aujourd’hui de réduire ses émissions polluantes et sa consom-
mation de carburants fossiles afin de proposer des moteurs compatibles avec des normes envi-
ronnementales de plus en plus exigeantes. De nouvelles technologies basées sur le concept de
combustion pauvre et garantissant un rendement de combustion élevé tout en limitant la pro-
duction de polluants tels que les oxydes d’azote ou le monoxyde de carbone ont ainsi vu le jour.
Celles-ci sont néanmoins plus sensibles aux instabilités de combustion et le système d’injection
de carburant joue alors un rôle central dans le maintien de la stabilité de la flamme. De par
leur capacité à offrir des performances constantes dans une gamme importante de conditions
de fonctionnement, les injecteurs de type Airblast suscitent particulièrement l’intérêt des mo-
toristes. Dans ce type d’injecteur, le carburant est introduit de façon à former un film liquide
mince qui ruisselle ensuite jusqu’au bout de la lèvre d’un diffuseur, où il est enfin atomisé en
fines gouttelettes. Lors de cette thèse, nous avons cherché à étudier les phénomènes physiques
en jeu dans ces injecteurs, et à développer des outils numériques pour faciliter leur caractéri-
sation. Pour atteindre ces objectifs, une méthodologie permettant de réaliser des simulations
numériques directes de configurations académiques a tout d’abord été proposée. Celle-ci fut
ensuite appliquée pour étudier précisément la dynamique du film liquide et du processus d’ato-
misation primaire dans deux configurations différentes, avec une méthode Volume Of Fluid et
du solveur incompressible NGA. En parallèle, une alternative moins couteuse, basée sur un
ensemble de modèles phénoménologiques, a été développée au sein du solveur Lagrangien du
code compressible AVBP. Cette dernière permet de prédire la dynamique de l’atomisation du
liquide en fonction de la configuration de l’écoulement. Une part importante des travaux a
consisté à développer et intégrer le modèle Automatic-PAMELA (Primary Atomization Model
for prEfilming airbLAst injectors) qui offre une formulation locale et une détermination auto-
matique des grandeurs d’entrée du modèle d’atomisation primaire PAMELA de Chaussonnet
et al. (2016). Une fois validée sur une configuration expérimentale académique, la méthodologie
phénoménologique a ensuite été appliquée sur une configuration industrielle d’injecteur aéro-
nautique de type Airblast et a, là encore, permis de retrouver les caractéristiques du spray. Bien
que très efficace, cette approche souffre néanmoins d’une plage de validité restreinte limitant
son utilisation à une gamme de topologies d’écoulements où les phénomènes physiques en jeu
sont bien connus. Pour pallier cette limitation, une méthode diphasique basée sur une approche
multifluides aux interfaces diffuses a donc, dans un troisième temps, été développée au sein
du code compressible AVBP. Elle repose sur la combinaison d’un modèle à quatre équations
décrivant le comportement des différents fluides, et d’une fermeture thermodynamique Noble-
Able-Stiffened-Gas capable de représenter l’évolution thermodynamique en phase gazeuse et
liquide. Pour éviter la diffusion numérique des forts gradients au niveau de l’interface tout en
assurant la stabilité du calcul, un schéma numérique de Godunov basé sur une résolution des
problèmes de Riemann par un solveur HLLC et adapté à une formulation "node-centered" a été
intégré dans le code AVBP. Un important travail algorithmique a, en particulier, été mené pour
implémenter une méthodologie de reconstruction MUSCL dans un contexte parallèle et ainsi,
assurer une précision du schéma à l’ordre deux. Après une validation sur des cas 1D et 2D, la
méthode a, finalement, été utilisée pour réaliser des simulations 2D d’un film liquide cisaillé et
d’un processus d’atomisation Airblast avec préfilmeur illustrant ainsi sa capacité à simuler des




The aeronautical sector must reduce its pollutant emissions and its fuel consumption to
face the ever more stringent environmental standards. To achieve this goal, lean combustion
technologies, allowing a good combustion efficiency while limiting nitrogen oxides (NOx) and
carbon monoxide (CO) emissions, are being developed. Those new generation combustors are
nevertheless more likely to destabilize and the fuel injection system plays a significant part in
stabilizing the flame, and thus maintaining an efficient combustion process. Because of their
ability to offer stable performances for a large range of operating conditions, Airblast injec-
tors have attracted much attention from the engine manufacturers. In such injectors, the fuel
is introduced in the combustor as a thin liquid film flowing along the injector wall towards
the diffuser lip, where it is finally atomized into small droplets. This PhD aimed at numeri-
cally studying the physical phenomena involved in Airblast injectors, and at developing the
numerical tools allowing their characterization. With that objective, a methodology allowing
to perform some direct numerical simulations of academic configurations has first been propo-
sed. It was then applied in two distinct configurations to the study the liquid film dynamics
and its atomization process using a Volume Of Fluid method and the NGA incompressible
solver. In parallel, a simpler modelling method relying on phenomenological models has been
developed in the Lagrangian solver of the compressible code AVBP. This approach allows to
predict the atomization dynamics given the flow topology. Our main work consisted in deve-
loping and integrating the Automatic-PAMELA (Primary Atomization Model for prEfilming
airbLAst injectors) model which proposes a local formulation and an automated determination
of the PAMELA primary atomization model inputs (Chaussonet, 2016). Once validated on a
well characterized experimental configuration, the model was applied to an industrial Airblast
injector configuration and allowed us to predict spray characteristics in line with experimentally
measured. While very efficient, this approach is valid for a restricted operating range, thus limi-
ting its application to flows where the physical phenomena involved are well known. To address
this issue, a two-phase flow numerical method based on a multifluid diffuse interface approach
has also been developed in AVBP during this PhD. It relies on the combination of a 4-equations
multifluid model to describe the flow behavior, and a Noble-Able-Stiffened-Gas (NASG) ther-
modynamic closure able to represent the thermodynamic evolution in both the gaseous and
the liquid phase. To avoid numerical diffusion of strong gradients at liquid/gas interface while
ensuring the numerical stability, a Godunov numerical scheme with a HLLC Riemann solver
designed for “node-centered” formulations has been integrated in the AVBP code. It required
an important algorithmic work specially to implement a MUSCL reconstruction methodology
in a high-performance computing framework, and thus ensuring a global second order accuracy.
After some 1D and 2D validations, the method has finally been used to perform 2D simulations
of a gas sheared liquid film and of a prefilming Airblast atomization process, highlighting its
ability to address physical phenomena representative of real Airblast injector configurations.
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Depuis le premier vol contrôlé d’un engin motorisé le 17 décembre 1903 par les frère Wright,
l’utilisation des avions a connu une croissance gigantesque si bien qu’ils sont aujourd’hui consi-
dérés comme un moyen de transport à part entière. Selon l’Organisation de l’Aviation Civile
Internationale (OACI), 4.5 milliard de personnes voyageaient dans les airs à travers le monde
en 2019 parcourant plus de 8 686 milliards de kilomètres cumulés, soit environ 217 000 fois le
tour du monde. En 2020, la fermeture des frontières engendrée par la crise sanitaire mondiale
du Covid-19 a eu pour effet de stopper net le trafic aérien plongeant le secteur aéronautique
dans la plus grave crise de son histoire (Figure 1.1). Selon un communiqué de l’Association
du Transport Aérien International (IATA) daté du 29 septembre 2020, le trafic aérien mondial
aurait ainsi chuté de 66% par rapport à 2019. La baisse du nombre kilomètres-passagers par-
courus aurait même atteint 94.3% au plus fort de la crise en avril 2020 par rapport au même
mois de l’année 2019, selon un communiqué du 3 juin 2020 émanant de cette même organi-
sation. Aujourd’hui, en 2021, la levée très progressive des mesures sanitaires et les réticences
contextuelles des passagers à voyager trop loin de chez eux engendrent une reprise poussive du
secteur à tel point que la plupart des analystes suggèrent que le niveau d’avant la pandémie ne
pourra être retrouvé avant 2024. Pourtant, malgré cette crise, l’intensification grandissante des
échanges entre nos économies mondialisées ainsi que l’essor des pays asiatiques permettent d’en-
visager le retour d’une croissance significative et ainsi, de l’augmentation du nombre d’avions
en service. Ces conclusions sont notamment portées par le groupe d’action du transport aérien
(ATAG) composé des principaux industriels du secteur. En effet, dans un rapport publié en
2020 et intitulé Waypoint 2050, l’ATAG prévoit certes une diminution de 16% du nombre de
kilomètres-passagers en 2050 par rapport aux prédictions pré-Covid mais, entrevoit tout de
même plus que son doublement dans les 30 prochaines années (Figure 1.2).
La croissance du trafic aérien n’est, malheureusement, pas sans conséquence sur l’environ-
nement puisque celui-ci est à l’origine de l’émission d’un grand nombre de polluants parmi
lesquels on retrouve majoritairement du dioxyde de carbone (CO2) mais aussi du monoxyde de
carbone (CO), des oxydes d’azote (NOx), des suies ou encore des imbrûlés. Ainsi, en 2019, le
secteur aérien représentait à lui seul environ 900 millions de tonnes de CO2, soit entre 2% et
3% des émissions mondiales de ce gaz à effet de serre, et les dernières prévisions de l’ATAG
tablent sur un doublement de ces émissions à l’horizon 2050 (Figure 1.3). Pour lutter contre
cette augmentation, les industriels du secteur aérien ont depuis 2008 l’objectif ambitieux de
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Figure 1.1 – Evolution du nombre de passagers annuellement transportés par avion entre 2014
et 2020. Le graphique est issu du rapport Waypoint 2050 (2020).
Figure 1.2 – Evolutions du nombre de kilomètres-passagers dans des contextes pré- et post-
Covid prévues dans le rapport Waypoint 2050 (2020).
réduire les émissions de CO2 de 50% par rapport à 2005, ce qui équivaut à une amélioration de
90% des émissions moyennes par kilomètre par passager. Pour atteindre cet objectif, le rapport
Waypoint 2050 (2020) a étudié 3 scénarii s’appuyant sur 3 leviers d’action identifiés :
• L’amélioration des infrastructures et l’optimisation des opérations ;
• Les améliorations technologiques ;




Figure 1.3 – Prévision de l’évolution du CO2 émit par le secteur aérien jusqu’en 2050 et,
scénario 3 de diminution des émissions proposé dans le rapportWaypoint 2050 (2020) de l’ATAG
et intitulé "aspirational and aggressive technology perspective".
Bien que le premier levier ne doive pas être négligé, il ne permet de diminuer les émissions
que d’environ 10% dans les différents scénarii proposés par l’ATAG. Comme le montre le scé-
nario 3 en Figure 1.3, la tenue des objectifs d’émissions pour 2050 est en fait majoritairement
conditionnée aux améliorations technologiques et aux déploiements des SAF. Ces deux volets
nécessitent cependant un effort de développement sans précédent pour l’industrie aéronautique
qui doit trouver des solutions pour concevoir des moteurs ultra-efficaces capables à la fois de
moins consommer et de fonctionner avec 100% de carburants décarbonnés. A l’horizon 2040,
les industriels comptent sur le déploiement de solutions technologiques de rupture, comme les
architectures open-rotors ou l’utilisation d’hydrogène, pour permettre une décarbonation du
secteur. Cependant, à court terme, le secteur prévoit de réduire ses émissions grâce au déve-
loppement de la production et de l’utilisation de carburants durables (issus de la biomasse) ou
synthétiques verts (issus d’hydrogène décarboné). Cette stratégie nécessite un important travail
de R&T pour assurer la compatibilité de ces carburants avec les moteurs existants, optimiser
leur fonctionnement et permettre d’alterner l’utilisation de différents carburants dans un même
moteur. La baisse de la consommation est également un enjeu important. En effet, outre le volet
environnemental, elle conjugue des aspects économiques et industriels majeurs. Economiques
d’abord car elle contribue à diminuer les coûts pour donner un avantage compétitif aux SAF
par rapport aux carburants classiques. Industriels ensuite car elle doit permettre de compenser
en partie la croissance de la demande mondiale de SAF. Selon Nicolas Jeuland 1, en charge des
prospectives environnementales et du développement des carburants alternatifs chez Safran, le
besoin de SAF pour 2050 est estimé à 500 millions de tonnes (Mt) par an. Or, bien qu’il ne




soit pas souvent mentionné, l’un des points bloquant à l’utilisation des SAF reste la capacité
de les produire à grande échelle. Comme le résume bien Nicolas Jeuland1 : "500 Mt en 2050 est
techniquement et industriellement atteignable". Le but est cependant de "faire en sorte que ces
500 Mt ne se transforment pas en 900 Mt".
1.2 Fonctionnement d’un moteur aéronautique
De nos jours, la propulsion des avions commerciaux est pour l’essentiel assurée par des
turboréacteurs. Ces moteurs appartiennent à la famille des turbines à gaz et fonctionnent donc
sur le principe du cycle thermodynamique de Brayton. Le cycle de Brayton, illustré en Figure
1.4, est constitué d’une suite de quatre transformations élémentaires :
— 1-2 Compression isentropique
— 2-3 Combustion isobare
— 3-4 Détente isentropique
— 4-1 Détente isobare
Figure 1.4 – Cycle de Brayton théorique
Il convient de remarquer que le cycle thermodynamique présenté ici revêt un caractère idéal.
Les transformations ne sont en pratique pas parfaitement isentropiques ou isobares du fait des
différentes pertes thermiques et mécaniques dans le moteur.
Afin de produire l’énergie mécanique nécessaire pour assurer la poussée, le turboréacteur est
constitué d’un ensemble d’éléments permettant de faire subir à l’air qui entre dans le moteur les
différentes transformations du cycle thermodynamique. La Figure 1.5 présente la visualisation
de ces différents éléments. Un soufflante, également appelée fan, est tout d’abord responsable
de l’admission de l’air dans le turboréacteur. Puis, une partie du flux d’air aspiré, appelée flux
primaire, est comprimée par les étages des compresseurs basse et haute pression, tandis que,
l’autre, appelée flux secondaire, s’écoule jusqu’à la sortie du moteur sans subir de transforma-
tion. L’air comprimé arrive ensuite dans une chambre de combustion où il est mélangé avec un
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Figure 1.5 – Coupe centrale dans un turboréacteur LEAP développée par CFM (Source :
https://www.safran-group.com).
carburant avant d’être brûlé. Les gaz brûlés résultants de la combustion de l’air et du carburant
sont, ensuite, détendus à travers les étages des turbines haute et basse pression afin de récupé-
rer le travail mécanique nécessaire à la mise en rotation du moteur. La poussée générée par les
turboréacteurs modernes est, quant à elle, produite pour environ 20% par le flux primaire et
80% par le flux secondaire. Ces proportions peuvent varier d’un moteur à l’autre en fonction
du rapport des débits entre les flux secondaire et primaire, également appelé taux de dilution.
Ainsi, plus le taux de dilution d’un moteur est élevé, plus le pourcentage de la poussée généré
par le flux secondaire est grand. Il convient ici de noter que l’augmentation du taux de dilution
a pour conséquence de diminuer la quantité de carburant nécessaire pour obtenir une poussée
donnée ce qui permet d’améliorer le rendement global du moteur. La tendance est, donc, à la
hausse de ce taux à chaque nouvelle génération de moteur. A titre d’exemple, ce taux s’éle-
vait à 6 pour le CFM 56 développé par le consortium CFM tandis que, le moteur de nouvelle
génération LEAP affiche un taux de 11 (https://www.safran-group.com). La principale limi-
tation à l’augmentation de ce taux réside actuellement sur la capacité à concevoir des pales de
soufflante toujours plus grandes tout en conservant de bonnes propriétés de rigidité mécanique
et la possibilité d’intégrer le moteur sous les ailes des avions.
1.3 La chambre de combustion
La chambre de combustion est un élément central dans le fonctionnement d’un turboréac-
teur puisqu’elle est responsable de l’apport d’énergie nécessaire à sa mise en rotation. Elle est
généralement de forme annulaire et composée de plusieurs secteurs identiques alimentés par




Figure 1.6 – Représentation schématique d’un secteur de chambre de combustion de turbo-
réacteur. La figure est issue de Guedot (2015).
Lorsque l’air sort du dernier étage du compresseur, une partie de celui-ci est dirigée vers le
système d’injection où il est utilisé pour atomiser le carburant en fines gouttelettes. Le spray de
carburant formé est, ensuite, mélangé à l’air puis, est brûlé dans la zone primaire. Les gaz brûlés
issus de la combustion pouvant atteindre des températures supérieures à celles de la tenue des
matériaux de la chambre (typiquement ≈ 2200 K), une partie de l’air froid, qui contourne
la chambre, est utilisée pour la refroidir. La température des gaz brûlés est ainsi diminuée et
homogénéisée en injectant cette air froid via des trous de dilution. Ce dernier est également
utilisé pour refroidir les parois de la chambre à travers différents dispositifs :
• Le "Film cooling" : L’air froid est injecté par une ou plusieurs rangées de trous tangentiels
à la paroi permettant la formation d’une couche d’air frais le long de celle-ci.
• Les "multi-perforations" : L’air froid est injecté dans la chambre à travers une multitude
de petits trous inclinés. Cette technologie permet non-seulement un refroidissement de
la paroi par la formation d’un film d’air froid à sa surface mais aussi par un effet de
pompage thermique créé par le passage de l’air dans les trous.
Siège de la combustion, la chambre de combustion constitue l’un des enjeux majeurs pour
améliorer le rendement et réduire les émissions polluantes du moteur. L’optimisation de sa
conception soulève cependant un nombre important de contraintes et d’exigences parfois an-
tagonistes. L’augmentation de la pression dans la chambre favorise par exemple le rendement
thermodynamique du moteur mais, conduit dans le même temps à une augmentation de la
température, et donc de la production d’oxydes d’azote (NOx), en sortie de chambre de com-
bustion, ce qui pose des problèmes pour la tenue des matériaux et accroît les émissions du
moteur. Un bon compromis entre rendement, émissions polluantes et contraintes de conception
semble cependant pouvoir être obtenu grâce à la combustion du carburant en régime pauvre
(i.e. avec un large excès d’air). En effet, comme le montre la Figure 1.7, ce régime de combustion
permet de diminuer à la fois la température des gaz brûlés et la formation de monoxyde de
carbone (CO), de NOx, de suies et d’hydrocarbures imbrûlés. La combustion en régime pauvre
est toutefois prône aux instabilités de combustion et thermo-acoustique. En tant que respon-
sable du mélange du carburant avec l’air, le système d’injection joue alors un rôle central dans
le maintien de la stabilité de la flamme et de l’efficacité de la combustion. La distribution de
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Figure 1.7 – Evolution typique de la production de polluants et de la température en fonction
de l’excès d’air. La figure est tirée de Felden (2017).
tailles de gouttes générée est notamment un élément clé. En effet, puisqu’une goutte de grande
taille nécessite un temps plus grand pour s’évaporer qu’une petite, la distribution de tailles
de gouttes impacte directement la répartition du carburant et, par conséquent, la structure de
la flamme, le régime de combustion et la formation des polluants. L’étude des injecteurs et la
compréhension fine des différents phénomènes physiques en jeu dans la génération du spray
se positionne donc comme un sujet de recherche de première importance pour permettre le
fonctionnement et l’optimisation de chambre de combustion en régime pauvre.
1.4 Les injecteurs Airblast
Originellement proposés par Lefebvre & Miller (1966), les injecteurs de type Airblast sus-
citent un intérêt grandissant chez les motoristes pour leur très bonne qualité d’atomisation dans
une large gamme de conditions de fonctionnement. Le spray généré par ce type d’injecteur est,
en effet, constitué de très fines gouttes ce qui permet un bon mélange entre le carburant et l’air
ainsi qu’une évaporation rapide du liquide favorisant la stabilité de la flamme en combustion
pauvre et la diminution de la production de polluants.
Dans sa revue sur la technologie d’injecteur de type Airblast, Lefebvre (1980) distingue deux
familles. La première est constituée des injecteurs à jet simple, dont un schéma est disponible
en Figure 1.8a. Le liquide est injecté sous la forme d’un jet placé au milieu d’un écoulement
gazeux à très haute vitesse. Le jet se fragmente alors en gouttes sous l’effet du fort cisaillement
aérodynamique. La seconde famille est la technologie des injecteurs Airblast avec préfilmeur.
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Le carburant est introduit de façon à former un film liquide mince qui ruisselle ensuite jusqu’au
bout de la lèvre du préfilmeur, où il est enfin atomisé en fines gouttelettes sous l’effet du
cisaillement aérodynamique. Un schéma de principe de ce type d’injecteur est donné en Figure
1.8b. Bien que les performances d’atomisation de ces deux familles d’injecteur Airblast soient
très bonnes, Lefebvre (1980) souligne la supériorité de la technologie avec préfilmeur qui est
capable de fournir un spray de meilleure qualité même dans des conditions défavorables, comme
lorsque le rapport de vitesses entre l’air et le liquide est faible. Cette dernière technologie est
donc largement privilégiée dans les applications aéronautiques et fait l’objet des travaux de
cette thèse.
(a) Injecteur Airblast à jet simple (b) Injecteur Airblast avec préfilmeur
Figure 1.8 – Schéma présentant les deux familles d’injecteurs de type Airblast : injecteur à
jet simple ("plain jet Airblast atomizer") et un injecteur avec prefilmeur ("prefilming Airblast
atomizer"). Les figures sont issues de Lefebvre (1980).
L’identification des paramètres physiques qui influencent la distribution de tailles de gouttes
dans les injecteurs Airblast avec préfilmeur a donné lieu à un nombre conséquent d’études
expérimentales. Il a ainsi été observé que l’augmentation de la vitesse de l’air (Lefebvre 1980,
Jasuja 1981, Sattelmayer & Wittig 1986, Aigner & Wittig 1988, Beck et al. 1991, Bhayaraju
& Hassa 2009) et/ou de la pression (Lefebvre 1980, Jasuja 1981, Bhayaraju & Hassa 2009)
tend à faire diminuer la taille des gouttes. Comme récemment suggéré par Chaussonnet et al.
(2020) et Brend et al. (2020), l’effet de la pression et de la vitesse de l’air peut en réalité
être plus généralement attribué à une augmentation des forces aérodynamiques qui s’exercent
sur le liquide. A l’inverse, l’utilisation d’un liquide avec un coefficient de tension de surface
plus élevé produit des gouttes plus grosses, du fait de la résistance des forces interfaciales
à la fragmentation du liquide. La viscosité du liquide a un impact limité sur la taille des
gouttes dans le spray dans la gamme de viscosité des carburants classiquement utilisés dans
les moteurs aéronautiques. L’influence de la hauteur du film liquide est, quant à elle, toujours
sujet à discussion. D’un côté, certains auteurs, comme El-Shanawany & Lefebvre (1980), Rizk
& Lefebvre (1983) ou Déjean et al. (2016), observent que l’augmentation de l’épaisseur du
film liquide conduit à des gouttes plus grosses. Tandis que d’un autre côté, Sattelmayer &
Wittig (1986), Aigner & Wittig (1988), Gepperth et al. (2013), Shanmugadas et al. (2018)
montrent que la distribution de tailles de gouttes est décorrélée de la hauteur de film. Les
observations reportées dans la littérature sur le processus d’atomisation au niveau de la lèvre
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du préfilmeur diffèrent également beaucoup. Pour les auteurs observant une influence de la
hauteur de film liquide sur la distribution de tailles de gouttes, le processus d’atomisation
est assimilé à la désintégration d’une nappe liquide : le liquide se propagent en aval de la
lèvre du préfilmeur en formant une nappe qui est ensuite fragmentée par l’écoulement d’air.
D’autres auteurs, notamment Bhayaraju & Hassa (2009) et plus tard Gepperth et al. (2012),
observent que le liquide s’accumule au niveau de la lèvre du préfilmeur avant d’être atomisé ce
qui décorrèle la dynamique du film liquide du processus d’atomisation. La différence entre les
régimes d’atomisation par accumulation et d’atomisation par formation d’une nappe liquide a
été étudiée par Déjean et al. (2016). Ils ont observé que la transition entre ces deux régimes est
pilotée par le débit dans le film liquide, et que le développement des vagues d’instabilité à sa
surface joue un rôle important. Ces observations sont également en accord avec les conclusions
réalisées par Sadeghizadeh & Drallmeier (2018, 2019). En étudiant l’atomisation du liquide au
bout d’une marche, ces derniers établissent que la transition d’un régime de fragmentation par
accumulation à un régime d’atomisation de nappe est liée à la fois à la présence d’instabilités
d’interface de large amplitude et à l’inertie du film liquide. Ces conclusions ont récemment été
appuyée par Brend et al. (2020) qui précisent que le comportement du film liquide au niveau du
bord d’atomisation est déterminé par une compétition entre l’énergie cinétique contenue dans
les vagues à la surface du film et la force de tension de surface. Ils proposent de caractériser
la régime d’atomisation par un nombre de Weber Wep basé sur la hauteur du film liquide hf ,
la masse volumique du liquide ρl, le coefficient de tension de surface du liquide σ et la vitesse






où β correspond à l’angle entre la surface du préfilmeur et le rebord de sa lèvre. Brend et al.
(2020) indiquent que lorsque l’inertie (i.e. l’énergie cinétique) des vagues à la surface du film,
et donc Wep, est faible, la force de tension de surface permet au liquide de rester attacher à
la surface du préfilmeur et conduit à une accumulation au niveau du bord avant l’atomisation.
A l’inverse, lorsque l’inertie des vagues à la surface du film augmente, la force de tension de
surface n’est plus suffisamment forte pour garder le liquide attaché au niveau du bord et, le
film continue sa course en aval du préfilmeur en formant une nappe liquide.
1.5 Les phénomènes diphasiques en jeu pour la création
du spray
La génération d’un spray de carburant par un injecteur de type Airblast avec préfilmeur
peut se décomposer en un enchaînement de phénomènes physiques complexes. La Figure 1.9
fournit une représentation schématique des principales transformations subies par le carburant
entre le moment où il est délivré à l’injecteur et sa combustion. Ces transformations sont les
suivantes :
• Injection : Le carburant est administré dans l’injecteur de façon à former un film li-
quide. Une première solution consiste à l’injecter directement via un canal qui débouche
le long du préfilmeur de manière à ce qu’un film se forme juste après l’injection. Une
seconde solution également largement répandue est d’utiliser un injecteur pressure swirl
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Figure 1.9 – Décomposition des phénomènes physiques subis par le carburant entre son entrée
dans un injecteur Airblast jusqu’à sa combustion dans la chambre. La figure est adaptée de
Chaussonnet (2014).
en amont pour créer un spray primaire dont les gouttes viennent impacter le préfilmeur
et former un film liquide. L’emploi de cette deuxième solution fait intervenir des phéno-
mènes d’interaction spray/paroi avec de possibles ré-émissions de gouttes après impact
("splashing").
• Ecoulement de film : Le film formé s’écoule le long du préfilmeur grâce au transfert
de quantité de mouvement de l’écoulement d’air à haute vitesse vers le liquide. Le fort
cisaillement du gaz sur la surface du film engendre également la naissance de vagues
d’instabilité qui se développent ensuite dans les directions axiale et transverse de l’écou-
lement. Ces instabilités peuvent dans certains cas conduire à un arrachement de liquide
de la surface du film. Ce phénomène, appelé "stripping", n’est cependant observé que
lorsque la hauteur du film est élevée et/ou la vitesse du liquide est grande ce qui est
rarement le cas dans les injecteurs Airblast.
• Atomisation primaire : Lorsque le film liquide arrive au niveau du bord du préfil-
meur, il se retrouve plongé dans l’écoulement d’air à haute vitesse et subit un processus
de fragmentation, appelé atomisation primaire, sous l’effet des forces aérodynamiques.
Comme évoqué dans la partie 1.4, deux régimes d’atomisation primaire existent en fonc-
tion de l’inertie du film et des vagues d’instabilités qui évoluent à sa surface. Lorsque
son inertie est forte, le film liquide continue sa trajectoire et forme une nappe liquide qui
se propage dans la chambre de combustion. Cette nappe est déstabilisée par le cisaille-
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ment de l’écoulement gazeux et finit par se fragmenter en formant différentes structures
qui se désintègrent ensuite en gouttes. A l’inverse, lorsque l’inertie est faible, le liquide
s’accumule au niveau du bord du préfilmeur puis, finit par être accéléré par l’écoulement
gazeux avant de se détacher de la zone d’accumulation et de former des gouttes. Ce der-
nier processus d’atomisation primaire est l’objet d’une part importante des travaux de
cette thèse. Il est étudié en profondeur dans le chapitre 2 puis, modélisé dans le chapitre 3.
• Atomisation secondaire : Les gouttes produites par l’atomisation primaire étant gé-
néralement de grande taille, elles sont fortement sensibles aux forces aérodynamiques
générées par l’écoulement d’air à haute vitesse. Ceci a pour conséquence de déformer
les gouttes qui finissent par se fragmenter en un ensemble de plus petites gouttes. Ce
processus, appelé atomisation secondaire, peut être subi par une goutte tant que celle-ci
ne possède pas une taille suffisamment petite pour que les forces stabilisatrices liés à la
tension de surface soit plus fortes que les forces aérodynamiques.
• Dispersion : Les gouttes du spray formées à l’issu des étapes d’atomisation sont en-
suite dispersées dans la chambre de combustion grâce à l’effet d’entraînement créé par
l’écoulement gazeux. Les gouttes de plus faible diamètre sont alors fortement affectées
par l’écoulement gazeux. Elles se comportent comme des traceurs dans l’écoulement et
leur trajectoire suit celle du gaz. Lorsque la taille des gouttes est plus grande, leur inertie
augmente et elles sont de moins en moins affectées par l’écoulement gazeux. La disparité
des trajectoires de gouttes ainsi créée a pour conséquence de disperser spatialement le
spray. Cette dispersion est également accentuée par l’écartement naturel des gouttes du
spray engendrée par son angle d’ouverture. La concentration local des gouttes diminue
donc et, le spray se transforme en un nuage de gouttes diluées dans l’écoulement gazeux.
• Evaporation et mélange : Lors de l’approche de la flamme, la température des gouttes
augmente jusqu’à dépasser la température de saturation du carburant. Elles commencent
alors à s’évaporer selon un processus souvent modélisé par l’évaporation d’une goutte
isolée en raison du caractère dilué du spray. Des modélisations de ce phénomène sont,
par exemple, disponibles dans les travaux de Spalding (1953) ou Abramzon & Sirignano
(1989). La vapeur de carburant produite se mélange ensuite à l’air sous l’action de la
turbulence créant un mélange air/carburant qui doit être le plus homogène possible pour
assurer une bonne qualité de combustion.
• Combustion : Le mélange air/carburant est, finalement, brûlé dans une flamme. Il
convient, toutefois, de remarquer que ce régime de combustion est un régime idéal. Il
suppose que les gouttes se soient intégralement évaporées et, que la vapeur de carburant
ait eu le temps de parfaitement se mélanger à l’air avant d’atteindre la flamme. Or,
l’existence de grosses gouttes dans le spray ainsi que, de zone de fortes concentrations
locales de liquide, compromettent bien souvent ces deux hypothèses. Certaines gouttes
atteignent alors le front de flamme et sont brûlées en formant des flammes de diffusion ce
qui augmente la formation de polluants et les risques d’imbrûlés. Les différents régimes
de combustion de spray possibles ont notamment été étudiés par Reveillon & Vervisch
(2005) et, le lecteur intéressé pourra se référer à ces travaux s’il souhaite de plus amples
détails. Dans le but de réduire la production de polluants et d’imbrûlés, il est souhai-
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table de diminuer au maximum les phénomènes de combustion par flammes de diffusion.
L’injecteur est ici d’une importance capitale. Il doit, en effet, former un spray dont la
taille des gouttes est la plus petite possible puis, disperser les gouttes de façon homogène
pour assurer à la fois une évaporation rapide du liquide et un bon mélange du carburant
avec l’air avant d’atteindre la flamme.
Cette thèse s’intéressant à la formation du spray, les phénomènes d’écoulement de film ainsi
que, d’atomisation primaire et secondaire sont maintenant brièvement discutés.
1.5.1 L’écoulement du film liquide
Les différents types de films
Au sens général, un film est une fine couche d’un matériau donné qui sépare l’interface
entre deux autres matériaux. Il existe deux catégories de films : les films statiques et les films
dynamiques. Les premiers sont faits d’un matériau solide. Ils sont notamment très utilisés
dans de nombreux domaines de l’industrie comme, par exemple, ceux de l’électronique (circuits
imprimés), de l’automobile (peintures) ou encore de l’alimentaire (conservateurs). Les seconds
sont constitués d’une fine couche de liquide ou de gaz qui s’écoule. Ils apparaissent dans un
grand nombre de domaines scientifiques et dans un large éventail d’échelles allant de l’échelle
nanoscopique à continentale. Parmi ces domaines, on retrouve par exemple : la géophysique
(écoulement de lave et dynamique des glaciers), la biophysique (nanofluidique et microfluidique)
ou encore l’ingénierie mécanique (injection de carburant et lubrification). Dans le domaine
aéronautique, ce type de film est principalement utilisé pour trois types d’applications :
• Protéger les parois des chambres de combustion avec un film d’air ;
• Lubrifier les pièces mobiles avec un film d’huile ;
• Atomiser le carburant dans la chambre dans les injecteurs de type Airblast avec préfil-
meur.
La grande diversité des applications et des échelles peut conduire l’écoulement d’un film à
avoir des origines et des dynamiques très variées. Le revue de Craster & Matar (2009) permet
de classifier les différents familles de films dynamiques de la façon suivante :
• Les films pilotés par des forces volumiques : Le mouvement du film est généré par
l’action d’une force volumique sur le film. Cette famille inclue, par exemple, les films
qui s’écoulent par gravité, les films pilotés par une force centrifuge ou encore, les films
chargés électriquement et mis en mouvement par une force électromagnétique.
• Les films pilotés par des effets thermiques : Le champs de température conduit à
une in-homogénéité de la force de tension de surface au niveau de l’interface. La présence
d’un gradient de tension de surface génère une force tangentielle qui conduit le film à
s’écouler des régions de basses tensions de surface vers les régions de hautes tensions de
surface (effet de Marangoni).
• Les films pilotés par des tensioactifs : Comme pour les films pilotés par des effets
thermiques, le mouvement du film est généré par un effet de Marangoni. Le gradient
de tension de surface est cependant créé à l’aide de tensioactifs. Ces derniers sont des
éléments qui permettent de réduire la force de tension de surface. Le gradient de tension
de surface est alors lié à la concentration locale de tensioactif à la surface du film.
La pulvérisation de tensioactif sur un film est un procédé qui trouve de nombreuses
applications dans l’industrie et la biologie comme, pour le séchage de semi-conducteurs,
l’enrobage d’une surface ou plus généralement pour les écoulements micro-fluidiques.
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• Les films pilotés par les forces intermoléculaires : Dans les situations où la hauteur
du film liquide est inférieure à 0.1 µm, les forces intermoléculaires influencent la dyna-
mique du film et peuvent conduire à la rupture du film et au démouillage de la surface.
Ce processus est de première importance dans les applications industrielles consistant à
recouvrir une surface d’une fine couche d’un matériau. Il nécessite ici d’être contrôlé pour
éviter des démouillages locaux de la surface et assurer un dépôt homogène du matériau.
• Les films pilotés par cisaillement d’interface : Un écoulement gazeux à haute vi-
tesse est placé au-dessus du film cisaille son interface. Ceci engendre un transfert de
quantité de mouvement vers le film qui se met en mouvement. Cette dernière catégo-
rie d’écoulement de film est principalement utilisée dans les applications aéronautiques
où elle constitue notamment un élément clé du fonctionnement des injecteurs de type
Airblast.
La complexité des phénomènes physiques en jeu fait que chaque famille de films énoncée
constitue un sujet de recherche à part entière. Comme évoqué précédemment, dans les injecteurs
de type Airblast, le film liquide est piloté par le cisaillement d’interface. Seule cette famille sera
donc considérée dans la suite. Cependant, le lecteur intéressé pourra se référer à la revue de
Craster & Matar (2009) pour plus d’information sur les autres familles de films. La partie
suivante traite de la dynamique d’un film liquide cisaillé.
Dynamique d’un film liquide cisaillé par un écoulement à haute vitesse
La dynamique des films liquides présents dans les injecteurs de type Airblast est dictée par
le cisaillement de l’écoulement gazeux au niveau de sa surface. Celui-ci est en effet à l’origine de
la naissance d’instabilités hydrodynamiques assimilables à des instabilités de Kelvin-Helmholtz.
Ce type d’instabilité fut originellement décrit par Von Helmholtz (1868) puis, formalisé ma-
thématiquement par Kelvin (1871). Elle se produit au niveau de la surface de contact entre deux
fluides co-courants qui se déplacent à des vitesses différentes (Figure 1.10a). L’arrivée d’une pe-
(a) Discontinuité initiale de vitesse à la surface de
contact
(b) Evolution des la surface de contact (Charru
2007)
Figure 1.10 – Illustration du développement de l’instabilité de Kelvin-Helmholtz au niveau de
la surface de contact entre deux fluides co-courants
tite perturbation au niveau de l’interface génère un mouvement oscillatoire (Figure 1.10b). La
conservation de l’énergie totale impose alors une dépression dans les zones d’accélération et
une surpression dans les zones de décélération ce qui amplifie la déformation de l’interface et
entretient l’oscillation. Dans le cas de deux fluides monophasiques, les modifications locales
du cisaillement créées par la déformation de l’interface aboutissent in fine à la formation de
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rouleaux. Ces structures, typiques de ce genre d’instabilité, sont illustrées en Figure 1.11. Dans
Figure 1.11 – Développement d’une instabilité de Kelvin-Helmholtz dans l’expérience de
Thorpe (1969). La photo est tirée de Van Dyke (1982).
le cas d’un écoulement diphasique, la surface de contact entre les deux fluides n’est plus une
simple couche de cisaillement mais une interface. Si le mécanisme global de l’instabilité n’est
pas modifié, son développement est, quant à lui, affecté par la présence d’une force de tension
de surface ainsi que par l’existence de discontinuités de masse volumique et de viscosité. Ainsi,
Kelvin (1871) montre, par exemple, à l’aide d’une étude mathématique de stabilité linéaire inté-
grant également la gravité, que la force de tension de surface agit comme une force stabilisatrice
pour l’interface. Le cisaillement généré par l’écoulement gazeux doit alors être supérieur à un
certain seuil pour que l’interface devienne instable. Certains auteurs, comme Raynal (1997) et
Matas et al. (2011), ont par la suite affiné la description mathématique de l’instabilité en consi-
dérant un raccord des vitesses au niveau de l’interface et un profil plus réaliste. Ces travaux
ont mis en lumière le rôle important joué par l’épaisseur du profil (également appelée épaisseur
de vorticité δg) dans la fréquence et l’amplification de cette instabilité. Bien que les travaux
expérimentaux de Ben Rayana (2007) suggèrent que l’instabilité de Kelvin-Helmholtz, dont la
nature est non-visqueuse, domine la formation des vagues initiales sur le film, d’autres auteurs,
comme Yecko et al. (2002) ou Boeck & Zaleski (2005), ont montré, sur la base d’une analyse
de stabilité, que l’existence d’une discontinuité de viscosité au niveau de l’interface conduit à
l’apparition d’instabilités d’origine visqueuse pouvant participer à l’amplification d’une défor-
mation. Selon ces auteurs, les deux mécanismes principaux sont le "H-mode" de Hooper & Boyd
(1983) et Hinch (1984) et le mécanisme de Tollmien-Schlichting (Schlichting 1955). Même s’il
est probable que ces mécanismes jouent un rôle dans la formation des vagues d’instabilité sur
le film liquide, son fort cisaillement dans un injecteur de type Airblast permet aux mécanismes
non-visqueux de Kelvin-Helmholtz de commander la création des instabilités dominantes. Les
mécanismes visqueux ne sont donc pas décrits dans cette thèse mais, le lecteur en trouvera une
description détaillée dans les travaux cités ci-dessus.
Si la naissance des instabilités ainsi que leur amplification pour former des vagues peuvent
être mathématiquement caractérisées, la complexité des phénomènes physiques et la nature
tridimensionnelle de l’écoulement du film rendent la prédiction de l’évolution des vagues très
difficile. En effet, comme le montre la photo en Figure 1.12 issue des travaux expérimentaux
de Gosselin et al. (2017), les vagues 2D produites initialement peuvent ensuite se déstabiliser
pour former des vagues 3D. La dynamique du film devient alors très perturbée et n’est plus
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caractérisée par une instabilité dominante.
Figure 1.12 – Visualisation instantanée de l’évolution spatiale des instabilités sur un film li-
quide d’eau cisaillé par un écoulement gazeux à haute vitesse. L’image est issue des observations
expérimentales de Gosselin et al. (2017).
La dynamique des films liquides pleinement développés a notamment été étudiée par Peng
et al. (1991). A partir d’observations expérimentales réalisées sur une large gamme de points
de fonctionnement et en utilisant des liquides de viscosités différentes, les auteurs ont proposé
une cartographie des régimes en fonction de nombres de Reynolds gazeux Rg et liquide Rl.
Cette dernière est donnée pour deux liquides en Figure 1.13. Même si les différents régimes
identifiés ainsi que la hiérarchie des transitions autres eux ne sont pas modifiés, le changement
de la viscosité du liquide a un impact marqué sur la carte des régimes. Ceci suggère que,
comme le notent les auteurs, soit il manque un nombre sans dimension en plus des nombres
de Reynolds de l’écoulement gazeux et du film pour prédire la dynamique du film ; soit ces
nombres ne sont tout simplement pas appropriés pour la décrire. Il faut cependant remarquer
que, à la connaissance de l’auteur, il n’existe toujours pas de consensus scientifique autour des
nombres sans dimension qui régissent la dynamique des films liquides cisaillés. Les différents
auteurs semblent cependant s’accorder sur l’importance du rapport des vitesses et des masses
volumiques.
Quoiqu’il en soit, même si les conditions d’apparition des différents régimes ne sont pour
l’heure pas totalement connues, l’étude de Peng et al. (1991) permet de les classifier de la façon
suivante :
• Flat film : Seules quelques petites perturbations apparaissent à la surface du film liquide
mais elles ne s’amplifient pas et aucun évènement périodique n’est clairement visible.
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Figure 1.13 – Cartographies des régimes de dynamique de film proposée par Peng et al. (1991)
pour deux liquides de viscosités différentes (1 cP correspond à 10−3 Pa.s).
• 2D periodic : Des vagues d’instabilités 2D se développent à la surface du film et sont
convectées dans la direction de l’écoulement. Leur amplitude est faible et leur fréquence
d’apparition se fait à intervalle régulier.
• 3D periodic : Lorsque l’amplitude des vagues d’instabilités 2D périodiques augmente,
leur crête est déstabilisée par l’écoulement gazeux conduisant à l’apparition d’instabilités
de faibles amplitudes dans la direction transverse de l’écoulement.
• Solitary waves : L’augmentation du cisaillement de l’interface engendre l’amplification
toujours plus importante des vagues d’instabilités. Lorsque leur amplitude devient suf-
fisamment importante (typiquement de l’ordre de grandeur de la hauteur de film selon
Peng et al. (1991)), la déstabilisation de la crête des vagues par l’écoulement gazeux est
telle qu’elle conduit à la formation de vagues 3D asymétriques et irrégulières. Ces vagues
se caractérisent par un front continu et très accentué ainsi qu’une largeur étroite. Du fait
de leurs grandes amplitudes, les "solitary waves" transportent une quantité importante
de liquide. Leur vitesse étant également plus rapide que celle de la base du film, elles
modifient en profondeur l’écoulement du film et réduisent sa hauteur moyenne (Peng
et al. 1991).
• Roll waves : Ces vagues d’instabilités sont de même nature que les "solitary waves".
Cependant, les forces aérodynamiques qui s’exercent sur la crête des vagues sont si
importantes qu’une instabilité de Rayleigh-Taylor s’y développe aboutissant ensuite à
la formation de ligaments. Ces derniers finissent par se fragmenter en gouttes selon
un processus d’atomisation de Rayleigh-Plateau (Lord Rayleigh 1878). La Figure 1.14
illustre schématiquement ces différentes étapes. Il peut être remarqué que la dynamique
des roll waves est très proche de celle observée par Marmottant & Villermaux (2004) lors
de l’atomisation d’un jet coaxial par une écoulement co-courant. Pour finir, il convient de
noter que le processus d’arrachement de goutte de la surface du film liquide est également
connu dans la littérature sous le nom de phénomène de "film stripping".
La Figure 1.15 illustre les régimes "Flat film", "3D periodic" et "Solitary waves" observés par
Hashmi & Klingsporn (2011) lors du cisaillement d’un film d’huile par un écoulement gazeux
co-courant à différentes vitesses.
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Figure 1.14 – Illustration schématique de la dynamique des "roll waves" sur un film liquide.
Figure 1.15 – Vagues d’instabilités formées sur un film liquide d’huile établi pour différentes
vitesses de cisaillement d’un écoulement gazeux co-courant. L’image est tiré des observations




Comme expliqué dans la partie 1.4, il existe deux processus d’atomisation primaire pour
atomiser le carburant dans les injecteurs de type Airblast avec préfilmeur. En effet, lorsque le
film liquide arrive au niveau de la lèvre du préfilmeur, il peut, s’il dispose d’une inertie suffi-
samment importante, former une nappe liquide qui est ensuite atomisée. Dans le cas contraire,
il s’accumule sur la lèvre du préfilmeur avant d’être entrainé par l’écoulement et être atomisé.
Cette partie introduit quelques caractéristiques importantes de ces deux types d’atomisation.
Atomisation primaire d’une nappe liquide
La dynamique d’une nappe liquide cisaillée de part et d’autre par un écoulement gazeux à
haute vitesse a fait l’objet d’études académiques permettant de comprendre et de caractériser
les mécanismes en jeu lors de son atomisation primaire. Les configurations étudiées sont souvent
planes pour faciliter la réalisation de mesures expérimentales et la composante tournante de
l’écoulement gazeux présente dans la plupart des configurations d’injecteur est négligée. Le
préfilmeur n’est également pas modélisé et le liquide est directement injecté sous la forme
d’une nappe. Ceci signifie que les instabilités liées à l’écoulement du film liquide et donc,
initialement présentent à la surface de la nappe liquide, ne sont pas prise en compte. Même si
les configurations académiques semblent capables de décrire qualitativement l’atomisation d’une
nappe liquide, il faut garder à l’esprit que l’existence de ces instabilités a des conséquences sur
le mode déstabilisation de la nappe liquide dans les configurations d’injecteur (Gosselin et al.
2017). La Figure 1.16 présente une configuration académique typiquement étudiée ainsi qu’un
exemple de nappe liquide créé par ce type de dispositif.
Figure 1.16 – Configuration académique typiquement utilisée pour étudier la déstabilisation
de nappe liquide (issue de Stapper et al. (1990)), à gauche, et, vues de face et de profil, tirée
de Larricq-Fourcade (2006), de l’atomisation d’une nappe liquide typiquement obtenue.
L’observation des régimes de rupture de nappe a débuté dans les années 1990 avec les
travaux de Mansour & Chigier (1990) et Stapper et al. (1990) qui identifient deux régimes de
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ruptures en fonction du rapport des vitesses entre l’écoulement gazeux et la nappe liquide :
le "cellular breakup" pour les faibles rapports et le "stretched-ligament breakup" pour les forts
rapports. Stapper et al. (1990) expliquent l’existence de ces deux régimes par une concurrence
entre des instabilités longitudinales et transversales qui se forment, sous l’effet du cisaillement,
à la surface de la nappe. A faible rapport de vitesses, l’amplitude des instabilités longitudinales
et transversales croient de la même façon ce qui aboutit à la fragmentation de la nappe en un
ensemble de structures cellulaires : "cellular breakup". Lorsque le rapport de vitesses augmente,
les instabilités longitudinales prennent le pas sur les instabilités transversales ce qui conduit
à la formation de ligaments orientés perpendiculairement à l’écoulement : "stretched-ligament
breakup". Les régimes "cellular breakup" et "stretched-ligament breakup" sont illustrés dans la
Figure 1.17.
(a) Cellular breakup (b) Stretched-ligament breakup
Figure 1.17 – Illustration schématique des régimes d’atomisation de nappe liquide "cellular
breakup" et "stretched-ligament breakup" décrit par Stapper et al. (1990).
Ces deux régimes ont par la suite été étudiés plus en profondeur par Park & Huh (2004)
et Lozano et al. (2005). Sur la base d’observations expérimentales, ces derniers auteurs ont
proposé une classification des régimes en fonction du rapport des quantités de mouvement MR
qui, outre les masses volumiques et les vitesses, fait intervenir l’épaisseur de la nappe hl ainsi
qu’une longueur caractéristique de l’écoulement gazeux hg (la hauteur du canal dans Lozano







Cependant, Fernandez et al. (2009) ont, plus récemment, indiqué que la dépendance au rapport
de longueurs hg/hl n’est pas nécessaire, et que le flux de quantité de mouvement M suffit, pour







Pour valider cette affirmation, Fernandez et al. (2009) ont conduit une vaste campagne expéri-
mentale où ils ont caractérisé le régime d’atomisation en faisant varier non seulement la vitesse
des écoulements mais aussi la pression. Celle-ci leur a, également, permis de montrer l’existence
de deux autres régimes, appelés "Torn-sheet breakup" et "Membrane-sheet breakup", qui appa-
raissent pour des rapports de flux de quantité de mouvement M élevés. La classification des
régimes établie par Fernandez et al. (2009) en fonction de M est donnée en Figure 1.18. Elle
est détaillée ci-dessous :
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Figure 1.18 – Classification des mécanismes d’atomisation primaire de nappe liquide en fonc-
tion du rapport de quantité de mouvement M = ρgUg/ρlUl par Fernandez et al. (2009) (figure
adaptée par Chaussonnet (2014)).
• Cellular breakup - M < 0.5 : Comme décrit par Stapper et al. (1990), la croissance
des instabilités longitudinales et transversales est similaire ce qui aboutit à la rupture
de la nappe liquide en cellules organisées. L’atomisation des structures cellulaires est
ensuite réalisée selon un processus équivalent à l’atomisation secondaire en sac d’une
goutte, également appelée "bag-breakup" (voir partie 1.5.3) : la rupture de la membrane
(zone interne de la cellule) génère alors un ensemble de très petites gouttes tandis que
la fragmentation du ligament qui l’entoure (bordures de la cellule) forme de plus grosses
gouttes.
• Stretched-ligament breakup - 0.5 < M < 4 : Les instabilités longitudinales de-
viennent dominantes par rapport aux instabilités transversales ce qui engendre la for-
mation de ligaments orientés perpendiculairement par rapport à l’écoulement (Stapper
et al. 1990). Les visualisations expérimentales permettent ensuite d’observer la formation
de structures en forme de sac qui se désintègrent en très petites gouttes.
• Torn-sheet breakup - 4 < M < 20 : Le cisaillement du liquide est tel que la nappe
se fragmentent en structures presque directement au niveau de la buse d’injection. La
formation de gouttes se fait par l’intermédiaire de trois mécanismes : la formation et
l’atomisation de ligaments, la formation et l’atomisation de structures en forme de sacs
et le déchirement de la nappe liquide par le gaz.
• Membrane-sheet breakup - M > 20 : Plus aucune instabilité n’est clairement iden-
tifiable. La longueur d’atomisation est très faible et les ligaments et les structures en
forme de sac observés dans le Torn-sheet breakup disparaissent. La nappe liquide prend
la forme d’une membrane qui en se déchirant forme un nombre très important de gouttes.
Des travaux ont récemment été conduits par Gosselin et al. (2017) sur une configuration
annulaire proche d’un injecteur de type Airblast avec préfilmeur. Ils ont permis aux auteurs
d’observer les régimes de "Cellular breakup" et "Stretched-ligament breakup". Ce derniers ob-
servent une transition entre les deux régimes autour de M ≈ 1 ce qui est proche de la valeur
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M = 0.5 proposée par Fernandez et al. (2009). Les auteurs montrent également que les vagues
d’instabilité qui se développent à la surface du film restent présentes dans la zone d’atomisation
primaire de la nappe et mettent en lumière un lien entre les régimes de film et d’atomisation
primaire de la nappe liquide. Ainsi, lorsque le film liquide est en régime "2D periodic", la
nappe est atomisée selon le mode "cellular breakup". Si le film est dans un régime de "solitary
waves", la nappe se désintègre selon le mode "Stretched-ligament breakup". Même si ces tra-
vaux démontrent l’existence d’un lien entre l’écoulement du film et l’atomisation de nappe, les
mécanismes d’interaction entre eux ne sont pas encore bien caractérisés.
Atomisation primaire par accumulation au niveau de la lèvre du préfilmeur
Le processus d’atomisation par accumulation de liquide au niveau de la lèvre du préfilmeur
fut identifié lors d’une expérience conçue par Müller et al. (2004) et Gepperth et al. (2010, 2012,
2013) pour étudier finement les mécanismes d’atomisation Airblast d’un film liquide dans des
conditions de fonctionnement proches de celles des injecteurs aéronautiques. La configuration
expérimentale est une configuration de plaque plane qui est détaillée dans le chapitre 2. Au
lieu du mécanisme attendu de formation et d’atomisation d’une nappe liquide, les auteurs ont
alors observé que le liquide se stockait au niveau de la lèvre du préfilmeur pour former une
zone d’accumulation. Sous l’effet du cisaillement gazeux, une partie de la zone d’accumulation
était ensuite étirée pour former des ligaments et des structures en forme de sac. Les ligaments
se désintégraient alors en formant des grosses gouttes tandis que les sacs se fragmentaient en
une multitude de petites gouttes et en quelques grosses gouttes selon un processus similaire à
celui de l’atomisation secondaire d’une goutte en régime de sac (Bag breakup, voir 1.5.3). La
Figure 1.19 présente des visualisations obtenues lors de cette expérience et illustre ce mécanisme
d’atomisation, appelé atomisation par accumulation.
Figure 1.19 – Visualisations instantanées du processus d’atomisation primaire par accumula-
tion observé dans l’expérience de Müller et al. (2004) et Gepperth et al. (2010, 2012, 2013).
Une comparaison des fréquences d’instabilité sur le film avec celle de l’atomisation primaire
a montré que, contrairement au régime de nappe liquide, ces deux phénomènes étaient ici
décorrélés. Selon les expérimentateurs, ce découplage entre l’écoulement du film liquide et le
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processus d’atomisation primaire serait engendré par l’accumulation de liquide au niveau de la
lèvre. Cette dernière jouerait en effet le rôle d’une zone tampon pour les instabilités.
Récemment, le processus d’atomisation par accumulation a également été observé par Shan-
mugadas et al. (2018) lors d’une étude portant sur une configuration complète d’injecteur Air-
blast. Celle-ci montre que ce processus d’atomisation, illustré sur la Figure 1.20, est susceptible
d’apparaître dans des injecteurs aéronautiques. Néanmois, ce phénomène reste pour l’heure
(a) Schéma de l’injecteur.
(b) Images instantanées de l’atomisation par accumulation au niveau du venturi obtenues par une
méthode TR-VLIF.
Figure 1.20 – Atomisation primaire par accumulation observée par Shanmugadas et al. (2018)
dans une configuration d’injecteur de type Airblast avec préfilmeur. Le processus appelé "liquid
strands" est assimilable à un processus d’atomisation par ligament tandis que celui appelé "sheet
breakup" est à rapprocher de l’atomisation en sac observée dans la configuration de Müller et al.
(2004) et Gepperth et al. (2010, 2012, 2013).
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encore mal connu. C’est pourquoi, une part importante de ces travaux de thèse porte sur son
étude et sa modélisation. Le chapitre 2 propose ainsi de l’examiner à travers une simulation
numérique haute fidélité de la configuration de Müller et al. (2004), Gepperth et al. (2010,
2012, 2013). Puis, le chapitre 3 reprend la modélisation phénoménologique établie par Chaus-
sonnet et al. (2016), et l’applique à la simulation d’une configuration industrielle d’injecteur
aéronautique de type Airblast avec préfilmeur.
1.5.3 L’atomisation secondaire
Contrairement à l’atomisation primaire, l’atomisation secondaire d’une structure liquide
placée dans un écoulement revêt un caractère universel. En effet, elle résulte simplement d’une
compétition entre les forces responsables de sa cohésion et les forces aérodynamiques qui tendent
à la déstabiliser et la déformer. L’atomisation secondaire d’une goutte a notamment été étudiée
par Krzeczkowski (1980) et Pilch & Erdman (1987). Ces auteurs ont montré l’existence de
plusieurs régimes d’atomisation secondaire. Ils ont proposé une classification en fonction d’un
nombre de Weber basé sur le diamètre dp de la goutte et la vitesse relative de la goutte par





où ρg représente la masse volumique de l’écoulement gazeux et σ correspond au coefficient de
tension de surface du liquide.
Les différents régimes sont schématiquement représentés sur la Figure 1.21. Ils sont les
suivants :
• We < 12 - Vibrational breakup : La goutte oscille à sa fréquence propre. Sous
l’influence de l’écoulement environnant, l’amplitude des oscillations finit par augmenter
jusqu’à ce que la goutte se décompose en plusieurs fragments. Pilch & Erdman (1987)
notent que ce mécanisme d’atomisation secondaire a un temps caractéristique très su-
périeur à celui des autres mécanismes. Il est pour cette raison rarement observé dans les
études portant sur l’atomisation secondaire de gouttes.
• 12 ≤ We ≤ 50 - Bag breakup : Ce régime d’atomisation peut être assimilé à l’explo-
sion d’une bulle de savon. La goutte s’aplatit puis, est gonflée par l’écoulement gazeux
créant ainsi une fine structure en forme de sac attachée à un ligament toroïdal. Lorsque
sa membrane devient trop fine, le sac se désintègre et forme une multitude de goutte-
lettes. Le ligament se fragmente à son tour peu de temps après en un petit nombre de
gouttes.
• 50 ≤ We ≤ 100 - Bag-and-stamen breakup : Ce régime est un mode d’atomisa-
tion transitoire. Il reprend les caractéristiques principales du régime "Bag breakup" mais
engendre également l’apparition d’une structure ligamentaire ("stamen") au centre du
ligament toroïdal et qui s’étend dans la direction axiale de l’écoulement. Cette dernière
se fragmente en un petit nombre de gouttes peu de temps après l’explosion du sac.
• 100 ≤ We ≤ 350 - Sheet stripping : La goutte s’aplatit sous l’effet des forces aérody-
namiques puis, de fines gouttes de liquide sont arrachées continuellement de ses bords
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conduisant à un dépouillement progressif de la goutte.
• 350 ≤ We - Wave crest stripping : La goutte s’aplatit et des vagues d’instabilité de
faibles amplitudes se développent sur la partie de sa surface exposée à l’écoulement. De
fines gouttes de liquide sont alors arrachées de la crête des vagues par l’action des forces
aérodynamiques et la goutte est progressivement dépouillée du liquide qu’elle contient.
• 350 ≤ We - Catastrophic breakup : Lorsque le Weber croît d’avantage, l’amplitude
des vagues d’instabilité, qui se développent sur la surface de la goutte exposée à l’écoule-
ment, augmente jusqu’à déstabiliser la goutte et conduire à sa fragmentation en plusieurs
petites gouttes avant que l’écoulement n’ait eu le temps de la dépouiller complètement
du liquide par arrachement.
Pilch & Erdman (1987) ont montré qu’il existe un nombre de Weber critique Wec en-dessous
duquel la goutte reste stable et ne subit pas d’atomisation secondaire. Ils indiquent également
que la valeur de ce Weber critique dépend de la capacité de la goutte à amortir les déformations




où µl et ρl sont respectivement la viscosité dynamique et la masse volumique du liquide consti-
tuant la goutte. Une étude expérimentale menée en utilisant un large panel de liquide a ensuite
permis aux auteurs de démontrer que le nombre de Weber critique Wec peut être estimé à






Il est intéressant de remarquer que les gouttes issues de l’atomisation primaire ne sont pas obli-
gatoirement parfaitement sphériques. Cependant, malgré quelques particularités, les différents
régimes détaillés précédemment décrivent globalement bien leur processus d’atomisation.
En raison du grand nombre de gouttes provenant de l’atomisation secondaire, sa caractérisa-
tion expérimentale reste complexe. Ainsi, à la connaissance de l’auteur, il n’existe que très peu
d’études expérimentales quantifiant la distribution de tailles de gouttes issue de ce phénomène.
Néanmoins, pour pallier ce manque, certains auteurs proposent des modélisations basées sur
des considérations phénoménologiques et théoriques (Reitz 1987, O´ Rourke & Amsden 1987,
Apte et al. 2003). Ces modèles sont discutés plus en détail dans le chapitre 3.
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1.6 La Simulation numérique des écoulements
1.6.1 Les équations de Navier-Stokes
Les équations de Navier-Stokes, qui gouvernent la mécanique des fluides, définissent un
système d’équations qui expriment la conservation de la masse, de la quantité de mouvement
et de l’énergie totale dans un écoulement. Ces trois relations s’écrivent de la façon suivante :
• Conservation de la masse :
∂ρ
∂t
+∇ · (ρ~u) = 0 (1.7)







= ∇ · τ (1.8)
• Conservation de l’énergie totale :
∂ρE
∂t
+∇ · ((ρE + P ) ~u) = ∇ · (τ · ~u)−∇ · ~q + ω̇T (1.9)
où ρ, E, P et ~u sont respectivement la masse volumique, l’énergie totale, la pression et le
vecteur vitesse. Dans le cas d’un mélange gazeux composé de N espèces, comme c’est le cas par
exemple des écoulements réactifs, l’équation de conservation de la masse (1.7) est remplacée par
N équations de conservation de la masse des espèces. En considérant une espèce k de fraction
massique Yk, l’équation de conservation de la masse de l’espèce k prend la forme :
∂ρYk
∂t
+∇ · (ρYk~u) = −∇ · ~Jk + ω̇k (1.10)
Les termes ω̇T et ω̇k sont des termes sources d’énergie et d’espèce liés, par exemple, aux réactions
chimiques. Le terme τ , dans l’équation (1.8), représente le tenseur de contraintes visqueuses :
τ = −23µ∇ · ~uI + 2µS (1.11)





E présente dans l’équation (1.9) est définie comme la somme de l’énergie interne eint et de
l’énergie cinétique ec du fluide considéré.

















~Jk est le flux de l’espèce k. Il s’exprime :
~Jk = ρYk~vk (1.15)
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où ~vk est la vitesse de diffusion de l’espèce k. Cette dernière est calculée à partir de l’approxi-





où ~vc est la vitesse de correction introduite pour assurer la conservation de la masse
∑N
k=1 Yk~vk =








Notons que l’approximation de Hirschfelder et al. (1954) suppose que les effets de compressibilité
ne dominent pas la diffusion des espèces et néglige l’effet Soret, qui représente la diffusion de la
masse en présence d’un gradient de température, ainsi que l’effet Dufour, qui est son inverse. ~q
est le flux d’énergie. Il est déterminé par la relation suivante :




Dans l’équation (1.18), λ est le coefficient de conduction thermique du mélange tandis que hk
est l’enthalpie de l’espèce k.
Propriétés de transport
La diffusion et la conduction sont des phénomènes liés au transport moléculaire. Il existe
principalement deux approches pour modéliser ces propriétés. La première approche, dite com-
plexe, est basée sur la cinétique des gaz et est utilisée couramment dans les solveurs de chimie
complexe. Elle permet de déterminer les propriétés de transport de chaque espèce avec une
très bonne précision mais nécessite un coût CPU important comparé à la deuxième approche
dite simplifiée. En effet, bien que moins précise, l’approche simplifiée fournit une bonne estima-
tion des propriétés de transport pour un coût CPU réduit. Cette approche est donc privilégiée
lorsque, comme dans les travaux de cette thèse, les applications étudiées ne nécessitent pas une
détermination précise des propriétés de transport. Notons que l’approche complexe n’est pas
détaillée dans cette partie. Le lecteur intéressé pourra cependant se référer à la thèse de Felden
(2017) où cette formulation est expliquée de façon détaillée.
L’approche simplifiée considère que la viscosité dynamique µ varie en fonction de la tempéra-
ture mais est indépendante de la composition du mélange. Son comportement est donc modélisé
par une simple loi d’évolution en fonction de la température comme la loi de Sutherland (1.19)





)3/2 T0 + S








où µ0 est la viscosité dynamique de référence du mélange prise à une température T0 (typique-




Selon la theorie cinétique des gaz, les coefficients de diffusion Dk sont fonctions des coef-
ficients binaires Dk,i, représentant la diffusion différentielle de l’espèce k dans l’espèce i (Hir-
schfelder et al. 1954). Selon Bird et al. (1960), le coefficient de diffusion de l’espèce k dans le





Cependant, de nombreux solveurs multiespèces simplifient sa détermination en approximant les





Le nombre de Schmidt Sck de l’espèce k fait état du rapport entre la diffusion de quantité de
mouvement du mélange (la viscosité cinématique) et la diffusion de l’espèce k dans ce dernier.
Dans le même esprit que pour les coefficients Dk, le coefficient de conduction thermique λ
est déterminé en faisant l’hypothèse que le nombre de Prandtl Pr est constant dans le mélange.
Ce nombre exprime le rapport entre la diffusion thermique et la diffusion de la quantité de









Connaissant le nombre de Prandtl Pr du mélange, le coefficient de conduction thermique est




Notons que l’approche simplifiée revient à considérer que le nombre de Lewis Lek, défini par








Cette hypothèse est forte et revient à négliger totalement les effets de diffusion différentielle
entre les espèces. Elle se justifie cependant par la faible variation du nombre de Lewis même
lorsque la température de l’écoulement change fortement. A titre d’exemple, la Figure (1.22)
permet d’observer pour différentes espèces k l’évolution du nombre de Lewis Lek dans une
flamme laminaire méthane/air.
1.6.2 La fermeture thermodynamique
La résolution des équations de Navier-Stokes présentée dans la partie 1.6.1 nécessite une fer-
meture thermodynamique. Cette fermeture est donnée par une équation d’état qui lie la masse
volumique ρ, la température T et la pression P et rend compte du comportement thermodyna-
mique du fluide dans la plage de températures considérée pour la simulation. De nombreuses
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Figure 1.22 – Variation des nombres de Lewis des principales espèces dans une flamme lami-
naire méthane/air à la stœchiométrie. La figure est tirée de Poinsot & Veynante (2005).
équations d’état existent. Quelques unes d’entre elles seront présentées et discutées dans la
partie 4.3. La relation la plus connue est la loi des gaz parfait, utilisée dans les chapitres 2 et 3
de cette thèse. Elle s’écrit :
P = ρrT (1.27)
avec r = R/W . R = 8.314 J · mol−1 · K1 est la constante universelle des gaz parfait et W










où Yk et Wk sont respectivement la fraction massique et la masse molaire de l’espèce k.
1.6.3 Les différentes approches de simulation
Quelques mots sur la turbulence
Reynolds (1883) fut le premier à observer deux états possibles pour l’écoulement d’un fluide :
laminaire ou turbulent. L’état laminaire est caractérisé par un écoulement régulier du fluide
où toutes les trajectoires sont parallèles. Il correspond à un écoulement avec une vitesse suffi-
samment faible pour que les petites perturbations qui peuvent y apparaître soient directement
amorties par la viscosité moléculaire. L’état turbulent apparaît lorsque la vitesse de l’écoule-
ment augmente. Dans ce cas, la viscosité moléculaire n’est plus capable de dissiper l’intégralité
des perturbations qui vont donc s’amplifier pour donner à l’écoulement un caractère instation-
naire et turbulent, c’est-à-dire très tourbillonnaire. La turbulence est décrite par Chassaing
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(2000) comme "un mode naturel de mouvement de fluides visqueux où des mécanismes internes
d’échanges énergétiques assurent, au sein même de l’écoulement, la création et le maintien
de toute une hiérarchie de mouvements chaotiques répartis continûment sur une large gamme
d’échelles macroscopiques". Un écoulement turbulent est donc de nature instationnaire, tridi-
mensionnel et chaotique et fait intervenir une large gamme d’échelles spatiales et temporelles.
Ce type d’écoulement est très commun dans la nature et se retrouve dans la plupart des procé-
dés industriels (turbines à gaz, fours, moteurs à combustion interne, ...). Dans ces procédés, la
nature turbulente de l’écoulement est très intéressante puisqu’elle permet, par exemple, d’ac-
célérer le mélange entre l’air et le carburant pour la combustion ou encore, d’augmenter les
transferts pariétaux.
L’état laminaire ou turbulent de l’écoulement peut être déterminé en comparant les forces
inertielles, qui déstabilisent l’écoulement, aux forces visqueuses, qui dissipent les perturbations.




où U et L sont respectivement la norme de vitesse et la taille caractéristique de l’écoulement et,
ν représente la viscosité cinématique du fluide. Lorsque le nombre de Reynolds de l’écoulement
est petit, l’écoulement est laminaire. A l’inverse, lorsque ce dernier est supérieur à une valeur
critique, qui dépend de la géométrie du domaine dans lequel le fluide évolue (par exemple,
environ 3000 dans une conduite cylindrique), l’écoulement devient turbulent.
Les structures tourbillonnaires créées dans un écoulement turbulent peuvent être définies
par leur taille et leur niveau d’énergie. Selon le principe de cascade d’énergie introduit par
Richardson (1920) et Kolmogorov (1941), les différentes échelles de tourbillon sont liées par un
transfert d’énergie qui s’opère des plus grandes échelles, les plus énergétiques, vers les plus pe-
tites. La Figure 1.23, présentant le spectre de la densité d’énergie cinétique turbulente E(k) en
fonction du nombre d’onde k proportionnel à l’inverse de la longueur caractéristique des tour-
billons, illustre la cascade d’énergie. Comme observé sur la Figure 1.23, le spectre de l’énergie
cinétique turbulente se divise en trois zones :
• La zone intégrale : Elle contient les plus grandes structures tourbillonnaires de l’écou-
lement. Ces structures sont les plus énergétiques et leur taille correspond à l’échelle





où u′ est la vitesse caractéristique des fluctuations de vitesse liées à l’échelle intégrale lt.
• La zone inertielle : Cette zone est une région de transfert d’énergie où les grandes
structures deviennent instables et se divisent en plus petites. Les petites structures ainsi
formées subissent ensuite le même sort que les grandes et, créent des structures de plus en
plus petites selon le principe de la cascade d’énergie de Richardson (1920) et Kolmogorov
(1941). L’énergie est transmise des grandes structures vers les petites sans dissipation
selon une loi E(k) ∝ k−5/3 en échelle logarithmique.
• La zone de dissipation visqueuse : Elle contient les plus petites structures tourbillon-
naires de l’écoulement. Ces dernières sont caractérisées par l’échelle de Kolmogorov dont











log(k)kt = 1/lt kη = 1/lη
Inertial zone Dissipation zoneIntegral zone
Energy transfer direction
Figure 1.23 – Schéma représentant l’évolution du spectre de la densité d’énergie cinétique
turbulente E(k) pour une turbulence homogène isotrope développée en fonction du nombre
d’onde k en échelle logarithmique ainsi que la distinction des zones intégrales, inertielles et de
dissipation visqueuse.
uη = (νε)1/4 (1.32)
où ε est le taux de dissipation de l’énergie cinétique turbulente. Le Reynolds Reη, associé
l’échelle de Kolmogorov, vaut 1 ce qui signifie que les plus petites échelles de l’écoulement
jouent un rôle purement dissipatif et présentent un caractère isotrope et universel (les
anisotropies initiales des grandes structures ayant été détruites par la cascade d’énergie).










Ainsi, plus la turbulence dans l’écoulement est grande, c’est-à-dire plus le nombre de Reynolds
Ret est élevé, plus l’écart entre les grandes et les petites échelles de l’écoulement est grand.
Or, pour résoudre une échelle sur un maillage donné, il faut que sa résolution soit au moins
de l’ordre de l’échelle considérée. Ceci signifie que plus un écoulement est turbulent et plus
la résolution nécessaire pour résoudre l’intégralité du spectre est élevée. Dans de nombreuses
applications industrielles, et en particulier dans les applications aéronautiques visées dans cette
thèse, le nombre de Reynolds turbulent Ret est particulièrement grand (de l’ordre de quelques
milliers à quelques centaines de milliers). L’écart très important d’échelles présent dans ces
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écoulements a conduit au développement de différentes stratégies pour permettre la simulation
des écoulements turbulents.
Stratégies pour la simulation des écoulements turbulents
Les stratégies de simulation des écoulements turbulents sont classifiés en trois types d’ap-
proches :
• La simulation numérique directe / Direct Numerical Simulation (DNS) : Cette
approche propose de résoudre explicitement toutes les échelles de la turbulence. Ceci
signifie que le maillage doit être capable de capter les échelles de dissipation visqueuse.





Dans le cas de géométries industrielles complexes impliquant de forts nombres de Rey-
nolds, cette approche conduit à des tailles de maillages hors d’atteinte avec la puissance
de calcul actuellement disponible. Son utilisation se limite donc à des configurations
académiques simples, comme celle simulée dans le chapitre 2.
• La simulation Reynolds-Averaged Navier Stokes (RANS) : Du fait de la pré-
sence de turbulence, le signal temporel renvoyé par une variable X de l’écoulement peut
se décomposer en la somme de sa valeur moyenne X̄ et d’une composante fluctuante
X ′ : X(t) = X̄+X ′(t). L’idée de l’approche RANS est de résoudre uniquement les gran-
deurs moyennes. Les équations de Navier-Stokes moyennées font apparaître un terme à
modéliser appelé tenseur de Reynolds. Comme l’illustre la Figure 1.24, tout le spectre
de l’énergie cinétique turbulente est ici modélisé ce qui fait que le modèle de ferme-
ture conditionne intégralement la résolution de la turbulence dans l’écoulement. Cette
approche est très utilisée dans le contexte industriel car elle permet de simuler des confi-
gurations complexes pour un coût de calcul faible. Cependant, sa capacité de prédiction
est limitée, en particulier lorsque, comme dans les configurations aéronautiques, l’écou-
lement considéré est très turbulent et qu’un fort couplage existe entre la turbulence et
d’autres phénomènes de l’écoulement comme une flamme turbulente.
• La simulation aux grandes échelles / Large Eddy Simulation (LES) : La mé-
thode LES est une approche intermédiaire entre les simulations DNS et RANS. Elle
propose de résoudre les grandes échelles de la turbulence en modélisant les petites. En
pratique, elle consiste à filtrer les équations de Navier-Stokes par un opérateur de filtrage
spatial d’une taille donnée ∆ de manière à séparer les grandes et les petites échelles. Le
filtre de taille ∆ peut alors être associé à une longueur d’onde de coupure k∆ dans le
spectre de l’énergie cinétique turbulente (Figure 1.24). Comme dans l’approche RANS,
des termes non-fermés apparaissent lors du filtrage des équations et doivent être modéli-
sés. Ils représentent l’effet des petites structures (non-résolues) sur les grandes (résolues).
Contrairement à la méthode RANS, les structures à modéliser sont uniquement des pe-
tites structures proches de la zone de dissipation visqueuse. Elles présentent donc un
caractère quasiment isotrope et universel ce qui se prête bien à la modélisation. Contrai-
rement à l’approche RANS qui est uniquement capable de prédire les champs moyens,
la modélisation LES assure une bonne prédiction du comportement instationnaire des
écoulements turbulents pour un coût de calcul bien moins important que celui d’une
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simulation DNS. Ceci la rend particulièrement intéressante pour la simulation de confi-
gurations industrielles complexes. Cette approche est utilisée dans le chapitre 3. Pour
illustrer la prédiction donnée par la méthode LES, la Figure 1.25 présente la représen-
tation de l’évolution temporelle d’une variable X à une position donnée de l’écoulement
avec les trois approches (DNS, RANS et LES).
log(E(k))
log(k)kt = 1/lt kη = 1/lη




Figure 1.24 – Schéma représentant la partie modélisée et calculée du spectre de densité d’éner-
gie cinétique turbulente E(k) en fonction du nombre d’onde k en échelle logarithmique dans






Figure 1.25 – Représentation schématique de l’évolution temporelle de la variable X à une
position donnée de l’écoulement avec les approches DNS, RANS et LES.
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1.6.4 Filtrage des équations de Navier-Stokes pour la LES
La séparation entre les grandes échelles résolues et les petites échelles modélisées pour
l’approche LES est réalisée par un filtrage des équations de Navier-Stokes. Ce filtrage est un
filtre passe-bas pour les échelles de la turbulence. Il se formule mathématiquement par un
produit de convolution entre une variable X(x, t) et un opérateur de filtrage G∆(x) de largeur




X(y, t)G∆(x− y)dy (1.36)
Notons que l’opérateur de filtrage respecte les conditions suivantes de normalisation (eq. (1.37))
et de commutativité temporelle (eq. (1.38)) et spatiale (eq. (1.39)).ˆ
R3











La différence entre la variable X(x, t) et son état filtré X(x, t) est la partie non-résolue par le
filtre de taille ∆. En prenant ∆ comme la taille caractéristique des cellules du maillage, la partie
non-résolue peut être vue comme une fluctuation de sous-maille, notée X ′′(x, t). La variable
X(x, t) se décompose alors comme suit :
X(x, t) = X(x, t) +X ′′(x, t) (1.40)
Le filtrage des équations de Navier-Stokes à l’aide de l’équation (1.36) fait cependant apparaître
de nombreux termes non-fermés et difficiles à modéliser entre les quantités X et la partie non-
résolue de la masse volumique ρ′′ (Poinsot & Veynante 2005). Pour contourner cette difficulté,




Les équations de Navier-Stokes filtrées
Afin de ne pas surcharger l’écriture, les symboles~· et · indiquant les vecteurs et les tenseurs
sont ici remplacés par une notation des variables en gras. Les équations de Navier-Stokes filtrées
pour un fluide constitué de N espèces s’écrivent :
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(1.43)
















Filtrage des termes de diffusion
Dans l’équation (1.42), le flux filtré Jk de l’espèce k s’exprime :
Jk = ρYkvk (1.45)
Il est estimé en négligeant les termes d’ordre élevé entre les différentes variables et s’écrit :


























Le tenseur des contraintes visqueuses filtré τ dans les équations (1.43) et (1.44) est également
estimé en négligeant les termes d’ordre élevé entre les différentes variables et s’écrit :







Enfin, le flux d’énergie q dans l’équation (1.44) est donné par la relation suivante :




où le coefficient filtré de conduction thermique du mélange λ vaut :
λ ≈ µC̄p(T̃ )
Pr
(1.54)
Modélisation des termes de sous-maille













. Ces termes sont modélisés de la façon suivante :
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est un flux d’espèce non-résolu, dit de sous-maille, Jksgs. Il est
donc modélisé par analogie avec le flux résolu Jk.














La modélisation donnée par les équations (1.55), (1.56), (1.57) fait intervenir un coef-
ficient de diffusion de sous-maille, appelé coefficient de diffusion turbulente, Dtk. Il est





Dans cette thèse, le nombre de Sctk vaut 0.6 pour toutes les espèces. La viscosité turbu-
lente µt est calculée à l’aide d’un modèle de sous-maille discuté dans la partie 1.6.4.
• Le terme −ρ
(
ũ⊗ u− ũ⊗ ũ
)
correspond à un tenseur des contraintes visqueuses de
sous-maille τ t. Comme pour le terme précédent, ce dernier est modélisé par une analogie
avec le tenseur des contraintes visqueuses résolues τ en remplaçant la viscosité par une
viscosité turbulente µt :
τ t = −23µ
t∇ · ũI + 2µtS̃ (1.59)




est un flux d’énergie de sous-maille qt. Par analogie avec le flux
d’énergie résolu q, il s’exprime :




De même que pour les nombres de Schmidt turbulent Sctk, le coefficient de conduction
thermique du mélange en sous-maille λt est déterminé à partir d’un nombre de Prandtl





Modélisation de la viscosité turbulente
La prise en compte de l’interaction entre les échelles résolues et non-résolues est un point clé
de la modélisation LES. En faisant l’hypothèse que les échelles non-résolues sont suffisamment
petites, leur comportement est universel et leur contribution est purement dissipative selon la
théorie de la cascade d’énergie de Richardson (1920) et Kolmogorov (1941). Basés sur cette
hypothèse, les modèles utilisés dans cette thèse assimilent l’effet des échelles non-résolues à
l’ajout d’une viscosité turbulente µt dans les équations. Les principales modélisations possibles
pour cette viscosité turbulente sont données ici :
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• Le modèle de Smagorinsky :
Introduit par Smagorinsky (1963), ce modèle propose de baser l’expression de la viscosité
turbulente sur l’hypothèse d’un équilibre entre la production et la dissipation d’énergie
cinétique au niveau de l’échelle de filtrage. La viscosité turbulente s’exprime alors :




2S̃ : S̃ (1.63)
∆ est la taille du filtre, qui correspond à la taille de maille, et CS est une constante appelée
constante de Smagorinsky. Sa valeur varie de 0.1 à 0.2 en fonction de la configuration
étudiée. Notons que la valeur 0.2 correspond à une turbulence homogène isotrope. Ce
modèle est très populaire pour sa simplicité d’implémentation et a été utilisé pour simuler
une large gamme de configurations d’écoulement. Il assure une bonne prédiction de la
dissipation d’énergie cinétique dans une turbulence homogène isotrope. Cependant, il
prédit mal la décroissance de la viscosité turbulente proche des parois et dans les zones
de pur cisaillement ce qui le rend trop dissipatif.
• Le modèle de Smagorinsky dynamique :
Le modèle de Smagorinsky dynamique, proposé par Germano et al. (1991) et Lilly (1992),
améliore le comportement du modèle Smagorinsky par un calcul local et dynamique de
la constante de Smagorinsky Cs. Ce calcul est réalisé à partir des petites échelles résolues
ce qui requiert un filtrage explicite du champs de vitesse résolu par un filtre de taille ∆′
supérieur à ∆. En notant ·̂ les grandeurs filtrées à l’aide de ce nouveau filtre, le tenseur
des contraintes non-résolues ̂̃τ s’écrit alors :
̂̃τ = −ρ̂(̂̃u⊗ u− ̂̃u⊗ ̂̃u) (1.64)
Le terme ̂̃τ ainsi que le tenseur des contraintes visqueuses de sous-maille τ̃ , sont donnés
par le modèle de Smagorinsky :
̂̃τ = 2ρ (Cs∆′)2 | ̂̃S| ̂̃S (1.65)
τ̃ = 2ρ (Cs∆)2 |S̃|S̃ (1.66)
La constante de Smagorinsky peut ensuite être déterminée à l’aide de l’identité de Ger-
mano et al. (1991) donnée par la relation :
L = τ̃ − ̂̃τ = ρ(̂̃u⊗ ̂̃u−̂̃u⊗ u) (1.67)
Le modèle de Smagorinsky dynamique est plus complexe et plus coûteux à mettre en
oeuvre que le modèle de Smagorinsky. Il donne, toutefois, de bons résultats sur une
large gamme d’applications avec, en particulier, une meilleur modélisation de la vis-
cosité turbulente dans les zones de cisaillement. Il est également capable de prédire le
transfert d’énergie cinétique turbulente des structures non-résolues vers celles résolues.
Ce phénomène, appelé "backscatter" (Leslie 1979), est pris en compte dans le modèle
par l’apparition d’une anti-diffusion (viscosité turbulente négative). Cette particularité
est intéressante du point de vue de la modélisation mais peut, cependant, poser des
problèmes de stabilité numérique.
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• Le modèle WALE :
Le modèle WALE (Wall-Adaptating Local Eddy-viscosity) a été conçu par Nicoud &
Ducros (1999) dans le but d’améliorer la modélisation de la viscosité turbulente en
proche paroi. Cette dernière est définie comme :




















où g̃ fait référence au tenseur des gradients de la vitesse filtrée g̃ = ∇ũ. Le terme Cw
dans l’équation (1.68) est une constante du modèle établie à Cw = 0.4929.
• Le modèle SIGMA :
Proposé par Nicoud et al. (2011), le modèle SIGMA admet, comme le modèle WALE, un
bon comportement de la viscosité turbulente en proche paroi mais améliore également la
prédiction de la turbulence dans les écoulements tournants. Il est donc particulièrement
intéressant pour l’étude de configurations industrielles telles que des injecteurs aéronau-
tiques où l’écoulement tourne fortement. La viscosité turbulente est ici calculée à partir
des valeurs propres σ1 ≤ σ2 ≤ σ3 du tenseur des gradients de la vitesse filtrée g̃.
µt = ρ (Cσ∆)2
σ3 (σ1 − σ2) (σ2 − σ3)
σ21
(1.70)
où Cσ = 1.35 est une constante du modèle.
1.6.5 La résolution numérique du système
La résolution analytique des équations de Navier-Stokes n’est généralement pas possible, en
particulier pour les cas multidimensionnels. La stratégie la plus couramment utilisée consiste
donc à diviser spatialement le domaine fluide Ω en un nombre fini d’éléments puis, d’approcher
la solution du système en chaque position à l’aide d’opérateurs différentiels. Cette procédure
est appelée méthode numérique.
Le maillage
La décomposition du domaine fluide Ω en un nombre fini d’éléments εi est appelée maillage.
Les maillages peuvent être classés selon deux grandes familles en fonction de l’arrangement des
éléments entre eux :
• Les maillages structurés sont constitués d’éléments obtenus par une décomposition
du domaine Ω en lignes ou en plans réguliers. De cette manière, excepté sur les bords
du domaine, tous les sommets des éléments ont un nombre de voisins similaire. L’iden-
tification d’un élément et de ses voisins peut alors être réalisée très facilement via leurs
positions dans une matrice. Bien que son utilisation soit limitée à des géométries simples,
ce type de maillage a l’avantage d’être très facile à implémenter et à utiliser dans un code
de calcul. L’agencement simple des éléments permet en outre d’allier l’utilisation de mé-
thodes numériques très robustes et précises avec un faible coût de calcul. Les maillages




• Les maillages non-structurés sont constitués d’éléments pouvant avoir des formes
géométriques différentes. Le nombre de voisins respectifs aux sommets des éléments
varie par conséquent fortement sur le maillage. L’identification d’un élément et de ses
voisins passe donc nécessairement par le stockage de sa position et de la liste de ses
voisins dans un tableau appelé tableau de connectivité. Ce type de maillage permet de
décomposer des domaines de calcul très complexes à l’image de ceux rencontrés dans
de nombreuses configurations industrielles. L’hétérogénéité des éléments ainsi que la
localisation des voisins via un tableau de connectivité nécessite cependant l’utilisation
de méthodes numériques spécifiques qui garantissent la stabilité de la solution tout en
utilisant un stencil compact pour éviter des coûts de calcul trop importants liés à la
recherche de voisins indirects.
Représentation de la solution
Une fois que la géométrie du maillage est définie, il existe plusieurs façon de décrire loca-
lement la solution. L’approche aux différences finies peut par exemple être utilisée. Dans ce
cas, le problème est assimilé à un problème discret où la solution est représentée par l’ensemble
des valeurs aux noeuds du maillage. Une autre approche consiste à voir la solution comme un
ensemble de valeurs moyennes dans des volumes disjoints, appelés volumes de contrôle. Comme
nous le verrons dans le chapitre 4, cette méthode est particulièrement intéressante pour la
résolution des équations de Navier-Stokes puisqu’elle permet d’appliquer le théorème de Green-
Ostrogradski qui transforme l’intégrale d’une divergence sur un volume en une intégrale sur
une surface. La résolution du système revient alors à évaluer les flux aux interfaces des volumes
de contrôle. Il existe principalement trois formulations de l’approche aux volumes finis.
• L’approche "Cell-centered" est la plus classique. Les volumes de contrôle y sont
définis en reliant les noeuds du maillage entre eux pour former des cellules. La divergence
des flux est alors calculée à partir d’une procédure d’intégration à travers les différentes
faces de la cellule et les variables conservatives sont souvent mises à jour et stockées au
centre de la cellule. Le solveur NGA utilisé dans le chapitre 2 se base sur une approche
de ce type.
• L’approche "Vertex-centered" ou "Node-centered" est relativement proche de
l’approche "Cell-centered". Le volume de contrôle y est cependant construit en reliant
les centres des cellules entre eux. Le volume de contrôle créé est appelé volume dual. Les
variables conservatives sont alors calculées aux noeuds où elles sont également stockées.
• L’approche "Cell-Vertex" est une approche hybride. Les flux sont calculés à travers
les faces du volume de contrôle de la cellule comme pour l’approche "Cell-centered" mais
les variables conservatives sont mises à jour et stockées aux noeuds. Cette approche est
indépendante de la géométrie des cellules ce qui la rend particulièrement intéressante
pour traiter des maillages hybrides et non-isotropes. Elle est pour cette raison utilisée
par la majorité des méthodes numériques disponibles dans le code AVBP.
Formulations et schémas numériques
Deux types d’approche existent pour résoudre la partie convective des équations de Navier-




La première approche, appelée compressible, consiste à résoudre l’écoulement en discrétisant
directement les équations en espace et en temps à l’aide d’un schéma numérique. Cette approche,
utilisée dans les chapitres 3 et 4 avec le code AVBP, est la méthode la plus intuitive et la plus
complète puisqu’elle ne demande aucune hypothèse sur la nature de l’écoulement à résoudre. La
précision des résultats dépend ensuite des erreurs spatiale et temporelle du schéma numérique
utilisé. Ainsi, les schémas numériques Lax-Wendroff (Lax & Wendroff 1960) d’ordre 2 en espace
et en temps et TTGC - Two-Step Taylor Galerkin - (Colin & Rudgyard 2000) d’ordre 3 en espace
et en temps sont, par exemple, utilisés dans le chapitre 3. L’écriture de ces schémas n’est
pas explicitée dans cette thèse mais le lecteur intéressé pourra se reporter aux publications
de référence données précédemment ou encore à la thèse de Lamarque (2007) qui présente
leur implémentation ainsi que leur validation dans le code AVBP. Les calculs réalisés dans le
chapitre 4 utilisent quant à eux un schéma numérique spatial de Godunov (1959) d’ordre 2
couplé avec un schéma temporel de Runge-Kutta d’ordre 2. Son développement et sa validation
sont présentés dans ce même chapitre.
La seconde approche consiste à faire l’hypothèse que la vitesse de l’écoulement est suffisam-
ment faible pour que la vitesse des ondes acoustiques puisse être considérée comme infiniment
rapide devant celle de l’écoulement. Cette hypothèse, raisonnable lorsque le nombre de Mach
Ma de l’écoulement est modéré (typiquement Ma ≤ 0.3), conduit à négliger les phénomènes
acoustiques dans le domaine. Ceci permet d’éviter sa résolution ce qui offre la possibilité d’aug-
menter le pas de temps et ainsi de diminuer le coût des calculs. Il peut alors être montré, à l’aide
d’un développement asymptotique des variables de l’écoulement en nombre de Mach, que cette
hypothèse équivaut à résoudre les équations de Navier-Stokes sous leur forme incompressible.
Les opérateurs spatiaux sont alors discrétisés à l’aide d’un schéma numérique spatial, comme
par exemple un schéma centré aux différences finis qui est de second ordre. Puis, l’avance-
ment temporel est réalisé à partir de la méthode de projection développée par Chorin (1968)
et modifiée ensuite par Kim & Moin (1985). Cette technique repose sur une décomposition
d’Helmholtz du champs de vitesse ~u en une partie irrotationnelle (∇ × ~u = 0) et une partie
solénoïdale (∇·~u = 0) pour résoudre l’équation de quantité de mouvement en deux étapes (une
étape de prédiction de la vitesse puis une étape de correction). Les détails de cette approche
ne sont pas donnés dans ce manuscrit mais le lecteur intéressé pourra se référer aux articles
de Chorin (1968) et Kim & Moin (1985) où ils sont explicités en détails. Le code NGA, utilisé
dans le chapitre 2, se base sur ce formalisme.
1.7 La simulation des écoulements diphasiques
Le panel très large de temps et de longueurs caractéristiques des phénomènes physiques
diphasiques présents simultanément dans des configurations complexes rend leurs simulations
particulièrement épineuses. La génération d’un spray issu d’un injecteur aéronautique en Figure
1.26 permet, par exemple, d’observer non-seulement la présence d’une zone dense en sortie
d’injecteur, où le liquide est sous la forme d’une nappe, mais aussi celle d’un spray constitué
d’une multitude de très petites gouttes formées par l’atomisation primaire et secondaire du
liquide. Deux approches existent alors pour simuler ce type d’écoulement.
La première approche consiste à considérer un écoulement diphasique où deux phases co-
existent et sont séparées par une interface. Cette dernière doit alors être modélisée et sa dy-
namique est résolue sur le maillage. Les techniques de modélisation de l’interface se classent
selon deux catégories. La première est la catégorie des interfaces raides, où l’interface entre les
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Figure 1.26 – Photographie du spray de carburant SAFIR issue des travaux de Cessou et al.
(2010).
phases liquide et gazeuse est décrite par une discontinuité qui est transportée dans l’écoule-
ment. La seconde est la catégorie des interfaces diffuses, où l’interface est décrite par une zone
d’épaisseur finie à travers laquelle les variables de l’écoulement évoluent rapidement mais de
façon continue. Ce type d’approche, dite à interface résolue, est très intéressante puisqu’elle
permet de simuler finement le comportement de l’interface liquide/gaz avec, par exemple, la
naissance d’instabilités à sa surface ou encore sa désintégration en ligaments puis, en gouttes
lors de l’atomisation. La nécessité de discrétiser finement la zone proche de l’interface peut,
cependant, rendre son utilisation très couteuse lorsque les structures deviennent très petites et
que leur nombre devient très important. C’est par exemple le cas pour les sprays formés par
les injecteurs aéronautiques, où la taille caractéristique des gouttes est de l’ordre de ≈ 50µm
et leur nombre peut atteindre plusieurs millions.
La seconde approche propose de contourner ce problème en décrivant directement la phase
liquide comme un ensemble de gouttes sphériques. Ces gouttes ne sont pas directement réso-
lues sur le maillage mais sont plutôt vues comme des inclusions ponctuelles dans l’écoulement
gazeux définies par un ensemble de propriétés (diamètre, vitesse, température, etc.). Les phéno-
mènes physiques qu’elles subissent (atomisation, évaporation, etc.) ainsi que leurs interactions
avec les phases liquide et gazeuse sont alors simplement pris en compte par un ensemble de
modèles phénoménologiques et non par une résolution directe de la dynamique de leur inter-
face. Le comportement du spray de gouttes peut être décrit soit en considérant chaque goutte
de manière individuelle (formalisme Lagrangien), soit en les rassemblant localement pour for-
mer des populations statistiques (formalisme Eulerien). Moins coûteuse en temps de calcul que
l’approche résolue, cette approche possède cependant l’inconvénient majeur d’être uniquement
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valide pour simuler des sprays établis et dilués dans l’écoulement gazeux. La formation du spray
issu d’un injecteur ne peut donc pas être directement simulée et ne peut se faire que par des
modèles empiriques ou phénoménologiques établis à partir d’expériences ou de considérations
théoriques.
Cette partie présente une revue des principales méthodes existantes pour réaliser des si-
mulations avec une approche à interface résolue. La méthode Lagrangienne sera quant à elle
directement décrite au début du chapitre 3 où elle sera également appliquée pour réaliser la
simulation d’une configuration académique d’atomisation Airblast ainsi que d’un injecteur aé-
ronautique. La méthode Eulérienne n’est pas utilisée dans cette thèse et n’y est pour cette
raison pas détaillée. Le lecteur intéressé pourra toutefois se référer à la thèse de Riber (2007)
s’il désire se renseigner sur ce type de méthode.
1.7.1 Les méthodes aux interfaces raides - "Sharp-interface methods"
Dans les méthodes aux interfaces raides, l’interface entre les phases liquide et gazeuse est
décrite par une discontinuité. Partant de cette représentation, diverses stratégies ont alors été
proposées pour transporter cette discontinuité, reconstruire sa topologie et gérer l’évolution
des deux phases de part et d’autre de l’interface. Les trois approches les plus connues sont
présentées dans cette section.
La méthode Volume of Fluid
Originalement introduite par Noh & Woodward (1976) puis Hirt & Nichols (1981), la mé-
thode Volume of Fluid (VOF) est une approche Eulérienne qui se base sur le transport de la
fraction volumique locale de liquide α, aussi appelée fonction VOF, pour localiser l’interface.
L’équation d’advection de cette quantité se formule de la façon suivante :
∂α
∂t
+ ~u · ∇α = 0 (1.71)
Il existe deux approches de méthodes VOF. Initialement proposée par Hirt & Nichols (1981),
la première consiste à utiliser des schémas spécifiques d’ordre élevé pour éviter la diffusion
numérique de l’interface lors du transport et ainsi préserver sa raideur. Il existe de nombreux
travaux qui traitent du développement de tels schémas numériques. Le lecteur intéressé pourra
par exemple se référer aux publications de Lafaurie et al. (1994), Ubbink & Issa (1999), Tsui
et al. (2009), Patel & Natarajan (2015). La seconde approche se base sur une reconstruction
géométrique de l’interface à partir de la fonction VOF pour déterminer sa position exacte. La
reconstruction la plus élémentaire consiste à considérer que l’interface est localement parallèle
à l’une des faces de la cellule. Cette méthode, appelée Simple Line Interface Reconstruction
Calculation (SLIC), a été initialement développée par Noh & Woodward (1976). Elle a pour
principal avantage d’être facile à implémenter et peu couteuse. Une reconstruction plus précise
peut, toutefois, être obtenue avec la méthode Piecewise Linear Interface Calculation (PLIC)
de Youngs (1982). Cette dernière représente localement l’interface par un plan orienté. La
Figure 1.27 fournit un exemple d’une interface reconstruite avec les méthodes SLIC et PLIC.
La précision de la reconstruction via la méthode PLIC est fortement liée au calcul de la normale
à l’interface qui est ensuite utilisée pour orienter le plan. Parker & Youngs (1992) proposent
de déterminer simplement cette normale à partir du sens du gradient de la fonction VOF ∇α.
Malheureusement, Pilliod & Puckett (2004) ont montré que cette technique ne permet pas
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de positionner les plans orientés dans toutes les cellules avec une précision de second ordre.
Cette précision peut être atteinte avec la méthode "Least-square VOF interface reconstruction
algorithm" (LVIRA) de Pilliod & Puckett (2004). Elle consiste à trouver la normale à l’interface
~ni,j en minimisant la norme L2 de l’erreur E2i,j entre la valeur de la fonction VOF des voisins






Cette méthode a été optimisée par Pilliod & Puckett (2004) dans le cas des maillages structurés
pour donner l’algorithme Efficient LVIRA (ELVIRA) qui réduit le problème de minimisation à
seulement six normales candidates pour la reconstruction grâce à une méthode aux différences
finies appliquée à la fonction VOF dans les cellules voisines. Cette méthode est implémentée
dans le solveur NGA utilisé dans le chapitre 2. Notons qu’il existe de nombreuses autres stra-
tégies pour déterminer la normale à l’interface parmi lesquelles nous pouvons citer la méthode
geometric-least-squares (GLS) de Mosso et al. (1996), adaptée aux maillages non-structurés, la
méthode Moment-of-Fluid (MOF) de Dyadechko & Shashkov (2005), qui transporte le centre
de masse du liquide en plus de la fonction VOF, ou encore, la méthode Coupled Level-Set and
Volume-Of-Fluid (CLSVOF) de Sussman & Puckett (2000) où la normale est déterminée grâce
au transport d’une fonction Level-Set.
(a) Position réelle de l’interface (b) Reconstruction SLIC (c) Reconstruction PLIC
Figure 1.27 – Exemple de reconstruction d’interface avec les méthodes SLIC et PLIC.
La Figure 1.28 donne un exemple d’application de la méthode VOF au calcul d’un jet d’eau.
Il convient d’observer la très bonne description des processus d’atomisation avec la formation
de ligaments qui se scindent ensuite en petites gouttes.
La méthode Level-Set
Proposée par Osher & Sethian (1988) pour le traitement de problèmes tels que la propagation
de fronts de flamme ou bien la croissance de cristaux, la méthode Level-Set se base sur l’idée
de représenter l’interface à partir d’une valeur d’isocontour d’une fonction scalaire transportée
dans l’écoulement. Cette stratégie a, par la suite, été appliquée par Mulder & Osher (1992) et
Sussman et al. (1994) pour traiter des écoulements diphasiques. Ces premiers travaux proposent
de définir la fonction scalaire Φ, également appelée fonction Level-Set, comme la distance signée
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Figure 1.28 – Atomisation d’un jet d’eau liquide par Le Chenadec & Pitsch (2013)
d à l’interface Γ.
|Φ(~x, t)| = |d(~x, t)| = min
~xI∈Γ
|~x− ~xI | (1.73)
La fonction Φ prend, par exemple, une valeur négative dans le gaz et positive dans le liquide.
La position de l’interface est alors définie par l’isocontour Φ(~x, t) = 0 et sa dynamique est prise
en compte grâce au transport de la fonction Φ dans l’écoulement via l’équation suivante :
∂Φ
∂t
+ ~u · ∇Φ = 0 (1.74)
La diffusion numérique engendrée par la résolution de l’équation (1.74) ne garantit malheureu-
sement pas que la fonction Φ garde les caractéristiques d’une fonction distance signée au cours
du temps. Ce problème est traité par l’ajout d’une procédure de réinitialisation après chaque
itération de transport de la fonction Level-Set. Sussman et al. (1994) écrivent cette dernière
comme une résolution stationnaire de la relation de raidissement suivante :
∂Φ
∂τ
= sign(Φ) (1− |∇Φ|) (1.75)
En théorie, l’équation de réinitialisation (eq. (1.75)) conserve la position de l’isocontour Φ(~x, t) =
0. Toutefois, sa résolution numérique génère des erreurs qui modifient sa position et déplacent
donc l’interface artificiellement. Ce phénomène, auquel il faut ajouter les erreurs de transport
liées à la formulation non-conservative de l’équation (1.74), a pour conséquence d’engendrer
des erreurs très importantes de conservation de la masse. Ainsi, bien que ce type de méthode
permette une localisation très précise de l’interface, ce défaut de conservation de la masse a
largement freiné son développement durant de nombreuses années.
Olsson & Kreiss (2005, 2007) ont cependant montré que l’utilisation d’une fonction sca-
laire Ψ de forme tangente hyperbolique, à la place de la fonction distance signée Φ, couplée à
une équation de transport conservative, permet d’améliorer la conservation de la masse. Cette
méthode est appelée Conservative Level-Set (CLS). La fonction Ψ y est exprimée de la façon
suivante :












où ε est un paramètre qui contrôle l’épaisseur du profil. L’interface est alors représentée par
l’isocontour Ψ(~x, t) = 0.5 au lieu de l’isocontour Φ(~x, t) = 0. Comme évoqué précédemment, la




+∇ · (~uΨ) = 0 (1.77)
De la même façon que pour la fonction Φ, le transport de Ψ à l’aide de l’équation (1.77) n’assure
pas de préserver le profil de tangente hyperbolique au cours du temps. Olsson & Kreiss (2007)
introduisent donc la procédure de réinitialisation suivante :
∂Ψ
∂τ
= ∇ · (ε (∇Ψ · ~n)~n−Ψ (1−Ψ)~n) (1.78)
où ~n correspond au vecteur normal à l’interface. Il est calculé à partir de la fonction Ψ :
~n = ∇Ψ
|∇Ψ| (1.79)
Desjardins, Moureau & Pitsch (2008) observent, toutefois, que l’expression proposée par Olsson
& Kreiss (2007) est très sensible aux erreurs numériques ce qui conduit notamment à l’appa-
rition d’oscillations parasites de l’interface. Ils proposent donc une méthode, appelée Accurate
Conservative Level-Set (ACLS), qui estime la normale à partir du champs de distance signée
Φ reconstruit à partir de Ψ à l’aide d’un algorithme "Fast Marching". La normale à l’interface
est maintenant donnée par l’équation :
~n = ∇Φ
|∇Φ| (1.80)
La distance signée Φ étant une fonction par nature moins raide au niveau de l’interface que la
fonction tangente hyperbolique Ψ, le calcul du gradient dans l’équation (1.80) est moins sujet
aux erreurs numériques et l’estimation de la normale est largement améliorée. Cette stratégie
est restée durant de nombreuse année la méthode de référence pour les simulations diphasiques
avec Level-Set.
Récemment, Chiodi & Desjardins (2017b) ont proposé d’améliorer la précision de la méthode
ACLS en retravaillant l’expression de la fonction de réinitialisation du profil. En effet, comme
illustré dans la Figure (1.29), en partant d’une goutte parfaitement sphérique et en l’absence de
transport et de diffusion, une déformation significative de l’interface peut être observée après
seulement 1000 itérations. Chiodi & Desjardins (2017b) incriminent les termes liées à la fonction
Ψ dans la partie droite de l’équation de réinitialisation (1.78) comme coupable de ces erreurs
numériques. Ils proposent alors une réécriture de cette équation en ne faisant plus intervenir









) (|∇Φmap · ~n| − 1)~n
 (1.81)
où Φmap est une fonction directement déterminée à partir du champs de Ψ :








(a) Goutte initiale (b) Après 1000 itérations
de réinitialisation avec
l’équation (1.78)
(c) Après 1000 itérations
de réinitialisation avec
l’équation (1.82)
Figure 1.29 – Evolution de la forme d’une goutte initialement sphérique après 1000 itérations
de réinitialisation. La goutte est résolue avec 20 points dans le diamètre. Les figures sont issues
de Chiodi & Desjardins (2017b).
Cette fonction est également utilisée pour calculer la normale à l’interface ~n via une relation




La figure 1.30 donne une exemple de l’atomisation d’un jet liquid simulée par Chiodi & Des-
jardins (2017b).
Figure 1.30 – Atomisation d’un jet liquide turbulent par Chiodi & Desjardins (2017b).
Notons pour finir que la méthode Level-Set s’intègre particulièrement bien dans les solveurs
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non-structurés. Malgré la possibilité de simuler des configurations géométriques complexes, l’es-
timation de la courbure de l’interface est cependant sujette à de nombreuses erreurs sur ce type
de maillage engendrant notamment l’apparition de courants parasites et des déstabilisations
numériques de l’interface. Toutefois, Janodet et al. (2019, 2020) ont très récemment proposé
une méthode numérique robuste qui réduit drastiquement les erreurs numériques liées à ce
type de maillage. Alliant l’utilisation d’une méthode de projection, appelée geometric projec-
tion/marker method (GPMM), pour reconstruire le champs de la fonction de distance signée Φ,
avec un raffinement dynamique de maillage pour préserver une discrétisation précise et homo-
gène dans la région autour de l’interface, la méthodologie de Janodet et al. (2019, 2020) ouvre
la porte à la simulation haute fidélité avec des codes non-structurés et massivement parallèles
de cas canoniques, tels que des impacts de gouttes (Figure 1.31a), et de cas aux géométries
complexes, tels que celui présenté dans la Figure 1.31b.
(a) Collision de gouttes d’eau dans l’air (b) Injecteur Triple
Disque
Figure 1.31 – Collision de gouttes d’eau dans l’air et simulation d’un injecteur triple disque
obtenue par Janodet et al. (2020) en couplant la méthode GPMM avec une stratégie de raffi-
nement de maillage dynamique.
La méthode Front-Tracking
Contrairement aux deux méthodes précédentes qui s’inscrivent dans un formalisme Eule-
rien, il existe également des stratégie basées sur une approche Lagrangienne pour suivre le
comportement du liquide et de l’interface.
L’une des premières stratégies de ce type à avoir été proposée dans la littérature est la mé-
thode "Marker-and-Cell" (MAC). Originellement introduite dans les années 1960 par Harlow &
Welch (1965) et Welch et al. (1965) pour simuler des écoulements à surface libre incompressibles
et visqueux, la méthode MAC utilise des marqueurs Lagrangiens sans masse pour repérer les
cellules contenant le fluide d’intérêt. La Figure 1.32 explicite la situation considérée. Dans sa
version originale, les cellules possédant un marqueur mais ayant au moins une cellule voisine
sans marqueur se voit décerner le label de cellule d’interface. Cette stratégie permet de les trai-
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Figure 1.32 – Schéma de principe de la méthode MAC
ter différemment pour la prise en compte des flux de masse et de chaleur à travers l’interface
ainsi que de la force de tension de surface. La position exacte de l’interface dans ces cellules
n’est, malheureusement, pas connue ce qui engendre de nombreuses erreurs d’estimation des
termes d’interface. Le transport des marqueurs dans l’écoulement peut également perturber
leur distribution dans le fluide d’intérêt. En effet, en déplaçant certains marqueurs vers des
zones de concentration préférentielle, des régions du fluide peuvent se retrouver dépourvues
d’un nombre suffisant de marqueurs dégradant encore plus l’estimation de la position de l’in-
terface et donc de sa dynamique. Cette méthode a ensuite été améliorée au fil du temps. Ces
améliorations se sont tout d’abord concentrées sur la simplification de la stratégie de détermi-
nation de la pression, particulièrement complexe dans la méthode précédente, pour donner la
méthode Simplified MAC (SMAC) de Amsden & Harlow (1970). Puis, elles se sont portées sur
la description de l’interface pour aboutir à la méthode General domain SMAC (GENSMAC)
présentée par Tomé & McKee (1994). Cette dernière ajoute des marqueurs spécifiques pour
délimiter l’interface ce qui permet une évaluation beaucoup plus précise de sa courbure locale
et ainsi de l’intensité de la force de tension de surface. Elle a par la suite été étendue aux
écoulements axisymmétriques par Tomé et al. (2000), à l’utilisation de pas de temps implicites
par Oishi et al. (2004), à la prise en compte efficace de la tension de surface par Mangiavacchi
et al. (2005), et, à la modélisation d’écoulement 3D par De Sousa et al. (2004). Le lecteur
intéressé pourra se référer à l’article de review de McKee et al. (2008) pour plus de détails sur
la méthode MAC et ses extensions. Bien que limitée au traitement de problèmes à surface libre,
cette approche permet d’obtenir des résultats prometteurs pour simuler par exemple l’impact
d’une goutte avec un liquide plus dense et plus visqueux illustré en Figure 1.33.
Une autre stratégie consiste à représenter l’interface à l’aide d’une chaîne de marqueurs
Lagrangiens liés entre eux par une loi d’interpolation linéaire ou polynomiale (Figure 1.34). Le
transport de ces marqueurs dans l’écoulement permet de connaître précisément la position de
l’interface. Cette méthode a été conceptualisée dès les années 1960 par Richtmyer & Morton
(1967) pour suivre des discontinuités dans les écoulements puis, utilisée par Daly (1969) pour
étudier l’évolution d’une instabilité de Rayleigh-Taylor entre deux fluides visqueux incompres-
sibles. Il a fallu pourtant attendre les travaux de Glimm et al. (1981) pour voir émerger son
utilisation. Une fois les marqueurs advectés dans l’écoulement, la méthode de Glimm et al.
(1981) propose de reconstruire l’interface en interpolant la ligne en 2D, ou le plan en 3D, formé
par les marqueurs sur le maillage Eulerien. La position et la topologie de l’interface sont ensuite
utilisées pour évaluer les propriétés de l’écoulement et résoudre les équations de Navier-Stokes.
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Figure 1.33 – Impact d’une goutte sur un film liquide par la méthode Front-Tracking
GENSMAC-3D de De Sousa et al. (2004).
Fluid 1
Fluid 2
Figure 1.34 – Schéma de principe de la méthode Front Tracking
Cette méthode a par la suite été spécifiquement adaptée à la simulation des problèmes dipha-
siques par Unverdi & Tryggvason (1992). Le principal avantage de cette approche est qu’elle
offre une connaissance très précise de la position de l’interface. Elle présente toutefois deux
difficultés majeures. Tout d’abord, le transport des marqueurs dans l’écoulement ne garantit
pas une conservation stricte de la masse dans chaque phase. Chaque marqueur étant advecté
indépendamment, les erreurs numériques relatives au transport des marqueurs s’additionnent
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ce qui peut conduire lors de la reconstruction de l’interface à une variation de la masse conte-
nue dans chaque phase. En outre, les évolutions topologiques de l’interface dues au transport
peuvent augmenter localement l’écart entre les différents marqueurs dégradant la représentation
de l’interface dans les zones fortement déformées. Cet inconvénient nécessite de réensemencer
régulièrement l’interface au cours du calcul pour y enlever ou y ajouter des marqueurs. Ceci
contraint au développement d’une structure de données à la fois flexible et complexe où les
marqueurs peuvent être intégrés ou supprimés facilement et les liens entre eux mis à jour ra-
pidement. Pour faire face à ces difficultés, la formulation de Unverdi & Tryggvason (1992) a
été améliorée au fil du temps avec, par exemple, les travaux de Tryggvason et al. (2001) qui
ont proposé une méthode robuste de manipulation des marqueurs de l’interface ainsi qu’une
manière d’évaluer plus précisément la force de tension de surface. Initialement développée dans
un formalisme incompressible, la méthode a également été étendue à la simulation compressible
par Terashima & Tryggvason (2009). Bien que son degré de maturité ne soit pas aussi poussé
que celui des méthodes Volume-Of-Fluid ou Level-Set, l’approche Front-Tracking a déjà été
utilisée avec succès pour simuler diverses configurations académiques incompressibles et com-
pressibles. A titre d’exemple, la Figure 1.35a montre les résultats de la simulation de l’ébullition
d’un film liquide sur un cylindre horizontal obtenus par Tryggvason et al. (2006) tandis que la
Figure 1.35b permet d’observer la simulation d’un jet liquide en présence d’un faible rapport
de masse volumique calculée par Tryggvason et al. (2011).
1.7.2 Les méthodes aux interfaces diffuses
Contrairement aux méthodes aux interfaces raides pour lesquelles l’interface est modéli-
sée par une discontinuité, les méthodes aux interfaces diffuses proposent de décrire l’interface
comme une zone d’épaisseur finie à travers laquelle les variables de l’écoulement évoluent ra-
pidement mais de façon continue. Ce type d’approche peut être divisée en deux familles : les
méthodes "phase fields" et les méthodes multifluides. Ces deux familles se différencient par la
description de la zone diffuse. La première famille justifie la diffusion par des considérations
physiques et l’intègre ainsi intrinsèquement dans la formulation des équations. La seconde fa-
mille décrit l’interface comme une région hétérogène où les deux phases coexistent localement.
La diffusion de l’interface résulte alors d’une diffusion numérique des variables qui décrivent
l’interface mais, celle-ci est toujours considérée comme raide physiquement. Cette dernière fa-
mille nécessite donc des méthodes numériques particulières pour éviter une diffusion excessive
et non-physique de l’interface.
Les méthodes Phase field
Les méthodes dites "phase fields" se basent sur la théorie de Gibbs (1878) et Van Der Waals
(1891) selon laquelle la tension de surface est une manifestation macroscopique d’une accumula-
tion d’énergie au niveau de l’interface. L’énergie libre F dans le domaine est alors définie comme
la somme d’une contribution homogène et d’une contribution liée à la présence de l’interface.











où Φ est une variable physique ou non qui sert à repérer l’interface. Appelée variable "phase
field" ou paramètre d’ordre, elle prend une valeur différente dans chaque phase et varie de façon
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(a) Evolution d’une interface liquide/vapeur lors de la génération d’une bulle de vapeur due à l’ébul-
lition d’un film liquide disposé sur un cylindre horizontal par Tryggvason et al. (2006)
(b) Evolution de l’interface lors du développement d’un jet liquide 3D à faible rapport de masse
volumique (10) et des nombres de Reynolds de 2030 et de Weber de 2200 par Tryggvason et al. (2011)
Figure 1.35 – Exemples d’application de la méthode Front-Tracking
continue d’une valeur vers l’autre à travers l’interface. Il convient de noter que la définition de
la variable Φ est très similaire à celle d’une fonction Level-Set. Il faut cependant remarquer
que, contrairement à la fonction Level-Set qui est utilisée comme un outil mathématique pour
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suivre l’interface, le paramètre d’ordre Φ est directement utilisé pour enrichir la représentation
thermodynamique du système fluide dans l’interface. Le terme f0, dans l’équation (1.84) cor-
respond à la densité d’énergie libre du système homogène. Elle dépend du paramètre d’ordre Φ
et, éventuellement, d’un jeu ξ d’autres variables comme la température. Il existe de nombreuses
expressions dans la littérature et, le lecteur intéressé pourra par exemple se référer à la thèse
de Nayigizente (2021) qui en liste certaines. La densité d’énergie liée à l’excès d’énergie libre
est représentée par le terme λ2 (∇Φ)
2. Basé sur le gradient de la variable Φ, ce terme est nul
partout dans le domaine sauf à travers l’interface et son niveau est donné par le coefficient
de capillarité λ. Cette densité d’énergie est, par ailleurs, directement reliée au coefficient de
tension de surface σ via son intégration dans la direction normale à l’interface. En considérant
deux positions ~x1 et ~x2 de part et d’autre d’une interface de normale ~n, le coefficient de tension




λ (∇Φ)2 ~n · d~x (1.85)
Dans le cas d’un système constitué de deux états homogènes, Gibbs (1878) a montré que la
courbe d’évolution de la densité d’énergie libre f0 en fonction de la variable Φ présente deux
minima locaux appartenant à une même ligne tangente à la courbe. Une courbe d’évolution
typique est donnée en Figure (1.36). Gibbs (1878) note également que le système est à l’équilibre
ΦΦ1 Φ2
f0
Figure 1.36 – Variation de la densité d’énergie f0 en fonction du paramètre d’ordre Φ dans
un système homogène constitué de deux phases
si l’énergie libre totale dans le domaine est minimum, c’est-à-dire si Φ = Φ1 dans la phase 1 et
Φ = Φ2 dans la phase 2.
F (Φeq) = minΦ F (Φ) (1.86)
Dans ces conditions, Cahn & Hilliard (1958), Modica (1987) ou encore Elliott (1989) ont montré
que le terme λ2 (∇Φ)
2 permet un passage continu de Φ = Φ1 à Φ = Φ2 créant ainsi une
représentation diffuse de l’interface. L’épaisseur de l’interface est alors contrôlée par la valeur
du coefficient λ ainsi que par l’expression choisie pour la densité d’énergie f0. Cette propriété
est particulièrement intéressante car elle permet de justifier physiquement la représentation de
l’interface par une zone diffuse. Cependant, l’épaisseur typique d’interface obtenue en condition
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sous-critique étant de l’ordre de 10−9 m à 10−7 m, sa résolution par un maillage est susceptible
d’engendrer un coût de calcul inaccessible avec les moyens actuels pour les cas complexes, ce qui
a durant longtemps constitué une importante limitation à l’utilisation de cette méthode. Ceci a
motivé le développement de techniques pour épaissir l’interface sans en modifier les propriétés,
par Jamet (1998) et Jamet et al. (2001) puis plus récemment par Nayigizente et al. (2018), ce
qui permet de répondre en partie à ce problème.
A la manière des méthodes VOF ou Level-Set, l’évolution temporelle de l’interface est décrite
par une équation d’advection. Il existe différentes formulations pour cette équation. La forme
la plus utilisée est celle proposée par Cahn (1961) et Cahn & Hilliard (1971). Dérivée en basant
le paramètre d’ordre Φ sur la concentration d’un fluide dans le cas d’un mélange constitué de












oùMCH est un paramètre appelé coefficient de mobilité du fluide ou coefficient d’Onsager géné-
ralisé. Il est analogue à un coefficient de diffusion et caractérise la relation de proportionnalité
entre la vitesse d’une interface et la variation d’énergie libre (Christian 2002). Une autre forme










où MAC est un coefficient lié à la vitesse de déplacement de l’interface (voir Allen & Cahn
(1979)). Initialement développée pour résoudre des problèmes de cristallisation, son utilisation
a été étendue à une plus grande variété de problèmes et, en particulier, à des problèmes hy-
drodynamiques par Jeong & Kim (2017). Contrairement à l’équation (1.87), la formulation de
Allen & Cahn (1979) présente l’avantage de ne pas faire apparaître de dérivée de quatrième
ordre facilitant ainsi sa résolution numérique. En revanche, elle n’assure pas une conservation
exacte du paramètre d’ordre au cours du temps. Nayigizente (2021) indique cependant qu’il
n’existe pas un avantage clair à l’utilisation d’une formulation plutôt qu’une autre. Le choix
doit donc dépendre de la physique étudiée, des méthodes numériques accessibles et, de la nature
du paramètre d’ordre Φ considéré avec, en particulier, la nécessité d’assurer sa conservation ou
non.
L’équation (1.84) couplée à l’une des équations de transport (eq. (1.87) ou eq. (1.88)) consti-
tue la base de l’approche "Phase Fields". Ce couple de relations peut ensuite être intégré à diffé-
rents systèmes d’équations permettant d’étudier des phénomènes physiques très divers comme,
par exemple, la croissance de cristaux (Wheeler et al. 1993a), la propagation de fissures (Karma
& Kessler 2001) ou même pour traiter des images (Benes̆ et al. 2004). L’utilisation de la mé-
thode "Phase Field" pour traiter des phénomènes hydrodynamiques remonte à la dérivation
du modèle "H" par Hohenberg & Halperin (1977) dédié aux écoulements incompressibles. Ce
modèle a, par la suite, subi plusieurs modifications en fonction des hypothèses retenues concer-
nant l’écoulement. Il a, en particulier, été étendu aux écoulements compressibles notamment
par Wheeler et al. (1993b). Le modèle "Phase Field" dérivé par Wheeler et al. (1993b) consiste
à ajouter des termes dans les équations de Navier-Stokes, décrites dans la partie 1.6.1, afin de
prendre en compte la modification de l’énergie libre dans le système. Le système d’équations
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obtenu se formule :
∂ρ
∂t














+∇ · ((ρE + P ) ~u) = ∇ ·
(
τ · ~u− τΦ · ~u
)
−∇ · ~q −∇ ·~jΦ (1.89c)
Le jeu d’équations (1.89) est complété par une équation pour résoudre le transport du paramètre
d’ordre Φ. Sa forme dépend du modèle d’évolution temporelle choisi (Cahn & Hilliard (1971)
ou Allen & Cahn (1979)) :
∂Φ
∂t





















Les termes τΦ et ~jΦ dans les relations (1.89b) et (1.89c) correspondent à la modification du
tenseur des contraintes et du flux liés à l’utilisation de l’approche "Phase Fields". τΦ est donné







Le flux ~jΦ dépend quant à lui du modèle d’évolution temporelle (Cahn & Hilliard (1971) ou




























Il existe de nombreuses études théoriques portant sur les propriétés physiques et mathé-
matiques des équations mais, à la connaissance de l’auteur, les simulations numériques de
phénomènes hydrodynamiques sont encore très limitées. Il convient toutefois de souligner les
résultats encourageants obtenus par certains auteurs comme Chiu & Lin (2011) et très récem-
ment par Nayigizente (2021). Les premiers ont réussi à simuler l’impact d’une goutte d’eau sur
un film liquide dans un contexte incompressible. Les résultats obtenus, visualisables en Figure
1.37, sont en bon accord qualitatif et quantitatif avec les expériences. Le second a utilisé une
approche "phase field" compressible pour simuler l’impact entre deux gouttes d’oxygène liquide.
L’utilisation avec succès de sa méthode d’épaississement d’interface TIM est très prometteuse
pour la suite car, elle permet d’augmenter la résolution de maillage nécessaire à la discréti-
sation de l’interface. Ceci diminue le coût de calcul de la méthode "Phase Field" permettant
d’envisager son utilisation future pour simuler des cas plus complexes.
Bien que les méthodes "Phase Fields" fournissent une approche intéressante pour simuler les
écoulements multiphasiques, il reste encore des obstacles à franchir avant de pouvoir envisager
leur utilisation dans des cas complexes. Ces obstacles sont aussi bien d’ordre numérique avec par
exemple la résolution du système d’équations (1.89), dont la nature mathématique ne permet
par d’avoir recours aux méthodes numériques classiquement utilisées en mécanique des fluides,




Figure 1.37 – Simulation de l’impact d’une goutte d’eau sur un film d’eau liquide avec une
méthode Phase-field par Chiu & Lin (2011)
Figure 1.38 – Simulation de la collision de deux gouttes d’oxygène liquide à We = 46 avec la
méthode d’épaississement TIM développée par Nayigizente et al. (2018). L’image est issue de
Nayigizente (2021).
Méthodes multifluides
La méthode multifluides a fait son apparition au début des années 1970 à travers les travaux
de Drew & Segel (1971) dans le but initial de simuler la déflagration et la détonation d’écoule-
ments hétérogènes hautement réactifs dans des matériaux granulaires. Elle propose de décrire
l’écoulement dans l’ensemble des fluides par un système unique d’équations de conservation et
de modéliser l’interface par une zone où les différents fluides coexistent localement et où les
grandeurs de l’écoulement varient fortement mais sans discontinuer. Contrairement à l’approche
Phase Field, l’épaisseur de la zone d’interface n’est pas dictée par des considérations physiques
mais résulte d’une diffusion numérique liée à la capacité du schéma numérique employé à gé-
rer des forts gradients et à les conserver au cours du temps. Ce type d’approche s’appuie sur
un système d’équations ainsi que sur une fermeture thermodynamique capable de décrire le
comportement des différents fluides en présence. L’un des premiers systèmes d’équations à être
apparu est le modèle à 7 équations de Baer & Nunziato (1986). Initialement développé pour
étudier des problèmes de transition de la déflagration vers la détonation (DDT) dans les ma-
tériaux granulaires, il fut par la suite étendu par Saurel & Abgrall (1999) pour traiter des
écoulements avec deux phases séparées. Constitué d’une équation de conservation de la masse,
de la quantité de mouvement et de l’énergie dans chacune des phases et d’une équation de trans-
port de la fraction volumique d’une des deux phases, il se présente comme le modèle le plus
complet et permet de décrire l’écoulement de deux phases en déséquilibre de vitesse, pression,
température et potentiel chimique. Différents sous modèles ont ensuite vu le jour réduisant le
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nombre d’équations du système à l’aide d’hypothèses sur la nature de l’écoulement dans l’in-
terface. Kapila et al. (2001) et Saurel et al. (2009) proposent ainsi des modèles à 5 équations
en supposant l’équilibre mécanique entre les deux phases. Saurel et al. (2016) ont également
dérivé un modèle à 4 équations en imposant un équilibre mécanique et thermique entre les deux
fluides. Les modèles à 7, 5 et 4 équations, de même que leurs hypothèses, seront détaillés dans
le chapitre 4.
L’utilisation d’un même système d’équations pour décrire l’écoulement dans tout le domaine
de calcul fournit un grand avantage à cette méthode. Elle permet, en effet, une modélisation
native de l’interface par une zone de fort gradient ainsi qu’une prise en compte des échanges entre
les phases et des forces qui y agissent grâce au simple ajout de termes sources dans le système
d’équations. N’étant pas contrôlée par des considérations physiques, l’épaisseur de l’interface
peut cependant augmenter au cours du temps sous l’effet de la diffusion numérique et conduire
à une dynamique non-physique de l’écoulement. L’utilisation de schémas numériques capables
de transporter de forts gradients comme les schémas de Godunov (1959) permet cependant
de corriger en grande partie ce défaut. Récemment, une méthode permettant de conserver
l’épaisseur de l’interface au cours du temps grâce à l’ajout de termes de raidissement dans les
équations a également été proposée par Jain et al. (2020).
La méthode multifluides est aujourd’hui employée pour simuler une grande variété d’écou-
lements diphasiques dans un contexte compressible. A titre d’exemple, elle fut appliquée par
Le Martelot et al. (2014) pour calculer des phénomènes d’ébullition (Figure 1.39), par Chiapo-
lino et al. (2017) pour simuler un jet liquide subsonique (Figure 1.40) ou encore par Hejazial-
hosseini et al. (2013) pour reproduire le comportement d’une bulle impactée par une onde de
choc (Figure 1.41).
La méthode multifluides sera détaillée plus en profondeur dans le chapitre 4. Ses avantages
et limitations y seront également plus amplement discutés.
Figure 1.39 – Simulation de l’ébullition d’eau liquide réalisée à l’aide d’une méthode multi-
fluides par Le Martelot et al. (2014).
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Figure 1.40 – Simulation par une méthode multifluides de la fragmentation d’un jet d’oxygène
liquide subsonique par un écoulement coaxial d’azote sous forme gazeuse issue de Chiapolino
et al. (2017).
Figure 1.41 – Simulation 3D de l’interaction entre en choc et une bulle avec un modèle
multifluides à 4 équations réalisée par Hejazialhosseini et al. (2013).
76
Contexte général
1.8 Objectifs de la thèse et structure du manuscrit
La conception de moteurs compatibles avec des normes environnementales de plus en plus
exigeantes nécessite une compréhension toujours plus fine de leur fonctionnement et des phé-
nomènes physiques qui y sont associés. La simulation numérique se présente alors comme un
outil précieux qui permet un accès direct à des informations locales parfois difficiles à obte-
nir expérimentalement. Ceci est particulièrement vrai pour les injecteurs dont la petite taille
rend l’instrumentation ardue et coûteuse. Excepté dans quelques études académiques, les injec-
teurs industriels ne sont donc caractérisés qu’à travers le spray qu’ils génèrent et la dynamique
menant à sa formation reste bien souvent mal comprise.
Cette thèse a donc pour objectif d’étudier les phénomènes physiques en jeu dans les injec-
teurs de type Airblast avec préfilmeur et de développer des outils numériques pour permettre
leur caractérisation. Les travaux ont été réalisés au sein du Centre Européen de Recherche et
de Formation Avancée en Calcul Scientifique (CERFACS) et ont été financés par l’entreprise
Safran Aircraft Engines dans le cadre d’un contrat CIFRE.
Le manuscrit est construit de la façon suivante :
• Le chapitre 2 est dédié à l’étude de la dynamique du film liquide et du processus d’ato-
misation primaire dans des configurations d’injecteurs de type Airblast avec préfilmeur.
Une méthode permettant de réaliser des simulations numériques directes de configura-
tions académiques est d’abord développée. Puis, cette dernière est appliquée au calcul
de deux configurations différentes à l’aide d’une méthode Volume-Of-Fluid (VOF) et du
solveur incompressible NGA. Les travaux présentés dans ce chapitre ont donné lieu à
une collaboration avec Olivier Desjardins, professeur à Cornell University (Etats-Unis)
et font l’objet d’une publication dans un journal scientifique.
• Le chapitre 3 expose le développement d’une méthodologie alternative moins coûteuse
que celle présentée précédemment pour la prédiction de l’atomisation primaire d’un film
liquide en bout de préfilmeur. Basée sur un ensemble de modèles phénoménologiques,
cette approche est implémentée dans un formalisme Lagrangien au code compressible
AVBP. Elle est ensuite appliquée sur une configuration industrielle d’injecteur aéronau-
tique de type Airblast avec préfilmeur.
• Pour pallier les limitations de validité de l’approche phénoménologique, le chapitre 4
propose de développer une méthode multifluides aux interfaces diffuses dans le code
compressible AVBP. Une schéma numérique de Godunov (1959) est également développé
pour éviter la diffusion numérique des forts gradients à l’interface liquide/gaz. Après une
validation sur des cas 1D et 2D, la méthode est finalement appliquée pour simuler des
cas 2D de film liquide cisaillé et d’atomisation Airblast avec préfilmeur.
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Chapitre 2
Simulation numérique haute fidélité de
configurations académiques
d’atomisation de type Airblast avec
préfilmeur
2.1 Introduction : Atomisation de type Airblast avec
préfilmeur et simulation numérique directe
La simulation numérique direct des phénomènes d’atomisation est un outil précieux pour
comprendre finement les phénomènes physiques liés à l’atomisation et par la suite améliorer
la conception des injecteurs. Cependant, comme évoqué dans le chapitre précédent, ce type
de simulation pose des difficultés. Tout d’abord, les discontinuités de masse volumique et de
viscosité à l’interface liquide/gaz ainsi que la prise en compte de la force surfacique liée à
la tension de surface nécessite l’utilisation de méthodes numériques spécifiques. Ensuite, les
tailles caractéristiques de l’atomisation ainsi que la bonne discrétisation de l’interface impliquent
l’utilisation d’une résolution spatiale très fine ce qui engendre des coûts de calcul très élevés,
voire irréalistes.
Malgré ces limitations, la croissance des capacités de calcul ainsi que le développement de
méthodes numériques robustes permettent maintenant de réaliser des simulations directes de
processus d’atomisation sur des cas académiques. La simulation numérique des processus d’ato-
misation assisté par air, où une nappe liquide est cisaillée de chaque côté par un écoulement
gazeux à haute vitesse, est ainsi le sujet de plusieurs études depuis quelques années. Ce genre
d’étude a par exemple été réalisée par Pringuey & Steward Cant (2014) pour démontrer la
capacité de sa méthode numérique Robust Conservative Level Set (RCLS) à simuler correc-
tement des écoulements diphasiques complexes. Les auteurs ont montré dans cette étude la
faculté du code à prédire le régime et la longueur d’atomisation en bon accord avec des ré-
sultats expérimentaux et des projections théoriques. Sander (2008) a également conduit une
simulation numérique directe de nappe liquide mais dans un environnement figé et en utilisant
une méthode VOF. Le but de leur étude était d’identifier les paramètres responsables de la
création d’instabilités en faisant varier la géométrie et les paramètres de l’écoulement liquide
en entrée du domaine. Par la suite, la dynamique de battement d’un film liquide cisaillé par
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un écoulement à haute vitesse a été caractérisée par Odier et al. (2015) à l’aide d’une batterie
de simulations 3D d’écoulements à rapports de masses volumiques et de vitesses modérés en
utilisant une méthode Level Set.
Bien que la désintégration de nappe liquide soit l’un des phénomènes d’atomisation mise
en évidence dans la littérature pour les injecteurs de type Airblast, l’accumulation de liquide
au bord de la lèvre de l’injecteur est également un phénomène important. Or, il existe très
peu d’études numériques traitant du processus d’atomisation par accumulation. De plus, du
fait de la faible quantité de dispositifs expérimentaux existants, celles-ci se concentrent quasi-
exclusivement sur la configuration de Gepperth et al. (2012). Dans cette configuration expéri-
mentale, présentée dans la partie 2.3, l’atomisation primaire en bord de lèvre et la formation
du spray qui en découle ont été finement observées en faisant varier la vitesse du liquide et du
gaz, les propriétés du liquide ou encore la géométrie. La désintégration du liquide a donc été
précisément caractérisée au niveau du bord d’atomisation donnant accès à un large panel de ré-
sultats expérimentaux particulièrement intéressant pour valider les simulations numériques. La
première simulation numérique de cette configuration a été réalisée par Warnckle et al. (2017)
en utilisant l’approche embedded direct numerical simulation (eDNS) proposée par Sauer et al.
(2014) et une méthode VOF intégrée dans le solveur OpenFoam. La méthode eDNS consiste à
utiliser les données de l’écoulement d’un calcul LES gazeux, typiquement ici d’un canal turbu-
lent, comme conditions aux limites d’entrée pour un calcul DNS de la zone d’atomisation. Un
bon accord a globalement été trouvé avec les données expérimentales malgré la faible précision
de localisation de l’interface avec la méthode VOF utilisée. Une étude récente de Warnckle et al.
(2019) a cependant montré que la condition aux limites du gaz a une influence très importante
sur le processus d’atomisation. Cette influence est due à la petite taille du domaine de calcul
utilisée par Warnckle et al. (2017) et, en particulier, à la faible distance entre l’entrée du do-
maine et le bord d’atomisation. Il convient de noter que des conclusions similaires à celle de
Warnckle et al. (2019) concernant l’influence de la taille du domaine de simulation ont égale-
ment été obtenues par Strasser & Battaglia (2017) et Ling et al. (2019). En effet, les premiers
auteurs ont mis en lumière l’influence de la longueur de préfilmeur sur les caractéristiques du
spray issu de l’atomisation, tandis que les seconds ont démontré que la taille du domaine peut
agir sur le développement des vagues d’instabilité à l’interface du film liquide. La simulation a
également été réalisée par Mukundan et al. (2019) à l’aide de la même méthode eDNS mais en
utilisant sa méthode de suivi d’interface appelée coupled level set moment of fluid (CLSMOF)
et la méthode coupled level set volume of fluid (CLSVOF) proposée par Sussman & Puckett
(2000). Les bonnes tendances sont retrouvées avec les deux méthodes mais les limitations dues
à la petite taille du domaine de calcul sont également soulignées. Finalement, la configuration
numérique de Warnckle et al. (2017) a été calculée par Wetherell et al. (2020) en utilisant une
méthode CLSVOF couplée avec un raffinement de maillage adaptatif. Cette approche a permis
de retrouver des résultats quantitatifs en accord avec ceux de Warnckle et al. (2017) tout en
réduisant le coût du calcul.
Prenant en compte les limitations des études précédentes, ce chapitre propose dans un pre-
mier temps de réaliser une simulation haute fidélité de la configuration de Gepperth et al. (2012).
La simulation numérique est réalisée avec le code de calcul NGA (Desjardins, Blanquart, Ba-
larac & Pitsch 2008) capable de capturer précisément l’interface à l’aide d’une approche VOF
augmentée par une méthode de reconstruction de l’interface Piece Linear Interface Calcula-
tion, PLIC (Youngs 1982). L’influence de la condition aux limites d’entrée sur le processus
d’atomisation primaire est limitée par une augmentation de la taille du domaine de calcul par
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rapport à celui de Warnckle et al. (2017). Une méthode d’adimensionnement est également
proposée afin de limiter au maximum le coût du calcul. Cette approche est basée sur l’identi-
fication et la conservation de quatre nombres sans dimension de première importance pour la
dynamique de l’écoulement du film liquide ainsi que les phénomènes d’accumulation et d’ato-
misation primaire. Il est montré qu’une modification des autres paramètres de l’écoulement
permet d’obtenir une simulation haute fidélité de l’écoulement du film liquide et du processus
d’atomisation primaire pour un coût de calcul acceptable. Grâce à cette méthode, un domaine
de calcul d’environ 16 × 16 × 8 mm a ainsi pu être simulé avec seulement 61 millions cellules
à comparer aux 6 × 3 × 4 mm du domaine de Warnckle et al. (2017) et les 84.41 millions de
cellules nécessaires pour simuler le même point de fonctionnement. Les résultats obtenus sont
ensuite largement discutés et comparés aux données expérimentales. Cette partie contient tout
d’abord une étude des instabilités à la surface du film liquide, puis, une caractérisation qualita-
tive et quantitative du processus d’atomisation primaire. Ce calcul est l’objet de la publication
Carmona et al. (2021) dont le contenu est présenté dans les parties 2.2 à 2.5.3. La section 2.6
propose d’appliquer la méthodologie développée à une configuration de marche. Les résultats
sont qualitativement validés en regard de la littérature et comparés au processus d’atomisation
observé dans la configuration de Gepperth et al. (2012).
2.2 Méthode numérique : le solveur NGA
Les simulations contenues ce chapitre ont été réalisées à l’aide du code de calcul NGA.
NGA est un solveur numérique parallèle développé pour la simulation numérique direct (DNS)
et la simulation aux grandes échelles (LES) des écoulements diphasiques complexes et turbu-
lents. Il résout les équations de Navier-Stokes sur des maillages structurés dans un contexte
incompressible et isotherme sans changement de phase, i.e. :
∂ρ
∂t
+ ~u · ∇ρ = 0 (2.1a)
∂ρ~u
∂t







Le jeu d’équations (2.1) est résolu dans les phases gazeuse et liquide où les propriétés physiques
sont considérées comme constantes. En considérant une interface Γ, le saut de masse volumique
et de viscosité à travers celle-ci est écrit comme [ρ]Γ = ρl − ρg et [µ]Γ = µl − µg. En l’absence
de changement de phase, le champ de vitesse est continu dans la direction normale à l’inter-
face. L’interface est assimilée à une paroi non-glissante ce qui amène à supposer que la vitesse
tangentielle est également continue à travers l’interface. Ces deux conditions conduisent à ne
pas considérer de saut de vitesse à travers l’interface [~u]Γ = ~0. La force de tension surface et les
cisaillements visqueux normaux à l’interface engendre, de plus, un saut de pression qui s’écrit :
[p]Γ = σκ+ 2[µ]Γ ~nT · ∇~u · ~n (2.2)
où σ est le coefficient de tension de surface considéré constant, κ fait référence à la courbure
de l’interface et ~n est le vecteur normal à l’interface. Ce jeu d’équation est résolu sur une
configuration de maillage décalée (staggered grid) où les composantes de vitesse sont stockées
aux faces alors que la pression et les autres scalaires sont stockés au centre de chaque cellule du
maillage. Une formulation semi-implicite de second ordre de type de Crank-Nicolson similaire
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à celle implémentée par Choi & Moin (1994) est utilisée pour la discrétisation temporelle. Les
termes diffusifs sont résolus par un schéma centré de second ordre. Le suivi de l’interface est
réalisé à l’aide d’une méthode Volume Of Fluid (VOF) où la fraction volumique locale de
liquide est stockée dans chaque cellule. Le suivi de l’interface est amélioré par l’utilisation d’un
méthode de reconstruction PLIC, pour Piecewise Linear Interface Calculation, qui approxime
la position de l’interface dans chaque cellule par un plan orienté perpendiculairement à la
normale à l’interface. Cette dernière est déterminée en utilisant la méthode ELVIRA proposée
par Pilliod & Puckett (2004). Pour éviter les erreurs numériques, et ainsi l’apparition de courants
parasites à l’interface, une fonction distance découplée du maillage est utilisée pour calculer sa
courbure κ (Owkes & Desjardins 2015). Le champ de fraction volumique de liquide (VOF) est
transporté à l’aide du schéma "3D unsplit" proposé par Owkes & Desjardins (2014) qui assure
une conservation exact de la masse. Enfin pour des raisons de stabilité, les équations de Navier-
Stokes sont discrétisées dans leur forme conservative selon la stratégie de flux de quantité
de mouvement détaillée dans Desjardins et al. (2013). Loin de l’interface, une discrétisation
de second ordre des opérateurs permet un transport pleinement conservatif de la masse, de
la quantité de mouvement et de l’énergie cinétique (Desjardins, Blanquart, Balarac & Pitsch
2008).
2.3 Présentation de la configuration de Gepperth et al.
(2012)
La configuration expérimentale a été conçue au Institut für Thermische Strömungsmaschi-
nen (ITS) de l’université technologique de Karlsruhe (KIT) dans le but d’étudier les phénomènes
d’écoulement de film et d’atomisation primaire dans des conditions de fonctionnement proches
de celle des injecteurs aéronautiques de type Airblast. Présentée dans la Figure 2.1 (gauche),
elle est constituée d’un préfilmeur en forme d’aile placé dans un canal avec un écoulement ra-
pide d’air. L’air est fournie à l’installation par un compresseur radial avec un débit massique
maximum de 200 g/s. Il passe ensuite dans un système composé d’un redresseur et d’une tuyère
pour assurer un champ de vitesse homogène dans la section de test. Le liquide est injecté via
50 trous distribués de façon équidistante à la surface du préfilmeur. Le cisaillement gazeux
engendre ensuite la création d’un film liquide homogène qui s’écoule le long du préfilmeur dans
la direction x jusqu’à atteindre son bord où il est atomisé en gouttes. Le processus de formation
des premières gouttes, appelé atomisation primaire, est étudié par une méthode d’ombroscopie.
Une caméra ultra-rapide est placée perpendiculairement au plan (X,Z) de l’écoulement et le
processus d’atomisation primaire est enregistré avec une fréquence de 7 kHz. Les papiers de
Müller et al. (2006), Gepperth et al. (2010) et Gepperth et al. (2012), présentent les diagnos-
tiques optiques réalisés ainsi que les résultats expérimentaux obtenus. Un large panel de débits
de gaz et de liquide a été étudié afin de déterminer l’influence de ces paramètres sur le pro-
cessus d’atomisation primaire. Le Tableau 2.1 résume les différentes conditions expérimentales
considérées dans cette thèse. Le débit volumique 2D Λl est déterminé à partir de la longueur
du patch d’injection b = 50 mm, du débit de liquide injecté ṁl et de la masse volumique du
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Vitesse moyenne de l’air Ūg 20 - 70 m.s−1
Température de l’air Tg 298 K
Masse volumique de l’air ρg 1.21 kg.m−3
Viscosité dynamique de l’air µg 1.815.10−5 kg.m−1.s−1
Débit volumique 2D de liquide injecté Λl 12.5 - 75 mm2.s−1
Pression de fonctionnement P 1.105 Pa
Table 2.1 – Points de fonctionnement du banc expérimental du KIT considérés dans la thèse
La vitesse moyenne du gaz, appelée vitesse bulk, est calculée arbitrairement à l’endroit où la
section est minimale. L’influence de la tension de surface est également examinée par l’uti-
lisation de deux types de liquide : le Shellsol D70 dont les caractéristiques sont proches de
celles du Kérosène et un mélange isovolume de 1,2-Propanediol et d’eau appelé 1 :1 W-P. Leurs
caractéristiques physiques sont résumées dans le Tableau 2.2.
Shellsol D70 1 :1 W-P
Masse volumique ρl 770 kg.m−3 1008 kg.m−3
Viscosité dynamique µl 1.56.10−3 kg.m−1.s−1 6.06.10−3 kg.m−1.s−1
Coefficient de tension de surface σl 27.5.10−3 kg.s−2 46.6.10−3 kg.s−2
Température Tl 298 K 298 K
Table 2.2 – Propriétés physiques des liquides considérés dans la thèse.
Dans la présente étude, nous nous concentrons sur un point de fonctionnement à pression
et température ambiante avec une vitesse moyenne de gaz de 50 m/s et un débit volumique 2D
de liquide de 50mm2/s. Ce débit correspond à une vitesse moyenne d’injection de liquide de 0.5
m/s. Le liquide utilisé est le Shellsol D70.
Figure 2.1 – Configuration expérimentale de Gepperth et al. (2012), à gauche (toutes les
longueurs sont représentées en mm). Configuration numérique simplifiée, à droite. Le rectangle
identifie la zone simulée dans la configuration expérimentale. La figure est adapté de Warnckle
et al. (2017).
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2.4 Stratégie numérique
L’enjeu majeur pour rendre possible la réalisation d’une simulation numérique directe de
cette configuration est de garder un coût de calcul raisonnable. La simulation est donc réduite
à la zone d’intérêt autour du bord d’atomisation. Le domaine numérique, présenté en Figure
2.1 (droite), est une boîte 3D de dimensions 2H × 2.028H ×H où H est la hauteur du canal.
Dans la Figure 2.1, le liquide et le gaz entrent par la gauche et sortent par la droite du domaine.
Le haut et le bas du domaine sont traités par des conditions de mur non-glissant tandis que
le domaine est périodique selon l’axe z. Le liquide est directement injecté sous la forme d’un
film liquide de 0.0124H (100 µm) d’épaisseur ce qui correspond aux mesures expérimentales.
Une distance H est conservée entre l’entrée du domaine et le bord du préfilmeur pour éviter
tout influence de la condition d’entrée sur le processus d’atomisation primaire et ainsi que les
instabilités de film et la turbulence du gaz à la surface du film soient pleinement développés
avant d’atteindre le bord d’atomisation. Afin de représenter fidèlement le cas académique, le
profil d’entrée du gaz est extrait d’une simulation LES purement gazeuse réalisée avec le code
AVBP (Schönfeld & Rudgyard 1999) sur la configuration complète. Le profil moyen de vitesse
y est extrait à une distance H avant le bord du préfilmeur. La hauteur du film 0.0124H étant
négligeable devant celle du canal H, nous faisons l’hypothèse que le profil de vitesse n’est pas
affecté par la présence du film. Ce profil est donc imposé en entrée pour la simulation DNS. Le
film liquide est quant à lui injecté avec un vitesse uniforme de 0.5 m/s.
Malgré l’utilisation d’un domaine numérique simple, la simulation numérique haute fidélité
de l’écoulement du film liquide et du processus d’atomisation primaire reste très coûteuse. Une
stratégie basée sur une analyse de similarité est donc mise en place pour réduire encore le coût
du calcul. Quatre nombres sans dimension ont ainsi été identifiés comme des paramètres de














Table 2.3 – Tableau des nombres sans-dimensions considérés.
sont utilisés pour décrire le liquide et le gaz. La masse volumique est ρ, U est la vitesse bulk
de l’écoulement du fluide, µ est la viscosité dynamique et hf est la hauteur du film liquide. Des
études menées sur l’atomisation de film liquide (Lozano et al. 2005, Fernandez et al. 2009) et
sur des configurations d’injecteur de type Airblast avec préfilmeur (Gosselin et al. 2017) ont
montré que le rapport de flux de quantité de mouvement M est un paramètre déterminant
pour l’atomisation primaire. Ce processus est également dépendant du rapport entre les forces
d’inertie et de tension de surface matérialisé par le nombre de Weber We. Comme proposé par
Gosselin et al. (2017) et Mukundan et al. (2019), ce nombre de Weber est basé sur la hauteur de
film. Finalement, le rapport des viscosités dynamiques et des masses volumiques est conservé
pour préserver les conditions de saut à travers l’interface. La simulation est résolue en paroi
le long du préfilmeur ce qui implique de satisfaire y+ = 1. Un lien entre le critère y+ et les
paramètres de l’écoulement gazeux est dérivé dans la partie suivante, puis ses implications pour
la résolution du maillage sont discutés.
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2.4.1 Lien entre le critère y+ et les paramètres de l’écoulement ga-
zeux
L’écoulement gazeux autour du préfilmeur peut être assimilé à un canal turbulent. De plus,
la hauteur du film liquide étant très faible devant la hauteur du canal, elle peut être négligée.
Le coefficient de frottement en paroi est ainsi défini comme le rapport entre les contraintes de













Dans son étude sur les canaux turbulents, Dean (1978) propose de relier le coefficient de frot-
tement pariétal Cf aux grandeurs de l’écoulement gazeux par la relation (2.6),
Cf = α (2ReH)−0.25 , (2.6)
où ReH est le nombre de Reynolds basé sur la moitié de la hauteur du canal H et Ug est la





Le coefficient α est établi à partir de résultats expérimentaux à 0.073. Tsukahara & Kawa-
mura (2014) ont par la suite confirmé ce lien à partir d’une étude DNS et trouvent α = 0.066.
La valeur α ≈ 0.07 est choisie pour cette étude. La vitesse de frottement en paroi est donc
reliée aux paramètres de l’écoulement en combinant les équations (2.5) et (2.6).
uτ =
√
α/2 (2ReH)−1/8 Ug (2.8)
⇐⇒ uτ = 2−5/8α1/2Re−1/8H Ug (2.9)
En introduisant le Reynolds de frottement pariétal, Reτ = ρguτH/µg, l’équation devient,
Reτ = 2−5/8α1/2Re7/8H (2.10)
⇐⇒ Reτ = 0.171Re7/8H . (2.11)
L’échelle de longueur visqueuse δv = νguτ est définie comme le rapport entre la viscosité ciné-






La résolution spatiale en paroi est donnée par l’unité de longueur pariétale y+ = ∆y
δv
(Pope
2000), où ∆y est la taille de la cellule de paroi selon la direction y. Cette dernière peut s’exprimer
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La résolution spatiale en paroi ∆y est finalement reliée à y+ et aux paramètres de l’écoulement
gazeux ReH (eq. (2.7)) en combinant les équations (2.11) et (2.13),
∆y = 5.829y+HRe−7/8H . (2.14)
Maintenant qu’un lien entre la résolution spatiale en paroi et les paramètres de l’écoulement
est établi (eq. (2.14)), la stratégie de réduction de coût et le choix de la taille de maille qui en
découle vont être discutés dans la partie suivante.
2.4.2 Choix de la résolution spatiale du maillage
Les valeurs des nombres sans dimension décrits précédemment (Tableau 2.3) sont données
dans le Tableau 2.4 pour le point de fonctionnement considéré. Il convient de rappeler que toutes
Cas réel Cas simulé
Gaz Air
Ug [m/s] 50 1
ρg [kg/m−3] 1.21 1
µg [kg/m/s] 1.82× 10−5 5.31× 10−5
Liquid ShellsolD70
Ul [m/s] 5× 10−1 1× 10−2
ρl [kg/m−3] 770 636.36
µl [kg/m/s] 1.56× 10−3 5.42× 10−3







Table 2.4 – Conditions de fonctionnement et nombres sans dimension correspondant.
les longueurs sont normalisées par la hauteur du canal H dans le domaine de calcul. Cependant,
pour clarifier l’explication, cette discussion considère des quantités dimensionnelles. En utilisant
la relation (2.14), la condition y+ = 1 conduit à une taille de maille de 6.28 µm. En supposant
un maillage tel que 0.5∆x = ∆y = 0.5∆z = 6.28 µm, le maillage obtenu comporte environ
2.2 × 109 éléments ce qui est impossible à simuler avec les capacités de calculs disponibles.
Comme ce travail se concentre sur l’écoulement du film liquide et son atomisation primaire,
une discrétisation précise du film est assurée par l’utilisation de 10 cellules dans la hauteur de
film. La hauteur expérimentale du film étant de 100 µm, cela conduit à une taille de maille
de ∆y = 10 µm dans le film liquide. L’échelle de longueur visqueuse δv étant négligeable
devant la hauteur du film, nous faisons l’hypothèse qu’elle ne joue pas un rôle dominant dans
la dynamique du film et par conséquent son atomisation. Ainsi, pour respecter la condition
y+ = 1 tout en imposant ∆y = 10 µm, δv est augmenté de δv = 6.28 µm à δv = 10 µm.
Suivant la relation (2.14), cette modification est directement répercutée sur ReH (eq. (2.7))
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qui est supposé ne pas modifier la dynamique de l’écoulement liquide tant que les nombres M ,
We, µl/µg et ρl/ρg sont conservés. Le nombre de Reynolds de l’écoulement gazeux vaut donc
maintenant ReH = 15869. Les propriétés physiques du gaz et du liquide sont ensuite recalculées
à partir de cette valeur de ReH pour conserver les quatre nombres sans dimension d’intérêt. En
prenant arbitrairement la masse volumique ρg et la vitesse bulk Ug du gaz égales à l’unité, le
Tableau 2.4 donne les valeurs obtenues pour le point de fonctionnement considéré dans l’étude.
En choisissant un maillage tel que 0.5∆x = ∆y = 0.5∆z = 10 µm, nous obtenons un maillage
constitué d’environ 540×106 éléments. La taille du maillage est finalement diminuée à 61×106
éléments en étirant les cellules dans le direction y avec un taux de croissance de 1.03 loin du
préfilmeur. La Figure 2.2 rend compte du maillage considéré dans la direction y.
Figure 2.2 – Raffinement de maillage dans la direction y.
Notons que la complexité de l’interface liquide/gaz et le nombre important d’échelles en jeu
rendent presque impossible l’évaluation de la résolution du maillage nécessaire pour atteindre
une simulation numérique directe de l’atomisation. Cependant, dans la communauté des si-
mulations numériques diphasiques par suivi d’interface, une simulation est appelée simulation
numérique directe dès lors la résolution du maillage est suffisante pour capturer précisément
les caractéristiques principales de l’atomisation.
Il est cependant possible d’estimer l’échelle de Kolmogorov lη afin de s’assurer que la ré-
solution du maillage est suffisante pour capturer les plus petites échelles de la turbulence de
l’écoulement gazeux dans la région d’intérêt. En utilisant les valeurs correspondantes au point







où ρg et νg sont la masse volumique et la viscosité cinématique du gaz du cas simulé. ε fait réfé-
rence à la dissipation de l’énergie turbulente. Sa valeur peut être estimée à partir de l’équation
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Comme proposé par Ling et al. (2019), la vitesse des vagues à l’interface liquide/gaz de Dimo-
takis UD (Dimotakis 1986) fournit une bonne approximation de la vitesse intégrale U0 pour les
problèmes diphasiques à interface liquid/gaz. La hauteur du canal est choisie comme échelle
de longueur intégrale l0. La vitesse de Dimotakis est donnée par la relation (2.17) et vaut











En appliquant l’équation (2.16) puis l’équation (2.15), l’échelle de Kolmogorov estimée ici vaut
lη = 49.33 µm. Pope (2000) indique que les plus petites échelles turbulentes sont résolues dans




La taille maximum des cellules du maillage dans la région d’intérêt étant ∆ = 20 µm (direction
x et z), le critère de l’équation (2.18) est bien satisfait. Le calcul constitue donc une simulation
numérique directe de la turbulence de l’écoulement gazeux dans la région d’intérêt.
2.5 Résultats
La simulation numérique est réalisée sur un temps physique de 46.8 ms allant du dévelop-
pement du film liquide jusqu’à un processus d’atomisation primaire stabilisé. Le temps simulé
correspond à environ 144 temps convectifs de l’écoulement gazeux à travers le domaine, et 3
convection du film liquide le long du préfilmeur. La simulation est réalisée avec un nombre de
Courant-Friedrichs-Lewy (CFL) de 0.7 ce qui donne un pas de temps d’environ ∆t∗ ≈ 1 · 10−3.
Le coût total de cette simulation est de 1.2 millions d’heures sur les processeurs CPU Intel Sky-
lake du supercalculateur Irene Joliot Curie (TGCC, GENCI, France). La Figure 2.3 compare
les visualisations expérimentales obtenues par ombroscopie avec les résultats numériques à trois
instants. Les images ont été temporellement et spatialement redimensionnées pour permettre
une comparaison directe entre la simulation et l’expérience. Pour une longueur de domaine
calculée l∗, la longueur réelle l est égale à l = l∗ ·H. Pour un temps de simulation t∗, le temps
physique t vaut t = t∗ · H/Ug. Dans la suite, les instabilités à la surface du film liquide ainsi
que leur fréquence dominante dans la direction longitudinale sont étudiées. Le processus d’ato-
misation primaire est ensuite caractérisé et la distribution de tailles de gouttes résultante est
extraite puis discutée.
2.5.1 Analyse de l’écoulement du film liquide
Description qualitative
Dans la présente étude, le film liquide à faible vitesse est cisaillé par un écoulement de gaz à
haute vitesse en présence d’un fort saut de masse volumique couplé à un important rapport de
flux de quantité de mouvement. Cette situation est similaire à la configuration expérimentale
de couche de liquide cisaillée par un gaz à haute vitesse étudiée par Raynal (1997), Ben Rayana
et al. (2006) ou Fuster et al. (2013). Une étude numérique de la configuration eau-air de Fuster
et al. (2013) a par ailleurs également été réalisée par Chiodi & Desjardins (2017a) montrant
la capacité du code NGA à reproduire les résultats expérimentaux. Les auteurs de ces études
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Figure 2.3 – Visualisation du processus d’atomisation à trois instants consécutifs. En haute,
les résultats du calcul (champ d’interface PLIC). En bas, les résultats expérimentaux.
ont observé que ce type de configuration est sujette au développement de vagues à la surface
du liquide selon un processus en deux étapes. Tout d’abord, l’apparition d’une instabilité de
Kelvin-Helmholtz engendre la formation d’une onde 2D primaire à la surface du liquide dans
la direction longitudinal de l’écoulement (Ben Rayana et al. 2006). La crête de l’onde primaire
subit ensuite des déformations créant des ondes 3D dans la direction transversale. Ces ondes
interfaciales longitudinales (i.e. dans la direction x) et transversales (i.e. dans la direction z)
sont parfaitement observées dans la Figure 2.3 où la structure des ondes 3D est en bon accord
entre la simulation et l’expérience. L’observation précise du film liquide visible dans la Figure
2.4 permet de diviser la structure des ondes en trois régimes. En effet, proche de l’injection du
liquide, les ondes sont dans un régime 2D quasi-périodique. Ce régime est piloté par l’instabilité
de Kelvin-Helmholtz et seule une petite déformation des ondes dans la direction transversale est
observée. La crête des ondes devient ensuite instable ce qui génère des instabilités transversales.
Ces dernières grandissent jusqu’à ce qu’un régime 3D pleinement établi soit atteint. Cette
décomposition en trois régimes d’instabilité a également été décrite par Gosselin et al. (2017)
dans un cas airblast annulaire avec formation d’un film. Cependant, dans le cas d’un régime 3D
établi, appelé "disrupted zone", les auteurs n’observent pas de fréquence spatiale caractéristique
aux instabilités. Comme le montre la Figure 2.3, le comportement est différent dans le cas de
cette configuration plane où des structures résultantes des ondes 2D initiales sont toujours
clairement visibles dans le régime 3D établi.
Analyse de la fréquence longitudinale dominante
La fréquence d’instabilité longitudinale dominante est extraite de la simulation à partir de
l’évolution de la hauteur du film liquide au cours du temps pour une position axiale donnée
sur le préfilmeur. Une transformation de Fourier (FFT) est ensuite appliquée à cette valeur.
Dans le but d’améliorer les résultats obtenus, à chaque position axiale x, une FFT est calculée
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Figure 2.4 – Image instantanée du film liquide issue de la simulation (champ d’interface PLIC).
Les points Pt1, Pt2 et Pt3 sont respectivement placé en z = 0.25H, z = 0.5H et z = 0.75H et
dans cette exemple à 1cm (0.12H) du bord d’atomisation.
en trois points selon la direction z, en z1 = 0.25H, z2 = 0.5H et z3 = 0.75H, et les pics de
fréquence qui ne sont pas partagés par les trois points sont filtrés grâce à la formule de spectre
croisé de l’équation (2.19). La fréquence dominante est finalement déterminée comme celle avec
la plus haute amplitude.
χ = (FFT [Pt(x, z1)] · FFT [Pt(x, z2)]∗) · FFT [Pt(x, z3)]∗ (2.19)
où FFT représente l’opération de transformation rapide de Fourier et FFT ∗ est son conjugué.
Les visualisations expérimentales ne donnent pas un accès direct à la hauteur de film. Cepen-
dant, plus la déformation de interface du film liquide est importante, plus la lumière est déviée
et sa transmission est atténuée. Les variations locales de la hauteur de film sont en conséquence
directement liées à l’évolution du niveau de gris des pixels des images. La fréquence dominante
est donc extraite en enregistrant l’évolution du niveau de gris en trois points pour une posi-
tion axiale et en appliquant l’analyse précédente. L’analyse de fréquence est réalisée à partir
de 247 solutions pour la simulation, et de 300 images pour l’expérience, avec une fréquence
d’échantillonnage d’environ 6.1 kHz, et 7 kHz.
La Figure 2.5 présente le spectre croisé obtenu à partir d’une analyse à une distance axiale
de 1 cm (0.12H) avant le bord d’atomisation du préfilmeur. La position des trois points utilisés
pour l’analyse est visible sur la Figure 2.4. A cause du nombre limité de solutions disponibles,
la convergence statistique de la FFT pour la simulation est faible et la courbe de spectre
croisé n’admet pas une pic clair. Cependant, elle permet d’estimer la fréquence dominante
autour de 410 Hz. Même si une correspondance parfaite n’est pas retrouvée avec la fréquence
expérimentale, la Figure 2.5 montre un bon accord entre les deux analyses. La même analyse est
effectuée pour différentes positions axiales et l’évolution spatiale de la fréquence dominante du
spectre est présentée en Figure 2.6. Une haute fréquence autour de 1400 Hz peut être remarquée
proche de la condition d’entrée. Elle est supposée être liée à une instabilité numérique. Pour cette
raison, nous considérons uniquement les régions où x > 0.15 pour lesquelles les phénomènes
physiques sont établis. Dans la première partie du préfilmeur, entre x = 0.15H et x = 0.5H,
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Figure 2.5 – Spectres croisés obtenus à partir de transformés de Fourier appliquées aux points
pt1, pt2 et pt3 localisés à une distance de 1 cm (0.12H) avant le bord d’atomisation. En noir
le spectre expérimental. En gris, le spectre issu de la simulation.








































Figure 2.6 – Evolution spatiale de la fréquence dominante (ligne noir avec des points) et
des spectres normalisés d’énergie de la fréquence 410Hz (ligne grise avec des points) et de la
fréquence 860Hz (ligne grise avec des triangles) obtenu à partir des données de simulation.
la fréquence dominante est d’environ 860Hz avant de tomber ensuite à 410 Hz. L’observation
de l’énergie normalisée dans le spectre des fréquences de 410 Hz et 860 Hz souligne également
ce changement de fréquence dominante. En effet, l’énergie dans le spectre de la fréquence 860
Hz atteint un pic autour de x = 0.2H puis décroît drastiquement jusqu’à devenir très faible
autour de x = 0.5H. Dans le même temps, la fréquence 410 Hz apparaît dans le spectre
autour de x = 0.425H et croît rapidement pour devenir dominante dans la seconde moitié
du préfilmeur. La Figure 2.7, qui représente le spectre de fréquence en différentes positions
axiales, conforte ces observations. Entre les positions axiales x = 0.15H et x = 0.4H, le spectre
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Figure 2.7 – Evolution spatiale du spectre de fréquences obtenu à partir des données de
simulation.
permet d’identifier clairement une fréquence dominante autour de 860 Hz. Comme observé
précédemment dans la Figure 2.6, cette fréquence disparaît quasiment du spectre autour de
x = 0.5H. Le spectre n’admet ensuite plus de pic clairement identifiable du fait de l’influence
des instabilités transversales sur le signal. Cependant, une instabilité dominante autour de 410
Hz peut être identifiée. Cette division de la fréquence dominante par un facteur d’environ deux
pourrait s’expliquer par un appariement de vagues d’instabilité.
Figure 2.8 – Plan central z = 0.5H coloré par le champ de VOF moyenné temporellement.
La ligne avec des points corresponds à la position le long de l’interface liquide/gaz où les 1000
sondes sont placés pour la construction du diagramme de Hovmöller
Ce phénomène est étudié par la construction d’un diagramme de Hovmöller (1949) coloré
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Figure 2.9 – Diagramme de Hovmöller
par la fonction VOF. Il représente l’évolution spatio-temporel de cette grandeur mesurée par
une série de 1000 sondes distribuées le long d’une ligne suivant l’isocontour 0.5 du champ moyen
de la fonction VOF (Figure 2.8). Le diagramme est présenté en Figure 2.9. Les lignes grises sont
engendrées par le passage des vagues d’instabilité. Notons ici que la vitesse de convection des
vagues est égale à l’inverse de la pente des lignes grises. La Figure 2.9 met en évidence un motif
périodique clair entre x = 0.2H et x = 0.4H. Des appariements de vagues entre x = 0.4H et
x = 0.6H sont aussi clairement visibles lors de la fusion de deux lignes grises en une seule. Ce
phénomène apparaît autour de x = 0.4H ce qui correspond au début du régime de transition
précédemment identifié. Le mécanisme derrière l’appariement peut être expliqué à partir de la
Figure 2.10. Entre x = 0.3H et x = 0.6H, la vague 2D W1 grossit et s’étend dans la direction
normale de l’écoulement. Lorsque sa crête a atteint un niveau d’élévation suffisant, la vague
est susceptible d’être significativement impactée par l’écoulement gazeux à forte quantité de
mouvement induisant un accélération axiale. Cette accélération axiale conduit la vague W1 à
rattraper et finalement s’apparier à la vague W2.
Comme observé sur la Figure 2.9, la quasi-totalité des appariements de vagues ont lieu
avant la position axiale x = 0.65H. De surcroît, comme observé dans la Figure 2.3, les vagues
transversales semblent très bien développées après cette position. La fréquence dominante y
est également indépendante de la position axiale. Le régime peut donc être considéré comme
établi. Ainsi, malgré la différence de longueur du préfilmeur entre la simulation et l’expérience,
la fréquence de 410 Hz est directement comparable à la fréquence expérimentale de 513 Hz. Il
convient de remarquer que cette écart d’environ 100 Hz pourrait provenir d’une erreur d’éva-
luation du champ de vitesses en entrée de la simulation. En effet, le profil de vitesses en entrée
du domaine est extrait d’une simulation LES de la zone d’essai. Or, pour des raisons de coût
de calcul, cette simulation est monophasique gazeuse. L’influence éventuelle de l’écoulement du
film liquide sur le profil de vitesses du gaz en entrée est donc négligée et le champ de vitesses
dans le film liquide est assimilé à un profil plat. Cette piste n’a malheureusement pas pu être
investiguée dans cette étude mais elle pourrait faire l’objet de travaux futurs.
Cette analyse montre que le solveur NGA combiné avec notre approche permet de pré-
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Figure 2.10 – Visualisations instantanées d’un processus d’appariement de deux vagues d’in-
stabilités entre x = 0.25H et x = 0.6H dans le plan central z = 0.5H. Le pas de temps entre
les images est de 6.10−4 s.
dire les instabilités d’interface de l’écoulement du film liquide, et en particulier la fréquence
longitudinale dominante, en un bon accord avec l’expérience.
2.5.2 Processus d’atomisation
Comparaison qualitative du processus d’atomisation primaire
Comme nous pouvons l’observer dans la Figure 2.3, le liquide s’accumule au bord du pré-
filmeur formant ainsi un réservoir. L’écoulement rapide de gaz de chaque côté du préfilmeur
engendre ensuite son élongation dans la direction de l’écoulement puis son atomisation en goutte
selon deux processus bien distincts.
Le premier processus passe par la formation de structures ligamentaires de différentes tailles
qui sont ensuite atomisées sous l’effet des instabilités d’interface et des forces capillaires. Ce
phénomène est assimilable à un processus d’atomisation de Rayleigh-Plateau (Lord Rayleigh
1878). La Figure 2.11 (a) offre une vue comparative d’un processus d’atomisation par formation
de ligaments observé dans l’expérience (bas) et dans la simulation numérique (haut) et montre
une bonne ressemblance entre les deux.
Le second processus observé est lié à la formation de structures en forme de sacs. Ce régime
d’atomisation a été décrit par Gepperth et al. (2010) à partir des expériences. Les auteurs font
une analogie entre ce phénomène et le processus d’atomisation de sacs ("bag breakup") obser-
vable dans certains régimes d’atomisation secondaire Guildenbecher et al. (2009). La Figure
2.11 (b) compare ce processus d’atomisation observé dans l’expérience et dans la simulation
numérique. Une structure en forme de sac commence par se former au niveau du bord du pré-
filmeur. Puis, elle s’allonge dans la direction de l’écoulement, commence à se séparer du bord et
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(a) Atomisation par ligament (b) Atomisation par formation de sac
Figure 2.11 – Images instantanées (a) de l’atomisation d’un ligament et (b) d’un phénomène
d’atomisation par sac. En haut, les résultats issus du calcul (champ d’interface PLIC). En bas,
les résultats expérimentaux.
à grossir jusqu’à exploser en une multitude de petites gouttes. La Figure 2.11 (b) permet d’ob-
server que l’atomisation du sac apparaît plus rapidement dans la simulation. Cette atomisation
précoce s’explique par le fait que l’épaisseur de l’interface du sac atteint la limite de résolution
du maillage (i.e. 10µm). Malgré le fait que sa durée de vie soit plus courte dans la simulation
que dans l’expérience, le processus d’atomisation par formation de sacs est bien prédit par la
simulation.
Cette étude qualitative montre une nouvelle fois la capacité du solveur NGA couplé avec
notre stratégie de réduction de coût à reproduire les phénomènes physiques impliquant le li-
quide, ici l’atomisation primaire, avec une précision convenable. Une comparaison quantitative
des distributions de tailles de gouttes est réalisée dans la section suivante.
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Distribution de tailles de gouttes
Méthode de post-traitement Les données expérimentales issues des travaux de Gepperth
et al. (2012), nous on était fournies par le KIT-ITS sous la forme d’images brutes issues d’une
analyse par ombroscopie acquises par une caméra ultra-rapide avec une résolution spatiale de
13.9 µm et une fréquence d’acquisition de 7 kHz. Une méthode de post-traitement a été mise
en place afin d’extraire les distributions de taille des gouttes issues de l’expérience et de la
simulation numérique de façon consistante. La méthode développée se résume en trois étapes
principales détaillées dans la suite : binarisation, identification des structures de gouttes et
calcul de la taille des gouttes.
Comme evoqué précédemment, les images experimentales sont des images brutes d’ombro-
scopie. Elles nécessitent donc un pré-traitement spécifique pour enlever le bruit de fond sur
les images avant de les binariser. Cette étape est réalisée en utilisant la stratégie de seuillage
proposée par Prasad & Sreenivasan (1989). La méthode consiste à seuiller chaque image expéri-
mentale par un niveau de gris puis à évaluer le niveau de gris moyen restant sur l’image. Cette
opération est réalisée pour différents niveaux de seuil permettant de construire pour chaque
image la courbe de l’intensité moyenne résultante en fonction du seuil considéré. Ces courbes
peuvent être visualisée en gris sur la Figure 2.12. Dans le but de déterminer une valeur de seuil




















Figure 2.12 – Courbes d’intensité moyenne. Les lignes grises sont les courbes pour chaque
images et la ligne noir en pointillés est la courbe moyenne sur toutes les images. Les points
noirs représentent les points d’inflexion de la courbe moyenne.
commune à toutes les images, Prasad & Sreenivasan (1989) proposent de s’intéresser aux points
d’inflexion de la courbe moyenne. Cette courbe est présentée en pointillés. Les points noirs sont
ses points d’inflexions. Dans le cas présent, une valeur de seuil de 350 permet de retirer le bruit
de fond tout en conservant les structures liquides. La Figure 2.13 donne un exemple d’une image
expérimentale avant et après les étapes de seuillage et de binarisation. Les données 3D de la
DNS de l’écoulement sont pour leur part réduites à des champs 2D similaires à ceux obtenus
par ombroscopie en projetant dans un même plan la fraction de volume de liquide contenue
dans une isosurface de VOF et en les binarisant. Bien qu’il soit plus précis, le champ issu de
la reconstruction PLIC n’est pas utilisé ici car il n’est, par nature, pas parfaitement continu ce
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Figure 2.13 – Exemple d’une image expérimentale avant (gauche) et après (droite) les opéra-
tions de seuillage et de binarisation.
qui peut poser des problèmes aux algorithmes de reconnaissance de gouttes.
Un algorithme CCL (Connected Component Labelling) à 8 voisins est ensuite appliqué sur
les images binaires pour identifier les structures liquides présentes à chaque pas de temps. Des
informations de topologie, comme l’aire A et la longueur entre les 2 points les plus éloignés






Où Req et Rmax sont respectivement le rayon obtenu à partir de l’aire équivalent A et de la









La structure est identifiée comme une goutte lorsque le critère d’excentricité est inférieur à
la valeur arbitrairement choisie de 0.87. La Figure 2.14 montre à gauche une structure que
l’algorithme identifie comme une goutte et à droite une structure qui est exclu. Ceci démontre
la pertinence du critère d’excentricité choisi pour détecter les structures de gouttes tout en
excluant les structures ligamentaires.
Le rayon de la goutte Rfit est enfin déterminé en minimisant l’erreur entre la forme de la
structure et un cercle à l’aide d’une méthode aux moindres carrés appliquées à tous les points
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Figure 2.14 – A gauche, une structure identifiée comme une goutte par l’algorithme. A droite,
une structure qui est exclu par l’algorithme.




(xi − xfit)2 + (yi − yfit)2 (2.23)
où (xfit, yfit) est la position du centre du cercle. Cette analyse est effectuée dans une zone située
entre x = 1.7H et la sortie du domaine de simulation x = 2H afin d’assurer que la majorité
gouttes issue de l’atomisation primaire soit formée. Les fonctions de densité probabilité de
tailles de gouttes sont ensuite construites à partir des données expérimentales et numériques
en utilisant une échantillon de respectivement 300 et 168 images.
Résultats Les fonctions de densité de probabilité de tailles de gouttes sont tracées pour
différentes valeurs d’isosurface du champ VOF en Figure 2.15. En effet, la valeur de l’isosurface
a un impact sur la fonction de densité de tailles de gouttes obtenue à partir des données
numériques. Le choix d’une faible valeur, comme 10−5, révèle des très petites gouttes avec une
taille inférieure à celle de la taille de maille tout en grossissant mécaniquement la taille des
autres. Lorsque la valeur augmente, par exemple jusqu’à 0.03, les petites gouttes non-résolues
disparaissent ce qui a pour conséquence de déplacer la fonction de densité vers les diamètres
plus larges et de fusionner les deux pics. Comme les gouttes non-résolues ne sont déjà plus
prises en compte dans la distribution, les augmentations successives de la valeur de l’isosurface
réduisent artificiellement la taille des gouttes résolues engendrant un décalage de la distribution
de tailles de gouttes vers les petits diamètres. Malgré cette sensibilité à la valeur de l’isosurface,
la Figure 2.15 montre que la forme et l’ordre de grandeur de la fonction de densité de probabilité
de tailles de gouttes sont globalement bien prédits avec un pic de distribution situé entre 50µm
et 100µm. Il convient également de remarquer que, pour une valeur d’isosurface de VOF de
0.5, la forme et la position du pic de la fonction de densité de probabilité sont très proches
de l’expérience. De façon générale, on peut conclure que les résultats numériques sont en bon
accord avec l’expérience puisqu’ils permettent de retrouver l’ordre de grandeur ainsi que la
forme générale de la fonction de densité de probabilité quelque soit la valeur de l’isosurface de
VOF choisi.
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Figure 2.15 – Fonctions de densité de probabilité de tailles de gouttes : Comparaison entre
l’expérience (noir) et la simulation (gris) en utilisant différents isocontours de champ de VOF.
La taille des gouttes est extraites dans une zone située entre x = 1.7H and x = 2H sur un
échantillon de 300 images pour l’expérience et 168 images pour la simulation numérique.
2.5.3 Conclusion de l’étude
Une simulation numérique directe d’une configuration d’atomisation de type Airblast avec
préfilmeur dérivée des expériences de Gepperth et al. (2012) a été réalisée dans cette étude.
Bien qu’initialement extrêmement coûteuse, elle a été rendu possible par l’utilisation du solveur
NGA couplé à une stratégie permettant de reproduire fidèlement l’écoulement du film liquide
et les processus d’atomisation tout en réduisant le coût de calcul. Basée sur l’hypothèse que les
quatre nombres sans dimension M , We, µl/µg et ρl/ρg suffisent pour décrire ces phénomènes
physiques, il est supposé qu’une légèrement augmentation de l’échelle de longueur visqueuse δv,
qui engendre une modification du Reynolds de l’écoulement gazeux ReH = ρgUgH/µg, permet
de reduire le temps CPU du calcul sans impacter la dynamique du film et le processus d’ato-
misation primaire. La comparaison qualitative des résultats avec les expériences a montré un
très bon accord avec la simulation numérique de l’écoulement du film liquide et des proces-
sus d’atomisation. Les vagues d’instabilités longitudinales et transversales à la surface du film
liquide sont bien prédites et la fréquence de l’instabilité longitudinale dominante est proche
des données expérimentales. Le développement du film est décomposé en trois zones identifiées
comme trois régimes. Tout d’abord, proche de l’injection la dynamique des vagues d’instabilités
est pilotée par l’instabilité de Kelvin-Helmholtz conduisant à un régime 2D quasi-périodique.
Un régime de transition est ensuite observé. Des instabilités transversales apparaissent sur la
crête des vagues 2D puis se développent. Un phénomène d’appariement des vagues 2D primaires
est également observé dans cette zone. Finalement, un régime 3D établi est atteint. Les vagues
transversales y sont pleinement développées et les appariements de vagues 2D primaires y sont
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terminés. Concernant l’atomisation du liquide au bout du préfilmeur, deux processus ont pu
être clairement identifiés : l’atomisation par formation de ligaments et l’atomisation par la for-
mation de structures en forme de sacs. Ces deux processus sont parfaitement reproduits par la
simulation numérique. Une comparaison qualitative de l’atomisation a également été réalisée
grâce à la mise en place d’une méthode d’extraction de la taille des gouttes consistante entre
la simulation et l’expérience. La comparaison des distributions de tailles de gouttes montre un
bon accord entre la simulation et l’expérience quelque soit la valeur de l’isosurface de fonction
VOF choisie. Un excellent accord est même trouvé pour une valeur de VOF de 0.5. Ces résultats
confirment la validité de la méthodologie proposée et son intérêt pour la réalisation de simu-
lations numériques 3D hautes fidélités d’injecteurs de type Airblast avec préfilmeur à un coût
calcul raisonnable. La méthodologie va maintenant être appliquée pour simuler le processus
conduisant à l’atomisation primaire du liquide dans une configuration de préfilmeur en forme
de marche.
2.6 Cas d’un préfilmeur en forme de marche
L’atomisation d’un film liquide dans le cas d’une configuration de marche, i.e. un préfilmeur
d’épaisseur très grande en l’absence d’écoulement gazeuse en dessous, constitue un cas limite
pour la configuration précédente (Figure 2.1, droite). Il est donc intéressant de l’étudier afin
d’observer et de comparer les processus d’atomisation. Cette étude permettra également de
borner le domaine d’utilisation du modèle phénoménologique discuté dans le chapitre suivant.
Bien que ce type de configuration soit utilisé pour certains injecteurs aéronautiques, il est
très peu étudié dans la littérature. Les quelques études qui existent traitent le problème sous
l’angle du détachement ou non du film liquide au niveau du bord. La première caractérisation
de ce processus a été réalisée par Owen & Ryley (1985). Les auteurs ont observé grâce à des
expériences que la séparation ou non du film liquide (illustrée dans la Figure 2.16) dépend du
régime de l’écoulement. Ils ont également noté qu’il est très difficile d’obtenir une séparation
totale du film liquide en bout de préfilmeur. Selon Owen & Ryley (1985), le processus de
séparation du film liquide dépend d’un rapport entre les forces d’inertie agissant en faveur de la
séparation et la force de tension de surface provoquant sa stabilisation contre la paroi. La gravité
peut également jouer un rôle important d’un côté ou de l’autre en fonction de l’orientation de
la configuration. En se basant sur ces constatations, Owen & Ryley (1985) ont proposé un
modèle pour prédire la séparation du film liquide au bord du préfilmeur en fonction de ses
propriétés moyennes en amont de cette zone. Ce modèle montre un bon accord avec les résultats
expérimentaux pour les films liquides minces (inférieurs à 100 µm d’épaisseur). O´ Rourke &
Amsden (1996) ont, par la suite, développé un modèle basé sur l’hypothèse que le détachement
du film dépend de la différence de pression dans le film liquide au niveau du bord du préfilmeur
et de la pression dans l’écoulement gazeux au même endroit juste au-dessus de sa surface. Ce
modèle néglige l’influence de l’inertie et de la tension de surface dans ce phénomène et s’exprime
uniquement en fonction de la vitesse moyenne du film en amont de la zone de séparation.
Cependant, il n’a pas été validé par les auteurs et l’étude réalisée par Steinhaus et al. (2007)
semble montrer qu’il n’est pas capable de prédire correctement le détachement ou non du film
liquide. Plus tard, Maroteaux et al. (2002) lient, sur la base d’observations expérimentales, le
détachement et l’atomisation du film liquide à une instabilité de Rayleigh-Taylor et développent
un modèle capable de prédire la séparation ainsi que la taille des gouttes créées. Cependant,
comme souligné par Zhang et al. (2017), l’hypothèse selon laquelle l’accélération du film le
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long de la paroi a un impact direct dans le processus de séparation est critiquable et n’est pas
prouvée. Gubaidullin (2007) note également des incohérences dans la formulation du modèle.
De plus, il ne permet pas de retrouver les observations expérimentales dans la configuration
de Steinhaus et al. (2007). Constatant l’absence de modèle robuste, Friedrich et al. (2008) ont
mené une importante campagne expérimentale et proposé un modèle basé sur la conservation
de la quantité de mouvement dans un volume de contrôle centré sur le bord d’atomisation. Un
bilan des forces agissant sur ce volume de contrôle leur a ensuite permis d’établir un rapport de
forces FR. Il s’exprime en fonction des propriétés moyennes du film liquide en amont du bord
d’atomisation. Le schéma 2.16 explicite la configuration et les grandeurs considérées. Le calcul
Figure 2.16 – Représentation du film liquide au point de séparation en bout de préfilmeur
dans le modèle de Friedrich et al. (2008) (issue de Sadeghizadeh & Drallmeier (2018))




σsin (θ) + σ + ρlghfLbcos (θ)
(2.24)
Dans l’équation (2.24), hf correspond à la hauteur moyenne de film liquide en amont du bord
d’atomisation. σ, ρl et Ul sont respectivement le coefficient de tension de surface, la masse
volumique du liquide et la vitesse moyenne du film liquide. θ est l’angle de la surface du
préfilmeur au bord d’atomisation. g correspond à l’accélération de pesanteur. Le terme lié à
la gravité dans le rapport de force FR (eq. (2.24)) fait intervenir la longueur caractéristique
d’atomisation Lb. Elle est estimée par Friedrich et al. (2008) à l’aide de la corrélation de Arai &
Hashimoto (1985) (eq. (2.25)) dérivée à partir d’expériences d’atomisation de nappes liquides
fines.
Lb = 0.0388h0.5f Re0.6f We−0.5 (2.25)
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avec µl la viscosité dynamique du liquide, et le nombre de Weber We est basé sur la hauteur
de film liquide et la vitesse relative entre les deux phases




Lorsque le ratio de force FR est strictement inférieur à 1, les forces de stabilisation dominent.
Le film liquide change donc de direction au niveau du bord d’atomisation et coule le long de
la paroi sans s’en détacher. A l’inverse lorsque le rapport de force devient supérieur à 1, les
forces de déstabilisation dominent et le film liquide se détache de la paroi avant de s’atomiser
en gouttes. Notons ici que FR = 1 correspond à la valeur critique des forces de déstabilisation
pour laquelle le film liquide reste attaché à la paroi sans s’atomiser. Le modèle de Friedrich
et al. (2008) a été validé dans une large gamme de régime de fonctionnement. Il a par ailleurs
été utilisé avec succès par Zhang et al. (2017) pour prédire la séparation d’un film liquide de
carburant sous différentes conditions de formation du film liquide.
En prenant en compte les valeurs moyennes de l’écoulement film, les modèles précédents né-
gligent la nature instable de la surface du film liquide. Or, elle est responsable des phénomènes
de séparation partielle du film liquide. Ce phénomène de séparation partielle se caractérise par
le détachement de la paroi d’une fraction seulement de la masse de liquide tandis que l’autre
reste attachée. Il est notamment très présent autour du point critique FR = 1 où le modèle
de Friedrich et al. (2008) prédit un détachement soudain du film liquide. Afin d’améliorer le
comportement des modèles dans cette zone, et donc la prédiction du début de l’atomisation,
Bacharoudis et al. (2014) ont construit un modèle simplifié, appelé SAM, basé sur la configu-
ration présentée en Figure 2.17 qui intègre la présence de vagues d’instabilité dans le processus







Dans l’équation (2.28), cw correspond à la vitesse moyenne des vagues d’instabilités tandis que
dhf et Lw sont respectivement leurs hauteurs et leurs largeurs dans la direction de l’écoulement.
La Figure (2.18) explicite la définition de dhf et Lw. Notons que dans le cas d’un bord en angle






Bien que ce modèle sous-estime légèrement l’apparition de l’atomisation (théoriquement à FR =
1 lorsqu’elle correspond plutôt à un point de fonctionnement à FR = 2 dans certains cas
expérimentaux), les auteurs ont montré en le comparant à une série d’expériences qu’il prédit
globalement bien le comportement d’atomisation du film liquide avec, notamment, la prise en
compte des états où le film s’atomise partiellement. Notons que Sadeghizadeh & Drallmeier
(2018, 2019) ont montré que les caractéristiques des instabilités primaires de film de large
amplitude (hauteur, fréquence, masse déplacée par l’instabilité) ainsi que la viscosité du liquide
joue également un rôle important dans l’apparition de l’atomisation. Ceci pourrait expliqué
la sous-estimation de ce phénomène par le modèle SAM (Bacharoudis et al. 2014) qui est
basé uniquement sur un équilibre des forces. Cependant, Sadeghizadeh & Drallmeier (2018)
indique que, face à l’absence d’étude théorique et/ou expérimentale pour comprendre finement
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Figure 2.17 – Configuration du film liquide au point de séparation en bout de préfilmeur
considérée pour le modèle SAM (issue de Bacharoudis et al. (2014)).
Figure 2.18 – Représentation d’une vague d’instabilité de film liquide avant le bord du préfil-
meur dans le modèle SAM (issue de Bacharoudis et al. (2014)).
les mécanismes d’action des instabilités primaires de film et de la viscosité sur le régime de
séparation, le modèle SAM de Bacharoudis et al. (2014) constitue à l’heure actuelle la meilleure
approche disponible pour prédire la séparation du film liquide du préfilmeur.
Dans la suite, nous nous proposons de modifier la configuration étudiée dans les parties
2.4 et 2.5 pour calculer une configuration de marche. Les processus d’atomisation observés sur
cette configuration de marche sont dans un premier temps analysés en regard des résultats
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obtenus en 2.5 sur la configuration de Gepperth et al. (2012), puis comparés aux observations
expérimentales de Bacharoudis et al. (2014) et confrontés au modèle SAM.
2.6.1 Configuration numérique
Afin d’étudier l’influence de l’épaisseur du préfilmeur sur le processus d’atomisation, nous
avons fait le choix de modifier le moins possible le domaine de calcul et le maillage utilisé dans
la simulation de la configuration de Gepperth et al. (2012). Les dimensions du domaine de la
Figure 2.1 (droite) sont donc conservées. La géométrie présentée dans la Figure 2.19 est alors
simplement obtenue en augmentant l’épaisseur du préfilmeur, modélisé à l’aide d’une métho-










Figure 2.19 – Domaine de calcul considéré pour le calcul d’atomisation en bout de marche.
reste inchangé de sorte que la méthodologie développée dans la partie précédente pour réduire le
coût du calcul reste valide. Les caractéristiques de l’écoulement sont rappelées dans le Tableau
2.4. Le maillage est choisi tel que 0.5∆x = ∆y = 0.5∆z = 10 µm dans une zone d’épaisseur
0.25H selon la direction y comprenant le film liquide et une partie du préfilmeur. Dans l’idéal,
on souhaiterait que cette zone comprenne toute l’épaisseur du préfilmeur comme dans le calcul
précédent mais elle est réduite à 0.25H pour conserver une coût de calcul raisonnable. Hors
de cette zone, les mailles sont étirées dans la direction y avec un taux de croissance de 1.03,
comme illustré dans la Figure 2.20. Le maillage contient 118 millions d’éléments.
La simulation numérique est réalisée sur un temps physique de 23.3 ms allant du dévelop-
pement du film liquide jusqu’aux premiers processus d’atomisation primaire. En effet, pour des
raisons de coût de calcul, seulement quelques évènements d’atomisation primaire ont pu être
simulés. Cela ne permet pas de réaliser des études quantitatives du processus d’atomisation
mais offre cependant la possibilité de le caractériser qualitativement et de le comparer à celui
observé dans la configuration précédente. Le coût total de cette simulation est de 1.43 millions
d’heure sur les processeurs CPU Intel Skylake du supercalculateur Irene Joliot Curie (TGCC,
GENCI, France).
La Figure 2.21 (gauche) présente une visualisation instantanée de l’atomisation en bout de
préfilmeur en regard avec une image du cas étudié dans la partie 2.5 (droite). Les résultats sont
discutés dans la partie suivante.
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Figure 2.20 – Raffinement de maillage dans la direction y utilisé pour le calcul de la configu-
ration de marche (Figure 2.19).
Figure 2.21 – Visualisation instantanée en vue de 3/4 de l’atomisation (champ d’interface
PLIC). A gauche, la configuration de marche. A droite, la configuration simplifié du KIT.
2.6.2 Influence de la présence d’une marche sur la processus d’ato-
misation
La comparaison des deux configurations en Figure 2.21 montre que la dynamique de l’écou-
lement de la phase liquide est très différente dans le cas présent. La configuration de marche
semble en effet conduire à la formation de gouttes de plus gros diamètres. Notons au passage la
présence d’une zone sous la marche où les gouttes semblent étirées. Cette zone correspond au
déraffinement important du maillage dont la présence est nécessaire pour préserver un coût de
calcul acceptable. Les gouttes dans cette zone étant très déformée, elles ne sont pas considérées
pour l’analyse. La Figure 2.22 présente une vue du dessus en trois instants de la zone d’ato-
misation de la configuration de marche et de celle précédemment étudiée, appelé configuration
standard. Nous observons que les ligaments créés dans le cas de la marche sont de plus grandes
tailles avec une pénétration axiale plus faible en aval du préfilmeur. Ces deux phénomènes sont
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Figure 2.22 – Visualisation du processus d’atomisation à trois instants consécutifs (champ
d’interface PLIC). En haute, le cas dérivé de la configuration du KIT, appelée cas standard.
En bas, le cas de configuration de marche.
liés à un étirement moins prononcé des ligaments dans le configuration de marche. Ceci est
attribué à l’absence d’écoulement sous le préfilmeur qui engendre une diminution des cisaille-
ments gazeux subis par les ligaments et donc une élongation moindre. Les ligaments formés se
déstabilisent ensuite dans les deux configurations sous l’effet des instabilités d’interface et des
forces capillaires et s’atomisent selon un processus de Rayleigh-Plateau (Lord Rayleigh 1878).
Cependant, les ligaments étant plus gros dans le cas de la marche, leur atomisation conduit
mécaniquement à la formation de plus grosses gouttes.
L’absence d’écoulement gazeux sous le préfilmeur a également pour conséquence la dispari-
tion du mouvement de battement du film en aval du bord du préfilmeur produit par la formation
d’allées de Von Kármán. Or, cette dynamique de battement est en partie à l’origine du phéno-
mène d’atomisation de sacs ("bag breakup") observé dans la configuration standard. En effet,
le battement amène la phase liquide dans la zone d’atomisation à pénétrer alternativement
dans l’écoulement gazeux en dessus ou en dessous du préfilmeur. Lorsque c’est le cas, le liquide
est localement soumis à la forte quantité de mouvement et au cisaillement du gaz formant des
structures en forme de sac qui s’atomisent ensuite. La disparition de cette dynamique dans le
cas de la marche engendre donc une disparition du phénomène d’atomisation de sacs.
Le processus d’atomisation par ligament décomposé en vue de côté dans la Figure 2.23
(gauche) montre qu’il est directement lié aux instabilités primaires du film liquide. Cette ob-
servation marque une vraie différence avec la configuration standard où la zone d’accumulation
joue le rôle d’un réservoir de liquide qui décorrèle les instabilités du processus d’atomisation
(Gepperth et al. 2012). Ici lorsqu’une instabilités primaires du film liquide arrive sur le bord
d’atomisation, elle ne va pas ajouter sa masse à une zone d’accumulation située niveau du bord
d’atomisation mais elle est projetée en aval sous l’influence de son inertie tout en restant accro-
chée au bord grâce aux effets de tension superficielle. Ce processus forme ainsi une membrane
qui se transforme ensuite en ligament. Le ligament s’étire alors et fini par s’atomiser selon le
processus de Rayleigh-Plateau (Lord Rayleigh 1878) évoqué précédemment. Comme le montre
la Figure 2.23 (droite), ces observations sont similaires à celles réalisées expérimentalement par
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Figure 2.23 – Mécanisme de formation de gouttes dans le cas de la marche. A gauche, des
images issues de la simulation (champ de PLIC). A droite, des images tirées des expériences de
Bacharoudis et al. (2014) réalisées avec de l’eau dans de l’air. Le ratio de force FR du modèle
SAM (Bacharoudis et al. 2014) est estimé à FR = 1.52 dans la simulation.
Bacharoudis et al. (2014) avec de l’eau et de l’air ce qui conforte nos résultats. Tout comme
Bacharoudis et al. (2014), nous observons également que l’atomisation du film liquide est par-
tielle. En effet, lorsqu’une vague d’instabilité arrive au niveau du bord du préfilmeur, elle peut
simplement dans certains cas tourner autour du bord sans créer de gouttes. Ce phénomène
correspond à un ratio de force FR < 1 dans le modèle SAM (eq. (2.28)). Il est mis en évidence
dans la Figure 2.24 qui présente à gauche les résultats de simulation et à droit des visualisations
tirées de Bacharoudis et al. (2014). Afin de vérifier l’applicabilité du modèle SAM (Bacharoudis
et al. 2014) dans notre configuration, le ratio de force est calculé dans les cas des Figures 2.23
et 2.24. Comme l’écoulement du film liquide en amont est le même que dans la configuration
précédente, la vitesse des vagues cw est donc estimée à partir de l’inverse de la pente des lignes
grises dans le diagramme spatio-temporel de Hovmöller (1949) (Figure 2.9) et vaut cw ≈ 1.28
m/s. La hauteur moyenne du film hf est calculée en regardant de l’évolution de la hauteur
de film 1 cm avant le bord d’atomisation et vaut hf = 105 µm. La hauteur de la vague dhf
est directement déterminée à partie de la Figure 2.23 ou 2.24 tandis que sa largeur dans la
direction de l’écoulement Lw est estimée en faisant l’hypothèse que la vague à une forme de
triangle équilatéral de hauteur dhf . La hauteur de la vague dhf vaut respectivement 112 µm
dans la Figure 2.23 et 60 µm dans la Figure 2.24. L’équation (2.29) conduit à FR = 1.52 pour
le cas où la vague s’atomise et FR = 0.46 pour le cas où elle ne s’atomise pas. Ces résultats
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Figure 2.24 – Passage d’une vague d’instabilité au bord du préfilmeur sans atomisation. A
gauche, des images issues de la simulation (champ de PLIC). A droite, des images tirées des
expériences de Bacharoudis et al. (2014) réalisées avec de l’eau dans de l’air. Le ratio de force
FR du modèle SAM (Bacharoudis et al. 2014) est estimé à FR = 0.46 dans la simulation.
sont conformes aux attentes et montrent que le modèle SAM est bien capable de rendre compte
de l’atomisation ou non du film liquide dans notre configuration de marche. Nous en déduisons
que les hypothèses du modèle s’appliquent et donc que le processus d’atomisation est piloté par
le rapport entre l’inertie des vagues d’instabilité, qui tend à projeter le liquide en aval du bord
d’atomisation, et la force de tension de surface, qui tend le liquide à se stabiliser au niveau du
bord.
2.6.3 Conclusion de l’étude
La méthodologie développée et validée dans l’étude précédente a été appliquée pour réaliser
une simulation haute fidélité de l’atomisation primaire d’un film liquide dans le cas d’un confi-
guration de préfilmeur en forme de marche. L’analyse qualitative du processus d’atomisation
primaire a montré que l’absence d’écoulement gazeux sous le préfilmeur modifie drastiquement
l’atomisation primaire. Le processus d’atomisation par formation de ligaments est toujours bien
présent mais la fragmentation de liquide par formation de sacs ("bag breakup") n’est plus ob-
servée. L’absence de ce dernier phénomène est attribuée à la disparition de la dynamique de
battement de l’écoulement en aval du préfilmeur. Cette dynamique fait, en effet, pénétrer alter-
nativement le liquide au niveau du bord d’atomisation dans l’écoulement gazeux en dessus et
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en dessous du préfilmeur ce qui le soumet à la forte quantité de mouvement et au cisaillement
du gaz et forme des structures en sacs. La disparition de l’écoulement gazeux en dessous du
préfilmeur est également responsable, à travers la diminution du cisaillement du liquide par le
gaz, d’un étirement moins prononcé des ligaments de liquide au niveau du bord d’atomisation.
Ceci a pour conséquence de conduire à leur désintégration sous la forme de plus grosses gouttes.
En outre, la décomposition du processus amenant à l’atomisation d’un ligament a permis d’ob-
server que la fréquence et l’existence même de l’atomisation primaire sont directement liées
aux instabilités primaires sur le film. Cette conclusion constitue une différence majeure avec
la configuration de Gepperth et al. (2012), où la présence de l’écoulement en dessous du pré-
filmeur fait apparaître une zone d’accumulation de liquide au niveau de la lèvre du préfilmeur
qui décorrèle les instabilités primaires du film du processus d’atomisation. Les résultats du
calcul sont par ailleurs en très bon accord avec les observations expérimentales de Bacharoudis
et al. (2014) réalisées sur une configuration similaire en utilisant de l’eau liquide. Ceci permet
de valider l’analyse des phénomènes développée précédemment et de certifier la capacité de la
méthodologie de calcul à prédire le comportement d’atomisation primaire dans une configura-
tion de préfilmeur en forme de marche. Finalement, le modèle phénoménologique SAM, proposé
par Bacharoudis et al. (2014), a montré sa faculté à décrire l’atomisation ou non d’une vague
d’instabilité primaire arrivant au bord d’atomisation dans la simulation numérique. Il a donc
été conclu que, conformément aux hypothèses du modèle SAM, l’occurrence d’un événement
d’atomisation à l’arrivée du vague d’instabilité primaire du film au niveau du bord du préfil-
meur est pilotée par une compétition entre l’inertie des vagues d’instabilité primaire et la force
de tension de surface. La première force tend à projeter le liquide en aval du bord d’atomisation
tandis que la seconde permet la stabilisation du liquide au niveau du bord.
2.7 Conclusion du chapitre
Ce chapitre propose une méthodologie pour réaliser des simulations numériques directes de
configurations académiques d’injecteurs de type Airblast avec préfilmeur. Ce type de simulation
est particulièrement intéressant puisqu’il offre la possibilité de comprendre et de caractériser
finement la dynamique du film liquide et les processus d’atomisation primaire en jeu dans ces
injecteurs. Pourtant, le coût de calcul qui y est associé est très élevé et reste, la plupart du
temps, inabordable avec les moyens de calcul actuels. L’approche développée dans ce chapitre
propose une méthodologie d’adimensionnalisation pour les rendre accessibles. Elle est basée sur
l’identification et la conservation de quatre nombres sans dimension de première importance
pour la dynamique de l’écoulement du film liquide et des processus d’atomisation primaire
au niveau de la lèvre du préfilmeur. Ces nombres sont : le rapport des flux de quantité de
mouvementM , le nombre de Weber basé sur la hauteur de film liquideWe ainsi que les rapports
des masses volumiques ρl/ρg et des viscosités dynamiques µl/µg. En conservant ces nombres, la
longueur visqueuse δv, et donc le Reynolds de l’écoulement gazeux ReH , sont augmentés pour
permettre la simulation numérique directe de la turbulence dans l’écoulement tout en gardant
un coût de calcul maîtrisé.
La méthode a ensuite été appliquée pour simuler la configuration académique conçue par
Gepperth et al. (2012) pour étudier les phénomènes d’atomisation primaire dans les injecteurs
aéronautiques de type Airblast. Elle est constituée d’un préfilmeur sur lequel se développe un
film liquide entouré d’un écoulement gazeux à haute vitesse. Les comparaisons qualitatives
et quantitatives de la dynamique du film liquide et des processus d’atomisation primaire ont
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montré de très bons accords avec les expériences, permettant non-seulement de valider notre
méthodologie de calcul mais aussi de mieux comprendre les phénomènes en jeu dans ce type de
configuration.
La géométrie du préfilmeur a ensuite été modifiée pour obtenir une configuration de marche
dans laquelle l’écoulement gazeux en dessous du préfilmeur n’est plus présent. Le processus
d’atomisation primaire a été caractérisé et validé en regard de résultats expérimentaux obte-
nus sur d’autres configurations du même type. Il est alors apparu que la modification de la
configuration a un impact très important sur le processus d’atomisation primaire du liquide.
En particulier, l’absence d’écoulement en dessous du préfilmeur engendre la disparition du phé-
nomène d’atomisation par formation de sac de liquide ("bag breakup") et, diminue l’étirement
des ligaments qui se fragmentent en gouttes plus grosses. En outre, contrairement à la configu-
ration précédente, où la formation d’un réservoir de liquide au niveau du bord du préfilmeur
décorrèle la fréquence et l’existence des événements d’atomisation primaire de la dynamique du
film liquide, ils sont ici directement liées à l’arrivée d’une instabilité primaire du film au niveau
du bord d’atomisation.
L’étude de ces configurations a permis de mieux comprendre les dynamiques amenant à
l’atomisation primaire du liquide dans les injecteurs de type Airblast avec préfilmeur. Cepen-
dant, même si la méthodologie développée a permis de rendre accessible et de réaliser des
simulations numériques directes d’atomisation primaire de type Airblast, leurs coûts n’en res-
tent pas moins très élevés. En effet, avec 1.2 millions d’heures CPU pour le premier calcul et
1.43 millions d’heures CPU pour le second, ces simulations numériques, pourtant de configu-
rations académiques simples, sont largement au dessus des moyens des calculs traditionnels.
Il est, ainsi, irréaliste d’envisager un tel calcul sur une configuration complète d’injecteur aé-
ronautique industriel. L’enjeu est, donc, maintenant de mettre en place des méthodes à bas
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3.1 Introduction
Bien que la simulation numérique directe offre une description très précise de la dynamique
de la phase liquide et des processus d’atomisation, le coût de calcul associé ne permet pas
d’envisager son utilisation pour simuler une configuration complète d’injecteur aéronautique
industriel. Or, la connaissance des caractéristiques du spray ainsi que de sa dynamique sont
très importantes pour la prédiction de la combustion et de la dynamique de la flamme. Kitano
et al. (2016) ont, par exemple, établi un lien direct entre l’intensité d’une oscillation thermoa-
coustique et la taille des gouttes du spray. Le but de ce chapitre est donc de proposer une
méthode moins coûteuse, basée sur des considérations phénoménologiques, pour prédire la dy-
namique et l’atomisation du liquide dans les injecteurs de type Airblast avec préfilmeur. Cette
approche est développée dans l’optique d’être appliquée à la simulation aux grandes échelles de
la combustion de sprays. Le but n’est donc pas de comprendre finement les phénomènes mais
plutôt de décrire les caractéristiques principales du spray en fonction de la configuration de
l’écoulement et de la géométrie de l’injecteur. Elle s’appuie sur un formalisme Lagrangien où
la phase liquide est représentée sous la forme de gouttes sphériques transportées dans l’écoule-
ment de manière discrète. Ce formalisme simplifié permet, d’une part, de prendre en compte la
polydispersion des gouttes et, d’autre part, de modéliser simplement les interactions de la phase
liquide avec l’écoulement gazeux et les différents phénomènes physiques qu’elle subit (atomisa-
tion, évaporation, etc.). Ces caractéristiques en font une méthode très utilisée pour étudier des
problématiques liées à la combustion telles que des phénomènes d’allumage (Collin-Bastiani
et al. 2018), des flammes stabilisées (Eckel et al. 2019) ou encore des instabilités thermoacous-
tiques (Tachibana et al. 2015, Lo Schiavo et al. 2020).
Comme nous l’avons vu dans la partie 1.4, le spray de gouttes généré par un injecteur
aéronautique de type Airblast avec préfilmeur provient d’une succession d’étapes allant de l’in-
jection initiale du liquide à son atomisation au niveau de la lèvre du préfilmeur, en passant par
la formation et l’écoulement d’un film liquide. Ce chapitre s’intéresse tout particulièrement à
la modélisation de l’écoulement du film liquide et de l’atomisation primaire. Après une rapide
présentation du formalisme Lagrangien et de la méthode de prise en compte de la force de
110
Approche phénoménologique pour la simulation d’injecteurs de type Airblast
avec Préfilmeur
traînée implémentés et validés dans le code AVBP par García (2009). Le modèle de film utilisé
est, tout d’abord, détaillé, puis, le développement, la calibration dans le code AVBP et la sensi-
bilité aux paramètres de l’écoulement du modèle d’atomisation primaire Automatic-PAMELA
sont décrits. L’implémentation est, ensuite, validée par une série de calculs sur le cas de ca-
libration. La méthode phénoménologique proposée est finalement appliquée pour simuler une
configuration industrielle d’injecteur aéronautique de type Airblast avec préfilmeur. Un modèle
d’atomisation secondaire est également ajouté pour ce calcul afin de prendre en compte la frag-
mentation des gouttes en aval de l’injecteur sous l’effet des forces aérodynamiques, permettant
ainsi la comparaison quantitative des résultats avec des expériences.
3.2 Le formalisme Lagrangien
Dans l’approche Lagrangienne, la phase liquide est modélisée comme un ensemble de parti-
cules sphériques qui se déplacent dans l’espace sous l’influence de l’écoulement du gaz et agissent
localement sur son écoulement via l’ajout de termes sources dans les équations de Navier-Stokes.
Chaque particule est vue comme un point matériel. Sa position dans l’écoulement est donc dé-
finie par un jeu de coordonnées. Pour que cette représentation soit physiquement acceptable,
le formalisme Lagrangien s’appuie sur deux hypothèses fondamentales. Tout d’abord, la phase
liquide se présente sous la forme d’un spray dilué ce qui signifie en pratique que la fraction vo-
lumique locale de liquide dans l’écoulement est très faible. Cette hypothèse permet également
de négliger la collision entre les particules. Ensuite, les forces de tension de surface doivent être
prépondérantes par rapport aux forces qui déstabilisent la goutte. Notons que cette hypothèse
est vraie dès l’instant où les particules sont très petites. Avec des diamètres moyens autour de
50 µm, les sprays aéronautiques répondent à ce critère.
La trajectoire de chaque particule isolée est décrite au cours du temps par une équation de
transport et une équation de conservation de la quantité de mouvement. La première équation




où ~up et ~xp sont respectivement le vecteur vitesse et le vecteur position de la particule. Il
convient de souligner que l’hypothèse de particules sphériques permet de négliger la rotation
des particules. Seuls les phénomènes de translation sont donc ici pris en compte.








∑ ~Fext sont respectivement la masse de la particule et la somme des forces extérieures
agissant sur la particule. L’équation (3.2) est également appelée "équation de Basset-Boussinesq-
Oseen" en références aux travaux de Basset (1888), Boussinesq (1903) et Osen (1927) qui ont
pour la première fois dérivé une expression analytique des forces agissant sur une goutte en
chute libre. Ces travaux ont ensuite été étendus par Tchen (1947) au cas d’une sphère rigide
non-uniforme. Ces derniers ont enfin été repris et corrigés par Maxey & Riley (1983).
Ces différentes études ont montré que les principales forces extérieures agissant sur une
particule isolée sont les suivantes :
— la force de traînée ~FD
— la force engendrée par le gradient de pression ~Fpress
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— la masse ajoutée ~Fam
— la force de Basset ~FB
— la force de gravité ~Fg = mp ~g
Lorsque la masse volumique de la particule est très supérieure à celle du fluide (typiquement une
particule d’eau s’écoulant dans de l’air ρp
ρg
≈ 103), Elghobashi & Truesdell (1992) ont montré que




= ~FD +mp ~g (3.3)
Seule l’expression de la force de traînée est discutée dans la suite mais le lecteur intéressé pourra
se référer à la thèse de García (2009) pour obtenir l’expression des autres forces.






(~ug − ~up) + ~g (3.4)
τp correspond au temps caractéristique de l’accélération de la particule défini (à partir de







où dp est le diamètre de la particule et CD représente le coefficient de traînée de la particule.
Le comportement de la particule dans l’écoulement peut alors être caractérisé par le rapport




Si St 1 alors la particule a un comportement inertiel. Elle est très peu sensible aux variations
de vitesse dans l’écoulement et suit une trajectoire dictée par son inertie. En revanche, si
St  1 la particule se comporte comme un traceur et sa trajectoire suit les lignes de courant
de l’écoulement gazeux.
3.3 Modélisation de la force de traînée
Comme évoqué dans la partie précédente, la traînée induite est la principale force subie par
une particule isolée entourée d’un écoulement gazeux. Faisant l’hypothèse que la particule est
plongée dans un champs uniforme de pression, Stokes (1851) a montré que cette force peut




2ρgCD||~ug − ~up|| (~ug − ~up)Ap (3.7)
où ρg est la masse volumique de la particule, ~up sa vitesse, Ap sa surface et ~ug la vitesse du gaz
environnant.
De nombreuses relations pour le coefficient de traînée CD ont été proposées dans la litté-
rature et sont issues de travaux théoriques ou expérimentaux. Celle développée originellement
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par Stokes (1851) se base sur l’hypothèse d’une particule solide et isolée à Rep  1 en l’absence










où dp est le diamètre de la particule sphérique et νg la viscosité cinématique du gaz. Osen (1927)
a ensuite établi une forme qui prend en compte l’inertie de la particule et qui est valide lorsque










D’autres auteurs ont également dérivé des relations pour le coefficient de traînée. Quelques unes
sont explicitées ci-dessous à titre d’exemple :







Rep ≤ 1000 (3.11)









Rep ≤ 1000 (3.12)





+ 0.4 Rep ≤ 200 (3.13)







25 ≤ Rep ≤ 300 (3.14)







20 ≤ Rep ≤ 120 (3.15)
Toutefois, la forme la plus utilisée est la formulation empirique de Schiller & Naumann







Rep < 1000 (3.16)
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Figure 3.1 – Comparaison de différentes corrélations du coefficient de traînée pour une parti-
cule isolée. La figure est issue de Massol (2004).
La Figure 3.1 montre que toutes ces relations traduisent un comportement très similaire.
Relevons cependant que les expressions de Mulholland et al. (1988) et de Virepinte (1999)
donnent des résultats légèrement en dessous des autres. Ceci est dû au fait que ces corrélations
considèrent des gouttes liquides et non des particules solides. Or, la présence de recirculation
internes de fluide induites par la traînée d’interface modifie légèrement le comportement de la
trainée.
Dans cette thèse, les gouttes sont considérés comme suffisamment petites pour être assimilées
à des particules solides. Leur coefficient de traînée est donc déterminé à l’aide de la corrélation
de Schiller & Naumann (1935) (eq. (3.16)). Notons pour finir que les corrélations présentées
dans cette partie ne tiennent pas compte de la modification de traînée induite par la présence
d’autres particules autour. Dans ces conditions, l’hypothèse de phase liquide dispersée doit être
respectée scrupuleusement. Pour le lecteur intéressé, l’ajout des interactions entre particules
est discuté par Massol (2004).
3.4 Traîtement du couplage entre les deux phases
L’impact de la traînée de la phase liquide sur l’écoulement gazeux est pris en compte par
l’intermédiaire de termes de transfert ajoutés comme des termes sources aux équations de
conservation de la quantité de mouvement (eq. (1.43)) et de l’énergie totale (eq. (1.44)). Le
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−mp ~FD,p · ~up
)
(3.18)
Dans les équations (3.17) et (3.18), ∆V correspond au volume de contrôle centré sur le noeud
du maillage (volume dual) et Np est le nombre total de particules contenues dans celui-ci. Ψp
est une fonction d’interpolation utilisée pour répartir l’action de la particule p sur l’écoulement
gazeux entre les différents sommets k de la cellule du maillage à laquelle elle appartient. Dans le
solveur AVBP, elle a été définie par García (2009) à partir de l’inverse des distances lk entre la
particule et les sommets k. La Figure 3.2 illustre la situation considérée. Le poids d’interpolation
Ψp,k associé à un noeud du maillage, qui est également le sommet k de l’une de ses cellules





où Nv est le nombre de sommet de la cellule.
Notons que les cas considérés dans cette thèse sont réalisés à pression atmosphérique et
température ambiante ce qui permet de négliger l’évaporation des gouttes dans les calculs. Il
est cependant possible de prendre en compte ce phénomène en utilisant par exemple le modèle
de Spalding (1953) ou celui proposé par Abramzon & Sirignano (1989) pour déterminer les
termes de transferts de masse et d’énergie. Un terme source apparaît alors pour les équations
de conservation de la masse et des espèces et les termes sources (3.17) et (3.18) sont modifiées







Figure 3.2 – Exemple d’interpolation de la contribution d’une particule aux termes sources
définis aux sommets d’une cellule.
3.5 Modèle d’écoulement de film
La modélisation du film liquide est de première importance pour la simulation des injecteurs
de type Airblast avec préfilmeur puisqu’il est le principal responsable de l’atomisation primaire
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en bout de lèvre. Sa modélisation par une approche Lagrangienne n’est pourtant pas aisée
puisque la phase liquide n’est plus constituée d’un ensemble de gouttes sphériques dispersées
mais prend la forme d’une couche de liquide mince dont la dynamique obéit aux équations de
Saint-Venant. Pour contourner ce problème, les modèles Lagrangiens proposent d’assimiler le
film à un ensemble de particules de volume Vp dont la vitesse ~up correspond à celle qu’aurait







où A est la surface en paroi de la cellule qu’elles occupent. La dynamique des particules peut
alors être calculée à partir de modèles issus d’une reformulation discrète de l’équation de conser-
vation de la quantité de mouvement de Saint-Venant. Le modèle utilisé dans cette thèse a été
proposé initialement par O´ Rourke & Amsden (1996) puis amélioré pour y ajouter l’influence
du gradient de pression dans O´ Rourke & Amsden (2000). La vitesse de chaque particule p
du film ~u np à l’itération n y est calculée à partir de sa vitesse au pas de temps précédent ~u n−1p
selon l’équation de conservation de la quantité de mouvement suivante :
ρlhf
~u np − ~u n−1p
∆t + hf∇spf = τs,g
~t− µl
~u np − ~uw
hf/2
+ Ṗimp − Ṁimp~u np + Fn~n+ ρlhf~g (3.21)
où, ρl et µl représentent la masse volumique et la viscosité dynamique du liquide. ~g est l’accélé-
ration de pesanteur. ~t et ~n sont des vecteurs unitaires respectivement tangent à la paroi dans la
direction de l’écoulement et normal à cette dernière. Le terme τs,g rend compte du cisaillement
du gaz sur le film liquide. Basé sur l’hypothèse d’un film liquide mince (i.e. d’épaisseur négli-
geable devant l’écoulement gazeux), ce terme est en pratique assimilé au frottement du gaz à
la paroi en l’absence de film liquide. Le terme ~uw est la vitesse de déplacement de la paroi dans
le cas où elle n’est pas nulle. Ṁimp est le terme source de masse du liquide engendré par les







∇spf est le gradient surfacique de pression dans le film dont la pression pf est supposée être
uniquement causée par l’impact des particules.
pf = Ṁimp ~uw · ~n− Ṗimp · ~n (3.23)
Ṗimp est le terme source de quantité de mouvement associé aux particules impactant la paroi







Finalement, Fn représente les forces agissant normalement sur le film liquide. En supposant














~S = Ṗimp − hf (∇spf ) + ρlhf~g (3.26)
116
Approche phénoménologique pour la simulation d’injecteurs de type Airblast
avec Préfilmeur
Amélioration du calcul de la hauteur de film liquide
Comme expliqué dans la partie précédente, la hauteur locale du film liquide est déterminée
par le rapport entre le volume des particules qui constituent localement le film liquide et la
surface en contact avec la paroi de la cellule auxquelles elles appartiennent (eq. (3.20)). Cette
expression offre en effet une bonne estimation de la hauteur de film lorsque le volume des parti-
cules est suffisant pour mouiller l’intégralité de la surface en paroi. Cependant, lorsque ce n’est
pas le cas comme par exemple dans les cellules situées aux bords du film liquide, l’hypothèse
d’une mouillabilité intégrale de la surface par le liquide devient fausse et la formule (3.20) sous-
estime grandement la hauteur locale du film. La Figure 3.3 présente à droite une situation où
la hauteur de film est estimée correctement et à gauche une configuration défaillante. Notons
que cette erreur est accentuée sur les maillages grossiers où la surface des cellules en paroi est
plus grande.
Bien que limitée à certaines cellules du film liquide, cette erreur d’estimation est très pro-
blématique car elle a un fort impact sur sa dynamique. En effet, lorsque l’écoulement du film
est à l’équilibre et que la gravité est négligée, la vitesse d’équilibre des particules ueqp , donnée
par l’équation (3.21) lorsque un+1p = unp , est directement liée à cette hauteur via la relation
suivante :




L’équation (3.27) montre que si la hauteur du film liquide tend vers 0 alors la vitesse des
particules devient nulle occasionnant localement l’arrêt non-physique du film liquide.
Figure 3.3 – Vue schématique, à droite, d’une configuration où la hauteur de film est estimée
correctement par l’équation (3.20) et, à gauche, d’une autre où la formule (3.20) conduit à une
hauteur de film fausse.
Pour éviter cette situation, nous avons donc amélioré l’estimation de la hauteur du film
liquide en assimilant localement celle-ci à la hauteur qu’aurait une goutte de volume équivalent
à l’équilibre contre une paroi. Cette goutte a la forme d’une lentille (Figure 3.4, gauche) dont
la hauteur est calculée à l’aide de l’équation (3.28).
hf = R0 (1− cos (θs))
√
π
2 (θs − sin (θs) cos (θs))
(3.28)
où θs représente l’angle de contact de la goutte avec la paroi. Sa valeur est arbitrairement
fixée à 60◦ ce qui correspond à une mouillabilité partielle de la paroi. R0 correspond au rayon
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d’une goutte à l’équilibre sur la paroi avec un angle de contact de 90◦ (Figure 3.4, droite). En










La hauteur du film liquide utilisée dans chaque cellule du maillage correspond à la valeur
la plus grande donnée par les formules (3.20) et (3.28).
Figure 3.4 – Schéma d’une goutte à l’équilibre sur une paroi pour deux angles de contacts θs
différents. A gauche, θs < 90◦. A droite, θs = 90◦.
3.6 Les modèles phénoménologiques pour l’atomisation
de type Airblast avec préfilmeur
La prise en compte de l’atomisation primaire du liquide au niveau de la lèvre du préfilmeur
est maintenant discutée. Une revue de quelques modèles phénoménologiques existants est tout
d’abord réalisée. Puis, le développement, la calibration et la validation d’un modèle Automatic-
PAMELA sont ensuite détaillés.
3.6.1 Revue de quelques modèles existants
Le modèle de Inamura et al. (2012)
A la suite d’expériences conduites sur l’atomisation de type Airblast d’un film liquide d’eau
dans différentes conditions de débit liquide et de vitesse de gaz, Inamura et al. (2012) ont
proposé un modèle phénoménologique qui lie les instabilités de film liquide à la taille des gouttes
formées lors de l’atomisation. Le mécanisme considéré est présenté en Figure 3.5. Une vague
d’instabilité de longueur d’onde λ1 se développe à la surface du film liquide selon un processus
de Kelvin-Helmholtz. Elle est accélérée par le gaz ce qui engendre l’apparition d’une instabilité
de Rayleigh-Taylor de longueur d’onde λ2 sur la crête de la vague. Lorsque la vague arrive au
niveau du bord d’atomisation, elle se désintègre selon le processus d’atomisation par formation
de sac (mis en évidence dans le partie 2.5.2). Les petites gouttes formées par l’explosion du sac
sont négligées dans le modèle qui se concentre sur l’atomisation du bord du sac ("rim" dans
la Figure 3.5). La structure du bord du sac est assimilée dans le modèle à trois cylindres de
diamètre d1 disposés en forme de "U". Chaque cylindre se désintègre en gouttes de diamètre d.
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Figure 3.5 – Mécanisme d’atomisation primaire proposé par Inamura et al. (2012).
Les relations utilisées par Inamura et al. (2012) pour exprimer les longueurs d’onde λ1 et λ2















ρg (Ug − Ul)2 δg
(3.31)
où ρl et Ul sont la masse volumique et la vitesse moyenne du liquide, et ρg et Ug celles du gaz.
δg est l’épaisseur de couche limite au-dessus du film liquide au niveau du bord d’atomisation.
σ représente le coefficient de tension de surface. C1 et C2 sont des constantes du modèle. Leurs
valeurs ont été établies à 1.6 et 0.25 par Inamura et al. (2012). Cd représente un coefficient de





π (2λ1 + πλ2/2)
(3.32)
Le diamètre moyen des gouttes dd est ensuite exprimé par la relation (3.33) établie par Dom-
browski & Johns (1963) à partir de la théorie développée par Weber (1931) :
dd = 1.88d1 (1 + 3Oh)1/6 (3.33)
Oh est un nombre d’Ohnesorge. Il fait état du rapport entre des forces visqueuses dans le




où µl est la viscosité dynamique du liquide. En se basant sur l’étude de Marmottant & Vil-
lermaux (2004), Inamura et al. (2012) proposent de décrire la distribution numérique f0(x) de
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tailles de gouttes via la formule suivante :




où n est une constante comprise entre 2 et 4 et Γ représente la fonction Gamma.
Bien que ce modèle néglige totalement la présence d’atomisation par formation de ligament,
Inamura et al. (2012) ont montré qu’il permet en le combinant au modèle d’atomisation secon-
daire TAB (O´ Rourke & Amsden 1987) d’obtenir, dans les cas de faible débit de liquide, une
bonne prédiction des diamètres moyens de Sauter 50 mm en aval du bord d’atomisation. Ils
sont cependant légèrement plus faibles que ceux mesurés pour les cas à fort débit de liquide.
Notons que la distribution de tailles de gouttes générée par le modèle n’a pas été comparée à
la distribution expérimentale dans cette étude. Dans sa version originale, ce modèle ne com-
porte pas d’estimation du temps caractéristique du processus d’atomisation primaire. Or, cette
grandeur est importante pour prendre en compte l’inertie du phénomène face à un changement
des conditions de l’écoulement comme dans le cas d’écoulements oscillants. Pour répondre à ce
problème, Chaussonnet et al. (2017) proposent de faire l’hypothèse que le temps caractéristique
τtot du processus d’atomisation primaire est la somme des temps caractéristiques d’atomisation
d’un cylindre τcyl et d’un ligament τliga. Le premier est issu de l’étude de stabilité linéaire réalisé
par Weber (1931) :
τcyl ≈ −2.545 log(η0)
√
ρld31/8/σ (3.36)
où η0 est une constante liée à la perturbation initiale du cylindre qui est fixée à 0.1 dans l’étude
de Chaussonnet et al. (2017). Le deuxième est tiré des résultats expérimentaux de Marmottant




Le temps caractéristique total de l’atomisation primaire s’exprime alors :





Le modèle de Eckel et al. (2013)
En se basant sur les expériences de Gepperth et al. (2012), Eckel et al. (2013) ont proposé un
mécanisme d’atomisation prenant en compte à la fois les processus d’atomisation par formation
de sac et par ligament. Comme le modèle de Inamura et al. (2012), ce mécanisme, présenté en
Figure 3.6, fait l’hypothèse que le processus d’atomisation primaire est piloté par les vagues
d’instabilité qui se développent à la surface du film liquide. Les longueurs d’onde des vagues











où Λl est le débit volumétrique 2D du film liquide et Uc représente la vitesse de convection de
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Figure 3.6 – Mécanisme d’atomisation primaire proposé par Eckel et al. (2013).
Eckel et al. (2013) font l’hypothèse que le volume de liquide V0 contenu dans les vagues d’insta-
bilités longitudinales et transversales est à l’origine de la formation d’une goutte de diamètre
équivalent d0 qui est ensuite atomisée soit en formant un sac ou soit en s’étirant pour créer un
ligament. Le volume V0 s’écrit alors :
V0 = Λlλstreamλspan/Uc (3.42)




Les diamètres moyens de Sauter D32 et du centre de masse D30 sont donnés pour le processus
d’atomisation par formation de sac par :
D32,bag = 0.044 d0 (3.44)
D30,bag = 1.04D32,bag (3.45)










D30,liga = C1 D32,liga (3.47)
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t∗init et t∗liga sont des temps caractéristiques sans dimension respectivement liés à la formation












où C3 est une constante sans dimension égale à 5 (Eckel et al. 2013) et χ est un nombre dont
la valeur est donnée en fonction d’un nombre d’Ohnesorge Oh.
χ = 1 pour Oh < 0.1












La distribution volumique f3,tot de tailles de gouttes générée par l’atomisation primaire est
assimilée à la somme de deux distributions, f3,bag et f3,liga, indépendantes l’une de l’autre.
f3,tot(d) = C2f3,bag(d) + (1− C2) f3,liga(d) (3.53)
Dans l’équation (3.53), C2 est une constante de calibration du modèle et les distributions f3,i













Les coefficients A,m et q sont déterminés à partir des diamètres moyensD32 etD30 du processus
d’atomisation par ligament, d’une part, et, par formation de sac, d’autre part. En pratique, cette
méthode constitue une importante limitation à l’intégration d’un tel modèle dans les codes CFD.
En effet, si le paramètre m peut être pris égal au D30, les paramètres A et q ne peuvent être
exprimés explicitement. Ils doivent donc être ajustés au cas par cas en fonction du D32 de la
distribution. Les diamètres moyens étant déterminés pour chaque événement d’atomisation,
cette méthode est particulièrement couteuse en temps de calcul.
Les coefficients C1, C2, C4 et C5 sont déterminés à partir des distributions de tailles de
gouttes expérimentales obtenues sur la configuration de Gepperth et al. (2012) pour chaque
point de fonctionnement. Ainsi, même sur la configuration de calibration, le modèle nécessite
des ajustements selon le point de fonctionnement pour décrire la distribution de tailles de
gouttes issue de l’atomisation primaire. Ceci le rend très difficile à intégrer au sein d’un calcul
CFD où les caractéristiques locales de l’écoulement peuvent varier nécessitant un ajustement
des constantes en permanence. Il convient également de remarquer que la description de la
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distribution de tailles de gouttes selon une somme de deux distributions indépendantes conduit
à l’apparition de deux pics de diamètres dans la distribution. Or, les distributions de tailles
de gouttes extraites à partir des visualisations expérimentales ainsi que de la simulation de la
configuration de Gepperth et al. (2012) dans la partie 2.5.2 ont montré l’existence d’un seul pic.
Dans son étude sur une configuration similaire à celle de Gepperth et al. (2012), Chaussonnet
et al. (2017) aboutit à la même observation et montre qu’une calibration des constantes du
modèle de Eckel et al. (2013) conduit à C2 = 0 ce qui revient à supprimer l’influence des
gouttes issues de l’atomisation en sac de la distribution totale. Cette conclusion suggère que
la distribution de tailles de gouttes est intégralement pilotée par le processus d’atomisation
par formation de ligaments (les gouttes issues de l’atomisation en sac étant trop petites pour
influencer significativement la forme de la distribution finale).
Le modèle PAMELA
Développé par Chaussonnet et al. (2013), Chaussonnet (2014), Chaussonnet et al. (2016), le
modèle PAMELA (Primary Atomization Model for prEfilming airbLAst injectors) propose un
mécanisme basé sur les trois paramètres de première importance identifiés par Gepperth et al.
(2013) pour caractériser la distribution de tailles de gouttes issue du processus d’atomisation
primaire. Le premier paramètre d’importance est la vitesse du gaz qui, à travers le flux de quan-
tité de mouvement ρgu2g, contrôle la quantité de mouvement transmise par le gaz au liquide.
Le deuxième est le coefficient de tension de surface σ qui influence la dimension de la zone
d’accumulation de liquide au niveau du bord du préfilmeur ainsi que la taille des ligaments. Le
troisième est la hauteur de la lèvre du préfilmeur hpref au bord d’atomisation qui est en partie
responsable du volume de liquide s’accumulant au niveau de la lèvre. Contrairement aux mé-
canismes d’atomisation primaire considérés dans les deux précédents modèles, l’écoulement du
film liquide est ici découplé de l’atomisation primaire. Cette hypothèse rejoint les observations
expérimentales de Gepperth et al. (2013) qui ne constatent pas d’influence de la hauteur du
film et des vagues formées à sa surface sur le processus d’atomisation. Le mécanisme d’atomi-
sation alors considéré est présenté en Figure 3.7. Il est issu des travaux de Müller et al. (2004).
L’écoulement du film alimente un réservoir de liquide (i) situé au niveau du bord d’atomisation.
Une partie de ce réservoir (symbolisée par des hachures dans la Figure 3.7) est immergée dans
l’écoulement de gaz à haute vitesse (ii). La surface de celle-ci est fortement cisaillée par le gaz ce
qui conduit à l’accélération du liquide dans la direction longitudinale de l’écoulement (iii). Cette
accélération engendre l’apparition d’une instabilité de Rayleigh-Taylor de longueur d’onde λRT
dans la direction transversale à l’écoulement (iv). L’interface liquide/gaz forme alors une crête
qui est soufflée par l’écoulement gazeux (v) et se fragmente en créant une structure en forme
de sac et des ligaments (vi).
Partant de ce mécanisme, Chaussonnet et al. (2013), Chaussonnet (2014), Chaussonnet et al.
(2016) ont fondé le modèle PAMELA sur les hypothèses que le diamètre de Sauter du spray D32
est proportionnel à la longueur d’onde la plus amplifiée λRT de l’instabilité de Rayleigh-Taylor,
et, que la répartition des tailles de gouttes peut être décrite par une distribution de Rosin-
Rammler dont m et q sont respectivement les paramètres de taille et de forme. La densité de
probabilité (PDF) numérique de tailles de gouttes f0(d) est définie par l’équation (3.55) tandis
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L’expression de la longueur d’onde λRT est établie à partir d’une relation théorique proposée
par Charru (2007) et des travaux de Hong et al. (2002) et Varga et al. (2003) en faisant
l’hypothèse que la quantité de liquide qui est accélérée par l’écoulement gazeux de vitesse















où C1 est une constante du modèle. Le diamètre de Sauter de la distribution s’exprime alors :






Puisque la distribution de tailles de gouttes a par hypothèse la forme d’une Rosin-Rammler, le
diamètre de Sauter D32 est relié au paramètre m et q par l’équation suivante :
D32 = m
Γ (3/q + 1)
Γ (2/q + 1) (3.60)
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où Γ représente la fonction gamma. Combinant les relations (3.59) et (3.60), Chaussonnet et al.






Γ (2/q + 1)
Γ (3/q + 1) (3.61)
Notons que la relation (3.61) peut être réécrite pour faire apparaître un nombre de Weber









Γ (2/q + 1)
Γ (3/q + 1) (3.63)
où C12 = 2π
√
6C1C2 est une constante du modèle. Ces deux expressions (eq. (3.61) et eq. (3.63))
peuvent être alternativement utilisées. Cependant, la formulation en fonction de Wehpref (eq.
(3.63)) est utile pour la calibration du modèle.
Le paramètre de forme q de la distribution de Rosin-Rammler est supposé être dépendant
de la hauteur de la lèvre du préfilmeur hpref et des effets aérodynamiques. Ces derniers sont pris
en compte via un nombre de Weber aérodynamique Weδg basé sur l’épaisseur δg de la couche







Chaussonnet et al. (2016) expriment le paramètre q par l’expression suivante :
q = C3√
Weδg








C3, C4 et C5 sont des constantes du modèle. Comme pour les modèles précédents, le phénomène
d’atomisation primaire est relié à un temps caractéristique d’occurrence. Ce dernier, appelé τtot,
est défini comme la somme des temps caractéristiques des l’instabilité de Rayleigh-Taylor τRT
et de l’événement de fragmentation τbu. Or, ces deux temps sont proportionnels à un temps
capillaire τc, tel que τRT = 10τc et τbu = 1.8τc (Chaussonnet et al. 2016).
τtot = 11.8τc (3.67)
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où a correspond à l’accélération de la crête de la vague engendrée par l’instabilité de Rayleigh-







Les coefficients C1, C2, C3, C4, C5 et C12 sont déterminés à l’aide d’une calibration sur
la configuration de Gepperth et al. (2012) pour deux liquides, le ShellsolD70 et un mélange
constitué en volume de 50% de Propanediol et 50% d’eau, testés sur un gamme de vitesses
moyennes de gaz Ug allant de 20 m.s−1 à 70 m.s−1 et avec deux préfilmeurs d’épaisseur de lèvre
hpref = 1 mm et hpref = 2.5 mm. Notons que la vitesse local ug de l’écoulement gazeux est
définie comme la vitesse du gaz à l’endroit où le liquide est cisaillé. Se basant sur des résultats
expérimentaux de Morris & Foss (2003), Chaussonnet et al. (2016) proposent d’estimer cette
vitesse à partir de la vitesse moyenne de l’écoulement Ug via la relation suivante :
ug = Ushear = 0.7Ug (3.70)
Les coefficients issus de la calibration sont donnés dans le Tableau 3.8.
C1 C2 C3 C4 C5 C12
0.670 0.112 6.82 5.99 mm 0.0177 1.40
Figure 3.8 – Valeurs des constantes du modèle PAMELA de Chaussonnet et al. (2016).
Testé dans Chaussonnet et al. (2017), sur une configuration proche de celle de Gepperth et al.
(2012), ce modèle a permis d’obtenir de très bons résultats tant pour prédire la distribution de
tailles de gouttes que pour rendre compte du temps de réponse de l’atomisation primaire à une
oscillation de la vitesse du gaz. Il offre également les meilleurs résultats parmi les trois modèles
présentés dans cette section. Le modèle a de plus été utilisé par Holz et al. (2016) sur une
configuration industrielle d’injecteur annulaire de type Airblast avec préfilmeur. La distribution
de tailles de gouttes obtenue est comparable à la distribution expérimentale et les auteurs notent
en particulier un bonne prédiction du diamètre de Sauter D32. Ce dernier est représentatif du
spray pour l’évaporation et donc la combustion. Cette étude montre également que le modèle
PAMELA est capable de prédire adéquatement le spray de gouttes, et en particulier le diamètre
de Sauter, généré par un injecteur annulaire de type Airblast avec préfilmeur, sans recalibrer
les constantes dérivées à partir de la configuration de Gepperth et al. (2012). Ce dernier point
en fait un modèle particulièrement robuste pour son utilisation dans un contexte industriel où
la distribution de tailles de gouttes expérimentale n’est pas connue ce qui ne permet pas de
calibration.
Les raisons précédemment évoquées font de PAMELA un modèle de choix pour modéliser,
au sein d’un calcul CFD, le spray issu d’un injecteur industriel de type Airblast avec préfilmeur
avant son évaporation et sa combustion. Toutefois, l’apparition dans les corrélations de la vitesse
locale de l’écoulement gazeux ug ainsi que de l’épaisseur de la couche limite δg constitue une
limitation majeure à son utilisation. En effet, l’estimation de ces deux grandeurs d’entrée peut
être difficile à réaliser dans des configurations complexes. Or, Holz et al. (2016) ont montré
en particulier que la vitesse locale du gaz joue un rôle prépondérant dans la distribution de
tailles de gouttes obtenue et que son estimation à partir de la formule (3.70) n’est plus valable
en présence d’un écoulement tournant. Dans ce type d’écoulement, la couche limite est aussi
126
Approche phénoménologique pour la simulation d’injecteurs de type Airblast
avec Préfilmeur
très perturbée et sa structure est souvent très éloignée de celle observée dans les configurations
académiques. L’estimation a priori de son épaisseur est très complexe et il n’existe pas en général
de corrélation fiable pour la calculer facilement. Basé sur les corrélations phénoménologiques de
PAMELA, le modèle Automatic-PAMELA, développé au cours de cette thèse et présenté dans
la partie suivante, permet de lever ce verrou par une méthodologie de détermination locale de
ces deux grandeurs.
3.6.2 Développement du modèle Automatic-PAMELA dans AVBP
Le modèle Automatic-PAMELA développé au cours de cette thèse est détaillé dans cette
partie. Reprenant les hypothèses et les corrélations du modèle PAMELA de Chaussonnet et al.
(2013), Chaussonnet (2014), Chaussonnet et al. (2016), il s’en démarque par l’expression locale
de certaines grandeurs d’entrée dans le but de permettre une utilisation dans des configurations
industrielles complexes d’injecteur de type Airblast avec préfilmeur. Comme évoqué dans la
section 3.6.1, ces grandeurs sont la vitesse locale du gaz ug et la hauteur de la couche limite δg.
Dans le modèle Automatic-PAMELA, elles sont réexprimées pour permettre leurs évaluations
locales et automatiques dans des simulations numériques LES sans spécification de l’utilisateur.
Estimation de la vitesse gaz
Dans le modèle PAMELA, G. Chaussonnet fait intervenir la vitesse de cisaillement gazeux à
l’interface liquide/gaz. Se basant sur les résultats de Morris & Foss (2003) sur une configuration
planaire, il montre que cette vitesse correspond à 70% de la vitesse moyenne de l’écoulement
gazeux. Cependant, cette solution est spécifique aux configurations planes et ne peut être
directement utilisée dans des cas complexes tels que des injecteurs annulaires. Pour pallier
cette limitation, il est proposé de baser le calcul de la vitesse de cisaillement gazeux à l’interface
liquide/gaz sur la hauteur locale du film liquide arrivant dans la zone d’accumulation ainsi que
sur des données proches parois. Le profil de vitesse en paroi est schématisé dans la Figure 3.9
(gauche). Comme la hauteur du film liquide est très faible (hf ≈ 100 µm devant l’épaisseur de
gaz au-dessus (Hg ≈ 1− 10 mm), il est considéré comme mince et son influence sur le profil de
vitesse gazeuse est négligée. Le profil de vitesse peut alors être assimilé à un profil classique de
couche limite gazeuse comme celui de la Figure 3.9 (droite). Dans ces conditions, la vitesse de
cisaillement du gaz à l’interface liquide/gaz est calculée selon la loi logarithmique suivante :





















Dans l’équation (3.73), τw représente le cisaillement en paroi estimé directement dans le code
AVBP par les lois de paroi (Jaegle et al. 2010).
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Figure 3.9 – Schéma illustrant l’approximation du profil de vitesse dans le film utilisée pour
calculer la vitesse de cisaillement U0. A gauche : un profil de vitesse typique. A droite : le profil
de vitesse considéré dans le modèle Automatic-PAMELA.
Estimation de l’épaisseur de couche limite
L’épaisseur de couche limite est une donnée importante pour caractériser l’atomisation pri-
maire d’un film liquide puisqu’elle peut être interprétée comme l’épaisseur de couche de gaz
qui cisaille le film liquide. Son importance en fait l’une des principale variable d’entrée pour
les modèles phénoménologiques présentés dans la partie 3.6.1. Cette épaisseur correspond à la
distance à la paroi à partir de laquelle le profil de vitesse est établi. Dans le cas d’un canal,
elle est souvent définie comme la distance à la paroi pour laquelle la vitesse vaut 99% de la
vitesse moyenne de l’écoulement. Dans le modèle PAMELA, G. Chaussonnet propose d’estimer







où Re est le nombre de Reynolds basé sur la vitesse moyenne de l’écoulement gazeux Ug, la




Cette formule a été utilisée par Gepperth et al. (2012) pour caractériser la couche limite sur la
configuration du KIT. Elle souffre cependant de deux inconvénients majeurs. Tout d’abord, elle
a été établie par White (1991) pour des cas de couche limite turbulente se développant le long
d’une plaque plane et n’offre aucune assurance quant à sa validité dans d’autres configurations.
Il est même peu probable qu’elle fournisse un résultat juste lorsque la couche limite ne peut
pas pleinement se développer. C’est, par exemple, le cas dans les injecteurs aéronautiques où
la zone d’atomisation est en général fortement cisaillée par un écoulement rotatif. Ensuite, la
vitesse moyenne de l’écoulement est un paramètre global qui peut être très difficile à estimer
dans des écoulements complexes comme les injecteurs annulaires où une zone de recirculation
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est souvent présente au centre de l’écoulement. Bien que l’utilisation de corrélations soit très
pratique, ce type d’approche limite l’utilisation du modèle PAMELA à des cas simples où le
calcul de l’épaisseur de la couche limite est aisé. Afin de lever cet important verrou d’utilisation,
il est proposé dans le modèle Automatic-PAMELA de déterminer localement cette grandeur à
l’aide d’un algorithme d’estimation. Cet algorithme est exécuté pour chaque itération du calcul
dans chaque cellule du maillage en paroi située au niveau du bord d’atomisation et où le liquide
s’accumule avant d’être atomisé. Ces cellules sont appelées cellules d’accumulation.
L’estimation locale de l’épaisseur de couche limite dans une cellule d’accumulation passe
nécessairement par la connaissance du profil de vitesse situé au-dessus d’elle dans la direction
normale à la paroi. Cependant dans le contexte d’un calcul exécuté parallèlement sur plusieurs
processeurs et sur un maillage non-structuré, les cellules d’accumulation ne connaissent que
leurs voisins directs. L’échange d’information entre la cellule d’accumulation et les cellules
situées au-dessus d’elle est alors compliqué à mettre en oeuvre et l’utilisation de méthodes
standards du type "gather-scatter" qui s’appliquent sur tout le maillage peuvent rapidement
devenir très couteuses en temps de calcul. Dans l’optique d’obtenir le profil de vitesse pour un
moindre coût de calcul, une technique basée sur une méthode de transport discrète et locale a
été imaginée. L’idée est que chaque cellule l’accumulation envoie une sonde dans l’écoulement
au-dessus d’elle. Cette sonde enregistre le profil de vitesse puis ramène l’information dans la
cellule d’accumulation d’où elle a été envoyée. La Figure (3.10) illustre les principales étapes de
cet algorithme de recherche de profil exécuté pour chaque cellule d’accumulation. Ces étapes
sont les suivantes :
1. Initialisation d’une sonde dans la cellule d’accumulation.
2. Transport de la sonde dans la direction normale à la paroi jusqu’à la cellule voisine. Cette
étape de transport est réalisée par l’algorithme proposé par Haselbacher et al. (2007), et
implémenté dans le solveur AVBP par García (2009). La cellule dans laquelle déplacer
la sonde y est déterminée en réalisant des produits scalaires entre le vecteur direction de
la particule (ici ~n) et les vecteurs normaux aux faces de la cellule courante. Le produit
scalaire maximum donne la face de la cellule courante que doit traverser la sonde pour
aller dans la direction ~n. La sonde est alors déplacée selon son vecteur direction jusqu’à
cette face, puis la nouvelle cellule à laquelle elle appartient est déterminée via un tableau
de connectivité entre les faces des cellules.
3. Enregistrement de la distance à la paroi et de la vitesse correspondante par la sonde. La
distance à la paroi est déterminée en incrémentant la distance parcourue par la sonde
lors de chaque étape de transport. Le vecteur vitesse est d’abord interpolé à la position
de la sonde, puis sa norme est enregistrée. Pour une cellule contenant Nv sommets, le
poids d’interpolation wk relatif au sommet k est inversement proportionnel à la distance











4. Exécution des étapes 2 et 3 jusqu’à ce que la distance maximum choisie par l’utilisateur
ait été parcourue. Cette distance doit être suffisamment grande pour couvrir le profil de
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Figure 3.10 – Schéma représentant les principales étapes de l’algorithme de recherche du
profil de couche limite appliqué à une cellule d’accumulation. Le schéma est réalisé en 2D sur
un maillage triangle pour la clarté de l’explication.
couche limite tout en évitant un transport inutile de la sonde loin de la zone d’établis-
sement du profil. Notons que cette distance n’a pas d’impact sur l’épaisseur de couche
limite détectée dès l’instant où tout le profil est couvert.
5. Retour de l’information enregistrée par la sonde dans la cellule d’accumulation. Pour
ce faire, le vecteur direction ~n de la sonde est inversé et elle est transportée dans le
sens inverse sans enregistrer de valeur jusqu’à la cellule d’accumulation. En pratique,
l’information contenue dans la sonde peut être récupérée par la cellule d’accumulation
dès lors qu’elle est localisée dans le même processeur. Pour optimiser le coût de calcul
lié à l’algorithme, la sonde est donc transportée jusqu’au processeur contenant la cellule
d’accumulation puis, l’information est directement récupérée par cette dernière avant
que la sonde ne soit détruite avant de terminer son parcours.
L’information extraite par l’algorithme de recherche de profil et récupérée par la cellule
d’accumulation se présente sous la forme d’un ensemble de couples de valeurs de distances à la
paroi et de normes de la vitesse. La Figure 3.11 illustre un exemple de profil obtenu pour une
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cellule d’accumulation issue d’un calcul de la configuration de Gepperth et al. (2012).
Figure 3.11 – Profil de vitesse extrait par l’algorithme de recherche de profil appliqué par
une cellule d’accumulation sur un calcul de la configuration de Gepperth et al. (2012) avec
le maillage fin (présenté dans la section 3.6.3). La courbe noire représente le profil de vitesse
extrait par l’algorithme où les symboles sont les points enregistrés par la sonde. La courbe grise
est un profil lissé en appliquant trois fois l’équation (3.78) à tous ses points. Le cercle rouge
met en évidence une inversion du gradient non-physique sur le profil d’extrait. Le trait vertical
en pointillé matérialise l’épaisseur de couche limite estimée.
La Figure 3.11 montre que l’algorithme mis en place permet bien à une cellule de paroi de
connaître le profil de vitesse qui se développe au-dessus d’elle. Ce profil est déterminé à chaque
itération du calcul puis stocké au sein de la cellule d’accumulation et moyenné point à point
au cours du temps. Lorsque la connaissance de l’épaisseur de la couche limite δg est nécessaire,
typiquement à chaque événement d’atomisation primaire, le profil est, tout d’abord, lissé en
appliquant trois fois l’équation (3.78) à tous les points du profil.
ui =
ui−1 + 4ui + ui+1
6 (3.78)
où ui est la vitesse dans le profil à la position i. Cette méthode empirique permet d’enlever
les oscillations point à point qui peuvent en particulier engendrer des inversions de gradient
comme au niveau de la zone délimitée par le cercle rouge dans la Figure 3.11. L’épaisseur de
la couche limite est ensuite déterminée à partir du profil lissé (ligne gris dans l’exemple de la
Figure 3.11) comme la distance à la paroi où la vitesse de l’écoulement vaut 99% de la vitesse
de l’écoulement établi Umoy. Cette vitesse est estimée à partir du profil comme le minimum de
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la vitesse obtenue selon trois critères :
Umoy = min (U1, U2, U3) (3.79)
• U1 est la vitesse obtenue à la première inversion du gradient dans le profil.
• U2 est la vitesse maximum dans le profil.
• U3 est la vitesse obtenue si celle-ci varie de moins de 1% sur quatre points consécutifs
du profil.
Bien que le choix de cette définition soit empirique, la Figure 3.11 montre que cette méthode de
détermination offre une bonne estimation de l’épaisseur de couche limite. Les critères ont été
mis au point à partir de l’étude des profils de vitesse obtenus sur la configuration de Gepperth
et al. (2012) où trois maillages (définis dans la section 3.6.3) ont été testés, d’une part, et, sur
deux configurations d’injecteur industriels de type Airblast (dont une est présentée en section
3.7), d’autre part. La diversité des profils de vitesse testés, avec notamment des écoulements
fortement tournant dans les injecteurs, permet d’assurer une bonne confiance sur la capacité
de la méthode à estimer de façon satisfaisante l’épaisseur de la couche limite dans un grand
nombre de configurations d’injecteurs industriels.
Implémentation algorithmique du modèle Automatic-PAMELA
Dans le processus décrit par Müller et al. (2004), le nombre d’événements d’atomisation
primaire est directement dépendant du débit de liquide qui alimente la lèvre d’atomisation.
Gepperth et al. (2012) observent, en effet, une augmentation du nombre d’événements lorsque
le débit de liquide augmente. Pour rendre compte de ce phénomène, il est proposé, comme dans
Chaussonnet et al. (2016), d’orienter l’algorithme du point de vue de la masse, i.e. des gouttes,
pénétrant au niveau de la lèvre d’atomisation. Il est considéré que lorsqu’une quantité de masse,
i.e. une goutte, arrive à la lèvre, elle est atomisée au bout d’une période proportionnelle au temps
caractéristique capillaire τc (eq. (3.68)).
Les principales étapes algorithmiques amenant à l’atomisation primaire d’une goutte par le
modèle Automatic-PAMELA sont résumées dans la Figure 3.12. Elles sont détaillés ci-dessous :
1. Lorsqu’une goutte se déplace dans le film, elle enregistre le frottement en paroi τw et
l’épaisseur du film hf . Ces grandeurs sont respectivement calculées par la loi de paroi et
par le modèle de film puis, sont localement récupérées par la goutte où elles sont stockées.
Le but final de cette procédure est d’utiliser ces valeurs pour estimer une vitesse locale
de gaz au-dessus de la lèvre d’atomisation via l’équation (3.71). Afin que l’estimation
reflète au mieux les conditions à cet endroit, elles sont moyennées via une procédure de
moyenne glissante sur les 2000 dernières valeurs enregistrées durant le déplacement de
la goutte. Notons que la vitesse des gouttes dans un film liquide étant lente (de l’ordre
de 1 m.s−1 dans les cas les plus rapides considérées ici et pour un pas de temps de
l’ordre de dt ≈ 2.5 · 10−7 s), la distance de déplacement de la goutte correspondante à
2000 itérations est très faible (environ 0.5 mm dans les cas les plus rapides). Ce nombre
d’itérations a été choisi arbitrairement mais offre un bon compromis entre une distance
de déplacement très faible, qui permet d’obtenir une estimation au plus près de la lèvre
d’atomisation, et un lissage des valeurs obtenues pour éviter les fortes oscillations point à
point dont souffrent localement ces grandeurs. Il convient de remarquer que l’utilisation
des valeurs locales de τw et hf dans la cellule d’accumulation serait plus facile à mettre
en place. Cependant, la présence du bord d’atomisation détériore beaucoup la qualité
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Figure 3.12 – Schéma des principales étapes algorithmiques amenant à l’atomisation primaire
d’une goutte par le modèle Automatic-PAMELA.
des valeurs prédites par le solveur dans cette cellule à cause de difficultés liées aux calculs
des normales dans cette zone. Leur utilisation est donc à éviter.
2. Lorsque la particule atteint le bord d’atomisation, la vitesse locale de gaz ug au-dessus
de la lèvre est calculée à partir de la relation (3.71) à l’aide des valeurs moyennées de
frottement en paroi τ̄w et de l’épaisseur du film h̄f . La particule commence ensuite son
accumulation durant le temps caractéristique τtot (eq. (3.67)). Durant cette étape, la
goutte est stationnaire et n’interagit pas avec l’écoulement gazeux environnant. Notons
que la cellule courante est appelée "cellule d’accumulation". Ces cellules sont détectées
lors de l’arrivée de la première goutte au niveau du bord d’atomisation. Elles servent à
stocker le profil moyen de vitesse détecté par l’algorithme de recherche de profil présenté
dans la section 3.6.2 ou encore des valeurs résiduelles de l’atomisation telles que la masse
de liquide qui n’a pas pu être injectée lors des événements d’atomisation précédents
comme expliqué dans la suite.
3. Lorsque le temps d’accumulation de la particule atteint le temps caractéristique de l’ato-
misation τtot = 11.8τc (eq. (3.67)), la masse mp associée à la particule est transférée à un
réservoir de masse stocké à la cellule et initialement constitué de la masse de liquide mcell
qui n’a pas pu être injectée lors des événements d’atomisation précédents. Le processus
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d’atomisation est ensuite déclenché. La procédure utilisée a été développée pour assurer
de conserver la masse de liquide tout en fournissant une distribution de tailles de gouttes
cohérente. Ses principales étapes sont résumées dans la Figure 3.13 et sont les suivantes :
(a) L’épaisseur de la couche limite δg est déterminée à partir du profil moyen de vitesse
en utilisant l’algorithme présenté dans la section 3.6.2.
(b) Les coefficients m et q de la distribution de Rosin-Rammler sont calculés à l’aide des
corrélations présentées dans la section 3.6.1 avec en entrée la vitesse moyenne local
ug = Ushear, l’épaisseur moyenne de couche limite locale δg, l’épaisseur de la lèvre du
préfilmeur hpref (spécifiée par l’utilisateur) et les propriétés physiques des fluides.
(c) Un diamètre aléatoire est tiré dans la distribution de Rosin-Rammler. Pour ce faire, la
distribution numérique cumulative F0(d) est utilisée car, contrairement à la densité
de probabilité f0(d), elle est strictement monotone et ses valeurs sont comprises
dans l’intervalle [0, 1]. Pour obtenir un diamètre aléatoire dnew appartenant à la
distribution, il suffit donc de tirer un nombre aléatoire X = F0(dnew) compris entre
0 et 1 puis d’inverser l’équation (3.56) :





(d) Si la massemnew de la goutte de diamètre dnew est inférieure à la masse contenue dans
le réservoir de massemcell, celle-ci est retranchée au réservoir et la goutte de diamètre
dnew est injectée avec les mêmes propriétés physiques que la goutte initiale. Si la masse
contenue dans le réservoir est trop faible pour injecter la goutte de diamètre dnew, la
procédure d’injection est stoppée et le diamètre dnew est stocké pour être injecté en
priorité au prochain événement d’atomisation. La masse restante est conservée dans
le réservoir de masse et la particule initiale est supprimée.
(e) Les étapes (c) et (d) sont exécutées tant que la masse disponible dans le réservoir est
suffisante pour injecter le diamètre dnew.
4. Lorsque le processus d’atomisation est terminé, (1) les nouvelles gouttes sont décalées
dans la direction de l’écoulement d’une distance correspondante à une cellule. Puis, (2)
elles sont relâchées dans l’écoulement. Comme dans le modèle PAMELA, leurs vitesses
sont mises à zero dans le but d’approximer la très faible vitesse des gouttes juste après
leur création observée expérimentalement (Gepperth et al. 2012).
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Figure 3.13 – Schéma d’exécution de l’algorithme de création de gouttes issues d’un événement
d’atomisation primaire par le modèle Automatic-PAMELA.
3.6.3 Calculs de calibration du modèle Automatic-PAMELA sur la
configuration de Gepperth et al. (2012)
Le changement des paramètres d’entrée du modèle Automatic-PAMELA par rapport au
modèle PAMELA nécessite une recalibration des constantes. Comme pour ce dernier modèle,
la calibration est réalisée à partir de la configuration de Gepperth et al. (2012) présentée dans
la partie 2.3. La première partie redonne brièvement des informations sur la configuration et
explicite les points de fonctionnement étudiés tandis que le maillage et la recalibration sont
détaillés ensuite.
Configuration d’étude et points de fonctionnement étudiés
La configuration expérimentale, présentée dans le chapitre précédent (partie 2.3), a été
conçue et réalisée au Institut für Thermische Strömungsmaschinen (ITS) de l’université techno-
logique de Karlsruhe (KIT) pour étudier les phénomènes d’écoulement de film et d’atomisation
primaire dans des conditions de fonctionnement proches de celle des injecteurs aéronautiques
de type Airblast avec préfilmeur. Pour cette raison, elle est particulière intéressante pour dé-
velopper ou calibrer des modèles phénoménologiques d’atomisation avant de les appliquer sur
des configurations réelles. La matrice de calibration est inspirée de celle utilisée dans la thèse
de Chaussonnet (2014) pour la calibration du modèle PAMELA. Trois paramètres sont ainsi
étudiés : la vitesse du gaz, les propriétés du liquide et l’épaisseur de la lèvre du préfilmeur. Les
vitesses de gaz sont exprimées arbitrairement en vitesses moyennes calculées à partir du débit
dans le canal. Le Tableau 3.14 donne la correspondance entre la vitesse moyenne et le débit
de gaz. Le gaz est de l’air à pression atmosphérique P = 1.013 bar et température ambiante
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T = 298 K.
Vitesse moyenne [m.s−1] 40 60 70
Débit massique en entrée [g.s−1] 73.75 110.63 129.06
Vitesse moyenne en entrée [m.s−1] 12.85 19.28 22.49
Figure 3.14 – Paramètres de l’écoulement gazeux en entrée du domaine de calcul de la confi-
guration de Gepperth et al. (2012).
Deux types de liquide sont également testés pour prendre en compte l’influence des pro-
priétés du fluide, et en particulier de la tension de surface, dans la recalibration du modèle : le
Shellsol D70 (D70) et un mélange isovolume de 1,2-Propanediol et d’eau (Prop). Leurs carac-
téristiques sont résumées dans le Tableau 2.2. Il sont injectés sous la forme d’un film liquide
avec un débit volumique 2D (équation (2.3)) de Λl = 50 mm2/s.
L’épaisseur de la lèvre du préfilmeur de la géométrie utilisée pour les calculs est de 2.5 mm.
Cette grandeur n’ayant pas d’influence sur l’écoulement en amont de la lèvre, elle n’impacte
pas les valeurs des autres grandeurs en entrée du modèle (vitesse de cisaillement et épaisseur de
couche limite). Son influence sur la distribution de tailles de goutte est donc simplement testée
en fixant sa valeur dans les corrélations. Deux épaisseurs sont ainsi étudiées : hpref = 1 mm et
hpref = 2.5 mm.
Le Tableau 3.15 résume la matrice des cas utilisés pour la calibration du modèle Automatic-
PAMELA. Pour simplifier l’écriture, le nom de chaque point de fonctionnement est construit à
partir de sa vitesse moyenne de gaz suivi du liquide considéré. Par exemple, un calcul avec une
vitesse moyenne gaz de 40 m/s et du Shellsol D70 s’intitule : U40D70.
Type de liquide Vitesse moyenne de gaz [m.s
−1]
40 60 70
Shellsol D70 U40D70 U60D70 U70D70
1 :1 vol. mix. : H2O-1,2-Propanediol U40Prop U60Prop U70Prop
Figure 3.15 – Matrice des cas considérés pour la calibration du modèle Automatic-PAMELA
sur la configuration de Gepperth et al. (2012).
Domaine de calcul
Le domaine considéré pour les calculs représente une partie de la zone d’essai centrée sur
le préfilmeur. Il est constitué d’un convergent en entrée, d’un canal rectangulaire contenant
le préfilmeur et d’un large plenum représentant l’atmosphère. La Figure 3.16 (gauche) montre
le convergent et le canal tandis que la Figure 3.16 (droite) rend compte de la configuration
complète. Les dimensions de la zone d’essai sont conformes au schéma expérimental présenté
en Figure 2.1 (gauche). Les calculs sont réalisés avec un préfilmeur d’épaisseur hpref = 2.5 mm
au niveau du bord d’atomisation. Les dimensions du plenum sont très grandes devant celles du
canal contenant le préfilmeur afin de ne pas contraindre l’écoulement en sortie du canal d’essai
tout en évitant l’apparition de recirculations au niveau de la sortie du domaine. Un écoulement
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co-courant est également ajouté pour faciliter l’évacuation de l’air vers la sortie. Sa vitesse
correspond à 10% de la vitesse de l’écoulement au niveau de l’entrée d’air.
Figure 3.16 – Visualisation du domaine de simulation et des conditions aux limites utilisés
pour les calculs de la configuration Gepperth et al. (2012). A gauche : Un zoom sur le convergent
et le canal contenant le préfilmeur. A droite : La configuration complète.
Les parois du plenum sont des murs glissants tandis que celles du convergent en entrée, du
canal rectangulaire et du préfilmeur sont des murs adiabatiques utilisant une loi de paroi de type
"Loglaw". Les entrées et la sortie du domaine sont imposées via la méthode des caractéristiques
NSCBC (Poinsot & Lele 1992). L’une des vitesses moyennes listées dans le Tableau 3.14 est
directement imposée en entrée du domaine afin de garantir un débit correspondant à une vitesse
moyenne expérimentale dans le canal de 40, 60 ou 70 m.s−1. La température de l’air en entrée
est de 298 K. Une pression ambiante de 1.013 bar est imposée dans le domaine via la condition
de sortie.
Contrairement aux expériences, la phase liquide est directement injectée dans le canal sous
la forme de gouttes Lagrangiennes. La zone d’injection est une ligne de 50 mm de long située
0.2 mm au-dessus de la paroi du préfilmeur et à la même distance du bord d’atomisation que
l’expérience, soit 47 mm (Figure 3.16 - gauche). Les gouttes sont injectées avec une vitesse de 1
m.s−1 dans la direction du préfilmeur de sorte qu’elles impactent sa paroi peu de temps après leur
injection et forment un film liquide. Le diamètre des particules dans le film n’ayant pas d’impact
sur son l’écoulement, il est arbitrairement fixé à 200 µm. Avec le débit liquide considéré, cette
taille permet d’injecter un nombre suffisant de particules pour assurer un remplissage homogène
des cellules dans la zone de film tout en y conservant un nombre raisonnable de particules. La
retro-action de la traînée des particules sur l’écoulement gazeux est activée dans le calcul. Il
convient cependant de noter que l’influence des particules dans le film liquide sur le gaz proche
de la paroi n’est pas pris en compte du fait de l’hypothèse d’un film liquide mince. Considérant
la vitesse élevée de l’écoulement, l’influence de la gravité est négligée dans les calculs.
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Maillages
Trois maillages sont utilisés pour étudier l’influence de la résolution sur les grandeurs d’in-
térêt pour le modèle Automatic-PAMELA : hauteur de film liquide, cisaillement en paroi le
long du film et épaisseur de la couche limite au niveau du bord d’atomisation. La Figure 3.18
en présente des coupes dans le plan (x, y) en Z = 0. Comme le montre la Figure 3.19, l’ef-
fort de résolution se concentre principalement sur le film et le bord d’atomisation. Ceci se fait
au détriment en particulier de la zone de recirculation derrière la lèvre du préfilmeur. Une
étude poussée de l’écoulement dans cette zone a précédemment été réalisée dans la thèse de
Chaussonnet (2014). Elle n’est pas reconduite dans cette thèse car l’écoulement en aval n’a pas
d’influence sur la distribution de tailles de gouttes donnée par le modèle Automatic-PAMELA.
Pour cette étude de calibration, le critère de résolution est donc légèrement relâché dans la
zone en aval proche du préfilmeur puis, le maillage est fortement déraffiné dans le plenum de
sortie. Le maillage grossier (Figures 3.18a et 3.19a) contient 1.3 millions d’éléments et permet
de tester l’impact d’une résolution faible sur les modèles de film et d’atomisation primaire. La
taille caractéristique des cellules est de ∆x = 1 mm dans la zone de film et au niveau du bord
d’atomisation. Un maillage moyen (Figures 3.18b et 3.19b) contenant 5.0 millions d’éléments
est également réalisé. Avec ∆x = 0.5 mm dans la zone de film et au bord d’atomisation, il at-
teint des tailles de maille représentatives de celles utilisées pour un calcul d’injecteur complet et
constitue ainsi le maillage de référence de cette étude. Pour finir, un troisième maillage (Figures
3.18c et 3.19c) est utilisé dans le but de vérifier l’état de convergence des quantités d’intérêt
sur le maillage moyen. La taille caractéristique de ses cellules est de ∆x = 0.25 mm dans les
régions du film et du bord d’atomisation. Le Tableau 3.17 résume les principales propriétés de
ces trois maillages.
Paramètre Grossier Moyen Fin
Nombre de cellules 1 322 394 5 035 187 7 396 762
Nombre de noeuds 245 879 913 479 1 344 874
Taille du maillage dans la région du film [mm] 1 0.5 0.25
Taille du maillage au bord d’atomisation [mm] 1 0.5 0.25
Figure 3.17 – Paramètres des maillages de la configuration de Gepperth et al. (2012) utilisés
pour la calibration du modèle Automatic-PAMELA.
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Figure 3.18 – Coupe en Z = 0 des différents maillages utilisés pour les calculs de la configu-
ration de Gepperth et al. (2012).
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Figure 3.19 – Zoom sur le convergent et le canal contenant le préfilmeur dans une coupe en
Z = 0 des différents maillages utilisés pour les calculs de la configuration de Gepperth et al.
(2012).
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Paramètres numériques
Les paramètres numériques choisis pour les simulations sont résumés dans le Tableau 3.20.
Les flux convectifs sont résolus grâce au schéma à deux étapes TTGC (Colin & Rudgyard
2000) d’ordre trois en espace et en temps. En pratique, un schéma de Lax-Wendroff (Lax &
Wendroff 1960), d’ordre deux en espace et en temps, est utilisé pour accélérer l’établissement
du calcul puis, un basculement vers le schéma de TTGC (Colin & Rudgyard 2000) est opéré
lorsque les conditions sont stables. Les flux diffusifs sont calculés à l’aide d’un opérateur 2∆
(Lamarque 2007). Un opérateur de viscosité artificielle basé sur le senseur de Colin (Colin
2000) est également appliqué pour assurer la stabilité du calcul. Pour finir, la turbulence en
sous-maille est modélisée par le modèle de Smagorinsky dynamique (Germano et al. 1991).
Schéma de convection TTGC
Opérateur de diffusion 2∆
Modèle de sous-maillage Smagorinsky dynamique
modèle de viscosité artificielle Senseur de Colin
Coefficient d’ordre 2 0.05
Coefficient d’ordre 4 0.005
Figure 3.20 – Paramètres numériques utilisés pour les simulations de la configuration de
Gepperth et al. (2012).
Déroulement des calculs
Les calculs de recalibration sont réalisés en deux étapes. Tout d’abord, l’écoulement gazeux
est établi et convergé sans la présence de la phase liquide. Ensuite, le processus d’injection est
entamé. Les particules Lagrangiennes viennent alors créer un film liquide le long du préfilmeur
et s’écoulent jusqu’au bord d’atomisation. Lorsqu’elles arrivent dans cette zone, les grandeurs
caractéristiques du modèle (hauteur de film, cisaillement gazeux en paroi et épaisseur de couche
limite) sont relevées et sont utilisées pour calibrer le modèle Automatic-PAMELA.
Convergence de l’écoulement gazeux
L’établissement du calcul est contrôlé en se basant sur le temps de passage de l’écoule-
ment gazeux dans la zone d’intérêt située entre l’entrée du domaine et le bord d’atomisation
du préfilmeur et longue de 88 mm. Ce temps de passage est déterminé en se basant sur la
vitesse moyenne de l’écoulement gazeux dans le canal. Il est donné pour les trois points de
fonctionnement gazeux dans le Tableau 3.21.
Vitesse moyenne dans le canal [m.s−1] 40 60 70
Temps de passage dans le canal [ms] 2.20 1.47 1.26
Figure 3.21 – Temps de passage de l’écoulement gazeux dans le canal pour les différents points
de fonctionnement de la configuration de Gepperth et al. (2012).
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Dans un premier temps, le calcul de l’écoulement est réalisé en utilisant un schéma numérique
de Lax-Wendroff pendant un temps correspondant à 40 temps de passage dans la zone d’intérêt.
Puis, dans un second temps, le calcul est poursuivi durant 10 temps de passage supplémentaires
avec un schéma TTGC. Le nombre conséquent de temps de passage réalisés permet d’assurer la
bonne convergence des calculs comme le montre la courbe d’évolution de l’énergie cinétique au
cours du temps en Figure 3.22 obtenue pour chacun des maillages au point de fonctionnement
gazeux U60. Les courbes d’évolution pour les autres points de fonctionnement sont disponibles
dans l’annexe A.
















































Figure 3.22 – Courbes de convergence de l’énergie cinétique dans le domaine Ēc des calculs
purement gazeux de la configuration de Gepperth et al. (2012) au point de fonctionnement U60
pour les différents maillages utilisés.
Injection du liquide et extraction des grandeurs pour la calibration
Une fois l’écoulement gazeux convergé, le liquide commence à être injecté dans le domaine.
Comme observé dans la Figure 3.23, toutes les gouttes injectées (ptcl_type = 1) viennent former
un film en paroi (ptcl_type = 2) puis s’écoulent le long de la paroi du préfilmeur. La hauteur
142
Approche phénoménologique pour la simulation d’injecteurs de type Airblast
avec Préfilmeur
du film ainsi que le frottement en paroi sont enregistrés durant leur trajet selon le processus de
moyenne glissante explicité dans la partie 3.6.2. Rappelons que le choix d’une moyenne sur 2000
itérations est purement arbitraire et permet simplement d’éviter l’influence d’une oscillation à
haute fréquence de ces grandeurs.
Figure 3.23 – Visualisation de l’évolution des gouttes entre leur injection et leur passage au
niveau de la lèvre du préfilmeur dans les calculs de calibration du modèle Automatic-PAMELA
sur la configuration de Gepperth et al. (2012). La taille des gouttes est augmentée d’un facteur
10. Ces dernières sont coloriées par leur type (ptcl_type). Les gouttes qui viennent d’être
injectées dans l’écoulement sont de type 1. Celle qui forment le film liquide sont de type 2. Les
gouttes en accumulation au niveau de la lèvre du préfilmeur sont de type 4 et prennent le type
5 une fois relâchées dans l’écoulement en aval du préfilmeur.
Lorsqu’une particule arrive au niveau du bord d’atomisation, elle commence son processus
d’accumulation (ptcl_type = 4) puis enregistre la cellule courante comme une cellule d’accu-
mulation dans le cas où elle n’avait pas été repérée précédemment dans le calcul. Une fois le
processus d’accumulation terminé, l’épaisseur de la couche limite gazeuse est déterminée via
l’algorithme de détection détaillé dans la partie 3.6.2 exécuté sur le profil moyenné tout au long
du calcul de la vitesse au-dessus de la cellule d’accumulation. La hauteur du film, le cisaillement
en paroi ainsi que l’épaisseur de la couche limite sont ensuite écrits dans un fichier et la particule
est relâchée dans l’écoulement sans subir d’atomisation (ptcl_type = 5). Cette procédure est
particulièrement intéressante puisqu’elle donne exactement les valeurs qui serviront en entrée
des corrélations du modèle Automatic-PAMELA pour déterminer la distribution de tailles des
gouttes à injecter. Elle permet ainsi une calibration fine des corrélations du modèle.
Les valeurs moyennes obtenues pour les différents maillages et les deux types de liquides sont
présentées en fonction de la vitesse moyenne de l’écoulement en Figure 3.24. Conformément à
ce qui est attendu, le cisaillement gazeux en paroi (Figure 3.24a) augmente bien avec la vitesse
du gaz. La présence du liquide n’ayant pas d’influence sur cette grandeur, une seule valeur est
présentée par point de fonctionnement et par maillage. Bien que le cisaillement en paroi soit
légèrement surestimé dans le cas du maillage grossier, les maillages moyen et fin convergent
vers des valeurs similaires quel que soit le point de fonctionnement. L’épaisseur du film liquide
(Figure 3.24b) apparaît quant à elle dépendante des propriétés du liquide mais indépendante du
maillage soulignant la robustesse de la méthode utilisée pour l’estimer. Malgré l’écart important
d’épaisseur de film liquide entre les deux liquides (hf = 237 µm pour le point de fonctionnement
U40D70 contre hf = 412 µm pour U40Prop sur le maillage fin), la vitesse de cisaillement gazeux
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obtenue à partir de l’équation (3.71), et présentée en Figure 3.24c, est quasiment la même pour
les deux liquides et admet le même comportement en maillage que le cisaillement en paroi. Ceci
met en lumière l’influence prépondérante de ce dernier terme dans l’équation (3.71) par rapport
à la hauteur du film liquide.
Comme le montre la Figure 3.24d, la hauteur de la couche limite gazeuse est très peu
dépendante de la vitesse moyenne de gaz sur la plage de calibration considérée. En effet, même si
une très légère inflexion de la courbe est observable avec l’augmentation de la vitesse moyenne de
gaz, les valeurs obtenues sont quasiment constantes. Ce comportement est en bon accord avec la
corrélation proposée par White (1991) (équation (3.74)). En revanche, l’observation de la Figure
3.24d permet de constater que le maillage a une certaine influence sur les niveaux obtenus (sans
toutefois impacter l’ordre de grandeur qui reste en bon accord avec la prédiction de la corrélation
de White (1991)). Contrairement aux grandeurs précédemment discutées, les valeurs prédites
par les maillages moyen et fin sont ici différentes ce qui dénote d’une converge en maillage
moins rapide de cette grandeur. Toutefois, si l’écart entre les maillages grossier et moyen est
important (∆δg = 2.82 − 1.40 = 1.42 mm pour une vitesse moyenne de gaz U40), elle devient
déjà nettement plus faible entre les maillages moyen et fin (∆δg = 1.40− 0.86 = 0.54 mm pour
une vitesse moyenne de gaz U40). Même si une augmentation de la résolution permettrait in fine
d’obtenir une valeur convergée de l’épaisseur de la couche limite, une telle résolution spatiale
en paroi ne pourrait certainement pas être utilisée dans un calcul d’injecteur. Nous avons donc
choisi de baser la recalibration des corrélations sur le maillage moyen dont la résolution est
représentative d’un cas d’injecteur. Bien qu’il existe une erreur de prédiction sur l’épaisseur de
la couche limite, ce maillage est parfaitement capable de fournir un ordre de grandeur. De plus,
l’erreur commise est de l’ordre de celle qui serait obtenue dans un cas d’injecteur. Pour finir,
comme nous le verrons dans la partie 3.6.5, ce paramètre n’a aucune influence sur le diamètre
moyen de Sauter de la distribution prédit et une influence très limitée sur la distribution de
tailles de gouttes. Même entachée d’une erreur, une simple estimation est donc considérée
comme suffisante pour déterminer la distribution de tailles de gouttes.
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(b) Hauteur du film liquide
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(c) Vitesse de cisaillement gazeux
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(d) Epaisseur de la couche limite gazeuse
Figure 3.24 – Evolution des valeurs moyennes, vues par le modèle Automatic-PAMELA, du
cisaillement en paroi τw, de la hauteur de film hf , de la vitesse de cisaillement Ushear et de
l’épaisseur de couche limite δg en fonction de la vitesse moyenne de l’écoulement. Elles sont
obtenues pour les différents maillages (grossier, moyen et fin) et les deux types de liquides
(Shellsol D70 et 1 :1 vol. mix. : H2O-1,2-Propanediol).
3.6.4 Calibration des constantes du modèle Automatic-PAMELA
Comme expliqué dans la partie précédente, les constantes des corrélations du modèle de
Chaussonnet et al. (2016) sont recalibrées en utilisant les valeurs de vitesse locale de gaz ug =
Ushear et d’épaisseur de couche limite δg extraites des calculs sur le maillage moyen en entrée
et les distributions expérimentales mesurées par Gepperth et al. (2012).
En combinant les équations (3.59) et (3.63), il est possible de relier le diamètre de Sauter






La Figure 3.25 montre le diamètre de Sauter D32 expérimental normalisé par l’épaisseur de la
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lèvre du préfilmeur hpref en fonction de 1/
√
Wehpref pour différentes vitesses de gaz, épaisseurs
de lèvre du préfilmeur et propriétés du liquide. Elle permet d’observer que la relation linéaire
déterminée par Chaussonnet et al. (2016) entre ces deux grandeurs est toujours valable en
utilisant des grandeurs locales. Le paramètre C12 est alors donné par le coefficient directeur de
la droite de regression linéraire et vaut C12 = 1.0643. Notons que les paramètres C1 et C2 ne sont
pas déterminés dans cette partie car leur connaissance n’est pas nécessaire au fonctionnement
du modèle en utilisant l’équation (3.63) plutôt que l’équation (3.61) pour calculer la valeur de
m.












ShellsolD70 - ha = 1mm
ShellsolD70 - ha = 2.5mm
Propanediol - ha = 1mm
Propanediol - ha = 2.5mm
D32/hpref = 1.0643/ Wehpref
Figure 3.25 – Diamètres de Sauteur D32 mesurés par Gepperth et al. (2012) normalisés par
la hauteur de lèvre du préfilmeur hpref en fonction de 1/
√
Wehpref (symboles), où Wehpref est
un nombre de Weber basé sur l’épaisseur de la lèvre du préfilmeur hpref . La ligne en pointillé
représente la régression linéaire sur ces valeurs.
La détermination de la valeur du coefficient q de la distribution de Rosin-Rammler par
l’équation (3.65) nécessite la connaissance du paramètre C3 ainsi que de la fonction g(hpref ).
Le premier est obtenu en traçant l’évolution du coefficient q issu des expériences en fonction
de 1/
√
Weδg , où Weδg est le nombre de Weber basé sur l’épaisseur de la couche limite mesurée
dans les calculs. Le résultat est présenté en Figure 3.26. Comme dans le cas de Chaussonnet
et al. (2016), deux droites correspondant aux deux épaisseurs de la lèvre du préfilmeur sont bien
visibles. Remarquons que le plateau à q = 1.20 observé par Chaussonnet et al. (2016) n’est pas
présent ici. Ceci peut s’expliquer par une meilleure estimation de l’épaisseur de couche limite
δg et en particulier de la vitesse locale ug utilisée dans le nombre de Weber Weδg par rapport
à Chaussonnet et al. (2016). Des régressions linéraires sont appliquées aux groupes de valeurs
ayant la même épaisseurs de lèvre du préfilmeur. Ceci conduit à deux valeurs de coefficients
directeurs : 4.53 pour hpref = 1 mm et 5.72 pour hpref = 2.5 mm. Selon Chaussonnet et al.
(2016), le coefficient directeur attendu devrait être le même pour les deux épaisseurs de lèvre
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de préfilmeur mais un léger écart est créé par la différence d’incertitude lié à la dispersion
entre les deux groupes de données (le groupe constitué des données où hpref = 2.5 mm étant
plus étalé dans le spectre de 1/
√
Weδg que celui où hpref = 1 mm). Dans le but d’avoir une
unique valeur, le coefficient C3 est choisi comme la valeur moyenne entre les deux coefficients
directeurs C3 = 5.13. Les droites obtenues pour chacun en utilisant C3 comme coefficient
directeur sont visibles sur la Figure 3.26. Les ordonnées à l’origine sont calculées pour chaque
groupe de données dans le but de minimiser l’écart entre la droite de coefficient directeur C3 et
les points expérimentaux. Il peut être observé que les droites reproduisent très bien l’évolution
expérimentale du paramètre q. L’écart plus important entre la droite et le point (0.34 ;2.12)
peut être expliqué par le fait que l’incertitude de mesure expérimentale de la distribution
est plus grande lorsque celle-ci a un champs de diamètres très étalé (q élevé). Ces ordonnées à











ShellsolD70 - ha = 1mm
ShellsolD70 - ha = 2.5mm
Propanediol - ha = 1mm
Propanediol - ha = 2.5mm
q = 5.13/ We g 0.11
q = 5.13/ We g + 0.17
Figure 3.26 – Paramètres q des distributions de Rosin-Rammler issus des expériences de
Gepperth et al. (2012) tracés en fonction de 1/
√
Weδg (symboles), où Weδg est un nombre de
Weber basé sur l’épaisseur de la couche limite de gaz δg. Les droites représentent les courbes
l’origine correspondent aux valeurs que doit prendre la fonction g(hpref ) (eq. (3.66)) en fonction
de l’épaisseur de la lèvre du préfilmeur. Les paramètres C4 et C5 de la fonction g(hpref ) sont
alors déterminés pour que cette fonction passe par ces deux points. Ils valent respectivement
C4 = 4.29 · 10−3 et C5 = −1.68 · 10−1. La Figure 3.27 montre l’évolution de g(hpref ) en fonction
de l’épaisseur de la lèvre du préfilmeur hpref .
Les constantes issues de la calibration des corrélations du modèle Automatic-PAMELA sont
résumées dans le Tableau 3.28. La Figure 3.29 compare les coefficients m et q de la distribution
de Rosin-Rammler et le diamètre de Sauter D32 obtenus en utilisant les corrélations recalibrées
du modèle Automatic-PAMELA avec les valeurs tirées des expériences de Gepperth et al.
(2012). Elle montre que les corrélations permettent une prédiction satisfaisante des coefficients
de la distribution de tailles de gouttes expérimentale. Il convient notamment de noter que le
diamètre de Sauter D32 prédit est très proche des valeurs expérimentales. Ce diamètre étant
147
Approche phénoménologique pour la simulation d’injecteurs de type Airblast
avec Préfilmeur













Figure 3.27 – Evolution de la fonction g(hpref ) (eq. (3.27)) obtenue à partir des ordonnées à
l’origine des droites de la Figure 3.26 en fonction de l’épaisseur de la lèvre du préfilmeur hpref .
C12 C3 C4 C5
1.0643 5.13 4.29 mm −1.68 · 10−1
Figure 3.28 – Valeurs des constantes du modèle Automatic-PAMELA.
la grandeur représentative du spray dans les phénomènes de combustion diphasique, le modèle
Automatic-PAMELA est donc particulièrement intéressant pour simuler ces phénomènes.
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Correlations - Propanediol - ha = 1mm
Correlations - Propanediol - ha = 2.5mm
Experiments - ShellsolD70 - ha = 1mm
Experiments - ShellsolD70 - ha = 2.5mm
Experiments - Propanediol - ha = 1mm
Experiments - Propanediol - ha = 2.5mm
20 30 40 50 60 70










Correlations - ShellsolD70 - ha = 1mm
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Experiments - ShellsolD70 - ha = 1mm
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Experiments - Propanediol - ha = 1mm
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Correlations - ShellsolD70 - ha = 1mm
Correlations - ShellsolD70 - ha = 2.5mm
Correlations - Propanediol - ha = 1mm
Correlations - Propanediol - ha = 2.5mm
Experiments - ShellsolD70 - ha = 1mm
Experiments - ShellsolD70 - ha = 2.5mm
Experiments - Propanediol - ha = 1mm
Experiments - Propanediol - ha = 2.5mm
Figure 3.29 – Evolution des coefficients m et q de la distribution de tailles de gouttes de
Rosin-Rammler et du diamètre de Sauter D32 en fonction de la vitesse moyenne du gaz Ug
pour différentes épaisseurs de lèvre du préfilmer et différents liquides. Les courbes donnent les
valeurs données par les corrélations du modèle Automatic-PAMELA tandis que le nuage de
points fournit les valeurs issues des expériences de Gepperth et al. (2012).
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3.6.5 Sensibilité du modèle aux paramètres d’entrée
Le but de cette partie est d’étudier la réponse du modèle aux variations des différents
paramètres d’entrée des corrélations du modèle Automatic-PAMELA. Ces paramètres sont les
suivants :
— Vitesse de cisaillement du gaz
— Epaisseur de la couche limite
— Epaisseur de la lèvre du préfilmeur
— Propriétés physiques du gaz : masse volumique
— Propriétés physiques du liquide : masse volumique et tension de surface
L’étude de sensibilité est menée à partir d’un état de référence défini par les valeurs au point
de fonctionnement U70D70 avec une épaisseur de préfilmeur de hpref = 2.5 mm sur le maillage






σ [kg.s−1] 27.5 · 10−3
Figure 3.30 – Valeurs de référence pour l’étude de sensibilité : paramètres au point de fonc-
tionnement U70D70 avec une épaisseur de préfilmeur hpref = 2.5 mm sur le maillage moyen.
La sensibilité des corrélations à un paramètre est étudiée en le faisant varier sur une plage
comprise entre −50% et +50% de sa valeur de référence tout en gardant les autres paramètres
d’entrée constants. Les évolutions des paramètres de taille m et de forme q de la distribution
ainsi que du diamètre de Sauter D32 prédits sont ensuite discutées. La densité de probabilité de
la distribution volumique de tailles de gouttes est également tracée en trois points du domaine
de variation : au point de référence, à −50% de la référence et à +50% de la référence. Ces dis-
tributions sont accompagnées du diamètre de Sauter D32 et des diamètres Dv10 et Dv90 à partir
desquels respectivement 10% et 90% du volume total de la distribution sont représentés. Ces
deux diamètres donnent des informations sur l’étalement entre les petits et les gros diamètres
de la distribution. Soit F3(d) la distribution cumulative volumique de tailles de gouttes, f3(d)
sa densité de probabilité volumique et Vtot le volume totale de la distribution, les diamètres












f3(D)dD = 0.9 (3.83)
Influence de la vitesse de cisaillement du gaz ug
La Figure 3.31a montre que la vitesse de cisaillement gazeux affecte de façon importante la
distribution de tailles de gouttes. Plus la vitesse de cisaillement est élevée et plus la distribu-
tion est piquée (q faible) et centrée sur des tailles de gouttes petites (m faible). Le diamètre
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(a) Grandeurs caractéristiques de la distribution
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Figure 3.31 – Sensibilité de densité de probabilité volumique de tailles de gouttes de la dis-
tribution de Rosin-Rammler (VPDF) et des grandeurs caractéristiques associées prédites par
le modèle Automatic-PAMELA à une variation de la vitesse de cisaillement gazeux Ushear de
−50% à +50% autour du point de référence défini dans le Tableau 3.30.
de Sauter D32 est en conséquence fortement impacté. Ainsi, une réduction de −50% de la vi-
tesse de cisaillement gazeux engendre une augmentation de ce diamètre de +197 µm tandis
qu’une augmentation de la vitesse de +50% le fait diminuer de −66 µm. Même si la variation
semble moins importante pour les fortes vitesses de cisaillement gazeux, elle est tout de même
significative et, comme le montre la Figure 3.31b, la distribution de tailles de gouttes et les
diamètres caractéristiques correspondants sont très différents. La vitesse de cisaillement gazeux
joue donc un rôle de première importance pour la prédiction de la distribution de tailles de
gouttes par le modèle. Notons que ce comportement est en bon accord avec les conclusions de
nombreuses études expérimentales dont Lefebvre (1980), Jasuja (1981), Sattelmayer & Wittig
(1986), Aigner & Wittig (1988), Beck et al. (1991), Bhayaraju & Hassa (2009).
Influence de l’épaisseur de couche limite
Comme le montre la Figure 3.32, l’épaisseur de la couche limite a une influence sur la taillem
et la forme q de distribution de tailles de gouttes mais, n’a aucune influence sur la prédiction du
diamètre de Sauter de la distribution D32. Ce résultat est particulièrement intéressant puisque,
comme évoqué dans la partie 3.6.3, cette grandeur est difficile à estimer précisément dans
une simulation. Or, le rapport volume sur surface d’un spray de goutte, matérialisé par le
D32, représente sa capacité à s’évaporer. La prédiction de ce diamètre est donc de première
importance pour la simulation de phénomènes en partie pilotés par l’évaporation comme la
combustion d’un spray. De plus, avec un écart maximum à la valeur de référence de +10 µm
sur la plage de valeurs d’épaisseur de couche limite considérées, le diamètre Dv10, et donc
la proportion de petits diamètres dans la distribution, est également peu impacté par cette
grandeur. L’épaisseur de couche limite δg a cependant une influence sur les gros diamètres.
Toutefois, avec une variation du Dv90 de −80 µm pour le cas à −50% de la valeur de référence
et de +45 µm pour le cas à +50% de la valeur de référence, cette influence reste limitée. La
distribution de tailles de gouttes est donc globalement peu sensible à l’épaisseur de couche
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(a) Grandeurs caractéristiques de la distribution
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Figure 3.32 – Sensibilité de densité de probabilité volumique de tailles de gouttes de la dis-
tribution de Rosin-Rammler (VPDF) et des grandeurs caractéristiques associées prédites par
le modèle Automatic-PAMELA à une variation de la hauteur de couche limite gazeuse δg de
−50% à +50% autour du point de référence défini dans le Tableau 3.30.
limite.
Influence de la hauteur de préfilmeur
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Figure 3.33 – Sensibilité de densité de probabilité volumique de tailles de gouttes de la distri-
bution de Rosin-Rammler (VPDF) et des grandeurs caractéristiques associées prédites par le
modèle Automatic-PAMELA à une variation de l’épaisseur de la lèvre du préfilmeur hpref de
−50% à +50% autour du point de référence défini dans le Tableau 3.30.
La hauteur de la lèvre du préfilmeur hpref pilote la taille du réservoir de liquide qui s’accu-
mule au niveau du bord d’atomisation. Or, plus la taille du réservoir est grande et plus la taille
des gouttes formées peut être importante. La Figure 3.33 montre que cette évolution de la taille
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des gouttes en fonction de la hauteur de lèvre est bien décrite par les corrélations du modèle. Il
est, en effet, observé que les paramètres de taille m et de forme q de la distribution augmentent
avec l’épaisseur de la lèvre. Ceci signifie que l’augmentation de cette grandeur décale la distri-
bution de tailles de gouttes vers les gros diamètres (augmentation de m) et la pique de plus en
plus (augmentation de q). Le diamètre de Sauter varie alors de −58 µm pour le cas à −50%
de la valeur de référence et de +44 µm pour le cas à +50% de la valeur de référence. Le Dv10
varie également sensiblement avec −35 µm pour le cas à −50% de la valeur de référence et +40
µm pour le cas à +50% de la valeur de référence. En revanche, le Dv90 est moins influencé par
la modification de l’épaisseur du préfilmeur et diminue même légèrement. Il varie de −10 µm
pour le cas à −50% de la valeur de référence et de −20 µm pour le cas à +50% de la valeur de
référence. L’évolution des diamètres D32, Dv10 et Dv90 illustre bien le resserrement de la plage
de tailles de gouttes de la distribution avec l’augmentation de l’épaisseur du préfilmeur.
Influence des propriétés du gaz
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Figure 3.34 – Sensibilité de densité de probabilité volumique de tailles de gouttes de la dis-
tribution de Rosin-Rammler (VPDF) et des grandeurs caractéristiques associées prédites par
le modèle Automatic-PAMELA à une variation de la masse volumique du gaz ρg de −50% à
+50% autour du point de référence défini dans le Tableau 3.30.
La Figure 3.34 montre que l’augmentation de la masse volumique du gaz ρg engendre une
réduction du diamètre de Sauter D32 prédit par le modèle. Cette évolution est physiquement
cohérente puisqu’un accroissement de la masse volumique du gaz a pour conséquence d’aug-
menter la quantité de mouvement du gaz ρgu2g, et donc le cisaillement du liquide par le gaz.
La distribution de tailles de gouttes est de plus en plus piquée et se décale vers les petits dia-
mètres avec l’augmentation de la masse volumique du gaz ρg. Les diamètres caractéristiques
Dv10 et Dv90 suivent également cette tendance. Notons qu’une variation de −50% de la masse
volumique du gaz engendre une modification de +78 µm du D32 tandis qu’une augmentation
de +50% de cette grandeur fait diminuer le diamètre D32 de −35 µm. Bien que l’impact de
la masse volumique du gaz sur le diamètre de Sauter soit plus faible que celle de la vitesse de
cisaillement gazeux, il reste important, et fait de cette grandeur une des variables d’influence
majeure pour la détermination de la distribution de tailles de gouttes.
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Influence des propriétés du liquide
Deux propriétés du liquide sont prises en compte dans le modèle (sa masse volumique ρl
ainsi que son coefficient de tension de surface σ) tandis que l’influence de sa viscosité µl sur
la distribution de tailles de gouttes est négligée. Cette dernière hypothèse est parfaitement
recevable dans la gamme de viscosité des fuels utilisés dans les injecteurs où les observations
expérimentales de Lefebvre (1980), Jasuja (1981), Sattelmayer & Wittig (1986) ont conclu que
cette grandeur avait un effet limité sur la distribution de tailles de gouttes.
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Figure 3.35 – Sensibilité de densité de probabilité volumique de tailles de gouttes de la dis-
tribution de Rosin-Rammler (VPDF) et des grandeurs caractéristiques associées prédites par
le modèle Automatic-PAMELA à une variation de la masse volumique du liquide ρl de −50%
à +50% autour du point de référence défini dans le Tableau 3.30.
Comme le montre la Figure 3.35, bien qu’il soit pris en compte, l’effet de la masse volumique
du liquide est également négligeable. En effet, la variation de ce paramètre n’a pas d’influence
sur la forme de la distribution (paramètre q) et un impact très faible sur le paramètre de taille
m. Les distributions obtenues en faisant varier la masse volumique entre −50% et +50% de la
valeur de référence sont donc quasiment identiques. Le diamètre de Sauter évolue de +3 µm
pour le cas à −50% de la valeur de référence et de −1 µm pour le cas à +50% de la valeur de
référence.
Le coefficient de tension de surface du liquide σ a quant à lui une influence non-négligeable
sur la distribution de tailles de gouttes. En effet, la force de tension de surface à laquelle il est
associé est une force stabilisatrice pour le liquide qui agit contre le processus d’atomisation.
Un coefficient de tension de surface plus élevé doit donc être à l’origine de la formation de
gouttes de plus gros diamètres (Lefebvre 1980, Jasuja 1981, Sattelmayer & Wittig 1986). La
Figure 3.36 montre que ce phénomène est bien reproduit par les corrélations du modèle où un
accroissement de la tension de surface engendre une augmentation des paramètres de taille m
et de forme q de la distribution de tailles de gouttes. La distribution de tailles de gouttes se
déplace alors vers les plus gros diamètres ce qui augmente les diamètres caractéristiques Dv10,
Dv90 et D32. Ce dernier diamètre varie de −58 µm pour le cas à −50% de la valeur de référence
et de +42 µm pour le cas à +50% de la valeur de référence. Ces variations sont élevées et sont
notamment de l’ordre de celles observées pour la masse volumique du gaz. Le coefficient de
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Figure 3.36 – Sensibilité de densité de probabilité volumique de tailles de gouttes de la distri-
bution de Rosin-Rammler (VPDF) et des grandeurs caractéristiques associées prédites par le
modèle Automatic-PAMELA à une variation du coefficient de tension de surface du liquide σ
de −50% à +50% autour du point de référence défini dans le Tableau 3.30.
tension de surface est donc une variable importante pour la prédiction de la distribution de
tailles de gouttes.
Classification des paramètres selon leur influence sur le diamètre de Sauter
Comme évoqué précédemment, le diamètre de Sauter D32 est le paramètre représentatif
de la distribution pour l’évaporation des gouttes. Or, ce phénomène pilote en grande partie
la combustion du spray issu d’un injecteur aéronautique. Ceci fait du diamètre de Sauter D32
une des grandeurs les plus importantes pour le contrôle de la combustion du spray. Il est donc
très intéressant de classifier l’impact des différents paramètres physiques sur la taille de ce
diamètre. La Figure 3.37 donne l’évolution du diamètre de Sauter D32 en faisant varier chaque
paramètre d’entrée du modèle de −50% à +50% de sa valeur de référence. Comme observé
précédemment, il apparaît que la vitesse de cisaillement du gaz a une influence prépondérante
sur le diamètre de Sauter avec un impact au minimum 57% supérieur aux autres grandeurs.
La masse volumique du gaz, l’épaisseur du préfilmeur et le coefficient de tension de surface
ont également un impact conséquent tandis que, comme discuté dans la partie précédente, la
masse volumique du liquide et l’épaisseur de la couche limite de gaz affectent le diamètre de
Sauter de façon négligeable. Il convient de remarquer que la vitesse de cisaillement et la masse
volumique du gaz définissent, à travers la quantité de mouvement du gaz ρgu2g, l’intensité des
forces aérodynamiques qui agissent sur le liquide. Une augmentation de l’une de ces quantités
accroît les forces aérodynamiques ce qui conduit à faciliter la désintégration du liquide et donc
à faire diminuer le diamètre de Sauter D32. Comme le montre la Figure 3.37, l’influence de
ces forces dominent celles de la forces de tension de surface. De ce fait, il semble intéressant
de jouer en premier lieu sur la vitesse de l’écoulement gazeux et/ou sur sa masse volumique
(augmentation de pression par exemple) plutôt que l’épaisseur de la lèvre d’atomisation ou les
propriétés physiques du liquide pour influer sur la taille des gouttes formées et ainsi sur la
qualité de combustion.
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Figure 3.37 – Variation du diamètre de Sauter D32 prédit par le modèle Automatic-PAMELA
lors de l’évolution des grandeurs d’entrée de −50% à +50% de leurs valeurs de référence. Les
paramètres sont classés de la variation la plus importante à la plus faible.
3.6.6 Validation du modèle sur la configuration de Gepperth et al.
(2012)
Le modèle Automatic-PAMELA est maintenant appliqué dans la configuration de Gepperth
et al. (2012). Les calculs sont réalisés sur les points de fonctionnement de la matrice de cas du
Tableau 3.15 avec le maillage moyen et les deux épaisseurs de lèvre du préfilmeur hpref = 1 mm
et hpref = 2.5 mm. Le point de fonctionnement U40D70 avec une épaisseur de préfilmeur de 1
mm est également simulé avec les maillages grossier et fin afin de pouvoir discuter de l’influence
du maillage sur les résultats. Les paramètres numériques utilisés sont les mêmes que ceux de la
partie 3.6.3. Les champs initiaux correspondent aux écoulements gazeux établis dans la partie
3.6.3 avant les calculs de calibration.
La Figure 3.38 présente une visualisation du spray de gouttes obtenu pour le point de
fonctionnement U60Prop avec une hauteur de préfilmeur de 1 mm. Elle montre que le modèle est
bien capable de générer un spray de gouttes au niveau du bord d’atomisation du préfilmeur. Afin
d’étudier quantitativement le spray de gouttes généré par le modèle Automatic-PAMELA, le
diamètre des gouttes est enregistré dans un fichier lors de leur injection en bout de préfilmeur par
le modèle. Les calculs sont exécutés jusqu’à convergence de la distribution de tailles de gouttes
dans le spray. Celle-ci est considérée comme atteinte lorsque les diamètres caractéristiques Dv10,
Dv90 et D32 varient de moins de 1% entre deux calculs.
Comparaison du spray généré par le modèle Automatic-PAMELA avec les résultats
expérimentaux
Les résultats obtenus en utilisant le modèle Automatic-PAMELA sont comparés dans cette
partie aux données issues des expériences de Gepperth et al. (2012) et tirées de la thèse de
Chaussonnet (2014). Notons que puisque le modèle a été calibré sur cette configuration, les
résultats devraient être en parfait accord avec les expériences. Cependant, comme souligné par
Chaussonnet (2014), deux limitations empêchent de retrouver ce comportement idéal. Tout
d’abord, le modèle approxime la distribution par une fonction de Rosin-Rammler ce qui peut
conduire à des déviations. Ensuite, la convergence parfaite de la distribution, et notamment
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Figure 3.38 – Visualisation instantanée du spray généré par le modèle Automatic-PAMELA
dans le calcul de la configuration de Gepperth et al. (2012) au point de fonctionnement U60Prop
avec une hauteur de préfilmeur 1 mm. La diamètre des gouttes est multiplié par un facteur 10.
des gros diamètres est difficile à obtenir numériquement.
Les diamètres caractéristiques Dv10, Dv90 et D32 résultants des différents points de fonction-
nement sont donnés dans la Figure 3.39. Les diamètres Dv10 et D32 sont en très bon accord avec
les données expérimentales. Le modèle Automatic-PAMELA implémenté dans le code AVBP
permet donc de prédire précisément, d’une part, les petits diamètres de la distribution, et
d’autre part, le rapport volume sur surface du spray (de première importance pour les phéno-
mènes d’évaporation). Le diamètre Dv90 est, quant à lui, légèrement sur-estimé dans les cas avec
une épaisseur de la lèvre du préfilmeur de 1 mm et sous-estimé lorsque cette dernière vaut 2.5
mm. L’erreur moyenne de prédiction s’étale de ≈ 2% pour Ug = 40 m.s−1 à ≈ 21% pour Ug = 60
m.s−1 et Ug = 70 m.s−1. Cette écart est attribué à la difficulté d’obtenir une bonne convergence
des gros diamètres de la distribution. En effet, les gouttes de gros diamètres contiennent une
partie non-négligeable du volume de liquide dans le spray. Or, leur proportion en nombre, et
par conséquent la probabilité de tirer une tel diamètre lors d’un processus d’atomisation, y est
très faible. Elle l’est d’autant plus que la distribution admet des tailles de gouttes petites (m
faible) et que cette dernière est piquée (q faible), comme c’est le cas pour les fortes vitesses de
gaz (Ug = 60 m.s−1 et Ug = 70 m.s−1). Le temps d’acquisition des données étant bien inférieur
dans les simulations par rapport aux expériences, l’obtention de la bonne proportion de gros
diamètres dans le spray, et donc du bon Dv90, y est particulièrement difficile.
La Figure 3.40 compare les densités de probabilité volumiques de tailles de gouttes (VPDF)
issues des calculs avec le modèle Automatic-PAMELA, pour une épaisseur de lèvre du préfil-
meur de 1 mm, avec les résultats expérimentaux, d’une part, et ceux obtenus par Chaussonnet
et al. (2016) avec le modèle PAMELA, d’autre part. Remarquons que les VPDF obtenues avec
une épaisseur de lèvre de préfilmeur de 2.5 mm ne sont pas comparées par manque de données
expérimentales à notre disposition. Les VPDF produites par le modèle Automatic-PAMELA
avec une épaisseur de lèvre du préfilmeur de 1 mm sont similaires à celles obtenues par Chaus-
sonnet et al. (2016) avec le modèle PAMELA. Ceci indique que la recalibration des constantes
contenues dans les corrélations a été correctement réalisée. Les résultats sont également en très
bon accord avec les VPDF expérimentales. Une faible convergence des queues de distribution
(gros diamètres) peut cependant être observée. Elle est due à la difficulté d’obtenir la bonne
proportion volumique de gros diamètres dans les calculs et conduit à l’erreur de prédiction
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du Dv90 expliquée précédemment. Néanmois, il convient de noter que ce problème apparaît
également dans les calculs de Chaussonnet et al. (2016) avec le modèle PAMELA, où il est
particulièrement marqué pour le point de fonctionnement U70D70.
Influence du maillage sur le spray issu du modèle Automatic-PAMELA
L’influence du maillage sur le modèle Automatic-PAMELA est maintenant étudiée en com-
parant les résultats obtenus à partir des maillages grossier, moyen et fin sur le point de fonction-
nement U40D70 avec une épaisseur de lèvre de préfilmeur de 1 mm. Les VPDF sont données
et comparées aux expériences dans la Figure 3.41 tandis que le Tableau 3.42 liste les valeurs
des diamètres caractéristiques D32, Dv10 et Dv90.
La distribution obtenue avec le maillage grossier est la plus éloignée des valeurs expéri-
mentales. Son pic est significativement décalé vers les petits diamètres par rapport à la VPDF
expérimentale. La proportion de petits diamètres est donc trop importante ce qui engendre une
sous-estimation du Dv10 de 24% et du D32 de 16%. Cette erreur provient de la sur-évaluation
de la vitesse de cisaillement par le maillage grossier (Figure 3.24c). Cette dernière conduit,
via le nombre de Weber Wepref dans l’équation (3.63), à la prédiction d’une valeur trop faible
du paramètre de taille m de la distribution de Rosin-Rammler. Ce décalage du pic disparaît
pour les maillages moyen et fin où la vitesse de cisaillement est convergée. La distribution issue
du maillage grossier apparaît également plus étalées que la VPDF expérimentale. Ce compor-
tement peut être imputé non-seulement à la sous-estimation du paramètre de taille m de la
Rosin-Rammler mais aussi de son paramètre de forme q. L’erreur sur ce dernier paramètre est
causée par la combinaison de la sur-évaluation de la vitesse de cisaillement et de l’épaisseur
de couche limite dans le nombre de Weber Weδg utilisé dans l’équation (3.65). L’étalement
excessif de la distribution a pour conséquence de créer une erreur de prédiction importante de
la proportion de gros diamètres dans la distribution matérialisée par un écart du diamètre Dv90
de +42% par rapport à l’expérience.
Les VPDF obtenues pour les maillages moyen et fin sont, quant à elles, en bon accord
avec les expériences. Comme évoqué précédemment, la vitesse de cisaillement est convergée
pour ces maillages et de ce fait la position des pics de distribution est la même. Cependant, il
convient d’observer que la distribution issue du maillage fin est plus piquée que celle résultante
du maillage moyen. Cette légère différence d’étalement est ici uniquement due à l’écart de pré-
diction de l’épaisseur de couche limite observé dans la Figure 3.24d qui engendre une erreur
d’estimation du paramètre q de la Rosin-Rammler via l’équation (3.65). La VPDF produite
sur maillage fin est alors impactée de façon similaire aux conclusions de l’analyse de sensibilité
(section 3.6.5) : la diminution de la valeur de l’épaisseur de la couche limite prédite par rapport
au maillage moyen, utilisé pour la recalibration, conduit à un resserrement des valeurs de la
distribution autour de sa moyenne. Le diamètre Dv10, caractéristique des petites gouttes, est
donc sur-estimé, tandis que, Dv90, représentant les grosses gouttes, est sous-estimé. Avec des
écarts aux expériences sur les diamètres Dv10 et Dv90 de +10% et −9% pour le maillage fin
contre +3% et +5% pour le maillage moyen, la prédiction de ces grandeurs caractéristiques du
spray reste cependant très bonne sur le maillage fin. Il faut également noter que, conformé-
ment aux conclusions de l’analyse de sensibilité, le diamètre de Sauter D32 de la distribution
n’est pas impacté par la variabilité de l’épaisseur de la couche limite entre les deux maillages.
Ceci confirme l’hypothèse selon laquelle il n’est pas nécessaire d’assurer une estimation exacte
de l’épaisseur de couche limite pour retrouver les caractéristiques principales du spray, et en
particulier son diamètre de Sauter D32.
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(a) Shellsol D70 - hpref = 1 mm
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(b) Shellsol D70 - hpref = 2.5 mm
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(c) 1 :1 vol. mix. : H2O-1,2-Propanediol - hpref = 1 mm
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(d) 1 :1 vol. mix. : H2O-1,2-Propanediol - hpref = 2.5 mm
Figure 3.39 – Comparaison des diamètres caractéristiques obtenus avec le maillage moyen dans
les calculs des différents points de fonctionnement de la matrice de cas 3.15 pour les épaisseurs
de préfilmeur hpref = 1 mm et hpref = 2.5 mm avec les données issues des expériences de
Gepperth et al. (2012) et tirées de la thèse de Chaussonnet (2014).
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Figure 3.40 – Comparaison des densités de probabilité volumique de tailles de gouttes obtenues
avec le maillage moyen dans les calculs des différents points de fonctionnement de la matrice de
cas 3.15 pour hpref = 1 mm avec, d’une part, les données issues des expériences de Gepperth
et al. (2012) et tirées de la thèse de Chaussonnet (2014) et, d’autre part, les calculs avec le
modèle PAMELA réalisés par Chaussonnet et al. (2016).
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Figure 3.41 – Comparaison des densités de probabilité volumique de tailles de gouttes obtenues
lors du calcul du point de fonctionnement U40D70 pour hpref = 1 mm avec les maillages
grossier, moyen et fin, d’une part, et les données issues des expériences de Gepperth et al.
(2012) et tirées de la thèse de Chaussonnet (2014), d’autre part.
Maillage Grossier Moyen Fin Expériences
D32 (µm) 204 249 250 244
Dv10 (µm) 103 139 149 135
Dv90 (µm) 817 605 524 575
Figure 3.42 – Comparaison des diamètres caractéristiques D32, Dv10 et Dv90 obtenus lors du
calcul du point de fonctionnement U40D70 pour hpref = 1 mm avec les maillages grossier,
moyen et fin, d’une part, et les données issues des expériences de Gepperth et al. (2012) et
tirées de la thèse de Chaussonnet (2014), d’autre part.
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3.7 Calcul d’une configuration d’injecteur aéronautique
de type Airblast avec préfilmeur
Les modèles phénoménologiques précédemment développés sont maintenant appliqués à
la simulation d’une configuration industrielle d’injecteur aéronautique de type Airblast avec
préfilmeur. Le but de cette étude est d’effectuer une démonstration de l’applicabilité de cette
approche pour prédire la distribution de tailles des gouttes issue du processus d’atomisation.
3.7.1 Configuration expérimentale
L’injecteur étudié est un injecteur industriel de type Airblast avec préfilmeur muni de deux
rangées de vrilles (une interne et une externe) et de trous de bol. Sa géométrie est confiden-
tielle et ne sera donc pas présentée en détails dans cette thèse. Toutefois, la Figure 3.43 en
présente une coupe schématique. Le liquide est injecté sous forme d’un film via une ligne de
carburant située en paroi entre les écoulements gazeux contrarotatifs issus des vrilles internes
et externes. Lorsque le film liquide atteint le bord d’atomisation, il est fragmenté en gouttes par
un processus d’atomisation primaire en bout de lèvre. Les gouttes ainsi formées sont ensuite
entrainées par l’écoulement où elles subissent des fragmentations secondaires sous l’influence
du fort cisaillement gazeux.
Figure 3.43 – Schéma de coupe dans le plan Z = 0 de l’injecteur aéronautique de type Airblast
avec préfilmeur.
Le spray de gouttes ainsi formé a été caractérisé expérimentalement par des mesures de
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Figure 3.44 – Repères des mesures PDPA expérimentales réalisées pour caractériser le spray
issu de l’injecteur aéronautique de type Airblast avec préfilmeur.
Phase Doppler Particle Analyser (PDPA) réparties dans trois plans situés en aval du module
d’injection, et appelés P1, P2 et P3. Dans chaque plan, les mesures ont été effectuées suivant 2
axes perpendiculaires à l’axe principal de l’injecteur. La Figure 3.44 rend compte de la confi-
guration de mesure. Pour chacun des points de mesure disposé le long des axes de la Figure
3.44, la méthode PDPA fournit une valeur in situ et non-intrusive des tailles et des vitesses de
gouttes.
Les expériences de caractérisation du spray ont été réalisées à pression atmosphérique (P = 1
atm) et température ambiante (T = 25◦C). Le débit gazeux correspond à une perte de charge
(PdC) dans l’injecteur de 4%. Le liquide est injecté avec un débit Qv,l dont la valeur n’est pas
donnée ici pour des raisons de confidentialité. Le gaz est de l’air ambiant tandis que le liquide
utilisé est le méthanol. Ce dernier possède des propriétés similaires au Kérosène à pression
atmosphérique et température ambiante. Le Tableau 3.45 liste à titre de comparaison quelques
grandeurs caractéristiques de ces deux liquides. Notons pour finir qu’aucune caractérisation
Propriétés Kérosène Méthanol
Formule C12H36 CH3OH
Densité (à 15.5̊ C) 0.80 0.797
Tension superficielle [N/m] 0.027 0.022
Viscosité [m2/s] (à 293K) 1.64E − 6 0.75E − 6
Figure 3.45 – Comparaison des grandeurs caractéristiques du Kérosène et du Méthanol.
de l’écoulement gazeux n’a été réalisée à notre connaissance. La configuration de l’écoulement
gazeux obtenue ne sera donc pas comparée avec les expériences.
3.7.2 Domaine de calcul et maillage
Le domaine de calcul considéré est représenté en Figure 3.46. Il est constitué de l’injecteur,
du module expérimental d’injection qui est un dispositif permettant d’accueillir l’injecteur pour
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les essais, ainsi que d’un large plénum hémisphérique pour simuler l’atmosphère. Les dimensions
du plénum sont très grandes devant celle de l’injecteur pour ne pas contraindre l’écoulement en
sortie d’injecteur (le rayon de l’hémisphère est environ 20 fois plus grand que celui de l’injecteur
au niveau de sa sortie). Un écoulement co-courant d’air à 2 m.s−1 a également été ajouté dans
la simulation pour faciliter l’évacuation des tourbillons qui se forment dans le plénum. La valeur
de la vitesse est suffisamment faible pour ne pas altérer la dynamique de l’écoulement débitant
de l’injecteur.
Afin de rendre possible le calcul de l’injecteur avec un formalisme Lagrangien, la ligne
de carburant a été fermée et les gouttes sont directement injectées sous la forme d’un film
liquide mince quelques millimètres avant le bord d’atomisation. L’établissement du film n’est
donc pas simulé ce qui revient à faire l’hypothèse qu’il n’a pas d’impact sur la formation
du spray et sur ses caractéristiques en sortie d’injecteur. Par ailleurs, il est supposé que les
phénomènes d’arrachement de liquide sur le film sous l’effet du cisaillement gazeux, appelés
"stripping", ont une influence négligeable sur la distribution de tailles des gouttes en sortie
d’injecteur. Les travaux de Bhayaraju & Hassa (2006) sur une configuration plane ont montré
que les phénomènes d’arrachement apparaissent lorsque le nombre de Weber de l’écoulement
Wef = ρgδgU2g /σ est supérieur à 100. Une estimation rapide de ce nombre dans la configuration
présente conduit à une valeur d’environWef ≈ 90. En supposant que cette règle s’applique dans
le cas d’injecteurs annulaires, l’impact de l’arrachement de liquide sur la distribution de tailles
de gouttes pourrait être pris en compte mais l’hypothèse de négliger ce phénomène apparaît
également raisonnable.
La Figure 3.47 présente une vue globale du maillage dans un plan de coupe (x, y) en z = 0.
Il est composé d’environ 10.5M d’éléments dont la majeure partie est utilisée pour discrétiser
l’injecteur et la zone proche de sa sortie. Le raffinement du maillage dans les canaux des vrilles
internes et externes ainsi que dans les trous de bol est porté à 10 cellules dans la hauteur afin
d’assurer une bonne résolution de l’écoulement. Une résolution importante est aussi utilisée
dans la zone d’injection du liquide (≈ 40 cellules dans le diamètre du nez de l’injecteur) jusqu’à
la sortie du module d’injection. Comme le montre la Figure 3.47, le maillage est ensuite déraf-
finé progressivement dans le plénum jusqu’à la sortie du domaine. Ce maillage est typique de
ceux utilisés pour des calculs réactifs d’injecteurs industriels assurant un bon compromis entre
une résolution correcte de la dynamique de l’écoulement dans l’injecteur et un coût de calcul
maîtrisé.
3.7.3 Paramètres numériques
La phase gazeuse est simulée à l’aide du solveur LES explicite AVBP. Les flux convectifs
sont résolus à l’aide du schéma volume fini de Lax-Wendroff (Lax & Wendroff 1960), d’ordre
deux en espace et en temps tandis que les flux diffusifs sont discrétisés par un opérateur 2∆
(Lamarque 2007). La stabilité du calcul est assurée via un opérateur de viscosité artificielle basé
sur le senseur de Colin (Colin 2000). La turbulence non-résolue est prise en compte à l’aide
du modèle de sous-maille SIGMA (Nicoud et al. 2011) qui offre un meilleur comportement
que le modèle de Smagorinsky dans les écoulements rotationnels et cisaillés. Les paramètres
numériques relatifs à la phase gazeuse sont résumés dans le Tableau 3.48. Les conditions aux
limites d’entrées (co-courant et admission d’air dans les vrilles) et de sortie du domaine sont
imposés à l’aide de la méthode des caractéristiques NSCBC proposée par Poinsot & Lele (1992).
L’unité de longueur pariétale y+ obtenue sur le maillage présenté dans la section 3.7.2, est de
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Figure 3.46 – Visualisation du domaine de simulation et des conditions aux limites utilisés
pour caractériser l’injecteur aéronautique du type Airblast avec préfilmeur.
l’ordre de 40 dans les canaux et les trous de bol et de 100 dans la zone de film ce qui permet
l’usage d’une loi de type "loglaw" pour modéliser le comportement en proche paroi.
La phase liquide est traitée par une approche Lagrangienne. La traînée des gouttes est
modélisée par la corrélation empirique de Schiller and Naumann explicitée dans la partie 3.3. Le
calcul étant réalisé à pression atmosphérique (P = 1 atm) et température ambiante (T = 25◦C),
les phénomènes d’évaporation de gouttes sont supposés négligeables et ne sont donc pas pris
en compte. De ce fait, l’écoulement gazeux est uniquement affecté par la retro-action de la
force de traînée créée par le déplacement des gouttes. La formation d’un film liquide en paroi
est possible le long de la zone appelée "filming zone" sur la Figure 3.43. Son écoulement est
modélisé via le modèle de O´ Rourke & Amsden (2000) présenté en section 3.5. L’atomisation
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Figure 3.47 – Maillage du domaine de simulation du cas d’injecteur aéronautique de type
Airblast avec préfilmeur.
primaire du film liquide au niveau de bord d’atomisation ("atomizing edge" sur la Figure 3.43)
est déterminée par le modèle Automatic-PAMELA développé dans la partie 3.6.2. Enfin, le
modèle FAST (Senoner 2010) est utilisé pour simuler l’atomisation secondaire des gouttes du
spray en sortie d’injecteur. Ce modèle est décrit dans la partie suivante avant la présentation des
résultats du calcul. Le Tableau 3.49 résume les modèles Lagrangiens utilisés pour la simulation
numérique.
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Schéma de convection Lax-Wendroff
Opérateur de diffusion 2∆
Modèle de sous-mailles SIGMA
Conditions aux limites NSCBC
modèle de viscosité artificielle Senseur de Colin
Coefficient d’ordre 2 0.05
Coefficient d’ordre 4 0.005
Figure 3.48 – Paramètres numériques utilisés pour les simulations de l’injecteur aéronautique
de type Airblast avec préfilmeur.
Force de traînée Schiller & Naumann (1935)
Evaporation Non
Film liquide O´ Rourke & Amsden (2000)
Atomisation primaire Automatic-PAMELA
Atomisation secondaire FAST (Senoner 2010)
Figure 3.49 – Modèles Lagrangiens utilisés pour les simulations de l’injecteur aéronautique de
type Airblast avec préfilmeur.
3.7.4 Présentation du modèle d’atomisation secondaire FAST
En raison du fort cisaillement gazeux qui s’exerce sur le spray, la prise en compte la frag-
mentation des gouttes, préalablement générées par l’atomisation primaire, est de première im-
portance pour prédire la distribution de tailles de gouttes en sortie d’un injecteur aéronautique
de type Airblast avec préfilmeur. Il existe de nombreux modèles pour prédire l’atomisation
secondaire d’une goutte mais, historiquement, les deux modèles les plus populaires dans la lit-
térature sont les modèles Wave/Kelvin-Helmholtz de Reitz (1987) et Taylor-Analogy Breakup
(TAB) de O´ Rourke & Amsden (1987). Le premier modèle a été dérivé à partir d’une analyse
de stabilité linéaire en considérant un jet de liquide cylindrique stationnaire injecté dans un gaz
incompressible et non-visqueux. Dans ces conditions, il est possible de relier la taille des gouttes
créées par l’atomisation secondaire à la longueur d’onde la plus amplifiée d’une instabilité de
Kelvin-Helmholtz. Le second modèle propose une approche basée sur l’analogie de Taylor (1963)
qui assimile la déformation de la goutte à un système de ressort. L’atomisation secondaire de la
goutte résulte alors d’une compétition entre les forces en présence. La tension de surface joue le
rôle de force de rappel tandis que les forces extérieures, comme les forces aérodynamiques qui
s’exercent sur la goutte, déstabilisent le système. La viscosité est également prise en compte
et agit comme un amortisseur de la déformation. Lorsque la distortion de la goutte est trop
importante, son atomisation secondaire est enclenchée et, le rayon des gouttes créées est calculé
à partir d’une conservation de l’énergie. De nombreuses extensions et d’autres modèles existent
dans la littérature et lecteur intéressé pourra, par exemple, se référer à l’article de revu de Raju
(2006) qui en recense quelques uns.
Le modèle utilisé pour le calcul d’injecteur aéronautique de type Airblast avec préfilmeur
a été implémenté et validé dans le code AVBP durant la thèse de Senoner (2010) sous le nom
de FAST (Fast Atomization STochastic). Il est basé sur les travaux de Gorokhovski (2001),
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Gorokhovski & Saveliev (2003) et a été initialement proposé par Apte et al. (2003). Il est fondé
sur l’hypothèse de Kolmogorov (1941) selon laquelle le nombre de fragments générés par l’ato-
misation secondaire d’une goutte est indépendant de la taille de la goutte initiale. Suivant cette
hypothèse et en considérant une fréquence d’atomisation fbu constante, Kolmogorov (1941) a
montré que la distribution de tailles des gouttes créées suit une loi log-normale. Cette hypothèse
a par la suite été validée par Gorokhovski & Saveliev (2003) à partir d’observations expérimen-
tales dans le cas d’un fort différentiel de vitesse entre les deux phases. Cette validation a ensuite
permis aux auteurs d’établir un modèle.
L’atomisation ou non d’une goutte est basée sur un nombre de Weber We. En effet, une
goutte est considérée comme instable si celui-ci dépasse une valeur critique Wecrit.




où ap est le rayon de la particule. Notons, que l’équation (3.84) peut être réécrite pour faire




2ρg| ~ug − ~up|2
(3.85)
Le nombre de Weber critique dans les équations (3.84) et (3.85) est calculé à partir de la










Pour les écoulements turbulents, typiquement avec un nombre de Reynolds de l’écoulement
gazeux autour de la goutte supérieur à 5000, Gorokhovski (2001) observe que l’expression (3.85)
doit être modifiée pour prendre en compte le fait que l’intégralité du spectre de turbulence peut
contribuer à la désintégration de la goutte. Il propose alors d’écrire le carré de la différence de
vitesse entre la goutte et le gaz environnant en fonction du taux de dissipation de turbulence ε
et du temps de relaxation τp de la goutte (eq. (3.5)) :
| ~ug − ~up|2 = ετp (3.88)










où νlam est la partie laminaire de la viscosité cinématique du gaz environnant.
Afin de tenir compte du fait qu’une goutte n’est pas atomisée par l’écoulement dès qu’elle
devient instable, Gorokhovski (2001) introduit un temps d’atomisation tbu qu’il associe au temps
caractéristique d’une instabilité de Rayleigh-Taylor. Ce dernier s’écrit :
tRTbu = B
ap
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B est un coefficient qui vaut
√
3. Sa valeur est équivalente à celle proposée pour le modèle TAB
par O´ Rourke & Amsden (1987).
Lorsque la goutte de rayon ap est instable et que son temps d’atomisation tbu est atteint,
elle se désintègre. Cet événement conduit à la formation de np gouttes, appelées gouttes filles,
dont chacune est caractérisée par son rayon rp tel que :
rp = αap (3.91)
où α est un nombre compris entre [0, 1]. Gorokhovski & Saveliev (2003) ont alors montré que
la densité de probabilité numérique de tailles de gouttes f(rp, t) prend la forme d’une loi log-















où ν = fbu np avec fbu, la fréquence d’atomisation secondaire. 〈lnα〉 et 〈ln2α〉 correspondent
aux moments d’ordre un et deux du spectre de désintégration. Ils sont considérés ici comme
des paramètres du modèle. Le lecteur intéressé pourra ce référer à l’article de Gorokhovski &
Saveliev (2003) s’il souhaite plus de détails théoriques sur leur définition. f0(rp,0) correspond
à la densité de probabilité numérique de tailles de gouttes initiale. Celle-ci est nulle pour tout
rayon rp,0 sauf lorsque rp,0 = ap et prend ainsi la forme d’une fonction Dirac δ :
f0(rp,0) = δ (ln (ap − rp,0)) (3.93)
Lorsque le temps tbu est atteint, le terme ν np vaut alors l’unité et des gouttes filles sont
créées. Les rayons rp des gouttes filles sont déterminés par des tirages aléatoires de valeurs de la
distribution cumulative T (rp). Cette dernière est reliée à la densité de probabilité f(rp, t) (eq.










 ln(rp)− ln(ap) + 〈lnα〉√
2〈ln2α〉
 (3.95)
Les deux moments 〈lnα〉 et 〈ln2α〉 sont modélisés par les expressions proposées par Apte
et al. (2003) :














où k1 et k2 sont des constantes libres du modèle. La constante k1 contrôle la valeur moyenne
de la distribution de tailles utilisée pour générer les gouttes filles, tandis que, k2 a un impact
sur l’étalement de la distribution. Les valeurs utilisées dans cette thèse correspondent à celles
établies lors de la calibration du modèle par Senoner (2010) : k1 = 0.1 et k2 = 0.8.
Dans le but de reproduire la dynamique des gouttes filles issues de l’atomisation secondaire
d’une goutte mère, ces dernières sont injectées avec un vecteur vitesse composé de la somme
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de deux contributions : la vitesse de la goutte mère ainsi qu’une vitesse ~ubup dont la norme est
définie par :




La vitesse ~ubup est ajoutée pour prendre en compte l’accélération du liquide engendrée sous l’effet
des forces aérodynamiques lors de l’atomisation secondaire de la goutte mère. Ses composantes
sont choisies aléatoirement dans un plan normal à celui défini par le vecteur de la vitesse relative
entre la goutte mère et le liquide ~urel = ( ~ug − ~up).
3.7.5 Déroulement des calculs et caractérisation de l’écoulement ga-
zeux
Comme pour les simulations de la configuration de Gepperth et al. (2012), les calculs sont
réalisés selon deux étapes. Tout d’abord, l’écoulement gazeux est établi et convergé sans la pré-
sence de la phase liquide. Puis, le processus d’injection est entamé. Les particules Lagrangiennes
sont alors injectées sous la forme d’un film liquide qui s’écoule jusqu’au bord d’atomisation avant
de subir une atomisation primaire puis secondaire.
Convergence de l’écoulement gazeux
L’établissement du calcul est contrôlé en se basant sur le temps de passage de l’écoulement
gazeux dans le domaine. Ce temps de passage est déterminé à partir de la vitesse moyenne de
l’écoulement gazeux en entrée du domaine et en considérant une trajectoire en ligne droite. Il
est donné dans le Tableau 3.50 pour le point de fonctionnement gazeux choisi pour l’étude. Le
temps de passage de l’écoulement gazeux à travers l’injecteur y est également fourni à titre
indicatif.
Temps de passage dans le domaine [ms] 150
Temps de passage dans l’injecteur [ms] 6.5
Figure 3.50 – Temps de passage de l’écoulement gazeux à travers le domaine de simulation,
d’une part, et l’injecteur, d’autre part, pour le point de fonctionnement considéré pour la
simulation numérique d’injecteur aéronautique de type Airblast avec préfilmeur.
L’écoulement gazeux est établi pendant un temps physiques correspondant à 8 temps de
passage dans le domaine, soit environ 100 temps de passage dans l’injecteur. La courbe d’évo-
lution de l’énergie cinétique dans le domaine en Figure 3.51 montre que ce nombre de temps
de passage permet de converger l’écoulement dans le domaine.
Structure de l’écoulement gazeux
La Figure 3.52 présente des coupes en Z = 0, censurée et déformée, coloriées par les compo-
santes axiale et tangentielle de la vitesse moyenne de l’écoulement gazeux en sortie d’injecteur.
Elle permet d’observer la formation de zones de recirculation, matérialisées dans la Figure 3.52a
par la ligne d’isocontour de vitesse axiale Uax = 0 m.s−1 en blanc. La première recirculation,
appelée Outer Recirculation Zone (ORZ), est causée par l’ouverture soudaine du jet dans le
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Figure 3.51 – Evolution de l’énergie cinétique Ēc dans le domaine obtenue à partir du cal-
cul purement gazeux du points de fonctionnement à 4% PdC de la configuration d’injecteur
aéronautique de type Airblast avec préfilmeur.
plénum. Son impact sur l’écoulement est cependant limité par la présence des trous de bol qui
redressent l’écoulement en sortie améliorant la dynamique de la flamme dans les cas réactifs et
évitant notamment que des gouttes du spray soient piégées dans la ORZ. La seconde recircula-
tion, appelée Inner Recirculation Zone (IRZ), est située au centre de l’écoulement et s’étend sur
une large zone remontant jusqu’au coeur de l’injecteur. Elle est créée par la rotation importante
de l’écoulement dans l’injecteur. Ce mouvement engendre un gradient de pression négatif qui
conduit à l’inversion de la vitesse axiale au centre. Cette zone a un fort impact sur la formation
du spray puisqu’elle diminue la section de passage de l’écoulement dans l’injecteur ce qui a
pour conséquence d’accélérer fortement sa vitesse axiale au niveau de la zone de film liquide et
du bord d’atomisation (voir Figure 3.43 "filming zone" et "atomizing edge"). Le cisaillement du
liquide est alors très important ce qui facilite son atomisation en fines gouttes.
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Figure 3.52 – Coupe en Z = 0, censurée et déformée, de l’écoulement gazeux en sortie d’in-
jecteur pour le point de fonctionnement à 4% PdC. L’écoulement est colorié par sa vitesse
moyenne (a) axiale ou (b) tangentielle. La vitesse axiale est définie comme la composante de la
vitesse selon l’axe X tandis que la vitesse tangentielle correspond à la composante selon l’axe
Z. Les lignes représentent des isocontours de vitesse. La vitesse est nulle le long de la ligne
blanche.
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3.7.6 Résultats du calcul diphasique
La simulation est réalisée sur un temps physique de 456 ms allant du début de l’injection
de liquide jusqu’à l’obtention d’une convergence statistique raisonnable des caractéristiques du
spray dans les plans de mesure. Le coût du calcul est d’environ 58 000 heures sur les processeurs
CPU Intel Haswell du supercalculateur NEMO (CERFACS). Il convient de souligner le faible
coût de calcul de ce type d’approche en comparaison aux calculs hautes fidélités réalisés dans le
chapitre précédent. Dans la suite, la structure du spray prédit est tout d’abord discutée, puis,
ses caractéristiques sont comparées aux résultats expérimentaux.
Structure du spray
La Figure 3.53 présente une visualisation instantanée du spray dans un plan Z = 0. Les
gouttes sont colorées en fonction de leurs diamètres et leurs tailles sont grossies en fonction
de ceux-ci afin de faciliter la visualisation. Il est intéressant d’observer que le spray créé a une
forme de V. Cette structure résulte de la forte mise en rotation de l’écoulement gazeux par les
vrilles du système d’injection. Cette dernière entraîne les gouttes atomisées au niveau du bord
d’atomisation dans un mouvement de circonvolution à l’origine de l’apparition d’une vitesse
radiale. Les gouttes sont alors expulsées en aval de l’injecteur selon une trajectoire qui tend
à les écarter de son axe central. L’ouverture du spray est alors guidée par la dynamique de
l’écoulement gazeux, et en particulier limitée par les trous de bol. Proche de l’injecteur, la forte
vitesse du spray empêche les gouttes d’être entrainées dans la zone de recirculation centrale
(IRZ). Cependant, lorsque celle-ci faiblit, certaines gouttes de faibles diamètres, et donc très
influencées par l’écoulement gazeux, se retrouvent entraînées dans cette IRZ. Leurs vitesses
diminuent alors drastiquement dans la direction axiale et, leurs composantes radiales s’inversent
les faisant revenir vers l’axe central de l’injecteur. Ce comportement est particulièrement visible
en aval du plan P3. Il faut toutefois noter qu’en présence d’une flamme, ces petites gouttes
se seraient très certainement déjà évaporées à cette distance. Cette dynamique n’existe donc
probablement que dans l’écoulement à froid.
L’effet des modèles sur la taille des gouttes est maintenant discuté. Comme le montre la
Figure 3.53, les gouttes sont directement injectées le long de la paroi du préfilmeur de l’injecteur.
Notons que, n’ayant pas d’impact ni sur la dynamique du film, ni sur la distribution de tailles
de gouttes prédite par le modèle Automatic-PAMELA, leur diamètre a été fixé arbitrairement.
Les gouttes s’écoulent ensuite jusqu’à la lèvre d’atomisation avec une vitesse égale à celle d’un
film liquide de volume équivalent donnée par le modèle de film. Puis, elles sont atomisées
par le modèle Automatic-PAMELA. Comme observé dans la Figure 3.53, le modèle produit
une large gamme de tailles de gouttes en aval de la lèvre d’atomisation. Ce comportement
est qualitativement représentatif de la physique, où le spray issu de l’atomisation primaire est
généré à la fois par la désintégration de sacs de liquide en de très petites gouttes ("bag breakup")
et, par la fragmentation d’un vaste éventail de tailles de ligaments menant à des gouttes de
diamètres très différents. L’influence du modèle d’atomisation secondaire FAST est ensuite bien
visible en aval du préfilmeur. En effet, sous l’influence du fort cisaillement aérodynamique en
aval du préfilmeur, les gouttes nouvellement formées par le modèle Automatic-PAMELA sont
très rapidement fragmentées par le modèle, puis leurs tailles semblent diminuer continuellement
au fur et à mesure de leurs éloignement dans le plénum. Tandis que leurs diamètres évoluent
sensiblement entre l’injection au niveau de la lèvre et la sortie du bol de l’injecteur, ils semblent
diminuer beaucoup plus lentement à partir du plan P1.
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Figure 3.53 – Visualisation instantanée, censurée et déformée, du spray généré par l’injecteur
industriel de type Airblast avec préfilmeur. La diamètre des gouttes est multiplié par un facteur
20.
Comparaison des caractéristiques du spray avec les expériences
Les caractéristiques du spray sont maintenant analysées et comparées à des données issues
d’une analyse par PDPA. Comme expliqué dans la partie 3.7.1, les mesures expérimentales
sont réparties selon les plans P1, P2 et P3 et ont été réalisées le long de la droite Z = 0,
d’une part, et Y = 0, d’autre part. Afin de reproduire le plus fidèlement possible ce type
d’analyse, les caractéristiques des gouttes sont enregistrées tout au long du calcul lors de leurs
passages à travers les différents plans de mesures. Le diamètre moyen de Sauter ainsi que les
vitesses moyennes axiales et radiales sont ensuite déterminés pour chaque point de mesure en
considérant les gouttes ayant franchies le plan dans un carré de 500 µm de côté centré sur un
point de mesure. Il peut être noté que le domaine de mesure formé par l’intersection des deux
lasers lors d’une analyse PDPA a une taille plus petite. Cependant, le temps physique de mesure
dans la simulation étant bien inférieur à celui des expériences, la taille du domaine de mesure
doit être augmentée pour obtenir une convergence statistique satisfaisante des résultats.
L’évolution du diamètre de Sauter adimensionnalisé D∗32 selon les droites Z = 0 et Y = 0
est donnée pour les différents plans en Figure 3.54. L’adimensionnalisation, réalisée pour des
raisons de confidentialité, est obtenue en divisant le diamètre de Sauter par une valeur arbitraire.
Cette valeur est la même pour les trois graphiques. Il apparaît que la simulation est capable de
reproduire fidèlement la répartition de ce diamètre dans le spray. Comme dans les expériences,
les plus grands diamètres se situe sur les bords du spray. Leur taille diminue ensuite en se
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rapprochant du centre. Il faut ici noter l’écart important entre les mesures expérimentales et
numériques dans la zone d’activité de la recirculation interne (IRZ) au centre du spray. Comme
observé dans la partie précédente, la forte rotation de l’écoulement gazeux donne une vitesse
radiale aux gouttes du spray qui tend à les pousser en dehors de cette zone. La quantité de
gouttes qui passent dans cette zone est donc très faible particulièrement dans les plans P1 et
P2 qui sont tout proches de la sortie de l’injecteur. La convergence statistique n’est donc pas
atteinte dans la simulation et les données dans cette zone ne sont pas représentatives. Notons
que, malgré un temps de mesure largement supérieur à celui de la simulation, l’oscillation
importante des valeurs dans cette zone révèle que les mesures expérimentales y ont également
un faible niveau de convergence.
La Figure 3.55 permet d’observer l’évolution des vitesses axiales U∗ax et radiales U∗r des
gouttes le long des droites Z = 0 et Y = 0. Ces dernières sont toutes adimensionnalisées
par la même valeur arbitraire. Tout d’abord, la vitesse axiale des gouttes dans le spray est
bien décrite par la simulation. En effet, malgré une légère sur-estimation de la vitesse axiale
dans la zone [−1.0,−0.4], la position du pic ainsi que la norme de la vitesse obtenues sont
en bon accord avec les relevés expérimentaux. Il convient en particulier de remarquer que
les dynamiques d’accélération de la vitesse axiale des gouttes entre les plans P1 et P2 et de
stabilisation entre les plans P2 et P3 sont correctement reproduites par la simulation. La zone
de recirculation est également bien représentée avec des vitesses axiales proches de zero au
centre de l’écoulement. La légère sur-estimation de la vitesses axiales notées précédemment
est attribuée à la difficulté d’obtenir un échantillon localement représentatif du spray tout en
gardant un temps de simulation raisonnable. Le temps de simulation étant bien inférieur au
temps de mesure dans les expériences, la convergence des résultats est donc de fait moins aboutie
dans la simulation ce qui peut engendrer des écarts. Ces écarts sont particulièrement visibles
sur les courbes d’évolution de la vitesse radiale des gouttes. La grande disparité des vitesses
radiales observées localement dans un carré de mesure rend la convergence de cette grandeur
particulièrement difficile à atteindre. Toutefois, il est intéressant d’observer que l’inversion de
la vitesse radiale au centre de l’écoulement est bien reproduite. De plus, malgré des oscillations
résiduelles (particulièrement visibles au plan P2), les valeurs semblent globalement en bon
accord avec les expériences.
Les modèles phénoménologiques utilisés dans la simulation ont donc bien permis de repro-
duire la taille caractéristique D32 des gouttes dans le spray ainsi que leurs dynamiques dans
l’écoulement.
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Figure 3.54 – Evolutions du diamètre de Sauter adimensionnalisé D∗32 dans les plans P1, P2
et P3 selon les droites Y = 0 et Z = 0 obtenues pour le point de fonctionnement considéré de
l’injecteur aéronautique de type Airblast avec préfilmeur. Le diamètre de Sauter est adimension-
nalisé par une valeur arbitraire commune aux différentes courbes. Les résultats de simulation
sont représentés par les lignes tandis que ceux issus des expériences sont matérialisés par des
points.
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(a) Plan P1 : Vitesse axiale














(b) Plan P1 : Vitesse radiale
















(c) Plan P2 : Vitesse axiale

















(d) Plan P2 : Vitesse radiale















(e) Plan P3 : Vitesse axiale

















(f) Plan P3 : Vitesse radiale
Figure 3.55 – Evolutions des vitesses adimensionnalisées axiales U∗ax (selon l’axe X) et radiales
U∗r des gouttes dans les plans P1, P2 et P3 selon les droites Y = 0 et Z = 0 obtenues pour le
point de fonctionnement considéré de l’injecteur aéronautique de type Airblast avec préfilmeur.
Les vitesses sont adimensionnalisées par une valeur arbitraire commune aux différentes courbes.
Les résultats de simulation sont représentés par les lignes tandis que ceux issus des expériences
sont matérialisés par des points.
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3.8 Conclusion du chapitre
Face au coût élevé des simulations numériques directes réalisées dans le chapitre 2, les
travaux présentés ici ont consisté à développer une démarche moins couteuse pour prédire la
dynamique et l’atomisation du liquide dans des configurations industrielles d’injecteur de type
Airblast avec préfilmeur. L’approche proposée se base sur un ensemble de modèles phénomé-
nologiques. Ces modèles, implémentés dans le contexte d’une description Lagrangienne de la
phase liquide, permettent de décrire simplement des phénomènes tels que la traînée des gouttes
du spray, leur rétro-action sur la phase gazeuse, l’écoulement du film liquide ou encore l’atomi-
sation primaire au niveau de la lèvre du préfilmeur. Une part importante des travaux se sont
en particulier concentrés sur la modélisation de ce dernier phénomène. Ainsi, différents modèles
d’atomisation primaire disponibles dans la littérature ont, tout d’abord, été discutés, puis, le
développement, la calibration et la validation d’un modèle, appelé Automatic-PAMELA, ont
été détaillés. Ce dernier reprend les principales hypothèses et corrélations du modèle PAMELA
proposé par Chaussonnet et al. (2013), Chaussonnet (2014), Chaussonnet et al. (2016). Il s’en
démarque, toutefois, par l’expression locale et la détermination automatique de toutes des gran-
deurs d’entrée ce qui permet son utilisation dans des configurations complexes comme celles des
injecteurs aéronautiques. Une analyse de la sensibilité de la distribution de tailles de gouttes
données par le modèle en fonction des paramètres d’entrée a par la suite été conduite. Elle a
montré que la vitesse locale de l’écoulement gazeux est le principal paramètre qui influence la
distribution de tailles de gouttes. Cette observation est en accord avec les conclusions de nom-
breuses études expérimentales, parmi lesquelles Lefebvre (1980), Jasuja (1981), Sattelmayer &
Wittig (1986), Aigner & Wittig (1988), Beck et al. (1991), Bhayaraju & Hassa (2009), ce qui
valide le comportement global des corrélations du modèle. La méthodologie a finalement été
couplée avec un modèle d’atomisation secondaire, appelé FAST, avant d’être appliquée à la si-
mulation d’un injecteur aéronautique de type Airblast avec préfilmeur. Les caractéristiques du
spray ont ensuite été comparées avec des mesures expérimentales issues d’une analyse PDPA.
Cette comparaison a montré une bonne prédiction de la taille caractéristique des gouttes et de
leurs dynamiques dans le spray.
L’approche phénoménologique développée dans ce chapitre permet donc de prédire les ca-
ractéristiques du spray issu d’un injecteur aéronautique de type Airblast avec préfilmeur pour
un coût de calcul réduit. Les modèles développés sont, cependant, sujet à certaines hypothèses,
concernant notamment la configuration de l’écoulement. Le modèle d’écoulement de film se
limite, par exemple, aux films liquides minces. Le modèle d’atomisation primaire Automatic-
PAMELA se cantonne, quant à lui, à décrire des configurations d’écoulement similaires au cas
de Gepperth et al. (2012). Ces configurations doivent, en particulier, posséder une épaisseur
de lèvre du préfilmeur de l’ordre de quelques millimètres puisque, comme nous l’avons étudié
dans le chapitre 2, le processus d’atomisation primaire n’est plus le même dans le cas d’une
configuration en forme de marche.
Même si l’approche phénoménologique constitue un outil très utile pour prédire les caracté-
ristiques d’un spray d’injecteur aéronautique en fonction des paramètres de l’écoulement, elle
nécessite une bonne connaissance a priori des phénomènes physiques en jeu. Son utilisation est
de fait limitée à des géométries et des configurations d’écoulement connues. Il apparaît donc
souhaitable de posséder en parallèle une méthode plus générique capable de résoudre l’écou-
lement de la phase liquide dans l’injecteur sans connaissance préalable de sa topologie. Cette
méthode permettrait ainsi de traiter des cas où la phénoménologie amenant à la formation du
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spray est mal connue et, par exemple, de dériver par la suite des modèles phénoménologiques
adaptés. Le prochain chapitre expose donc les développements réalisés pour doter le code AVBP
d’une méthode multifluides aux interfaces diffuses.
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Chapitre 4
Simulation numérique des écoulements
diphasiques avec une approche aux
interfaces diffuses
4.1 Introduction
Bien que très utile pour prédire les caractéristiques globales d’un spray pour un coût de
calcul très faible, les modèles phénoménologiques ne sont capables de décrire qu’une gamme
restreinte de topologies d’écoulement. Cette limitation est problématique pour l’étude de confi-
gurations où la phénoménologie de l’atomisation n’est pas très bien connue et où il n’existe
pas de modèle dans la littérature. Dans l’optique de pallier cette difficulté, il apparaît alors
intéressant de disposer en parallèle d’une méthodologie plus générique capable de traiter tous
les types d’écoulements diphasiques. Ce chapitre expose donc le développement d’une méthode
multifluides aux interfaces diffuses dans le solveur AVBP. Choisie pour sa bonne intégration au
formalisme compressible et multiespèces du code, la méthode multifluides propose de décrire
l’interface entre le gaz et le liquide comme une région hétérogène d’épaisseur finie où les deux
phases coexistent. Les variables de l’écoulement évoluent rapidement à travers cette région
mais de façon continue. L’approche multifluides résulte d’une combinaison de trois éléments.
Le premier est un système d’équations capable de décrire la dynamique d’un écoulement multi-
phasique. Les principaux modèles et le système d’équations utilisé sont détaillés dans la partie
4.2. Le second élément est l’utilisation d’une fermeture thermodynamique capable de décrire
le comportement des espèces en phase gazeuse comme en phase liquide. Différents modèles
existants sont, tout d’abord, discutés dans la partie 4.3, puis, les principales relations ther-
modynamiques liées à la fermeture choisie sont détaillées dans un contexte monocomposant et
multicomposants. La dérivation des coefficients thermodynamiques spécifiques à la fermeture
utilisée est ensuite explicitée permettant d’introduire une méthode de modification de la vi-
tesse du son pour augmenter le pas de temps dans les simulations. Le troisième élément est
l’emploi d’un schéma numérique capable de conserver les forts gradients présents dans la zone
d’interface, et notamment celui de masse volumique, au cours du temps tout en assurant une
bonne stabilité numérique. Un schéma numérique de Godunov (1959) est souvent employé dans
la littérature pour satisfaire cette contrainte. Traditionnellement utilisé pour traiter des écou-
lements en présence de chocs, ce type de schéma est capable de transporter un profil très raide
(pouvant aller jusqu’au créneau) dans l’écoulement sans compromettre la stabilité du calcul. La
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partie 4.4 décrit ce schéma numérique et explicite les développements réalisés pour l’intégrer à
la formulation non-structurée du code AVBP. Le nouveau solveur numérique est ensuite validé
et caractérisé en l’absence de termes diffusifs sur des cas 1D et 2D dans la partie 4.5. L’ajout de
ces termes ainsi que de la force de tension de surface est ensuite discuté dans les parties 4.6 et
4.7. Puis, la prise en compte de la force de tension de surface est validée par des cas tests 2D.
Dans la partie 4.8, l’approche multifluides développée est finalement testée sur des cas de film
liquide cisaillé et d’atomisation de nappe afin de démontrer le potentiel de la méthode pour
simuler des phénomènes d’atomisation de type Airblast.
4.2 Système d’équations
La définition d’un système d’équations constitue une première étape essentielle pour la
simulation des écoulements multiphasiques avec une approche aux interfaces diffuses. Le modèle
à 7 équations dérivé par Baer & Nunziato (1986) offre sans doute la formulation la plus complète.
Il fût initialement proposé pour traiter des transitions de la déflagration vers la détonation
(DDT) dans des matériaux granulaires et constitue le premier modèle recensé dans la littérature.
Ces travaux ont ensuite été étendus par Saurel & Abgrall (1999) pour la simulation de deux
phases séparées par une méthode d’interface diffuse. Ce modèle permet de décrire un système
composé de deux phases en déséquilibre puisque chacune d’elles est libre de posséder ses propres
vitesses, pressions, températures et potentiels chimiques. Le modèle est donc constitué d’une
équation de transport de masse, de quantité de mouvement et d’énergie pour chaque phase et
d’une équation de transport de la fraction volumique d’une des deux phases. Cette dernière,
appelée "compaction equation", permet de lier les deux phases entre elles en rendant compte de
la variation locale du volume de chaque phase. Le système dérivé par Saurel & Abgrall (1999)
à partir des travaux de Baer & Nunziato (1986) s’écrit :
∂αgρg
∂t







ρg~ug ⊗ ~ug + PgI
))
= Pi∇αg + ṁ ~ui + ~Fd (4.1b)
∂αgρgEg
∂t
+∇ · (αg (ρgEg + Pg) ~ug) = Pi ~ui · ∇αg + ṁEi + ~Fd ~ui +Qi (4.1c)
∂αlρl
∂t







ρl~ul ⊗ ~ul + PlI
))
= −Pi∇αg − ṁ ~ui − ~Fd (4.1e)
∂αlρlEl
∂t
+∇ · (αl (ρlEl + Pl) ~ul) = −Pi ~ui · ∇αg − ṁEi − ~Fd ~ui −Qi (4.1f)
∂αg
∂t
+ ~vi∇αg = 0 (4.1g)
Dans le système d’équations (4.1), les indices l et g font respectivement références aux phases
liquide et gazeuse. ρk, ~uk et Ek, Pk et αk sont respectivement la masse volumique, le vecteur
vitesse, l’énergie totale, la pression et la fraction de volume locale de la phase k = l ou g. Pi,
~ui, Ei et Qi représentent respectivement la pression, le vecteur vitesse, l’énergie et le transfert
convectif à l’interface. ṁ et ~Fd sont le transfert de masse entre le liquide et le gaz dû au
changement de phase et la contribution des forces de traînée.
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Ce modèle est capable de décrire des écoulements où chaque phase a sa propre pression,
température, vitesse et potentiel chimique. Il est de fait en mesure de rendre compte d’une
large gamme de problèmes physiques dans lesquels les deux phases peuvent être en déséquilibre
complet. Cependant, la généralité de cette formulation engendre des limitations pratiques. En
particulier, la présence du gradient d’une quantité transportée (∇αg) dans la partie droite des
équations peut conduire à une système non-hyperbolique selon les hypothèses retenues pour le
calcul de la vitesse ~ui et de la pression Pi à l’interface. A titre d’exemple, Saurel & Abgrall (1999)
ont montré que l’hypothèse d’un liquide incompressible, et donc d’une pression d’interface égale
à la pression de la phase gazeuse Pi = Pg, engendre un système non-hyperbolique. Plusieurs
solutions ont été proposées pour traiter ces termes de pression et de vitesse. Observant que le
temps de relaxation de la vitesse et de la pression est négligeable devant le temps caractéristique
de l’écoulement, Saurel & Abgrall (1999) proposent par exemple d’utiliser une méthode de
"splitting" pour imposer une relaxation rapide des pressions et des vitesses à l’interface et
converger vers Pi = Pl = Pg et ui = ul = ug. Cette méthode est valable en l’absence de choc
ou de transfert de masse entre les phases au niveau des chocs. Afin de gérer numériquement un
choc en présence d’une discontinuité de fraction de volume αg (ou alternativement αl), Abgrall
& Saurel (2003) ont développé un schéma numérique volume fini qui simplifie l’évaluation des
termes à d’interface en considérant directement leur intégrale sur un volume de contrôle.
4.2.1 Modèle à 5 équations
En faisant l’hypothèse d’un équilibre mécanique entre les deux phases, l’égalité des pressions
et des vitesses locales qui en découle permet de réduire le modèle à 7 équations de Baer &
Nunziato (1986) au modèle à 5 équation de Kapila et al. (2001). Le système d’équations (4.1)
simplifié s’écrit alors :
∂αgρg
∂t
+∇ · (αgρg~u) = 0 (4.2a)
∂αlρl
∂t










+∇ · ((ρE + P ) ~u) = 0 (4.2d)
∂αl
∂t







∇ · ~u (4.2e)
où ρ, ~u et E et P sont respectivement la masse volumique, le vecteur vitesse, l’énergie totale et
la pression du mélange liquide/gaz. αl et αg représentent la fraction volumique locale de liquide
et de gaz dont la somme vaut un (αl + αg = 1). ck est la vitesse du son dans la phase k, avec
k = l ou k = g.
Comme l’ont montré Murrone & Guillard (2005), ce système constitue une limite asymp-
totique du modèle de Baer & Nunziato (1986) lorsque la pression et la vitesse sont relaxées. Il
est également intéressant de noter qu’il est hyperbolique à condition que l’équation d’état ther-
modynamique soit convexe. Il est de plus particulièrement utile pour simuler des problèmes
d’interfaces à fluides séparés où les déséquilibres à l’interface ne joue pas un rôle important
(Saurel & Pantano 2018). Cependant, l’égalité des pressions et vitesses laisse des degrés de
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liberté au système et un terme non-conservatif reste présent dans l’équation de transport de










∇ · ~u. Ce terme apporte
des difficultés numériques qui peuvent notamment conduire dans certains cas à des fractions
volumiques négatives. Saurel et al. (2009) proposent de contourner ce problème en ne supposant
que l’équilibre des vitesses pour l’étape de transport. Le terme non-conservatif peut alors être
remplacé par un terme relaxé moyennant l’ajout d’une équation d’énergie supplémentaire pour
prendre en compte le déséquilibre de pression. La pression est ensuite relaxée lors de la résolu-
tion hyperbolique du système pour atteindre la pression d’équilibre du mélange. Le modèle de
Saurel et al. (2009) est valable en l’absence de choc et s’écrit :
∂αgρg
∂t
+∇ · (αgρg~u) = 0 (4.3a)
∂αlρl
∂t










+ ~u∇αl = K (Pl − Pg) (4.3d)
∂αlρlel
∂t
+∇ · ((αlρlel + αlPl) ~u) = −PiK (Pl − Pg) (4.3e)
∂αlρgeg
∂t
+∇ · ((αgρgeg + αgPg) ~u) = PiK (Pl − Pg) (4.3f)
(4.3g)
où K est une constante de relaxation, ek est l’énergie sensible de la phase k = l ou k = g et Pi





Une autre approche, proposée par Allaire et al. (2002), consiste à négliger le terme non-
conservatif présent dans le système de Kapila et al. (2001) réduisant ainsi l’équation de transport
de la fraction volumique de liquide à la forme :
∂αl
∂t
+ ~u∇αl = 0 (4.5)
Bien qu’il soit plus simple, Murrone & Guillard (2005) ont cependant montré que le modèle
de Allaire et al. (2002) modifie grandement les ondes caractéristiques du système. En effet, la








Or, contrairement au modèle de Baer & Nunziato (1986) et de Kapila et al. (2001) qui respectent


















Notons tout d’abord que contrairement à la formule de Wood (1930), l’équation (4.7) n’est pas
monotone en cas d’utilisation d’une fonction d’état cubique et, peut dans certains cas extrêmes
donner des vitesses du son non-physiques lorsque le coefficient ξk devient négatif. De plus, bien
que la vitesse du son soit bonne dans le cas de phases pures, elle est largement surestimée dans
l’interface. Comme souligné par Murrone & Guillard (2005), cette différence peut engendrer
des modifications à l’échelle macroscopique si la zone d’interface n’est pas négligeable.
La vitesse du son donnée par le modèle de Saurel et al. (2009) est également différente de
la formule de Wood (1930) et répond à la relation suivante, appelée "frozen sound speed" :
c2 = Ylc2l + Ygc2g (4.9)
où Yl et Yg sont respectivement les fractions massiques de liquide et de gaz. Bien que la vitesse
du son soit toujours surestimée dans l’interface, cette formule a l’avantage d’être monotone.
Ceci fait du système d’équations de Saurel et al. (2009), un modèle dérivé du modèle de Kapila
et al. (2001) numériquement plus robuste que celui proposé par Allaire et al. (2002).
4.2.2 Modèle à 4 équations
Notamment proposé pour simuler des écoulements évaporant, cavitant et/ou en ébullition
(Saurel et al. 2016), le modèle à 4 équations suppose que les 2 phases soient localement à l’équi-
libre mécanique (égalité des vitesses et des pressions) et thermique (égalité des températures).
Le système (4.2) se réduit à un système à 4 équations de la forme suivante (Saurel et al. 2016) :
∂ρ
∂t










+∇ · ((ρE + P ) ~u) = 0 (4.10c)
∂ρkαk
∂t
+∇ · (ρkαk~u) = 0 (4.10d)
Dans le système d’équations (4.10), ρ, ~u, P et E représentent respectivement la masse volumique
du mélange, la vitesse du centre de masse, la pression et l’énergie totale du mélange. L’équation
(4.10d) peut de façon équivalente se formuler en fonction des fractions massiques Yk :
∂ρYk
∂t
+∇ · (ρYk~u) = 0 (4.11)
Notons que cette forme est particulièrement intéressante pour résoudre des problèmes de com-
bustion, puisque le formalisme du système d’équations est strictement équivalent à celui utilisé
dans les codes de combustion monophasique et multi-espèces tel que AVBP.
L’hypothèse d’équilibre mécanique et thermique est toujours valable lorsque les phases sont
pures. Cependant, dans le cas d’un mélange local, il revient à supposer que la vitesse de glisse-
ment entre les deux phases est absente et que la zone de mélange est suffisamment petite pour
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Figure 4.1 – Représentation schématique d’un volume élémentaire dans le contexte du modèle
à 4 équations : Chaque composant occupe son propre volume quel que soit son état thermody-
namique. ρ, P et T sont respectivement la masse volumique, la pression et la température du
mélange local. La figure est issue de Deng & Boivin (2020).
atteindre instantanément une température d’équilibre. Ceci signifie que le mélange diphasique
peut être vu localement comme un ensemble de petites gouttes, de petites bulles ou une mousse
(Saurel et al. 2016). Le mélange n’est donc pas idéal : les espèces en présence occupent leur
propre volume et partage la même pression qu’elles soient en phase liquide ou gazeuse. Notons
que dans le cas où le mélange est constitué uniquement de gaz, cette dernière hypothèse est
a priori fausse car le mélange est idéal : chaque composant de la phase gazeuse occupe alors
tout le volume et la loi de Dalton s’applique (P = ∑Nk=2 Ppartial). Cependant, Chiapolino et al.
(2017) ont montré que ces deux visions sont équivalentes si les composants sont des gaz idéaux
évoluant à l’équilibre de température et de pression. Les hypothèses du modèle à 4 équations
pour un liquide monocomposant (k = 1) et un gaz multicomposants (k = 2, ..., N) s’écrivent
alors (Chiapolino et al. 2017) : 
T = Tk, ∀k




e est l’énergie sensible du mélange et v est son volume spécifique (1/ρ). La Figure 4.1 fournit
une représentation d’un volume élémentaire considéré dans ce modèle.
Contrairement aux modèles précédents, le système à 4 équations ne comporte pas de terme
non-conservatif. Etant complètement conservatif et hyperbolique, sa résolution numérique est
donc aisée et directe. Pour une résolution robuste et stable, Saurel & Pantano (2018) recom-
mandent d’utiliser un solveur de Riemann de type HLLC. Cette formulation a été implémentée
dans le code AVBP au cours de cette thèse.
4.3 La fermeture thermodynamique du système
La résolution des systèmes d’équations discutés dans la partie précédente nécessite l’utili-
sation d’une équation d’état reliant la masse volumique ρ, la température T et la pression P .
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Cette relation doit être capable de reproduire le comportement thermodynamique de la matière
dans la plage de température et de pression considérée pour la simulation numérique.
La Figure 4.2, qui présente un diagramme (P, T ) typiquement obtenu pour un fluide pur,
montre qu’il peut exister sous forme de plusieurs états, ou phases, selon les conditions thermo-
dynamiques : liquide, gazeux ou solide. Plusieurs états coexistent même le long de la ligne de
changement d’état (deux états coexistent) et au point triple t (les trois états coexistent). Or,
le comportement thermodynamique du fluide est radicalement différent selon son état. Ceci est
dû à la nature des interactions moléculaires qui prédominent. A l’état liquide, les molécules
sont proches, ce qui se traduit par une masse volumique élevée, et l’agitation moléculaire est
suffisamment faible pour que les forces d’attraction moléculaire dominent les forces de répul-
sion assurant une phase dense et cohérente. A l’inverse, les molécules sont très éloignées à l’état
gazeux (faible masse volumique) de sorte que les forces d’attraction moléculaire, qui ont une
distance d’action faible, ont une influence quasi nulle. L’interaction entre les molécules est alors
dominée par les forces de répulsion. L’état solide n’est pas traité ici car il est hors du domaine












Figure 4.2 – Diagramme de phase typique pour une espèce pure. Le point C représente le
point critique. Le point t indique le point triple où il y a une coexistance des trois phases.
De nombreuses lois d’état existent pour reproduire le comportement thermodynamique des
fluides au niveau macroscopique. La plus simple, et la plus couramment utilisée, est celle des gaz
parfaits qui considère que les interactions moléculaires sont régies uniquement par des collisions
élastiques. Cette loi d’état, établie au 19ème siècle à partir d’observations expérimentales,
propose de relier la pression P , la masse volumique ρ et la température T par la relation
suivante :
P = ρrT (4.13)
avec r = R.W−1, où R = 8.314 J ·mol−1 ·K−1 est la constante universelle des gaz parfait et W
est la masse molaire du mélange. La relation (4.13) donne de très bons résultats lorsque le fluide
est à l’état gazeux (pression peu élevée dans le diagramme (P, T )) et sa simplicité motive son
utilisation dans une très large gamme de simulations numériques sous-critiques incluant des
applications très diverses comme par exemple la simulation de phénomènes météorologiques
ou la combustion dans les moteurs aéronautiques. Malheureusement, cette loi simple produit
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des erreurs très importantes lorsque la densité du fluide augmente, c’est-à-dire pour les hautes
pressions et/ou les basses températures. La déviation du comportement thermodynamique des
fluides par rapport au comportement de cette loi d’état est illustrée par l’évolution du facteur




La Figure 4.3 montre que Z dévie significativement de Z = 1 lorsque la pression, et donc la
Figure 4.3 – Evolution du facteur de compressibilité Z pour différents fluides lorsque la pres-
sion varie le long d’un isotherme à 0◦C. Z = 1 pour toutes les pressions correspond à la théorie
des gaz parfaits. Notons que le comportement thermodynamique des fluides est reproduit par
la théorie des gaz parfait Z = 1 lorsque la pression relative est faible (tend vers 0). La figure
est issue de Atkins & De Paula (2006).
densité, du fluide augmente. Cette théorie est donc inutilisable dans le cas d’écoulement à forte
pression et basse température, comme par exemple ceux rencontrés dans les moteurs de fusées,
ou encore pour simuler des cas diphasiques, comme ceux de cette thèse, où la masse volumique
est élevée.
Afin de corriger ce problème, des relations d’état plus complexes ont alors été établies. L’une
des premières à avoir été introduite est celle de Van der Waals (1873). Il propose de modifier
le modèle des gaz parfait (eq. (4.13)) en prenant en compte les effets d’attraction moléculaire
et en intégrant le volume propre des molécules, appelé également covolume, dans le calcul des
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effets répulsifs. La loi d’état de Van der Waals (1873) s’exprime :
PV DW =
ρrT
1− bρ − aρ
2 (4.15)
Le premier terme de l’équation (4.15) représente les effets répulsifs corrigés pour exclure le
covolume b du volume considéré pour les interactions répulsives. Tandis que le second terme
correspond à la correction de la pression nécessaire pour prendre en compte les effets d’attrac-
tion moléculaire. Cette influence est supposée être proportionnelle à la masse volumique ρ. Le
coefficient a est un coefficient de proportionnalité. Dans le modèle de Van Der Waals, a et b
sont définis à partir des propriétés chimiques du fluide indépendamment de la température et
de la masse volumique. La Figure 4.4 montre que cette formulation offre une bonne description
qualitative du comportement thermodynamique des fluides dans une large gamme de pressions,
masses volumiques et températures.
Figure 4.4 – Evolution du facteur de compressibilité Z pour différents fluides lorsque la pres-
sion réduite Pr = P/Pc varie le long d’un isotherme à Tr = T/Tc dont la valeur indiquée
sur la courbe. Les symboles représentent les valeurs expérimentales tandis que les lignes sont
construites à partir de la loi de Van der Waals. Pc et Tc représentent les valeurs critiques (point
C dans le diagramme (P, T ) de la Figure 4.2). La figure est issue de Atkins & De Paula (2006).
Motivé par le besoin d’améliorer quantitativement la description thermodynamique des
fluides, de nombreux travaux ont été conduit par la suite pour proposer des relations d’état
de Van der Waals améliorées. Le lecteur intéressé pourra se référer au livre de Poling et al.
(2001) qui recense un grand nombre de ces relations. Parmi elles, il convient de citer par
exemple les équations Soave-Redlich-Kwong (SRK) de Soave (1972) et Peng-Robinson (PR) de
Peng & Robinson (1976), définies ci-dessous. Elles améliorent la prédiction du comportement
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thermodynamique du fluide en prenant en compte l’influence du covolume b dans le terme










1 + 2bρ− ρ2 (4.17)
Comme évoqué précédemment, le grand intérêt de ces équations est qu’elles permettent de
prédire le comportement du fluide dans une large gamme de masses volumiques, pressions et
températures. Pour cette raison, elles sont notamment utilisées pour simuler des écoulements
transcritiques ou supercritiques. Le lecteur intéressé pourra se référer aux travaux de Ihme et al.
(2019) qui simule un jet diesel transcritique à l’aide d’une équation de Peng-Robinson ou de
Schmitt (2020) qui utilise la relation SRK pour étudier un jet supercritique.
Les équations du type Van Der Waals ont la particularité d’être de forme cubique. Cette
propriété est caractérisée dans le diagramme de Clapeyron par une inversion de la pente des
isothermes dans le dôme de saturation, appelée zone spinodale. Cette zone est matérialisée
en gris dans la Figure 4.5 qui représente un diagramme de Clapeyron typiquement obtenu
pour une espèce pure. Pour une pression donnée, différentes valeurs de volume spécifique v,
et donc de masse volumique (1/v), sont possibles dans cette zone. Ceci traduit la présence
d’un mélange diphasique liquide/gaz au cours du changement de phase et permet d’un point
de vue mathématique de réaliser la connexion entre l’isotherme du liquide pur et celui de sa
vapeur sèche. Notons ici qu’au-dessus du point critique, les isothermes deviennent monotones
et la coexistance simultanée de deux phases n’est plus possible. Bien que la nature cubique
des équations soit une propriété intéressante d’un point de vue thermodynamique, elle pose un
problème majeur pour la résolution des systèmes d’équations discutés précédemment. En effet,
la non-convexité de l’équation d’état dans cette zone engendre une perte de l’hyperbolicité du
système d’équations. Or, cette dernière est une propriété nécessaire à sa résolution avec les
méthodes numériques classiques. Le carré de la vitesse du son c2, défini par l’équation (4.18),








Afin de préserver l’hyperbolicité du système d’équations, Le Métayer et al. (2004) propose
d’utiliser une loi d’état pour chaque phase et de relier les isotropes du diagramme de Clapeyron
via un processus cinétique plutôt qu’en suivant le trajet thermodynamique passant par la zone
spinodale. En pratique, cela signifie que le liquide et sa vapeur sont transportés dans les simu-
lations numériques par deux équations distinctes. Les deux phases peuvent exister localement
mais elles occupent leur propre volume et répondent à leur propre comportement thermody-
namique. Lorsque les conditions de saturation sont atteintes, un équilibre local est calculé et
le transfert de masse entre les phases liquide et gazeuse se fait pas l’intermédiaire de termes
sources dans les équations de transport. Cette stratégie permet d’éluder la zone spinodale mais
nécessite la détermination d’une loi d’état capable de prédire le comportement du fluide dans
chaque phase pure. Puisque cette thèse traite de la simulation d’écoulement diphasiques sub-
critiques, cette approche est adoptée pour sa simplicité d’implémentation et d’utilisation.
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Figure 4.5 – Diagramme de Clapeyron (P ,v) typique pour une espèce pure. Le point C repré-
sente le point critique. Les isothermes à Tc et à T < Tc sont les courbes classiquement prédites
avec les lois d’état cubiques. La zone spinodale en gris appartient au dôme de saturation dont
le reste est hachuré.
4.3.1 L’équation d’état Stiffened Gas
La loi d’état Stiffened Gas (SG) propose de décrire le comportement d’un fluide à l’état pur
gazeux ou liquide à partir de la relation suivante :
P = ρ (γ − 1)CvT − P∞ (4.19)
où Cv est la capacité calorifique, γ est le rapport des capacités calorifiques, i.e. γ = Cp/Cv, et
P∞ est une constante du modèle. Notons que les paramètres Cv et γ sont considérés comme
constants dans ce modèle. Le terme de gauche de l’équation (4.19) traduit les effets répulsifs
liés à l’agitation moléculaire présents dans tous les états de la matière. Tandis que le terme de
droite représente, à travers la constante P∞, la contribution des effets d’attraction moléculaire
responsables de la cohésion de la matière à l’état liquide. Le coefficient P∞ est donc nul dans
le cas d’un gaz et l’équation (4.19) se transforme alors en relation des gaz parfaits (Le Métayer
et al. 2004). L’énergie interne e, l’enthalpie h, l’entropie s du fluide ainsi que le carré de la
vitesse du son c2 sont données par les relations suivantes :
e = P + γP∞
ρ (γ − 1) + q (4.20)







c2 = γ (γ − 1)CvT (4.23)
Les équations précédentes font apparaître deux nouvelles constantes, q et q′, liées au modèle qui
représentent respectivement une énergie et une entropie de référence. Il est donc nécessaire de
déterminer les cinq paramètres Cv, γ, P∞, q et q′ pour caractériser pleinement le comportement
du fluide. Ces paramètres sont établis à partir d’une courbe thermodynamique de référence,
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typiquement la courbe de saturation pour les problèmes de transition de phase, selon la stratégie
développée par Le Métayer et al. (2004). Remarquons que les paramètres dérivés peuvent différer
pour un même fluide selon la plage de températures considérée. Cette dernière s’étale en général
sur quelques centaines de Kelvins.
4.3.2 L’équation d’état Noble-Abel Stiffened Gas
Le Métayer & Saurel (2016) ont ensuite considérablement amélioré la précision et la gamme
de validité de la formulation Stiffened Gas en ajoutant l’influence du covolume b dans les
effets de répulsion moléculaire aux effets d’agitation et d’attraction moléculaire déjà pris en
compte. Dans cette nouvelle formulation, appelée Noble-Abel-Stiffened Gas (NASG), la loi
d’état s’exprime :
P = ρ (γ − 1)CvT1− ρb − P∞ (4.24)
L’énergie interne e, l’enthalpie h et l’entropie s du fluide ainsi que le carré de la vitesse du son
c2 sont alors définies par les relations suivantes :
e = P + γP∞
P + P∞
CvT + q (4.25)








2 (P + P∞)
v − b
(4.28)
où v = 1/ρ est le volume spécifique. Cette description permet notamment un meilleur com-
portement de la masse volumique dans les faibles températures, où ρ n’est plus exactement
inversement proportionnel à la température T . Elle corrige également le comportement de la




> 0 ce qui n’est
pas le cas dans la plupart des liquides où la vitesse du son diminue dans les basses températures.
Cette correction apparaît dans le terme de droit de l’équation (4.28) reformulé en fonction de
la température :
c2 = γ (γ − 1)CvT
(
1 + b P + P∞(γ − 1)CvT
)2
(4.29)
Comme le modèle SG, le modèle NASG contient cinq paramètres, Cv, γ, P∞, q et q′, qu’il
convient de déterminer. Les travaux de Le Métayer & Saurel (2016) proposent d’utiliser une
méthode similaire à celle présentée dans Le Métayer et al. (2004) basée sur les données de la
courbe de saturation. Cependant, Boivin et al. (2019) ont montré que cette stratégie conduit à
une erreur importante dans la détermination de la capacité calorifique Cv du gaz. Ceci impacte
notamment fortement le calcul de l’enthalpie dont la variation en fonction de la température
s’écarte fortement de la théorie dans le gaz. Pour corriger ce problème, Boivin et al. (2019)
proposent alors de baser la détermination des paramètres sur le comportement du fluide dans
une large plage de température plutôt que sur les données à la saturation. Cette méthode per-
met d’augmenter significativement la gamme de validité du jeu de paramètres tout en gardant
une bonne prédiction des propriétés à la saturation. Une version du modèle est également dé-
rivée par Boivin et al. (2019) pour prendre un compte la variation des capacités calorifiques
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avec la température. Cette amélioration est particulièrement intéressante puisqu’elle rend pos-
sible l’utilisation de la fermeture thermodynamique NASG pour simuler des applications de
combustion impliquant une phase liquide dense.
La fermeture thermodynamique NASG a été implémentée dans le code AVBP au cours
de cette thèse. Les travaux traitant essentiellement de problèmes à température ambiante et
pression atmosphérique et pour ne pas complexifier l’implémentation, les capacités calorifiques
y sont supposées constantes. Cependant, toutes les conditions sont requises pour implémenter
directement la méthode aux capacités calorifiques variables dans des travaux futurs ouvrant la
porte à la simulation de combustion diphasique. Les coefficients sont déterminés par la méthode
de Boivin et al. (2019). Un exemple de dérivation est présenté dans la partie 4.3.4 qui développe
une approche thermodynamique pour augmenter le pas de temps dans les simulations à faible
nombre de Mach.
4.3.3 Extension des équations d’état NASG au cas d’un mélange
multicomposants
Afin de gérer la présence de plusieurs composants dans une simulation, il est nécessaire
d’étendre les relations thermodynamiques précédentes. Cette extension a été réalisée par Chia-
polino et al. (2017) dans le cadre des hypothèses (4.12) du modèle à 4 équations. Ces relations,
reprises et implémentées dans le code AVBP, sont présentées dans cette partie. Notons que
ces dernières ne sont valables que dans le cas d’un liquide monocomposant (k = 1) et d’un
gaz multicomposants (k = 2, ..., N). Dans ce qui suit le symbole Yk fait référence à la fraction
massique de l’espèce k avec :
N∑
k=1
Yk = 1 (4.30)
La température du mélange peut être facilement déterminée à partir des relations (4.24) ou
(4.25) et en considérant les hypothèses (4.12). L’équation (4.24) donne :






Tandis que l’équation (4.25) permet d’obtenir la formule suivante :







Chiapolino et al. (2017) propose d’exprimer la pression à partir de l’énergie interne e, du
volume spécifique v et des fractions de masse Yk en égalisant les relations (4.31) et (4.32) et en
prenant en compte le fait que pour tous les constituants du gaz (∀k > 1) p∞,k = 0 et bk = 0 et























C̄p − C̄v − Y1 (Cp,1 − Cv,1)
] (4.34)
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·̄ représente les quantités du mélange définies à partir d’une pondération en fractions massiques.

















La relation (4.33) n’est cependant pas simple à intégrer au formalisme du code AVBP puisque la
pression y est traditionnellement déterminée à partir de la température T plutôt que directement
de l’énergie interne e. Afin de faciliter l’implémentation de la fermeture thermodynamique
NASG dans le code AVBP, la pression est donc exprimée à partir de la température T et de
la masse volumique ρ = 1/v du mélange. Ce type d’expression peut être dérivée à partir de
l’équation (4.31). Comme pour la formule (4.33), il faut prendre en compte le fait que pour tous
les constituants du gaz (∀k > 1) p∞,k = 0 et bk = 0 et, qu’il n’y a qu’une seule espèce liquide.
La relation obtenue pour la pression se présente alors toujours sous la forme de l’équation
quadratique (4.33) mais les coefficients a, b et c valent :
a = −(v − b̄)
b = ∑Nk=1 Yk(γk − 1)Cv,kT − P∞,1(v − b̄)
c = ∑Nk>1 Yk(γk − 1)Cv,kP∞,1T (4.39)
La masse volumique et l’énergie interne du mélange sont directement calculées à partir des



















Pour finir, la vitesse du son dans le mélange liquide/gaz est estimée par une combinaison
entre les vitesses du son dans les différents constituants à l’état pur donnée par la formule de











où αk, ρk et ck correspondent à la fraction volumique du composant k dans le mélange et à
la masse volumique et la vitesse du son de ce composant à l’état pur. La Figure 4.6 montre
l’évolution de la vitesse du son dans un mélange diphasique eau/air en fonction de la fraction
volumique de liquide. Elle permet de souligner le caractère non-monotone de la vitesse du son
à travers une interface liquide/gaz. Cette dernière diminue très fortement dans l’interface pour
atteindre ici une valeur minimale de seulement c ≈ 24 m/s pour une fraction volumique de
liquide de α = 0.5 avant de remonter brusquement proches des phases pures.
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Figure 4.6 – Evolution de la vitesse du son dans un mélange diphasique eau/air à pression 1
bar et température 293 K en fonction de la fraction massique de liquide selon l’approximation
de Wood (1930) .
4.3.4 Problème de pas de temps pour les écoulements à faible nombre
de Mach
Introduction aux méthodes d’accélération pour les écoulements à faible nombre de
Mach
La résolution des systèmes d’équations compressibles avec des schémas explicites est soumise
à une limitation stricte du pas de temps. Typiquement, le nombre de Courant-Freidrichs-Lewy
(CFL) ne doit pas dépasser une certaine valeur (souvent 1) pour garantir la stabilité du schéma.
CFL = (U + c) ∆t∆x (4.43)
où U et c sont respectivement la vitesse de l’écoulement et la vitesse du son tandis que ∆t et
∆x correspondent au pas de temps et au pas d’espace. En pratique, le CFL est généralement
fixé par l’utilisateur et le pas de temps est calculé à partir de la définition du CFL (eq. (4.43)),
ce qui donne :
∆t = CFL∆x
U + c (4.44)
Comme le montre l’équation (4.44), le pas de temps est directement fonction de la vitesse
de l’onde acoustique la plus rapide dans l’écoulement, ayant une vitesse de convection U + c.
Lorsque l’écoulement considéré est à faible nombre de Mach (M = U/c), typiquementM < 0.3,
la vitesse de l’écoulement U devient faible devant la vitesse du son c et le pas de temps est limité
par cette dernière valeur. Ceci pose en particulier des problèmes lorsque la vitesse des phéno-
mènes physiques étudiés est très faible comme c’est le cas des instabilités hydrodynamiques.
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Le lecteur se remémorera par exemple la vitesse de 1.28 m/s des instabilités étudiées dans le
chapitre 2 à mettre en regard de la vitesse du son dans l’eau qui est d’environ 1500 m/s. Pour
cette raison, des solveurs incompressible "low-Mach" sont souvent préférés pour simuler ce type
d’applications car ils permettent de contourner ce problème en négligeant les ondes acoustiques
et les effets de compressibilité dans le calcul.
Des méthodes existent cependant pour augmenter le pas de temps et rendre ainsi inté-
ressante la simulation d’application "low-Mach" avec des solveurs compressibles. Elles sont en
général basées sur l’idée de réduire artificiellement la vitesse du son lorsque l’écoulement est à
faible nombre de Mach. L’écart entre la vitesse de l’écoulement U et la vitesse du son c est donc
plus faible et un pas de temps supérieur peut alors être utilisé sans compromettre la stabilité de
la méthode numérique. L’une des méthodes consiste par exemple à ajouter un terme de péna-
lisation dans les équations. Dans un contexte gaz parfait, cela revient simplement à multiplier
les grandeurs thermodynamiques par un coefficient, souvent appelé facteur cryogénique, avant
la résolution des équations. Cette méthode, issue des travaux de Ramshaw et al. (1985), est
notamment disponible dans le code AVBP et permet d’obtenir une accélération significative
des calculs. Son utilisation n’est cependant pas triviale lors de l’utilisation d’une fermeture
thermodynamique NASG. Une autre idée consiste à employer une méthode de préconditionne-
ment des équations. Elle est particulièrement appliquées dans le context du schéma de Godunov
utilisé dans cette thèse. Ce type d’approche a été proposée par Turkel (1987) pour accélérer
la convergence de calculs monophasiques vers un état stationnaire. Elle a ensuite été étendue
par Guillard & Viozat (1999) pour traiter des cas instationnaires en présence de discontinuités
puis, par Murrone & Guillard (2008) pour les cas multiphasiques dans le contexte du modèle à
5 équations de Kapila (système (4.2)) et, par Le Martelot (2013) pour le modèle de Saurel et al.
(2009) (système (4.3)). Cette dernière méthode a ensuite été utilisée avec succès pour simuler
des écoulements cavitants (Saurel et al. 2009). D’autres méthodes existent encore comme celle
développée par Choi & Merkle (1993) et basée sur une résolution à deux pas de temps (un arti-
ficiel et un physique). Keshtiban et al. (2004) propose une vue globale de différentes approches
existantes.
Dans cette section, nous proposons une méthodologie d’accélération des calculs basées sur
la fermeture thermodynamique NASG. Cette méthode permet en particulier de réduire artifi-
ciellement la vitesse du son dans le liquide par la modification des constantes de la loi d’état.
L’idée est d’utiliser la méthode de détermination des coefficients de Boivin et al. (2019) en fai-
sant l’hypothèse d’une vitesse du son plus faible. La modification de la vitesse du son est alors
absorbée par les autres coefficients thermodynamiques afin de reproduire le comportement du
liquide. Pour expliciter la méthode, nous proposons de réaliser la dérivation des coefficients de
l’eau H2O dans la suite.
4.3.5 Présentation d’une méthode d’accélération thermodynamique
appliquée à la dérivation des coefficients thermodynamiques
NASG pour H2O
Le but ici est de calculer les coefficients thermodynamiques liés à la fermeture NASG pour
l’eau à l’état liquide d’une part et à l’état gazeux d’autre part. Ces coefficients sont γ, P∞, Cv
(ou alternativement Cp), q et b. En pratique, la connaissance de l’entropie de référence q′ n’est
pas nécessaire pour les calculs. Pour cette raison, la détermination de ce coefficient n’est pas
traitée dans cette partie. La plage de dérivation choisie s’étale de 275 K à 475 K et de 0.5 bar à
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5 bar. Comme expliqué précédemment, la méthode présentée par Boivin et al. (2019) propose
de déterminer les coefficients à partir des courbes d’évolutions thermodynamiques théoriques.
Elle nécessite en particulier la connaissance de l’évolution de l’enthalpie h en fonction de la
température à P0 et de la pression à T0. P0 = 1 bar et T0 = 300 K représentent une pression
et une température de référence correspondant aux conditions standards des calculs réalisés
dans cette thèse. Ces courbes présentées en Figure 4.7 sont directement extraites de la base de
données NIST (https://www.nist.gov).
Détermination des coefficients dans la phase liquide













Ces deux coefficients sont donc obtenus par une simple regression linéaire sur l’évolution de
l’enthalpie en phase liquide. Comme le montre la Figure 4.7, la capacité calorifique Cp,l et le
covolume bl du liquide valent alors :
Cp,l = 4185 J.kg−1.K−1
bl = 9.200 · 10−4 m3.kg−1
L’énergie de référence est ensuite obtenue en utilisant l’ordonnée à l’origine de l’une des deux
courbes de régression linéaire hreg et en appliquant l’une des deux relations suivantes :
q = hreg (P = 0, T0)− CpT0 (4.47)
q = hreg (P0, T = 0)− bP0 (4.48)
où hreg (P = 0, T0) correspond à l’ordonnée à l’origine de la courbe de regression linéaire de
l’enthalpie en fonction de la pression et hreg (P0, T = 0) à celle de l’enthalpie en fonction de la
température. L’utilisation de l’une ou l’autre devant aboutir à une valeur sensiblement équiva-
lente (Boivin et al. 2019). Dans le cas de l’eau liquide, la valeur obtenue via l’équation (4.47)
est :
ql = −1.143 · 106 J.kg−1
Le détermination des deux paramètres restant γl et P∞,l est ensuite réalisée à partir des para-
mètres précédemment calculés ainsi que du volume spécifique v0 et de la vitesse du son c0 au
point de référence (P0, T0). Le volume spécifique à (P0, T0) vaut v0 = 1.0035 · 10−3 m3.kg−1
tandis que la vitesse du son est de c0 = 1501 m.s−1. Le coefficient γl est calculé par la relation
suivante obtenue à partir des équations (4.24) et (4.28) :
γl =
c2 (v0 − b)2
v20CpT
+ 1 (4.49)
Puis, le coefficient P∞,l est obtenu en inversant l’équation d’état (4.24) :
P∞,liq =
(γ − 1)CpT
γ (v − b) − P (4.50)
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P0 = 1 bar
NIST reference
h = 4185 T -1.14e+06












T0 = 300 K
NIST reference
h = 9.20e-04 P +1.13e+05
Figure 4.7 – Evolution de l’enthapie h de l’eau H2O avec la température T à une pression
P0 = 1 bar (en haut) et en fonction de la pression P à une température T0 = 300 K (en
bas). Les courbes de référence (traits noirs avec ronds blancs) sont issues de NIST (https:
//www.nist.gov). Les traits noirs sans symboles sont des régressions linéaires réalisées à partir
des courbes de référence. Dans la figure du haut, la régression a été réalisée en ne considérant
que la partie de la courbe en phase liquide.
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L’application des relations (4.49) et (4.50) au cas présent donne :
γl = 1.012
P∞,l = 1.846 · 108 Pa
Puisque cette méthode s’appuie sur des valeurs de références v0 et c0, nous proposons de
diminuer arbitrairement la vitesse du son de référence c0 pour que celle-ci soit également à la
vitesse du son dans l’air au point (P0, T0) soit : c0 = 352 m/s. Cette modification est alors
directement absorbée par les coefficients γl et P∞,l via les équations (4.49) et (4.50) dont les
nouvelles valeurs sont :
γliq = 1.001
P∞,liq = 1.027 · 107 Pa
La Figure 4.8 montre l’évolution de la masse volumique ρ, de l’énergie interne e et de l’enthalpie
h dans la plage de températures considérée. Il peut être observé que le changement de vitesse
du son dans le liquide n’a aucun impact sur la prédiction de ces grandeurs thermodynamiques
par le modèle NASG. En revanche, le pas de temps résultant de l’équation (4.44) est quant
à lui augmenté d’un facteur d’environ 4.25 grâce à la diminution de la vitesse du son dans
le liquide à (P0,T0) de c = 1501 m.s−1 à 352 m.s−1. Cette méthode est valable dès lors que
l’acoustique ne joue pas un rôle important dans la dynamique de l’écoulement. C’est le cas
des écoulements étudiés dans cette thèse. Il convient pour finir de remarquer un léger écart
dans la prédiction de la masse volumique proche de la saturation. Cette écart provient de la
méthode de détermination de Boivin et al. (2019) qui préfère se concentrer sur la prédiction du
comportement thermodynamique global du fluide plutôt que sur les valeurs à la saturation. Il
est possible d’améliorer la prédiction de ces valeurs en utilisant la technique de détermination
des coefficients proposée par Le Métayer et al. (2004). Cependant, Boivin et al. (2019) ont
montré que cette dernière technique conduit à une moins bonne prédiction du comportement
thermodynamique global du fluide. De plus, l’écart maximum par rapport à la référence étant
dans notre cas d’environ 18 kg.m−3, soit +1.85% par rapport la masse volumique de référence,
il peut être considéré comme négligeable.
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Figure 4.8 – Evolution de la masse volumique ρ, de l’énergie interne e et de l’enthalpie h de
l’eau H2O en fonction de la température T à une pression P0 = 1 bar. Les courbes de référence
(traits noirs avec ronds blancs) sont issues de NIST (https://www.nist.gov). Les traits noirs
sans symboles et en gris pointillés sont respectivement les valeurs prédites par les équations
d’état NASG avec des coefficients issus d’une dérivation sans modification (NASG) et avec
modification de la vitesse du son (modified NASG).
Détermination des coefficients dans la phase gazeuse
Dans la phase gazeuse, le modèle NASG suppose que le covolume bg et le coefficient P∞,g
sont nuls. L’équation d’état se réduit alors à une loi des gaz parfait et la relation de Mayer
s’applique. Elle relie les capacités calorifiques à pression constante Cp,g et à volume constante
Cv,g à la masse molaire du mélange W (18 g.mol−1 pour H2O) et à la constante universelle des
gaz parfait R = 8.314 J.mol−1.K−1 par la relation suivante :




Grâce à l’équation (4.51), la détermination de l’un des coefficients donne directement l’autre
ainsi que le rapport des capacités calorifiques dans le gaz γg. Plusieurs méthodes peuvent ici
être utilisées pour trouver Cp,g ou Cv,g. Comme pour le liquide, le coefficient Cp,g peut être
donné via l’équation (4.45) par une regression linéaire sur l’évolution de l’enthalpie en phase
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gazeuse en fonction de la température (méthode 1). Boivin et al. (2019) proposent plutôt de
déterminer le coefficient Cv,g en choisissant sa valeur minimale dans la plage de températures
considérée (Méthode 2). La Figure 4.9 présente la courbe référence d’évolution de la capacité
calorifique Cv dans la gamme de températures considérée. Le tableau 4.1 donne les coefficients
Cp,g, Cv,g et γg obtenus avec ces deux méthodes.
Coefficients Méthode 1 Méthode 2
Cp,g [J.kg−1.K−1] 1992 1955
Cv,g [J.kg−1.K−1] 1530 1494
γg [−] 1.302 1.309
Table 4.1 – Capacités calorifiques à pression constante Cp,g et volume constant Cv,g de l’eau
H2O en phase gazeuse obtenues avec la méthode 1 et la méthode 2. γg correspond au rapport
de ces capacités calorifiques.
Le Tableau 4.1 permet de constater que ces méthodes aboutissent à des résultats relative-
ment similaires. Dans cette thèse, les coefficients issus de la méthode proposée par Boivin et al.
(2019) (méthode 2) sont arbitrairement utilisés.















P0 = 1 bar
NIST reference
Cv = 1494 J. kg 1. K 1
Figure 4.9 – Evolution de la capacité calorifique de l’eau H2O en phase gazeuse à volume
constant Cv en fonction de la température T à une pression P0 = 1 bar. La courbe de référence
(trait noir avec des ronds blancs) est issue de NIST (https://www.nist.gov). La droite en
pointillée correspond à la calorifique Cv déterminée à partir de la méthode proposée par Boivin
et al. (2019) (méthode 2).
Afin de fermer le système thermodynamique, il reste à déterminer l’énergie de référence q.
Cette valeur est obtenue à partir l’équation (4.48). Comme le covolume bg est nul, l’énergie de
référence correspond à l’ordonnée à l’origine de la droite donnée par une régression linéaire sur
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l’évolution de l’enthalpie en fonction de la température à P0 en phase gazeuse (Figure 4.10).
Pour l’eau à l’état gazeux, l’énergie de référence vaut :
qg = 1.933 · 106 J.kg−1














P0 = 1 bar
NIST reference
h = 1992 T +1.93e+06
Figure 4.10 – Evolution de l’enthapie h de l’eau H2O avec la température T à une pression
P0 = 1 bar. La courbe de référence (trait noir avec ronds blancs) est issues de NIST (https:
//www.nist.gov). Le trait noirs sans symboles est la droite de régression linéaire réalisée en
considérant la partie de la courbe de référence en phase gazeuse.
Le Tableau 4.11 résume les coefficients déterminés dans cette partie pour l’eau liquide H2O.
"modified H2O" fait référence aux coefficients trouvés en diminuant la vitesse du son dans le
liquide pour la ramener à celle dans l’air.
Coefficients H2Ol modified H2Ol H2Og
Cp [J.kg−1.K−1] 4185 4185 1955
Cv [J.kg−1.K−1] 4135 4180 1494
γ [−] 1.012 1.001 1.309
P∞ [Pa] 1.846 · 108 1.027 · 107 0
q [J.kg−1] −1.143 · 106 −1.143 · 106 1.933 · 106
b [m3.kg−1] 9.2 · 10−4 9.2 · 10−4 0
Figure 4.11 – Coefficients NASG pour l’eau H2O déterminés dans la gamme de températures
[275-475 K] et de pressions [0.5-5 bar] avec (modified H2Ol) et sans (H2Ol) modification de la
vitesse du son dans le liquide.
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4.4 Développement d’un schéma numérique de Godunov
dans le code AVBP
La résolution du système d’équations (4.10) nécessite une méthode adaptée capable de
gérer la présence de forts gradients de masse volumique à l’interface liquide/gaz sans la diffuser
excessivement. Les méthodes numériques historiquement présentent dans AVBP (Lax-Wendroff,
TTG4A et TTGC) gèrent mal les discontinuités dans l’écoulement occasionnant la diffusion
et/ou l’apparition d’instabilités numériques proches des discontinuités. Nous proposons donc
de développer un schéma de Godunov pour résoudre la partie hyperbolique des équations.
4.4.1 Le schéma numérique de Godunov












(ρE + P )u
ρuYk
 (4.53)
Le système (4.10) peut alors s’écrire sous la forme :
∂U
∂t
+∇ · F = 0 (4.54)
Ce système peut être résolu à l’aide d’une approche volume fini. Cette méthode consiste à
approximer localement la solution par sa valeur moyenne U sur un volume de contrôle. Ceci
signifie que la solution est constante par partie dans tout le domaine et vaut dans chaque volume













∇ · FdV = 0 (4.56)








F · ~n dS = 0 (4.57)
où ∂V représente la frontière du volume de contrôle V , dS est un élément infinitésimal de la
frontière du volume de contrôle et ~n est le vecteur unitaire normal à la surface dS dirigé vers
l’extérieur du volume de contrôle.
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L’évaluation du flux à travers la frontière du volume de contrôle n’est pas trivial dans la
mesure où la solution U est discontinue entre les volumes de contrôle. Pour résoudre ce pro-
blème, Godunov (1959) propose tout d’abord d’adopter une approche discrète en approximant







F · ~n dS = 0 (4.58)
Son idée est ensuite d’assimiler à un problème de Riemann chaque discontinuité aux interfaces
avec les volumes de contrôle voisins. La résolution du problème de Riemann permet alors de
déterminer le flux F · ~n normal à chaque interface du volume de contrôle. Le problème de
Riemann ainsi que sa résolution sont expliqués dans la suite.
4.4.2 Les solveurs de Riemann
Le problème de Riemann
Le problème de Riemann est un problème fondamental pour la résolution des systèmes






où f(B(x, t)) est le flux de B(x, t). Le problème est dit de Riemann lorsque la solution initiale
du système B(x, t = 0) est composée de deux parties constantes dans le domaine d’intérêt et
d’une discontinuité (Figure 4.12).
B(x, t = 0) = B0(x) =
{
BL si x < x0






Figure 4.12 – Solution initiale type d’un problème de Riemann.
Problème de Riemann appliqué aux équations d’Euler
La nature non-linéaire des équations du système de type Euler (4.54) ne permet pas d’ob-
tenir une formulation analytique de la solution du problème. Deux grandes familles de solveurs
existent pour résoudre numériquement ce problème. La première famille est constituée des sol-
veurs exacts dont le plus connu est celui présenté par Godunov (1959). Ces solveurs permettent
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de donner une solution très précise du problème de Riemann mais s’appuient sur une méthode
itérative qui les rend coûteux. La seconde famille est constituée des solveurs approximés qui
donne une estimation de la solution au problème de Riemann. Même s’ils ne sont pas aussi
précis que les solveurs exacts, ces solveurs sont capables de donner la solution en une seul étape
ce qui présente un grand avantage en terme de coût de calcul. Cette seconde famille est donc
préférée lorsqu’un grand nombre de problèmes de Riemann doit être résolu comme c’est le cas
à chaque itération temporelle de la résolution les équations d’Euler avec le schéma de Godunov
sur un grand domaine de calcul.
Les solveurs approximés Harten-Lax-Leer (HLL) et Harten-Lax-Leer Contact (HLLC) sont
détaillés dans la suite. Leur présentation est précédée d’une analyse de la structure des ondes
caractéristiques du système d’équations (4.54) nécessaire pour comprendre la suite. La famille
des solveurs exacts n’est quant à elle pas détaillée dans cette thèse. Le lecteur intéressé pourra
cependant se référer au livre de Toro (2009) pour plus d’informations.
Formulation caractéristique du système d’équations
Pour des raisons de simplicité et pour ne pas gêner la clarté des explications, le système
d’équations (4.54) est ramené à une seule dimension dans cette partie ainsi que dans la présen-



















(ρE + P )u
ρuYk
 (4.63)
Afin de faire apparaître ses ondes caractéristiques, le système (4.61) est exprimé sous une














A(W ) = ∂F
∂W
correspond à la matrice Jacobienne des flux et s’exprime :
A(W ) =

u ρ 0 0
0 u 1/ρ 0
0 ρc2 u 0
0 0 0 u
 (4.66)
204
Simulation numérique des écoulements diphasiques avec une approche aux
interfaces diffuses











où e correspond à l’énergie interne du système.
La diagonalisation de la matrice Jacobienne A(W ) permet de faire apparaître les ondes
caractéristiques du système (4.61). Ces ondes correspondent aux valeurs propres de la matrice
A(W ) : u+ c, u− c et u. Le système d’Euler est donc constitué de trois ondes caractéristiques :
— Une onde de choc de vitesse u− c ou u + c en fonction de la direction de l’écoulement.
Les lignes caractéristiques dans l’espace (x, t) convergent vers l’onde.
— Une onde de détente de vitesse u− c ou u+ c en fonction de la direction de l’écoulement.
Les lignes caractéristiques dans l’espace (x, t) sont divergentes et crée un éventail de
détente.
— Une discontinuité de contact de vitesse u. La pression et la vitesse sont constantes à
travers une discontinuité de contact mais l’entropie peut être discontinue.
























Figure 4.13 – Configurations d’ondes possibles du systèmes d’Euler. (a) et (d) correspondent
à des configurations supersoniques tandis que (b) et (c) sont des configurations subsoniques.
Solveur approximé de Harten-Lax-Leer (HLL)
Proposé par Harten et al. (1983), le solveur approximé de Harten-Lax-Leer (HLL) simplifie
le problème de Riemann en considérant trois états constants séparés par deux ondes. L’onde
de contact est négligée et la zone centrale du diagramme est alors constituée d’un unique état,
appelé état "HLL". La Figure 4.14 représente la structure d’onde considérée. Pour exprimer
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cette état "HLL", le système d’Euler sous la forme conservative est intégré dans un volume de









dx dt = 0 (4.68)
L’application du théorème de Green à l’équation (4.68) permet d’obtenir les équations d’Euler
sous une formulation faible : ˛
Udx− Fdt = 0 (4.69)
Ce qui donne :
URXR − FRT + UHLL (XL −XR) + FLT − ULXL = 0 (4.70)
où UR, XR, FR, UL, XL, FL, UHLL et T sont illustrés dans la Figure 4.14. L’état UHLL s’exprime
alors simplement à partir des conditions à gauche et à droite autour de l’interface.
UHLL =













Le flux correspondant FHLL est ensuite calculé par l’une des relations suivantes :
FHLL = FL + SL (UHLL − UL) (4.74)
ou
FHLL = FR + SR (UHLL − UR) (4.75)
Le flux à travers l’interface est déterminé par une simple comparaison de la direction des ondes
SL et SR :
F =

FL si SL > 0
FHLL si SL ≤ 0 ≤ SR
FR si SR ≤ 0
(4.76)
Les vitesses SL et SR des ondes peuvent être simplement estimées à partir des conditions
de chaque côté de l’interface par les relations proposées par Davis (1988) :
SL = min (uR − cR, uL − cL) (4.77)
SR = max (uR + cR, uL + cL) (4.78)
Solveur approximé de Harten-Lax-Leer Contact (HLLC)
La solution pour les équations d’Euler donnée par le solveur approximé de Riemann peut
être améliorée par la prise en compte des trois ondes caractéristiques du système. En ce sens,
les travaux de Toro et al. (1994) proposent un nouveau solveur appelé HLL-Contact (HLLC)
qui repose sur une amélioration le solveur HLL par la restauration de l’onde de contact. La
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Figure 4.14 – Structure d’ondes dans le solveur HLL. Le rectangle rouge est un exemple de
volume de contrôle considéré pour le calcul de la vitesse UHLL.
Figure 4.15 représente la structure d’ondes considérée. Quatre états constants séparés par trois
ondes, SL, SR et SM , sont alors considérés et la solution approximée du problème est donnée
par l’expression suivante :
F =

FL si SL > 0
F ∗L S = SL si SM > 0
F ∗R S = SR si SM < 0
FR si SR < 0
(4.79)
Alors que l’onde la plus lente SL et la plus rapide SR sont toujours exprimées par les
équations (4.77) et (4.78), la vitesse de l’onde SM doit être défini à partir de l’état de l’écou-
lement. Cette onde étant une discontinuité de contact, elle assure la continuité de la pression
P ∗L = P ∗R = P ∗ et de la vitesse u∗L = u∗R = u∗. Se faisant, Davis (1988) propose d’approximer sa





Les états U∗L et U∗R sont obtenus en appliquant les relations de saut de Rankine-Hugoniot

















Les flux des états intermédiaires sont exprimés par la relation suivante :
F ∗K = FK + SK (U∗K − UK) (4.82)
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Figure 4.15 – Structure d’onde dans le solveur HLLC.
4.4.3 Montée en ordre : La reconstruction MUSCL
Bien que les méthodes présentées précédemment soient très robustes pour capturer les chocs,
la précision numérique résultante est uniquement d’ordre un en espace (Toro 2009). Ceci vient
du fait que l’on considère des états de gauche et de droite constants ce qui n’est pas le cas dans un
écoulement. Initialement proposée par Van Leer (1979), l’approche MUSCL, pour Monotonic
Upstream-centered Scheme for Conservation Laws, consiste à extrapoler la valeur au centre
d’une cellule i pour reconstruire sa valeur aux interfaces, en i−1/2 et i+1/2 pour un problème
1D. Le choix de la fonction d’extrapolation donne l’ordre du schéma. Ainsi, le choix d’une
fonction linéaire permet d’obtenir un schéma à l’ordre deux. Considérons la configuration 1D
de la Figure 4.16. En supposant un champ scalaire u, la valeur reconstruite ui+1/2 à l’interface
de la cellule i est définie par :
ui+1/2 = ui +
xi+1/2 − xi
xi+1 − xi
(ui+1 − ui) (4.83)
xi est la position de la cellule i. En considérant que l’interface i + 1/2 est à mi-distance entre
le centre des cellules i et i+ 1, la relation (4.83) peut se simplifier de la façon suivante :
ui+1/2 = ui + ∆iu (4.84)
où ∆iu est le gradient du scalaire u au centre de la cellule i. Pour les systèmes d’équations
Figure 4.16 – Schéma présentant un exemple de reconstruction MUSCL en 1D. Les pointillés
représentent l’ordre 1 tandis que les lignes illustrent la reconstruction MUSCL obtenue. Les
points sont les valeurs au centre des cellules.
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de type Euler, l’étape de reconstruction est généralement réalisée sur le vecteur des variables
primitives W puis le vecteur U i+/−1/2 des variables conservatives en xi+/−1/2 est recalculé à
partir des grandeurs reconstruites.
La méthode de reconstruction MUSCL ne préserve malheureusement pas la monotonie du
schéma numérique c’est-à-dire qu’elle autorise la création d’extrema locaux provoquant des
oscillations dans la solution aux abords des discontinuités. Ceci se traduit par la perte d’une
propriété de stabilité essentielle pour le schéma numérique appelée "Total Variation Dismi-
nishing". Cette propriété se base sur la notion de variation totale TV qui est définie comme
l’intégrale des gradients sur tout le domaine D. Pour un cas continu et en une dimension











|Ui − Ui−1| (4.86)
où N représente le nombre de volume de contrôle dans le maillage. Un schéma numérique est
dit TVD si, et seulement si, la variation totale des grandeurs conservatives TV(U) décroît au
court du temps.
TV (U)n+1 ≤ TV (U)n ≤ ... ≤ TV (U)0 (4.87)
Ceci assure en particulier que le schéma numérique ne crée pas d’entropie au cours du temps.
Figure 4.17 – Schéma présentant un exemple de configuration de reconstruction MUSCL en
1D à l’origine de problème d’oscillation dans le schéma. Les pointillés représentent l’ordre 1
tandis que les lignes illustrent la reconstruction MUSCL obtenue. Les points sont les valeurs
au centre des cellules.
La Figure 4.17 présente une configuration de reconstruction qui met à mal la propriété TVD
du schéma. En effet, la ligne en pointillée montre que l’état de gauche est initialement inférieur
à l’état de droite. L’état reconstruit à gauche est en revanche plus élevé que l’état de droite
ce qui inverse le sens de la discontinuité et conduit à une erreur de prédiction de la direction
du flux lors de la résolution du problème de Riemann. L’incohérence du flux prédit avec la
configuration réelle de l’interface engendre l’augmentation de la variation totale des grandeurs
conservatives dans le domaine.
Afin de garantir la monotonie du schéma numérique et de rétablir la propriété TVD,
Van Leer (1979) propose de limiter la pente ∆iu de la fonction d’extrapolation par l’intro-
duction d’une fonction de limitation Φ(r) dans la reconstruction. L’équation (4.84) devient
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alors :
ui+1/2 = ui + Φ(r)∆iu (4.88)
La fonction de limitation Φ(r) agit comme un senseur qui détecte les configurations où des
extrema locaux peuvent se créer et prévient leur apparition via la reconstruction ce qui conduit
à une dégradation locale de l’ordre du schéma numérique. Elle dépend du paramètre r qui
mesure la régularité de la solution par un rapport de gradients tel que, pour un problème 1D,
pour tout volume de contrôle i :
r = ui − ui−1
ui+1 − ui
(4.89)
Comme discuté par Van Leer (1974), Sweby (1984) ou encore Roe (1986), le schéma numérique
est TVD et d’ordre 2 si, et seulement si, la fonction limiteur appartient au domaine défini par la
zone grisée dans les diagrammes présentés dans la Figure 4.18. La limite basse de cette zone est
donnée par la contrainte de second ordre alors que la limite haute correspond à la contrainte
de schéma TVD. Le schéma le plus précis et le moins diffusif est obtenu lorsque les valeurs
données par la fonction limiteur sont confondues avec la limite haute de la zone grise. Cette
configuration est présentée dans la Figure 4.18 et correspond au limiteur Superbee proposé par
Roe (1986). Cette fonction prend la forme suivante :
Φ(r) = max [0;min (2r; 1) ;min (r; 2)] (4.90)
La fonction (4.90) donne donc théoriquement la meilleure configuration possible pour transpor-
ter une discontinuité sans la diffuser. Cependant, en pratique les erreurs numériques peuvent
permettre l’apparition d’oscillations numériques correspondant à une perte locale de la mono-
tonie du schéma. Pour éviter ce problème, il faut s’éloigner de la limite supérieure de la zone
de second ordre TVD. Différentes formulations de la fonction de limitation existent alors. Le
schéma le plus stable, mais également le plus diffusif, est obtenu en utilisant la fonction Minmod
(Roe 1986) :
Φ(r) = max [0;min (1; r)] (4.91)
En pratique, des limiteurs moins diffusifs tels que celui de Koren (1993), Van Leer (1974) ou








Celui de Van Leer (1974) est donné par :
Φ(r) = r + |r|1 + |r| (4.93)
Et, celui de Sweby (1984) se formule :
Φ(r) = max [0;min (βr; 1) ;min (r; β)] (4.94)
Le coefficient β est compris entre 1 et 2. β = 1 donne une fonction Minmod et β = 2 une
fonction Superbee. Une valeur comprise entre β = 1.5 et β = 1.8 permet en général d’obtenir
un schéma précis et stable.
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Figure 4.18 – Schéma de stabilité de différents limiteurs
4.4.4 Implémentation du schéma de Godunov dans une formulation
cell-vertex
Les schémas numériques de Godunov (1959) sont généralement implémentés dans des codes
de simulation utilisant une formulation "Cell-centered". Comme expliqué dans la partie 1.6.5,
cette formulation propose d’estimer les flux à travers les faces des cellules puis, de mettre à jour
et de stocker le vecteur des variables conservatives U au centre de celle-ci. Le code AVBP a,
quant à lui, été développé pour des schémas numériques basés sur une architecture dite "cell-
vertex" : les contributions sont calculées au centre des cellules puis, sont ramenées aux noeuds
où le vecteur des variables conservatives U est mis à jour et stocké. Ce type de structure
permet d’assurer une bonne stabilité pour des méthodes numériques classiquement utilisées
comme Lax-Wendroff (Lax & Wendroff 1960) ou TTGC (Colin & Rudgyard 2000). Elle est, en
revanche, incompatible avec une formulation "cell center". Ceci a conduit à centrer un schéma
numérique de Godunov sur les noeuds du maillage (formulation "Node-centered"). Le volume
de contrôle correspond alors au volume associé à un noeud du maillage, appelée volume dual
VD (par opposition au volume primale VC relatif au volume d’une cellule). La résolution du
système hyperbolique d’équations (4.54) via l’approche discrète de Godunov (1959) (eq. (4.58))







Ff · ~nDf SDf = 0 (4.95)
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où le flux Ff des variables conservatives est estimé à l’aide d’un solveur de Riemann à travers les
Nf arêtes (ou face en 3D), de normales ~nDf et de longueurs (ou surfaces en 3D) SDf , constituant
la frontière du volume de contrôle VD.
L’adaptation du schéma numérique de Godunov (1959) à une formulation "Node-centered"
a fait l’objet de nombreuses études de l’INRIA, comme par exemple Stoufflet et al. (1987),
Debiez (1996), Debiez et al. (1998), Debiez & Dervieux (2000), Cournède et al. (2006), Alau-
zet & Loseille (2010), ainsi que d’une implémentation dans le code AVIP du CERFACS par
Joncquières (2019) pour traiter des problèmes mono-espèce liés à la physique du plasma. Ces
travaux constituent le ciment des implémentations réalisées dans le code AVBP. Une partie
des développements réalisés par Joncquières (2019) a notamment été transposée dans le code
AVBP puis, les algorithmes ont été refondus et corrigés et, le solveur a été étendu au traitement
de cas multi-espèces et à l’utilisation d’une thermodynamique NASG. La suite de cette section
explicite le fonctionnement du schéma numérique de Godunov (1959) implémenté dans le code
AVBP au cours dans cette thèse.
Expression des métriques liées au maillage dual
Il existe une variété de façons de construire le volume dual et, le lecteur intéressé pourra
par exemple se référer aux travaux de Barth (1995), Mishev (2001) et Viozat et al. (2001) qui
explicitent différentes méthodes ainsi que leurs impacts sur la précision du schéma numérique.
L’approche utilisée dans cette thèse, appelée méthode de la cellule médiane ("median cell"), est
l’une des plus classique. Elle propose de définir les limites d’un volume dual relatif à un noeud
par les droites (les plans en 3D) qui passent par le milieu des arêtes (des faces en 3D) et le
centre des cellules environnant ce noeud. La Figure 4.19a illustre la situation dans un contexte












(b) Définition d’une normale ~nDij à l’une des faces
du volume dual à partir des normales aux faces de
la cellule.
Figure 4.19 – Définition du volume dual et des normales au face associées pour un maillage
constitué de triangles.
dual relatif à un de ses sommets s’exprime alors simplement par une division de ce dernier par
le nombre de sommet nv. En considérant un noeud appartenant à N cellules, son volume dual
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Le schéma de Godunov (eq. (4.95)) nécessite également la connaissance des normales et des
longueurs des arêtes (aires des faces en 3D) du volume dual afin de calculer le flux à travers
chacune d’elles. Soit la cellule triangulaire de la Figure 4.19b formée par les sommets i, j et
k, les vecteurs ~nki et ~nkj sont définis comme les normales aux arêtes reliant respectivement les
sommets k et i et, k et j dont les normes correspondent aux longueurs de ses arêtes. La normale
~nDij s’exprime alors (Auffray 2014) :
~nDij =
1
6 (~nkj − ~nki) (4.97)
La longueur de l’arête SDij (l’aire de la face en 3D) est donnée par la norme du vecteur ~nDij :
SDij = ||~nDij || (4.98)
Il convient de noter que la formule (4.97) dépend du type d’élément considéré. La Figure 4.20
donne les expressions à utiliser dans les cellules de forme quadrilatère ou tétraédrique. La
démonstration de ces expressions est disponibles dans Auffray (2014).
(a) ~nDij = ~nτij = 14 (~nkj − ~nli) (b) ~n
D
ij = ~nτij = 112 (~nlkj − ~nlki)
Figure 4.20 – Définition d’une normale ~nDij à l’une des faces des volumes duaux à partir des
normales aux faces des cellules pour des éléments de forme quadrilatères ou tétrahédriques.
Estimation du flux
L’estimation du flux qui traverse les arêtes (ou face en 3D) du volume dual est réalisée
en résolvant des problèmes de Riemann. Chaque arête (ou face en 3D) est alors considérée
comme une interface entre deux états discontinus et le solveur de Riemann de type HLLC,
décrit dans la partie 4.4.2, est utilisé pour calculer le flux qui la traverse. L’estimation des
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états à gauche et à droite de l’arête (ou face en 3D) donne l’ordre du schéma. En effet, comme
expliqué dans la partie 4.4.3, l’approche la plus simple consiste à considérer un état homogène
dans chaque volume dual et ainsi à approximer l’état de chaque côté de l’arête (ou face en
3D) par la valeur du vecteur des variables conservatives U au noeud le plus proche. Bien que
robuste, cette approche fournit un schéma à l’ordre 1 ce qui donne des résultats trop diffusifs
pour être utilisés dans des calculs pratiques. Une méthode MUSCL a donc été implémentée afin
d’augmenter la précision spatiale du schéma jusqu’à l’ordre 2.
L’approche mise en place se base sur les travaux de l’INRIA mentionnés précédemment qui
développent une méthode adaptée aux formulations "Node-centered". Comme dans les méthodes
classiques (voir la partie 4.4.3), les grandeurs sont extrapolées linéairement pour permettre une
meilleure estimation de leurs valeurs au niveau de l’interface. Pour assurer une meilleur stabi-
lité du schéma numérique, cette étape d’extrapolation est réalisée sur le vecteur des variables
primitives W puis le vecteur des variables conservatives U est recalculé à partir de ces valeurs.










Figure 4.21 – Exemple de configuration considérée sur un maillage triangle pour l’estimation
du flux à travers la face de normale ~nDij . ∇WDownij et ∇W
Up
ij représentent les gradients des
variables primitives utilisés dans la reconstruction MUSCL. Ils sont calculés aux centres de
gravité GDownC et G
Up
C des cellules amont et aval.
Wij et à droite Wji de l’interface de normale ~nDij (en rouge) s’écrivent :












où Wi et Wj sont les vecteurs des variables primitives aux points i et j. Les vecteurs ~ij et
~ji sont définis à partir des coordonnées des points i et j. Les gradients centrés ∇WCenterij et
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∇WCenterji sont donnés par les relations suivantes :
∇WCenterij ~ij = Wj −Wi (4.101)
∇WCenterji ~ji = Wi −Wj (4.102)
Le symbole Φ représente la fonction limiteur de flux. La formulation utilisée est tirée des travaux
de Debiez & Dervieux (2000), Cournède et al. (2006) et Alauzet & Loseille (2010). Elle se base









où ∇WDown et ∇WUp sont respectivement les gradients aux centres de gravité GCDown et GCUp
des cellules amonts et avals de l’interface. Ces cellules sont prédéterminées à l’initialisation du
calcul pour chaque paire de noeuds par une procédure de minimisation du produit scalaire entre
les vecteurs ~ij et ~iGCDown pour la cellule amont et, ~ji et ~jGCDown pour la cellule aval. La valeur
de la fonction Φ(r) est donnée par la formule suivante :
Si ∇WCenter.∇WDown/Up ≤ 0 alors :
Φ(r) = 0
Sinon :
Φ(r) = min(β, βr, (1− α) + αr)
(4.105)
où α et β sont des coefficients libres du limiteur. La courbe de réponse du limiteur Φ(r) en
fonction du paramètre r est présentée en Figure 4.22. Elle permet de caractériser ce limiteur et
de discuter de l’influence des coefficients α et β. Il convient d’observer que ces deux coefficients
agissent sur la diffusion et la stabilité du schéma numérique. Ce dernier est stable et d’ordre 2
si, et seulement si, α = [0, 1] et β = [1, 2]. En pratique, le paramètre α est fixé à α = 1/3. Cette
valeur est utilisée dans de multiples études sur des limiteurs similaires comme par exemple
Koren (1993), Debiez & Dervieux (2000) et Alauzet & Loseille (2010). Elle garantit la meilleure
précision possible en offrant un bon compris entre les erreurs de dispersion et de dissipation
(Carpentier 1998). Le coefficient β peut quant à lui être assimilé au paramètre d’un limiteur de
type Sweby. La valeur β = 1 donne le schéma le plus stable mais aussi le plus diffusif, tandis
que la valeur β = 2 permet d’obtenir la solution la plus précise mais aussi la plus sujette à
l’apparition d’instabilités numériques. En pratique, il a été observé qu’une valeur de β comprise
entre β = 1.5 et β = 1.8 offre un bon compromis entre précision et stabilité sur des cas 2D tandis
que la valeur β = 2 ne semble quasiment utilisable que sur des cas 1D. Il convient de noter
que le coefficient β n’apparaît pas dans la version originale du limiteur proposée par Cournède
et al. (2006) mais il est possible de montrer que sa formulation revient à imposer β = 2 dans
le limiteur de l’équation (4.105). Pour finir, il convient de remarquer que le terme Φ(r)∇WC
dans les équations (4.99) et (4.100) peut directement s’écrire sous la forme d’un gradient limité
∇W lim = Φ(r)∇WC en intégrant le gradient ∇WC dans la formulation du limiteur de flux.
L’équation (4.105) devient alors :
Si ∇WC .∇WDown/Up ≤ 0 alors :
∇W lim = 0
Sinon :
∇W lim = sign(u)min(β|u|, β|v|, |(1− α) u+ α v|)
(4.106)
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Figure 4.22 – Schéma de stabilité du limiteur implémenté dans AVBP
avec, u = ∇WC et v = ∇WDown/Up. Cette formulation sous la forme d’un gradient limité est,
par exemple, préférée dans les travaux de Debiez & Dervieux (2000), Cournède et al. (2006)
et Alauzet & Loseille (2010). Elle est cependant strictement équivalente à l’équation (4.105) et
l’une ou l’autre de ces relations peut être utilisée pour limiter le flux.
Implémentation du schéma de Godunov dans le code AVBP
L’algorithme utilisé pour calculer la somme des flux dans chaque volume de contrôle consti-
tue un enjeu important pour garantir une implémentation simple et efficace du schéma numé-
rique dans le code AVBP. La façon la plus intuitive de procéder serait de boucler sur chaque
volume de contrôle puis, de calculer consécutivement les flux qui traversent ses interfaces. Ce-
pendant, la structure du code AVBP permet une implémentation plus performante en bouclant
plutôt sur les cellules du maillage. De cette manière, les flux à travers les faces des volumes
duaux contenues dans chaque cellule sont directement calculés à partir des valeurs aux som-
mets de la cellule. Cette méthodologie réduit le nombre d’opérations nécessaires par rapport à
une boucle sur les noeuds du maillage puisque le flux à travers une face appartenant à deux
volumes duaux n’est calculé qu’une seule fois. Ainsi, en considérant la cellule triangulaire en
Figure 4.23, le flux à travers la face de normal ~nDij est tout d’abord calculé à l’aide du solveur
de Riemann HLLC. A l’ordre 1, les valeurs Ui et Uj des variables conservatives aux sommets i
et j sont directement utilisées dans le solveur de Riemann. A l’ordre 2, les valeurs des variables
conservatives de chaque côté de la face sont reconstruites via la méthode MUSCL détaillée dans
la section 4.4.4, et, sont utilisées dans le solveur de Riemann HLLC pour déterminer le flux.
Les contributions de ce flux pour les volumes duaux V iD et V
j
D sont ensuite calculées et stockées
respectivement aux noeuds i et j. Cette méthodologie est successivement utilisée pour la face de
normale ~nDjk puis, ~nDki. Le traitement de toutes les cellules du maillage par cette procédure per-
met in fine de récupérer en chaque noeud du maillage les contributions des différentes faces à la
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Figure 4.23 – Normales aux différentes faces des volumes duaux contenues dans une cellule
triangulaire.
somme des flux. Il convient toutefois de remarquer que les flux à travers les faces de conditions
aux limites ne sont pas calculés pour les volumes duaux situés au bord du domaine. En effet,
comme illustré par la Figure 4.24 dans le cas d’un maillage constitué de triangles, l’algorithme,
bouclant sur les paires de noeuds, est bien capable de déterminer les flux à travers les faces dans
le domaine (en pointillé) mais pas à travers les faces de normales ~nFji et ~nFik. Les contributions







Figure 4.24 – Volume dual au bord du domaine dans le cas d’un mailage triangle.
Plusieurs méthodes de fermeture des volumes de contrôle aux conditions aux limites ont été
envisagées durant cette thèse. La première, et la plus intuitive, consiste à considérer un état
fantôme correspondant à ce qui doit être imposé au niveau de la condition aux limites puis, de
calculer le flux résultant de la résolution d’un problème de Riemann entre l’état au noeud (i
dans la Figure 4.24) et l’état fantôme. Bien que cette solution soit élégante et numériquement
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cohérente, l’implémentation réalisée durant cette thèse n’a pas permis d’obtenir des conditions
aux limites numériquement stables. Toutefois, il n’a pas été possible de conclure si cette in-
stabilité était liée à l’implémentation ou à la méthode en elle-même. Des travaux plus poussés
devront donc être exécutés dans le futur. La deuxième fermeture envisagée s’articule selon trois
temps. Le flux à travers la face de condition aux limites est, tout d’abord, calculé en considérant
que l’état de l’autre côté de l’interface est similaire à l’état au noeud à l’itération courante. Les
variables conservatives sont, ensuite, avancées temporellement donnant un état prédit. L’état
prédit est, finalement, corrigé pour tenir compte de la condition aux limites. Cette méthode a
l’avantage d’être consistante avec la formulation des conditions aux limites aux noeuds utilisée
avec les autres schémas numériques disponibles dans le code AVBP ce qui a facilité son intégra-
tion dans le code. Elle permet également d’imposer la valeur souhaitée en condition aux limites
soit en dur, soit via une méthode de relaxation de type NSCBC (Poinsot & Lele 1992). Bien
que celle-ci soit utilisée dans les calculs de cette thèse, il convient de noter que l’hypothèse de
fermeture du volume de contrôle peut générer du bruit numérique au niveau des condition aux
limites. Même si ce bruit reste faible dans la plupart des configurations, il peut devenir très
important, contaminer l’intérieur du domaine et, finalement, déstabiliser le schéma numérique
en présence de très forts gradients proches des conditions aux limites. Cette méthode est donc
une solution temporaire et d’importants travaux de robustisation des conditions aux limites
devront être conduits à la suite de cette thèse.
Intégration temporelle du système d’équations
L’intégration temporelle du système d’équations (4.95) est réalisée à l’aide d’un schéma nu-
mérique de Runge-Kutta à faible stockage. Ce type de schéma, implémenté dans le code AVBP
par Lamarque (2007), se base sur une approche itérative explicite où chaque état intermé-
diaire permet d’approcher la solution. L’ordre de convergence du schéma dépendant du nombre
d’états intermédiaires calculés. Ainsi, trois itérations permettent d’obtenir un schéma d’ordre
deux tandis qu’il faut dix itérations pour atteindre le quatrième ordre. Le schéma numérique
de Runge-Kutta à faible stockage utilisé pour les calcules comporte trois étapes (ordre 2). Il se
formule de la manière suivante :
Un,(0) = Un (4.107a)





Ff · ~nDf SDf
n,(0) (4.107b)





Ff · ~nDf SDf
n,(1) (4.107c)





Ff · ~nDf SDf
n,(2) (4.107d)
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α1, α2 et α3 sont des coefficients de la méthode. Ils sont définis pour garantir la stabilité et la







α3 = 1 (4.110)
La notion de faible stockage vient du fait que le jeu d’équations (4.107) ne nécessite pas le sto-
ckage de tous les états intermédiaires comme c’est le cas des schémas classiques de Runge-Kutta.
En effet, seul le stockage du dernier état intermédiaire suffit pour calculer l’état intermédiaire
suivant ce qui permet de réduire au minimum le coût en mémoire du schéma.
La stabilité de ce type de schéma numérique est soumise à une limitation du pas de temps
dans la simulation donnée par une restriction en CFL (eq. (4.43)). La limite de stabilité est
théoriquement obtenue pour la condition CFL = 1. Il convient cependant de remarquer que
l’ajout de termes de diffusion peut conduire à une restriction plus importante du pas de temps
par un nombre de Fourier Fo :
Fo = D∆t∆x2 (4.111)
où ∆x est le pas d’espace et, D = maxk=1,N Dk correspond au coefficient diffusion de l’espèce
qui diffuse le plus parmi les N espèces présentes dans le calcul. L’expression des coefficients Dk
sera discuté dans la partie 4.6. Dans les calculs de cette thèse où la diffusion des espèces est
considérée, le nombre de Fourier est fixé à Fo = 0.1.
Stabilisation du schéma numérique - La méthode LAD
La raideur des gradients liée à la présence d’une interface liquide/gaz dans les cas dipha-
siques met ponctuellement en échec le limiteur de flux pour prévenir l’apparition d’oscilla-
tions dues au schéma numérique. Ces oscillations se manifestent principalement dans des cas
multi-dimensionels et engendrent l’apparition de pics de pression qui déstabilisent le calcul.
La stratégie de limitation du flux est donc complétée par l’ajout d’une procédure de diffusion
artificielle localisée ("Localized Artificial Diffusion" - LAD) pour garantir la stabilité numérique
des calculs. La méthodologie est assimilable à une augmentation locale et artificielle de visco-
sité. Elle a été proposée par T. Schmitt et, est inspirée de l’approche développée dans Schmitt
(2020) qui utilise un filtrage d’ordre élevé pour détecter l’apparition de hautes fréquences dans
l’écoulement. Le senseur de viscosité artificielle est, toutefois, construit à partir de la pression




∣∣∣∣∣ P̂ − P0.01P
∣∣∣∣∣ (4.112)
où ∆t est le pas de temps, ∆x est la taille caractéristique des cellules, ||~u|| est la norme du
vecteur vitesse, c est la vitesse du son et, P̂ = F ∗ P indique un filtrage spatiale de la pression
P . F est un filtre spatial récursif présenté par Mathew et al. (2003) et issu d’une extension de la
méthode de déconvolution de Stolz & Adam (1999). Le filtre selectif explicite F y est construit
à partir d’un filtre de référence G et de l’approximation Q de sa déconvolution :
P̂ = F ∗ P = Q ∗G ∗ P =
Nfilt∑
n=0
(I −G)n ∗G ∗ P (4.113)
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où I est l’opérateur identité et Nfilt correspond au nombre d’itérations de filtrage. Le filtre G
est approximé à l’aide d’une dérivée d’ordre 4. Son expression à un noeud i du maillage est
donnée par l’expression :

















où V iD est le volume dual du noeud i et V
j
C fait référence au volume de la cellule j appartenant
aux N cellules connectées au noeud i. ~xi correspond au vecteur position du noeud i. ~xCj , PCj
et (∇P )Cj sont respectivement le vecteur position, la pression et le gradient de la pression au
centre de la cellule j. Ces valeurs correspondent à la valeur moyenne entre les njv sommets de







La Figure 4.25 donne la réponse du filtre F en fonction en fonction de la longueur d’onde
normalisée et du nombre d’itérations de filtrage Nfilt. Comme pour TTGC, l’utilisation d’une
seule itération de filtrage Nfilt = 1 suffit en pratique pour stabiliser les calculs.
Figure 4.25 – Réponse du filtre F en fonction de la longueur d’onde normalisée et du nombre
d’itérations de filtrage N = Nfilt. La figure est tirée de Schmitt (2020).
Le senseur SP est calculé à la fin de chaque itération temporelle après le calcul des termes
de convection, de diffusion ainsi que des différents termes sources mais avant l’application des
conditions aux limites. Les variables conservatives sont ensuite diffusées artificiellement à l’aide
d’un opérateur de second ordre permettant de lisser les gradients. Au noeud i, les variables
conservatives artificiellement diffusées UADi sont obtenues par l’opération suivante :













où CAD est un coefficient de diffusion choisi par l’utilisateur. Les valeurs utilisées dans cette
thèse s’étalent entre CAD = 0.5 et CAD = 2.0.
220
Simulation numérique des écoulements diphasiques avec une approche aux
interfaces diffuses
Etat du développement du solveur et améliorations futurs
Les développements réalisés au cours de cette thèse ont permis de doter le code AVBP d’une
nouvelle méthode numérique stable en présence de très forts gradients comme ceux rencontrés
dans des chocs ou des interfaces liquide/gaz. Basée sur le schéma numérique de Godunov (1959)
résolu avec un solveur de Riemann HLLC couplé avec un schéma temporelle de Runge-Kutta
à trois étapes, la méthode garantit une résolution au deuxième ordre en temps et au deuxième
ordre en espace grâce à l’emploi d’une méthode de reconstruction MUSCL (au premier ordre
sinon). Ces implémentations sont validées sur des cas 1D et 2D puis, utilisées dans la suite pour
la simulation de cas diphasiques.
A ce stade, il semble intéressant de noter les points d’amélioration de l’algorithme. Tout
d’abord, comme évoqué dans la partie 4.4.4, la fermeture actuellement utilisée pour les volumes
duaux aux conditions aux limites fait intervenir une approximation qui peut engendrer un bruit
numérique dans la solution. Il conviendra donc d’améliorer l’expression du flux de fermeture
pour stabiliser et robustiser les conditions aux limites. Ensuite, les performances du solveur en
multi-processeurs pourront être améliorées. La gestion des frontières entre les processeurs a déjà
fait l’objet d’un important travail de développement algorithmique, permettant notamment de
gérer l’échange des gradients calculés au centre des cellules situées de chaque côté de la frontière
pour les besoins de la reconstruction MUSCL. L’algorithme développé est présenté dans l’annexe
C. Son développement a été particulièrement complexe car ce dernier doit garantir un échange
correct des informations entre les processeurs tout en conservant un coût mémoire faible et
une vitesse d’exécution rapide. La solution proposée permet actuellement d’assurer les deux
premières contraintes. Cependant, comme discuté dans l’annexe C, elle nécessite encore quelques
optimisations pour améliorer sa vitesse d’exécution. Un travail devra donc être réalisé en ce
sens dans l’avenir. Pour finir, les performances du solveur pourront également être grandement
améliorées en adaptant la double décomposition de domaine classiquement utilisée par le code
(décomposition du maillage par processeur puis par groupe de cellules) pour permettre son
utilisation avec la méthodologie MUSCL.
4.5 Validation du solveur
4.5.1 Validation 1D
Le solveur de Riemann ainsi que les équations d’état NASG sont tout d’abord validés en
observant les résultats obtenus sur les cas de tube à choc diphasique sans tension de surface réa-
lisés par Chiapolino et al. (2017). Dans ces cas, le mélange considéré est constitué d’eau liquide,
d’eau sous la forme de vapeur et d’air. Les propriétés thermodynamiques des 3 composants sont
résumés dans le Tableau 4.2. Les résultats sont comparés à ceux obtenus par Chiapolino et al.
(2017) pour le second ordre et par des calculs réalisés avec le code RADIS pour le premier ordre.
Le code RADIS (Really Amazing Diffuse Interface Solver) est un code 1D maison spécialement
développé en Python orienté objet pour préparer l’intégration de la méthode dans AVBP. Il
résout des problèmes 1D aux interfaces diffuses via le modèle à 4 équations (section 4.2.2) sur
un maillage cartésien uniforme avec un solveur de Riemann HLLC d’ordre 1 et une fermeture
thermodynamique NASG.
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Coefficients Eau liquide Eau vapeur Air
Cp (J/kg/K) 4285 1401 1007
Cv (J/kg/K) 3610 955 719
P∞ (Pa) 7028.105 0 0
q (J/kg) −1177788 2077616 0
q′ (J/kg/K) 0 14317 0
b (m3/kg) 6.6.10−4 0 0
W (g/mol) 18 18 29
Table 4.2 – Coefficients NASG pour l’eau et l’air déterminés dans la gamme de températures
[273-500 K] par Chiapolino et al. (2017).
Tube à choc avec un mélange principalement constitué de gaz
Un tube à choc avec un saut de pression de 2 bar et une température constante de 293 K est
considéré. L’air est fixé comme composant majoritaire du mélange Y3 = 0.98. Les proportions
d’eau liquide Y1 et d’eau vapeur Y2 sont déterminées pour que le mélange soit à l’équilibre,
c’est-à-dire sur la courbe de saturation. Les fractions de masse sont alors Y1 ≈ 1.073.10−2 et
Y2 ≈ 9.263.10−3 à gauche du domaine et Y1 = 1.186.10−3 et Y2 = 1.881.10−2 à droite. Les
résultats à t = 1 ms de temps physique sont présentés dans les Figures 4.26 (ordre 1) et 4.27
(ordre 2). Ils sont en parfaites concordances avec ceux attendus. La Figure 4.27 montre toutefois
que la température au niveau de l’onde de contact est à l’ordre 1 au lieu de l’ordre 2 souhaité. Ce
problème est purement lié au limiteur de flux utilisé dans la reconstruction MUSCL du solveur
de Riemann. Le limiteur superbee utilisé par Chiapolino et al. (2017) permet d’obtenir une
onde de contact plus raide que le limiteur utilisé dans AVBP qui offre une solution légèrement
moins raide mais assure une meilleure stabilité du schéma numérique.
Tube à choc avec un mélange principalement constitué d’eau
Un tube à choc avec un mélange principalement constitué d’eau est maintenant considéré.
Comme dans le cas précédent, le saut de pression est de 2 bar et la température vaut 293 K
dans tout le domaine. La fraction de masse de l’air dans le mélange est fixée à Y3 = 10−5. Les
proportions de liquide Y1 et de vapeur Y2 déterminées à l’équilibre sont alors Y1 = 0.9999899
et Y2 = 9.45.10−8 à gauche du domaine et Y1 = 0.9999898 et Y2 = 1.919.10−7 à droite. Les
résultats à t = 1.5 ms de temps physique sont présentés dans les Figures 4.28 (ordre 1) et 4.29
(ordre 2). Les Figures 4.28 et 4.29 illustrent un parfait accord au premier ordre, en comparant
au solveur RADIS, comme au second ordre, en regard des résultats obtenus par Chiapolino
et al. (2017).
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Figure 4.26 – Comparaison des résultats obtenus avec le solveur de Riemann HLLC d’AVBP
(ligne rouge) avec ceux de Chiapolino (ligne bleu) et de RADIS (ligne noire) pour un cas de
tube à choc diphasique avec l’air en proportion majoritaire. La ligne en pointillés représente
la condition initiale : Pl = 2.105 Pa, Pr = 1.105 Pa, Ul = Ur = 0 m.s−1, Tl = Tr = 293 K,
Y1,l ≈ 1.073.10−2, Y1,r ≈ 1.186.10−3, Y2,l ≈ 9.263.10−3, Y2,r ≈ 1.881.10−2, Y3,l = Y3,r = 0.98.
Maillage : 100 éléments. Temps final : 1 ms.
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Figure 4.27 – Comparaison des résultats obtenus avec le solveur de Riemann HLLC MUSCL
d’AVBP (ligne rouge) avec ceux de Chiapolino (ligne bleu) et de RADIS (ligne noire) pour
un cas de tube à choc diphasique avec l’air en proportion majoritaire. La ligne en pointillés
représente la condition initiale : Pl = 2.105 Pa, Pr = 1.105 Pa, Ul = Ur = 0 m.s−1, Tl = Tr = 293
K, Y1,l ≈ 1.073.10−2, Y1,r ≈ 1.186.10−3, Y2,l ≈ 9.263.10−3, Y2,r ≈ 1.881.10−2, Y3,l = Y3,r = 0.98.
Maillage : 100 éléments. Temps final : 1 ms.
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Figure 4.28 – Comparaison des résultats obtenus avec le solveur de Riemann HLLC d’AVBP
(ligne rouge) avec ceux de Chiapolino (ligne bleu) et de RADIS (ligne noire) pour un cas de tube
à choc diphasique avec le liquide en proportion majoritaire. La ligne en pointillés représente
la condition initiale : Pl = 2.105 Pa, Pr = 1.105 Pa, Ul = Ur = 0 m.s−1, Tl = Tr = 293 K,
Y1,l ≈ 0.9999899, Y1,r = 0.9999898, Y2,l = 9.45.10−8, Y2,r = 1.919.10−7, Y3,l = Y3,r = 10−5.
Maillage : 100 éléments. Temps final : 1.5 ms.
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Figure 4.29 – Comparaison des résultats obtenus avec le solveur de Riemann HLLC MUSCL
d’AVBP (ligne rouge) avec ceux de Chiapolino (ligne bleu) et de RADIS (ligne noire) pour un
cas de tube à choc diphasique avec le liquide en proportion majoritaire. La ligne en pointillés
représente la condition initiale : Pl = 2.105 Pa, Pr = 1.105 Pa, Ul = Ur = 0 m.s−1, Tl = Tr = 293
K, Y1,l ≈ 0.9999899, Y1,r = 0.9999898, Y2,l = 9.45.10−8, Y2,r = 1.919.10−7, Y3,l = Y3,r = 10−5.
Maillage : 100 éléments. Temps final : 1.5 ms.
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4.5.2 Validation 2D
Dans cette partie, la méthodologie précédemment décrite est testée sur des cas tests 2D.
Dans un premier temps, la capacité du solveur à transporter des discontinuités est vérifiée à
travers un cas test de Riemann 2D. Puis, une étude de convergence en maillage sur le transport
d’un vortex isentropique est menée afin de caractériser et de vérifier l’ordre de précision du
schéma numérique développé avec et sans reconstruction MUSCL.
Cas de Riemann 2D
Notamment proposés et largement étudiés par Zhang & Zheng (1990), Chang et al. (1995),
Schulz-Rinne (1993) et Schulz-Rinne et al. (1993), les problèmes de Riemann 2D proposent de
diviser un domaine 2D carré en quatre cadrans contenant chacun un état thermodynamique
constant et à analyser l’évolution des discontinuités au cours du temps. Le transport de dis-
continuités dans un contexte multidimensionnel ainsi que l’existence d’interactions entre elles
rendent ces cas particulièrement difficiles à simuler numériquement. Ils sont de ce fait classi-
quement réalisés pour caractériser et comparer des schémas numériques. Lax & Liu (1998) les
utilisent, par exemple, pour étudier la positivité de schémas numériques, Kurganov & Tad-
mor (2002) pour évaluer la robustesse de leur schéma numérique "Riemann-solvers-free central
scheme", Dumbser et al. (2014) pour tester un schéma "Discontinous Galerkin" avec un limi-
teur de sous-maille ou encore, Deng et al. (2019) pour comparer la diffusion des discontinuités
données par leur nouveau solveur HLL-BVD avec celle obtenue à l’aide de solveurs HLL et
HLLC.
Le cas proposé dans cette partie est tiré de Kurganov & Tadmor (2002) et Deng et al. (2019).
La condition initiale du problème est un domaine 2D carré de dimensions [−0.5,−0.5]×[0.5, 0.5]
divisé en quatre zones. La configuration de ces zones est définie comme suit :
(ρ0, u0, v0, P0) =

(2.0, 0.75, 0.5, 1.0), x ≤ 0.0, y ≥ 0.0
(1.0,−0.75, 0.5, 1.0), x < 0.0, y < 0.0
(1.0, 0.75,−0.5, 1.0), x > 0.0, y > 0.0
(3.0,−0.75,−0.5, 1.0), x > 0.0, y < 0.0
(4.117)
Les calculs sont réalisés sur quatre maillages cartésiens uniformes de 100 × 100, 400 × 400,
600 × 600 et 1000 × 1000 cellules. Le rapport des capacités calorifiques est maintenue à une
valeur constante γ = 1.4 tout au long de la simulation. Le pas de temps est piloté par la condition
CFL = 0.4. Les conditions aux limites sont purement non-refléchissantes. Une zone tampon
est également ajoutée entre les conditions aux limites et la zone d’intérêt afin d’éviter toute
interaction entre elles. Les calculs sont réalisés avec le solveur HLLC incluant une reconstruction
MUSCL. Le paramètre du limiteur est fixé à β = 1.5. Le schéma numérique est stabilisé à l’aide
de la stratégie LAD présentée dans la partie 4.4.4. Son coefficient de diffusion vaut CAD = 2.
La Figure 4.30 montre les résultats obtenus au temps τ = 0.3 pour les différents maillages
ainsi que par Deng et al. (2019) en utilisant un solveur HLLC sur un maillage de 600 × 600
cellules. La structure de la solution, en forme d’un tourbillon qui s’enroule autour du centre dans
le sens des aiguilles d’une montre, est en très bon accord les résultats de Deng et al. (2019). Les
petites structures, et notamment les petites ondulations des isocontours de masse volumique
dans les cadrans en bas à gauche et en haut à droite, sont également bien reproduites quelque soit
le maillage. Il est, de surcroît, intéressant de constater que la résolution du maillage constitué
de 1000 × 1000 cellules permet l’apparition de petites structures au niveau des discontinuités.
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Ces structures sont biens connus dans la littérature. Elles sont, par exemple, observées dans
l’étude de Dumbser et al. (2014). Elles sont engendrées par le développement d’instabilités de
Kelvin-Helmholtz dû au cisaillement du fluide au niveau des discontinuités.
(a) 100x100 (b) 600x600
(c) 1000x1000 (d) 600x600 - Deng et al. (2019)
Figure 4.30 – Isocontours de masse volumique obtenues après un temps τ = 0.3 lors de la
simulation du problème de Riemann. Les Figures 4.30a, 4.30b et 4.30c sont issues de calculs
avec le solveur HLLC MUSCL d’AVBP et contiennent 60 lignes d’isocontours tandis que la
Figure 4.30d est tirée de Deng et al. (2019).
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Convection d’un vortex isentropique
La précision du schéma numérique développé dans AVBP est maintenant vérifiée à l’aide
d’un cas de convection d’un tourbillon isentropique, compressible et bidimensionnel par un
écoulement à vitesse constante. Comme expliqué par Lamarque (2007), ce cas, également appelé
COVO, représente de manière simplifiée la façon dont la résolution des équations d’Euler va
modifier une structure turbulente à cause des erreurs de dissipation et de dispersion relatives
au schéma numérique. Le cas test est largement inspiré d’une configuration présentée dans la
thèse de Vanharen (2017) et a été utilisé pour comparer plusieurs code CFD dans le Workshop
on High CFD Methods (Wang et al. 2013). Notons également qu’il a été simulé par Joncquières
(2019) pour caractériser les solveurs de Riemann disponibles dans la code AVIP.
Un tourbillon isentropique de rayon Rc = 5 mm et d’intensité Γ = 0.2 m2/s est initialisé
dans un écoulement homogène à pression (P0 = 1 bar), température (T0 = 300 K) et vitesse
U0 constantes. La vitesse U0 est définie pour que le nombre de Mach de l’écoulement soit
M0 = U0/
√
γrairT0 = 0.5. L’écoulement est uniquement constitué d’air (γ = 1.4 et rair =
287.15 J/kg/K). Afin de pouvoir comparer les résultats obtenus avec le schéma Lax-Wendroff
(Lax & Wendroff 1960) d’AVBP (pour lequel la fermeture thermodynamique NASG n’est pas
implémentée), la fermeture thermodynamique des gaz parfaits est considérée pour ce calcul. Le
tourbillon est placé au centre d’un domaine 2D périodique de 10cm × 10cm. Le tourbillon est
défini par les champs de vitesse et de pression suivants :
u = U0 −
Γ
R2c
(y − yc) exp
[
−12

























La Figure 4.31 présente une visualisation des différents champs de la solution initiale sur
le maillage le plus fin. Après un temps de calcul t, la solution analytique attendue correspond
à une convection du tourbillon sans déformation sur une distance U0 · t. L’erreur numérique
occasionnée par le schéma numérique est calculée comme la norme L2 de l’erreur relative entre









où DOF est le nombre de degrés de liberté, i.e. le nombre de points, du maillage considéré. Pour
cette étude, l’erreur est calculée à partir du champs d’énergie totale. Un schéma numérique est
d’ordre n lorsque son taux de convergence de l’erreur entre la solution numérique Snum et la
solution exacte Stheo est proportionnel à hn, c’est-à-dire,
||Stheo − Snum|| = O(hn) (4.120)
où h est un paramètre caractérisant l’approximation (ici h = 1/DOF ) et || · || correspond à une
norme (ici la norme L2 relative). L’ordre d’un schéma correspond alors à la pente de la courbe
du logarithme de la norme de l’erreur εL2 en fonction du logarithme de h.
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Figure 4.31 – Solution initiale du cas test de convection de vortex 2D.
La courbe de la norme de l’erreur εL2 en fonction de h est ici construite en comparant
la solution numérique obtenue après la convection du tourbillon sur une distance d avec la
solution théorique pour huit maillages différents. Ces maillages sont constitués exclusivement
de triangles quasi-équilatéraux. Ils sont construits de façon à avoir un nombre de cellules égal
à une puissance de deux dans chaque direction. Le maillage le plus grossier possède 16 cellules
dans les directions x et y du domaine (noté 16 × 16) tandis que le plus fin en contient 2048
(2048 × 2048). La distance de convection d est choisie suffisamment petite pour que l’ordre
effectif du schéma numérique spatial soit retrouvé. En effet, comme le montre Vanharen (2017),
l’ordre effectif du schéma dépend directement de la distance de convection. A titre d’exemple,
il montre que l’ordre analytique n obtenu pour le transport d’une gaussienne de longueur
caractéristique Rc par une équation d’advection 1D résolue avec un schéma du premier ordre
est relié à la distance de convection selon l’équation suivante :
n = η2
(1 + η)−3/2 − (1 + 2η)−3/2
(1 + 2η)−1/2 − 2 (1 + η)−1/2 + 1
(4.121)
avec,
η = d h
R2c
(4.122)
L’ordre 1 est obtenu dans l’équation (4.121) lorsque η est très petit ce qui signifie que plus
la distance de convection d est grande plus le maillage doit être fin pour retrouver l’ordre du
schéma numérique spatial. La distance de convection est donc fixé à d = 2 mm permettant
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Figure 4.32 – Norme relative de l’erreur obtenue à partir du champs d’énergie totale après
une convection de 2 cm d’un vortex isentropique 2D pour différents schémas convectifs et pour
différentes résolutions de maillage.
de retrouver un ordre théorique très proche de un pour le schéma de premier ordre tout en
conservant des niveaux de raffinement de maillage acceptables.
Les calculs sont réalisés avec les schémas numériques Lax-Wendroff (Lax &Wendroff 1960) et
le schéma de Godunov (1959) avec (HLLC MUSCL) et sans (HLLC) la reconstruction MUSCL.
L’évolution du logarithme de l’erreur εL2 en fonction du logarithme de h est présentée en
Figure 4.32. L’ordre des schémas est estimé en calculant la pente du segment formé par les
trois maillages les plus fins. Conformément aux attentes, le solveur de Riemann HLLC a une
ordre de convergence proche de un. L’ajout de la méthodologie MUSCL donne de très bons
résultats puisqu’elle permet de gagner un ordre en passant de 0.96 à 1.8. L’intensité de l’erreur
est également plus faible ce qui montre que le schéma diffuse moins. Il semble même mieux se
comporter sur ce type de maillage que le schéma de Lax-Wendroff qui diffuse légèrement plus
et admet un ordre de 1.49 alors que l’ordre 2 est attendu.
LW HLLC HLLC MUSCL
Ordre sur les 3 derniers maillages 1.49 0.96 1.8
Figure 4.33 – Ordre de convergence de l’erreur des schémas Lax-Wendroff, HLLC et HLLC
MUSCL obtenus sur le cas de convection de vortex isentropique sur un maillage constitué de
triangles équilatéraux. L’ordre est déterminé à partir des pentes des courbes en Figure 4.32
avec l’erreur donnée par les trois maillages les plus fins (512×512, 1024×1024 et 2048×2048).
En plus de pouvoir gérer des discontinuités, ce cas test montre que le solveur de Riemann
HLLC couplé à la méthodologie MUSCL permet d’obtenir des résultats au moins aussi précis
que le schéma de Lax-Wendroff qui est pour l’heure très utilisé dans AVBP. Dans la partie
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suivante, nous allons nous intéresser à la prise en compte des termes diffusifs dans les équations.
4.6 Ajout des termes diffusifs
Comme expliqué précédemment, le modèle à 4 équations suppose l’équilibre mécanique et
thermique entre les différents composants. Ceci signifie qu’on considère localement un mélange
homogène où tous les constituants partagent les mêmes pression, température et vitesse. L’ajout











= ∇ · (τ) (4.123b)
∂ρE
∂t
+∇ · ((ρE + P ) ~u) = ∇ · (τ · ~u)−∇ · ~q (4.123c)
∂ρYk
∂t
+∇ · (ρYk(~u+ ~vk)) = 0 (4.123d)
Où est le tenseur des contraintes visqueuses et s’exprime comme :
τ = −23µ∇ · ~uI + 2µS (4.124)




. Le flux d’énergie
~q est classiquement calculé par la formule suivante :




Dans l’équation (4.125), λ est le coefficient de conduction thermique du mélange tandis que hk
et ~vk sont respectivement l’enthalpie et la vitesse de diffusion de l’espèce k. Cette dernière est





où Xk fait référence à la fraction molaire de l’espèce k et, ~vc est une vitesse de correction








La viscosité dynamique µ et le coefficient de conduction thermique λ sont calculés à partir
de la loi de mélange proposée par Deng & Boivin (2020) qui garantit leur continuité à travers
l’interface.
µ = αlµl + αgµg (4.128)
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λ = αlλl + αgλg (4.129)
où αl et αg représentent les fractions volumiques de liquide et de gaz. Dans notre cas, nous
considérons toujours une seul liquide en présence d’un mélange de gaz. Les fractions volumiques
s’expriment alors αl = α1 et αg =
∑N
k=2 αk. Notons ici que la fraction volumique d’une espèce
αk est directement calculée à partir de la masse volumique du mélange ρ, de la masse volumique





Dans les équations (4.128) et (4.129), µl et λl représentent la viscosité dynamique et le coefficient
de conduction thermique de la phase liquide tandis que µg et λg font références à la phase
gazeuse. Ces paramètres sont considérés constants et indépendants de la température dans la
phase liquide.
La viscosité dynamique de la phase gazeuse µg varie en fonction de la température mais est
supposée être indépendante de la composition du mélange. Son comportement est donc modélisé
par une simple loi d’évolution en fonction de la température comme une loi de Sutherland





)3/2 T0 + S







où µ0 est la viscosité dynamique de référence du mélange prise à la température T0 (typiquement
T0 = 300 K). S et β sont des paramètres choisis pour représenter au mieux la courbe analytique
d’évolution.
Le coefficient de conduction thermique de la phase gazeuse λg est calculé à partir du nombre












Le coefficient de diffusion Dk, présent dans les équations (4.126) et (4.127), est déterminé
pour l’espèce k appartenant à la phase gazeuse (k ≥ 2) à partir de son nombre de Schmidt Sck





Afin de ne pas diffuser la phase liquide dans le gaz, nous faisons l’hypothèse que l’unique espèce
k = 1 dont elle est constituée ne se diffuse pas. Cette considération initialement proposée par
Deng & Boivin (2020) conduit à un coefficient de diffusion D1 nul. Bien que critiquable en
présence d’une phase liquide multi-espèce, cette hypothèse constitue une bonne approximation
dans le cas d’un liquide mono-espèce. Plus généralement, il convient de noter que la diffusion des
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espèces dans le contexte du modèle aux interfaces diffuses à 4 équations pose un certain nombre
de problèmes. En effet, l’hypothèse d’équilibre mécanique et thermique amène à considérer un
mélange homogène diphasique en tout point du domaine. Cette hypothèse est parfaitement va-
lide lorsque le mélange est en phase pure mais pose problème dans l’interface où la diffusion des
espèces gazeuses engendre inévitablement la diffusion de l’interface elle-même. Ce phénomène
est particulièrement visible pour les écoulements à faible vitesse convective pour lesquels les
nombres de Péclet massiques des espèces gazeuses sont faible Pem,k = uLcDk (Lc est une longueur
caractéristique de l’écoulement). Ce type d’écoulement est rencontré dans la thèse par exemple
pour les tests de loi de Laplace, d’oscillation ou l’impact de goutte ou encore pour le cas de
film liquide cisaillé. Afin d’éviter ce phénomène non-physique, les termes liés à la diffusion des
espèces sont négligés dans ces cas. Des travaux devront cependant être menés dans l’avenir
pour permettre la prise en compte de ces termes dans tous les types d’écoulements.
La prise en compte de la force de tension de surface ainsi que la validation de son implé-
mentation sont présentées dans la partie suivante.
4.7 Prise en compte de la force de tension de surface
4.7.1 Généralités sur la force de tension de surface
Les effets capillaires sont des phénomènes de première importance dans la simulation des
écoulements diphasiques. Ils assurent la cohésion de la phase liquide et sont responsables de la
formation des gouttes. Ils sont caractérisés par une force d’interface appelée tension superficielle.
Cette force trouve son origine dans le déséquilibre d’attraction moléculaire qui existe à l’interface
entre la phase condensée et le gaz. Lorsqu’une particule fluide appartenant au liquide est située
sur une interface liquide/gaz, elle subit une interaction plus forte de la part de ses voisines situées
dans la phase liquide que dans la phase gazeuse. Le déséquilibre tend alors à faire "plonger"
cette particule fluide vers le reste de la phase liquide réduisant ainsi la surface de l’interface
jusqu’à une situation d’équilibre. L’énergie Es nécessaire à la formation de l’interface de surface
S, c’est-à-dire l’énergie nécessaire pour briser les liaisons qui existent avec les molécules situées
d’un côté de cette interface, s’exprime alors de la façon suivante :
ES = σS (4.136)
où σ est une constante dépendante du fluide appelée coefficient de tension de surface. Elle est
homogène à une énergie par unité de surface [N.m−1]. Un bilan des contraintes qui s’exercent à
travers une interface liquide/gaz permet de mettre en évidence l’action de cette force (voir par
exemple Craster & Matar (2009)) :
je[ ~ue] +
(
[P ]~I − [τ ]
)
~n = κ σ ~n−∇sσ (4.137)
Pour une grandeur arbitraire X, la notation [X] représente la différence entre la grandeur dans
le gaz et celle dans le liquide (i.e. [X] = Xgaz −Xliq). ~I, ~n et P sont respectivement le vecteur
identité, le vecteur normal à l’interface et la pression. je est le débit massique normal à l’inter-
face. Il est présent en cas d’échange de masse entre les deux phases dans les cas d’évaporation
ou de condensation. Le terme [ ~ue] représente la différence de vitesse relative à l’interface. De
même que pour les échanges de masse, la vitesse n’est pas constante à travers l’interface en
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présence d’évaporation ou de condensation. Le membre de droite de l’équation (4.137) repré-
sente les effets de tension de surface. Tout d’abord, le terme κ σ ~n est la force de tension de
surface engendrée par la courbure locale κ de l’interface. Elle agit dans la direction normale
à l’interface et est maximale lorsque celle-ci est localement courbée. Ce terme à lui seul tend
à minimiser l’énergie d’interface Es en poussant, via sa courbure, vers une minimisation de sa
surface. Ensuite, la valeur de la tension de surface σ peut varier le long de l’interface sous l’effet
d’un changement de température ou de composition de la phase liquide. Les contraintes surfa-
ciques générées par cette variation sont décrites par le terme ∇sσ, où ∇s représente l’opérateur






où ~I est le vecteur identité. Bien que le terme ∇sσ soit négligeable dans le cas d’une phase
liquide pure soumise à de faibles de variations de température, il peut engendrer dans certains
cas des phénomènes de transport de matière le long de l’interface connus sous le nom d’effet
Marangoni. Les "larmes de vin" en sont une bonne illustration.
4.7.2 Modélisation de la force de tension de surface : l’approche de
Brackbill
La nature surfacique de la force de tension de surface rend sa modélisation dans les équations
complexes. De plus, dans l’approche aux interfaces diffuses, l’interface est représentée par une
zone de fort gradient de masse volumique d’épaisseur δs non-nulle. Dans ces conditions, il est
intéressant d’interpréter la force de tension de surface comme une force volumique ~Fσ,V telle que
son intégrale sur le volume de la zone d’interface Vi soit égale à la force de tension surfacique









Où Si est la surface de l’interface. Cette formulation est appelée Continuum Surface Force
(CSF) et a été proposée par Brackbill et al. (1992). En supposant que la tension de surface σ
est constante le long de l’interface (pas d’effet Marangoni), Brackbill et al. (1992) ont montré
que la force volumique ~Fσ,V s’exprime de la manière suivante :
~Fσ,V = σκ∇C (4.140)
C est une fonction couleur continue et dérivable dont le but est de localiser l’interface entre
les deux phases. Cette fonction est également utilisée pour calculer la courbure locale κ de
l’interface.






Notons que le terme dans l’opérateur divergence représente le vecteur normal à l’interface.
La fonction couleur C permet de déterminer la zone d’application et l’intensité de la force
de tension de surface. Son choix est donc critique car elle doit représenter au mieux l’interface
si l’on souhaite obtenir le bon comportement physique. Comme rappelé par Perigaud & Saurel
(2005), elle doit remplir trois conditions :
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1. C doit avoir une valeur constante dans chaque phase excepté dans la région proche de
l’interface.
2. ~C doit être orienté vers la phase de plus forte densité.
3. C doit être différentiable partout dans le domaine.
Plusieurs variables de l’écoulement répondent à ces trois critères. Dans ses travaux sur la si-
mulation de phénomènes d’ébullition nucléée, Le Martelot et al. (2014) proposent d’utiliser la
fraction de masse de la phase liquide Y1. Cette expression, reprise dans le papier de revue de
Saurel & Pantano (2018), leur permet de retrouver la formation des bulles de vapeur. Cepen-
dant, bien qu’elle ait été validée au cours de la thèse de Le Martelot (2013) sur un cas statique
de pression de Laplace, aucune validation avec une interface dynamique n’a été réalisée. Or, il
nous a été impossible de retrouver la bonne dynamique de l’interface avec cette méthode sur
des cas tels que l’oscillation d’une goutte ou l’impact de deux gouttes étudiés dans la suite.
Ceci s’explique par l’incohérence spatiale entre le profil de fraction massique de liquide et le
profil de masse volumique à travers l’interface. En effet, ce dernier est beaucoup plus raide que
le profil de fraction de masse. La Figure 4.34 (gauche) permet de comparer l’évolution de la
masse volumique ρ en fonction de la fraction de masse de liquide Y1 dans le cas d’une interface
eau/air. On peut constater que la masse volumique évolue très lentement jusqu’à Y1 ≈ 0.99
puis augmente de façon brutale lorsque le liquide est presque pur. Supposons maintenant que
le profil de fraction de masse à travers l’interface ait une forme de tangente hyperbolique (i.e.
un créneau diffusé). Dans ce cas, la zone où la force est la plus forte sera obtenue pour Y1 = 0.5
où ρ = 2.2 kg/m3 et non dans la zone de fort gradient de masse volumique. Comme le montre
la Figure 4.34 (droite), la masse volumique évolue linéairement en fonction de la fraction vo-
lumique de liquide. Ceci signifie que les profils de fraction volumique de liquide et de masse
volumique évoluent de la même façon à travers une interface. Le choix de la fraction volumique
de liquide comme fonction couleur, également réalisé dans Perigaud & Saurel (2005), permet
donc d’obtenir un meilleur accord entre le gradient de masse volumique et l’application de la
force de tension de surface. Il est montré dans la suite que cette formulation permet de prédire
correctement la dynamique de l’interface.
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Figure 4.34 – Evolution de la masse volumique d’un mélange diphasique eau/air à pression 1
bar et température 293 K en fonction de la fraction massique de liquide (gauche) et fraction
volumique de liquide (droite).
La force volumique ~Fσ,V est ensuite prise en compte dans le système d’équations (4.123)
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en ajoutant sa contribution dans les équations de conservation de la quantité de mouvement
(4.123b) et de l’énergie (4.123c).
∂ρ
∂t







= ∇ · (µτ) + ~Fσ,V (4.142b)
∂ρE
∂t
+∇ · ((ρE + P ) ~u) = ∇ · (µτ · ~u)−∇~q + ~u · ~Fσ,V (4.142c)
∂ρYk
∂t
+∇ · (ρYk(~u+ ~vk)) = 0 (4.142d)
Dans le système d’équations (4.142), la force de tension de surface ~Fσ,V est écrite dans
une formulation non-conservative. Il est possible d’améliorer le modèle, et en particulier la
prédiction du saut de pression à l’interface, en intégrant le terme de tension de surface de
manière conservative (i.e. directement dans les flux). Pour ce faire, Gueyffier et al. (1999)
proposent d’exprimer le tenseur des contraintes Tσ issues de la force de tension de surface ~Fσ,V ,
tel que ~Fσ,V = ∇ · Tσ, par la formule suivante :
Tσ = σ
(









ρ~u⊗ ~u+ PI − σ
(
|∇C|I − ∇C ⊗∇C
|∇C|
))
= ∇ · (µτ) (4.144)
La forme conservative de l’équation d’énergie (eq. (4.142c)) a été obtenue par Perigaud & Saurel
(2005) en exprimant le travail de la force de tension de surface ~u · ~Fσ,V sous la forme d’une





(ρE + σ|∇C|+ P ) ~u− σTσ · ~u
)
= ∇ · (µτ · ~u)−∇ · ~q (4.145)
Notons ici que le terme σ|∇C| dans l’équation (4.145) est assimilable à une énergie potentielle





Implémentation de la force de tension de surface dans AVBP
Bien que la formulation conservative permette une meilleure prise en compte des effets de
tension de surface, elle présente des inconvénients d’implémentation majeurs. Tout d’abord,
elle modifie la formulation de l’énergie totale en y ajoutant l’énergie potentielle d’interface εσ.
Ceci a pour conséquence de nécessiter des changements dans un grand nombre de parties du
code. Ensuite, elle demande de modifier le solveur numérique de Riemann afin de prendre en
compte la force de tension de surface. AVBP étant un code multiphysique avec notamment des
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Figure 4.35 – Schéma du cas test de loi de Laplace
applications purement monophasiques, la formulation non-conservative, où la force de tension
de surface est prise en compte sous la forme d’un terme source, est préférée pour ce travail
en raison de sa flexibilité d’implémentation. De ce fait, pour chaque pas de temps, le terme
de tension de surface est calculé indépendamment de la partie hyperbolique des équations. La
fraction de volume de l’espèce liquide est reconstruite à partir de l’équation (4.130) puis, est
utilisée comme fonction couleur. Le gradient ainsi que la divergence sont calculés à l’aide de la
méthodologie 4∆ présentée dans Lamarque (2007). Basée sur un stencil de 4∆x, où ∆x est la
taille caractéristique d’une cellule, cette méthode permet de limiter les oscillations point à point
(et donc l’apparition de courants parasites au niveau de l’interface) en filtrant par construction
les instabilités numériques d’une longueur d’onde inférieures à la taille du stencil.
4.7.3 Validation de l’implémentation de la force de tension de sur-
face
L’implémentation de la force de tension de surface et la capacité du code à prédire cor-
rectement les effets capillaires sont testées dans cette partie à travers trois cas tests 2D. Le
premier cas test est un cas statique et consiste à vérifier que le code est bien en mesure de
prédire la surpression engendrée par la force de tension de surface dans une goutte statique
au repos. Les deux cas suivants sont des cas dynamiques. Le premier permet de vérifier que
le code reproduit bien la fréquence d’oscillation d’une goutte initialement de forme elliptique
lâchée dans un écoulement au repos. Le deuxième permet de regarder, à travers la collision de
deux gouttes 2D, la capacité du code à simuler les phénomènes de coalescence et la séparation
d’interfaces.
Loi de Laplace
La capacité du solveur à retrouver la loi de Laplace est vérifiée dans cette partie. Dans ce
test, une goutte de liquide pur de diamètreD = 1 cm est initialisée au centre d’un domaine carré
de L = 5 cm de côté (Figure 4.35). L’écoulement est initialement au repos avec une pression
de 1 bar et une température de 293 K uniformes dans le domaine. La goutte est formée d’eau
liquide H2O tandis que l’ambiant est constitué d’oxygène et d’azote à l’état gazeux dans des
proportions massiques respectives de 22% et 78%. Afin d’assurer une parfaite stabilité du calcul,
238
Simulation numérique des écoulements diphasiques avec une approche aux
interfaces diffuses
une fraction massique de 10−8 de chaque espèce est conservée en tout point du domaine. Les
coefficients thermodynamiques des espèces sont dérivés selon la méthode de Boivin et al. (2019)
présentée dans la partie 4.3.5 et sont donnés dans le tableau 4.36. Le coefficient de tension de
surface vaut σ = 73.10−3 N.m−1. Le cas test est réalisé sur un maillage cartésien de 500× 500
cellules. L’interface entre le liquide et le gaz est initialisée avec une épaisseur d’environ 0.4 mm,
soit 4 cellules. Les termes visqueux et de diffusion sont négligés dans le système d’équations
(4.123).
Coefficients H2O(l) O2(g) N2(g)
Cp (J/kg/K) 4185 919 1045
Cv (J/kg/K) 4114 650 743
P∞ (Pa) 1.838.108 0 0
q (J/kg) −7.8998.105 −2.104.103 −2.355.103
b (m3/kg) 9.2.10−4 0 0
Figure 4.36 – Coefficients thermodynamics NASG pour les espèces H2O(l), O2(g) et N2(g)
déterminés à partir d’une référence NIST (https://www.nist.gov) dans la gamme de tempé-
rature [275-475 K] et pour une pression 1bar.
La Figure 4.37 présente le champs de pression à l’équilibre permettant d’observer l’appa-
rition d’une surpression à l’intérieur de la goutte. L’évolution de la différence de pression ∆P
par rapport à la valeur initiale de 1 bar est tracée à travers la goutte le long de la ligne en
pointillés sur la Figure 4.38. De légères oscillations numériques de la pression sont à noter dans
la goutte. Cependant, leurs amplitudes sont très faibles (d’environ 1 Pa au maximum). La va-
leur de ∆P moyen dans la goutte est choisie comme valeur de référence pour la surpression




0.5D = 14.6 Pa (4.147)
L’erreur relative est alors d’environ 1.16% ce qui représente un très bon accord entre la simu-
lation et la théorie.
Goutte oscillante
Le solveur est maintenant utilisé pour simuler un cas test de goutte oscillante. Une goutte de
forme elliptique de rayons a = 1 mm et b = 1.66 mm est alors initialisée au centre d’un domaine
carré de L = 5 mm de côté (Figure 4.39). Comme dans le cas précédent, la goutte est formée
d’eau liquide H2O(l) tandis que l’ambiant est constitué de 22% de masse d’oxygène O2(g) pour
78% d’azoteN2(g). Les coefficients thermodynamiques des espèces sont dérivés selon la méthode
de Boivin et al. (2019) et sont donnés dans le Tableau 4.36. Une fraction massique minimum
d’espèce de 10−8 est également conservée en tous points du domaine. Le cas est initialisé à une
pression de 1 bar et une température de 293 K. Les coefficients thermodynamiques des espèces
sont les mêmes que dans le cas précédent et sont donnés dans le Tableau 4.36. Le domaine est
discrétisé par un maillage cartésien de 500×500 cellules. L’interface entre le liquide et le gaz est
initialisée avec une épaisseur d’environ 0.04 mm, soit 4 cellules. D’après la formule théorique
proposée par Fyfe et al. (1988) (eq. (4.148) et (4.149)), la période d’oscillation Ttheo ne dépend
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Figure 4.37 – Champs de pression à l’équilibre.
Figure 4.38 – Profil de la différence de pression à l’équilibre le long de l’axe en pointillé dans
la Figure 4.37. A gauche, le profil complet. A droite, le profil agrandi dans le zone centrale de
la goutte.
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a = 1 mm
L = 5 mm
b = 1.66 mm
Figure 4.39 – Schéma du cas test de goutte oscillante
que des masses volumiques du liquide ρl et du mélange gazeux ρg, du coefficient de tension de







où o est le mode d’oscillation et ω la pulsation. Comme dans Perigaud & Saurel (2005), seul
le mode de plus large amplitude o = 2 est caractérisé dans cette étude. La période Ttheo est





Il est donc possible de diminuer la période d’oscillation en augmentant la valeur du coefficient
de tension de surface. Ce paramètre est alors multiplié par un facteur 100 permettant de simuler
un nombre raisonnable d’oscillations tout en conservant un temps de calcul acceptable. Il est
donc fixé à σ = 73.10−1 N.m−1 dans le calcul.
10 ms de temps physique ont été simulées sur un maillage cartésien de 500 × 500 cellules
avec le solveur de Riemann d’ordre 2 (coefficient du limiteur fixé à β = 1). La diffusion des
espèces dans le système d’équations (4.123) est négligée. En effet, ce terme ne joue pas de rôle
dans dynamique de ce cas quasi-statique mais est en revanche la cause d’une diffusion excessive
de l’interface. La Figure 4.40 présente des visualisations de la goutte pendant une période
d’oscillation. Sous l’effet de la tension de surface, la goutte elliptique initialement au repos en
position verticale à t = 0.47 ms se déforme pour atteindre une forme d’équilibre circulaire.
Cependant, lorsque celle-ci est obtenue, vers t = 0.57 ms, l’énergie cinétique contenue dans la
goutte est maximale ce qui empêche la goutte de s’établir et engendre une déformation de la
goutte. A t = 0.7 ms, la goutte a retrouvé une forme elliptique en position horizontale. L’énergie
cinétique est alors ponctuellement proche de zero puis augmente de nouveau sous l’effet de la
tension de surface. Elle se déforme de nouveau pour atteindre un état circulaire vers t = 0.81
ms avant de retrouver sa forme elliptique initiale en position verticale vers t = 0.92 ms. Ce
schéma d’oscillation se répète tout au long du calcul.
L’évolution du diamètre a de la goutte est tracée sur la Figure 4.41. Notons, ici que, du fait
de la dissipation de l’énergie cinétique par la viscosité, l’amplitude des oscillations diminue au
cours du temps jusqu’à converger au bout d’un temps très long vers le diamètre d’équilibre. La
période d’oscillation de la goutte est déterminée en appliquant une transformée de Fourier au
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Figure 4.40 – Snapshots présentant l’évolution de la forme de la goutte pendant une période
d’oscillation coloré par le fraction volumique de liquide vf_liq.
signal précédent et vaut Tnum = 0.4390 ms. La formule théorique (eq. 4.148 et 4.149) donne
Ttheo = 0.4067 ms. L’erreur numérique est alors d’environ 7.95% par rapport à la théorie.
Cette erreur est acceptable et permet de valider la capacité de notre solveur à simuler ce
type de phénomène. Notons cependant que certains auteurs, comme Perigaud & Saurel (2005),
obtiennent des erreurs plus faibles (de l’ordre de 2%) en intégrant, comme présenté dans la
partie 4.7.2, la force de tension de surface sous une forme conservative dans les équations de
quantité de mouvement et d’énergie du système (4.123). Ceci pourra être envisagé à terme pour
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améliorer la prédiction du solveur.
Figure 4.41 – Oscillation au cours du temps du diamètre a de la goutte (ligne noire) autour
du diamètre d’équilibre de la goutte (ligne rouge pointillée).
Collision de deux gouttes 2D
Un cas de collision de goutte 2D est à présent réalisé afin d’observer la capacité du code
à gérer la coalescence et la séparation d’interfaces. Ces deux phénomènes sont en effet d’une
importance primordiale pour la création d’un spray où ils sont non-seulement présents lors de
l’atomisation primaire avec la désintégration des ligaments en grosses gouttes mais aussi, lors de
l’atomisation secondaire où les grosses gouttes se scindent en plus petites à cause du cisaillement
créé par leur différence de vitesse avec l’ambiant ou des collisions entre elles. De nombreuses
études expérimentales, comme par exemple Adam et al. (1968), Ashgriz & Poo (1990), Jiang
et al. (1992), Estrade et al. (1999), ont permis de caractériser les différents régimes de collision
entre deux gouttes. Ces études ont montré que le résultat de la collision entre deux gouttes
dépend du rapport, caractérisé par un nombre de Weber We, entre l’énergie cinétique d’impact
(i.e. la vitesse des gouttes) et la tension de surface, d’un paramètre d’impact X lié au décalage
entre les deux gouttes ainsi que, de leur différence de tailles. Pour une différence de tailles
de gouttes fixée, les régimes de collision sont alors classiquement décrits dans un diagramme
(We,X). En considérant deux gouttes d’eau avec un rapport de taille unitaire, Ashgriz & Poo
(1990) proposent, par exemple, la carte de régimes présentée en Figure 4.42. Le nombre de
Weber y est défini par la formule suivante :




où ρl et σ sont la masse volumique et le coefficient de tension de surface du liquide constituant
les gouttes. D est le diamètre des gouttes et U correspond à leur vitesse. Le paramètre d’impact





Il convient de noter que le cas où les gouttes sont initialement parfaitement alignées est donné
par X = 0. Ashgriz & Poo (1990) observent trois régimes de collision possibles :
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Figure 4.42 – Exemple de carte des régimes de collision obtenue par Ashgriz & Poo (1990) à
partir de gouttes d’eau de même diamètre.
• Le régime "Coalescence" (Figure 4.43a) : Les deux gouttes s’impactent puis fusionnent
pour ne former qu’une seule goutte.
• Le régime "Reflexive separation" (Figure 4.43b) : Les deux gouttes fusionnent puis
forment un cylindre qui s’allonge et fini par se séparer en plusieurs gouttes sous l’ef-
fet des forces de tension de surface.
• Le régime "Stretching separation" (Figure 4.43c) : Ce régime apparaît lorsque les deux
gouttes s’impactent avec un décalage suffisamment important. Lors de l’impact, seule
une partie des gouttes sont en contact l’une de l’autre ce qui engendre la formation d’un
ligament reliant les deux gouttes qui s’étire jusqu’à se rompre en formant des gouttes.
Pour des raisons de coût de calcul lié au manque d’optimisation du solveur, la configuration
simulée a due être réduite à un cas 2D. Deux gouttes 2D de diamètre D = 0.5 mm sont
initialisées au centre d’un domaine carré de L = 7.5 mm de côté avec un espacement de
deux diamètres (Figure 4.44). Les gouttes sont formées d’eau liquide H2O(l) et l’ambiant est
constitué d’un mélange d’oxygène et d’azote dans des proportions de masse respectives de 22%
et 78%. Les coefficients thermodynamiques des différentes espèces sont donnés dans le Tableau
4.36 et le coefficient de tension de surface est fixé à σ = 73.10−1 N.m−1 dans le calcul. Tout
comme dans les autres cas, une fraction massique minimum d’espèce de 10−8 est conservée en
tous points du domaine. Les champs de pression et de température sont uniformes et valent
P = 1 bar et T = 293 K. Les gouttes sont initialisées avec une vitesse U = 17.4 m.s−1 dans
des directions opposées de sorte qu’elles finissent par s’impacter. Le nombre de Weber défini
par l’équation (4.150) vaut We = 80 tandis que le paramètre d’impact est nul X = 0 (pas de
décalage vertical entre les gouttes). Le cas est simulé sur un maillage uniforme constitué de
5.7 millions de triangles équilatéraux ayant une taille caractéristique ∆x = 5 µm. Le solveur
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(a) Coalescence (b) Reflexive separation (c) Stretching separation
Figure 4.43 – Exemple de collision de deux gouttes de liquides dans les différents régimes. Ces
visualisations expérimentales sont extraites de Jiang et al. (1992).
de Riemann HLLC MUSCL d’ordre 2 est utilisé avec un coefficient β = 1.8 pour le limiteur
de flux. Le schéma numérique est stabilisé l’aide de la stratégie LAD présentée dans la partie
4.4.4. Le coefficient de diffusion relatif à cette stratégie vaut CAD = 0.5. Le pas de temps de la
simulation est pilotée par la contrainte CFL = 0.7. Les conditions aux limites sont toutes des
sorties non-réfléchissantes.
La Figure 4.45 présente le résultat obtenu à différents instants du calcul. Il peut être observé
que les gouttes fusionnent après impact puis forme un ligament qui s’étire dans la direction
verticale. Lorsque ce ligament devient suffisamment fin, il finit par se désintégrer pour former
quatre gouttes sous l’influence de la tension de surface. Le phénomène simulé ne correspond,
cependant, pas au régime de "Reflexive separation" attendu pour un nombre de WeberWe = 80
d’après la carte des régimes de collision établie par Ashgriz & Poo (1990) (Figure 4.42). En effet,
bien que Ashgriz & Poo (1990) observent des cas de "Reflexive separation" où l’impact conduit
à la formation de quatre gouttes, l’étirement se fait toujours dans la direction horizontale et non
verticale. Cette différence est expliqué par la nature 2D du cas simulé. En effet, la suppression
d’une direction a pour conséquence de supposer que le gradient de la fraction volumique de
liquide est nul selon cette direction. Ceci occasionne une sous-estimation de la courbure locale
κ (eq. (4.141)), et ainsi de l’intensité locale de la force de tension de surface (eq. (4.140)), par
rapport à une configuration 3D. La force de tension de surface étant plus faible, elle n’amortit
pas l’impact initial des gouttes aussi rapidement que dans la configuration 3D. Le ligament
s’étire alors d’avantage dans la direction verticale jusqu’à s’affiner tellement qu’il se rompt
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Figure 4.44 – Schéma du cas test de collision de deux gouttes
avant que l’impact initial n’ait été totalement amorti par la force de tension de surface. Bien
que l’absence des effets 3D ne permette pas de reproduire le régime d’impact attendu, cette
simulation montre la capacité de la méthode à simuler des phénomènes physiques de coalescence
et de séparation d’interface liquide/gaz. Il serait, tout de même, intéressant de calculer ce cas
en 3D pour vérifier la concordance des résultats avec les expériences, lorsque l’optimisation du
solveur sera terminée.
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Figure 4.45 – Snapshots de la collision de deux gouttes à We = 80 simulé en 2D. vf_liq
représente le fraction volumique de liquide.
4.8 Cas de démonstration : Vers la simulation de l’ato-
misation Airblast
La méthodologie développée est maintenant appliquée pour calculer des phénomènes phy-
siques proches de ceux rencontrés dans les configurations d’injecteurs de type Airblast. Le
premier cas est un film liquide 2D cisaillé par un écoulement de gaz à haute vitesse repré-
sentant la configuration expérimentale de Raynal (1997). Le second cas est une configuration
2D d’atomisation Airblast où un film liquide est injecté le long d’un préfilmeur, puis, cisaillé
de part et d’autre par un écoulement gazeux à haute vitesse. Ce dernier cas est relativement
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proche de la première configuration étudiée dans le chapitre 2. Il s’en éloigne, cependant, par
son caractère purement 2D et les vitesses plus importantes choisies pour des raisons de coût de
calcul.
Il convient également de noter que les simulations réalisées dans cette partie sont vouées à
être améliorées. Elle sont donc à considérer comme des cas de démonstration pour illustrer le
potentiel de la méthode aux interfaces diffuses et du schéma numérique développés pour simuler
des configurations Airblast.
4.8.1 Cas de film liquide cisaillé
La simulation de la configuration expérimentale de Raynal (1997) est décrite dans cette
partie. Développée pour étudier la naissance des instabilités liées au cisaillement du liquide en
atomisation assistée par air, cette expérience, illustrée en Figure 4.46, consiste à cisailler un
film liquide d’eau à faible vitesse Ul à l’aide d’un écoulement d’air à haute vitesse Ug.
Figure 4.46 – Schéma de la configuration expérimentale de Raynal (1997). La figure est extraite
de Fuster et al. (2013).
Les écoulements gazeux et liquide sont injectés par des canaux de hauteurs respectives Hg =
10 mm et Hl = 6.4 mm séparés par une fine plaque d’épaisseur e = 0.2 mm qui est biseautée
avec un demi-angle β = 4.15◦. Le passage des écoulements dans des nids d’abeilles ou un
milieu poreux ainsi que dans un convergent leur donne un caractère laminaire et bidimensionnel
lorsqu’ils sont injectés dans la zone de test. Cette configuration expérimentale, notamment
étudiée par Raynal (1997), Ben Rayana et al. (2006), Ben Rayana (2007) et Matas et al.
(2011), voit naître une instabilité axiale de type Kelvin-Helmholtz suivie par le développement
d’instabilités transverses de type Rayleigh-Taylor. La longueur d’onde et le taux de croissance de
l’instabilité axiale sont pilotés par la hauteur de couche limite gazeuse δg au-dessus de l’interface.
La longueur d’onde dominante λaxi peut être prédite à l’aide d’une analyse de stabilité linéaire
non-visqueuse (Marmottant & Villermaux 2004, Raynal 1997, Ben Rayana 2007, Matas et al.
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où Caxi est un coefficient de proportionnalité dont la valeur est 1.6 dans cette configuration
(Ben Rayana 2007). ρl et ρg correspondent respectivement à la masse volumique du liquide et
du gaz. La hauteur de couche limite δg est estimée par la corrélation expérimentale suivante










avec µg la viscosité dynamique du gaz. La fréquence faxi de l’instabilité axiale de longueur

















L’expérience de Raynal (1997) a déjà fait l’objet d’études numériques dans un contexte
incompressible avec des méthodes VOF en 2D par Fuster et al. (2009, 2013), Agbaglah et al.
(2017) et Desjardins et al. (2013), et en 3D par Chiodi & Desjardins (2017a). Bien que les
instabilités transverses ne soient pas prises en compte dans les calculs 2D, l’instabilité axiale
ainsi que la formation d’un coeur liquide sont bien retrouvées par les auteurs qui observent
un bon accord quantitatif avec les expériences. La simulation réalisée dans cette partie est
également 2D mais constitue, à la connaissance de l’auteur, la première simulation de cette
configuration avec une méthode aux interfaces diffuses.
Le domaine de calcul tout comme les paramètres physiques sont largement inspirés des
simulations réalisées par Fuster et al. (2013) et Agbaglah et al. (2017). Le domaine de calcul
est présenté en Figure 4.47. Il a la forme d’un rectangle de dimensions 13Hl × 8Hl ce qui est
suffisamment grand pour éviter une éventuelle influence des conditions aux limites en haut et
en sortie du domaine sur l’écoulement du film liquide. La plaque séparatrice biseautée n’est
pas géométriquement modélisée dans la simulation mais son influence est prise en compte
en injectant l’écoulement gazeux avec un angle β = 4.15◦ dans la direction du liquide. Les
injections de liquide et de gaz sont également séparées par un mur non-glissant d’épaisseur
e = 0.2 mm afin de modéliser le bout de la plaque séparatrice. Comme dans l’expériences de
Raynal (1997), le liquide est de l’eau H2O(l) tandis que le gaz est de l’air représenté dans
la simulation par un mélange de 22% de masse d’oxygène O2(g) et 78% d’azote N2(g). Les
coefficients thermodynamiques des espèces sont dérivés selon la méthode de Boivin et al. (2019)
en modifiant la vitesse du son dans le liquide pour augmenter le pas de temps. Ils sont donnés
dans le Tableau 4.48. Le coefficient de tension de surface vaut σ = 69.10−3 N.m−1 (Agbaglah
et al. 2017).
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Figure 4.47 – Schéma du domaine de calcul utilisé pour la simulation numérique de l’expérience
de Raynal (1997).
Coefficients H2O(l) O2(g) N2(g)
Cp (J/kg/K) 4185 919 1045
Cv (J/kg/K) 4180 650 743
P∞ (Pa) 1.027.107 0 0
q (J/kg) −1.143.106 −2.104.103 −2.355.103
b (m3/kg) 9.2.10−4 0 0
Figure 4.48 – Coefficients thermodynamiques NASG pour les espèces H2O(l), O2(g) et N2(g)
déterminés à partir d’une référence NIST (https://www.nist.gov) dans la gamme de tempé-
rature [275-475 K] et pour une pression 1bar. Les coefficients thermodynamiques pour H2O(l)
correspond à ceux donnés dans le Tableau 4.11 sous l’appellation "modified H2Ol" dont la
dérivation inclut une diminution de la vitesse du son pour augmenter le pas de temps de la
simulation (voir partie 4.3.5).
A l’état initial, le domaine est intégralement rempli d’air au repos à une température T = 300
K et la pression est de P = 1 bar. L’air et l’eau sont injectés avec une température T = 300
K. La vitesse de l’écoulement d’air est fixée à Ug = 20 m.s−1 tandis que la vitesse du liquide
est calculée de sorte que le rapport de quantité de mouvement M = (ρlU2l )/(ρgU2g ) soit égal à
M = 16. Avec, ρl = 1048 kg.m−3 et ρg = 1.03 kg.m−3 à P = 1 bar et T = 300 K, la vitesse de
l’écoulement liquide vaut Ul = 0.16 m.s−1. Comme dans la simulation de Chiodi & Desjardins
(2017a), un écoulement co-courant d’air est ajouté au-dessus de l’écoulement gazeux afin de
limiter l’intensité des recirculations qui peuvent physiquement apparaître dans cette zone. Sa
vitesse est arbitrairement fixée à 10% de la vitesse Ug de l’écoulement d’air principal, soit 2
m.s−1. Les murs en haut et en bas du domaine sont des murs glissants tandis que la condition
de sortie impose une pression de 1 bar dans le domaine à l’aide d’une méthodologie NSCBC.
Pour éviter tout problème lié à la sortie de l’écoulement, une zone de forte viscosité est placée
en sortie de domaine. Elle s’étend sur une longueur 2Hl et permet de diffuser les forts gradients
(notamment ceux liés à la masse volumique) avant que l’écoulement n’atteigne la condition de
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sortie. Le coefficient de viscosité vaut 0.25 kg.m−1.s−1 dans cette zone. Le maillage est constitué
de 215 129 triangles équilatéraux d’une taille caractéristique de ∆x = 200 µm.
La simulation est réalisée à l’aide du solveur de Riemann HLLC MUSCL d’ordre 2 avec un
coefficient β = 1.5 pour le limiteur de flux. La stratégie LAD, présentée dans la partie 4.4.4,
est également utilisée pour stabiliser le schéma numérique. Le coefficient de diffusion est fixé
à CAD = 0.5. Le pas de temps de la simulation est piloté par une contrainte de CFL = 0.4.
La dynamique de l’interface étant très lente, ce cas est particulièrement sensible aux problèmes
de diffusion excessive de l’interface. Afin de limiter au maximum ce phénomène, la diffusion
des espèces n’est pas considérée dans le calcul. De plus, aucune stratégie de modélisation de
la turbulence en sous-maille n’est utilisée dans la simulation. En effet, il a été observé que le
cisaillement important de l’interface par le gaz engendre la prédiction par les modèles de sous-
maille d’une viscosité turbulente importante. Ceci a pour conséquence d’accroître sensiblement
le phénomène de diffusion de l’interface. Bien que l’influence de la turbulence de sous-maille
soit ici négligée, des travaux pourront être conduits dans le futur pour développer un modèle
compatible avec l’approche aux interfaces diffuses. Le temps physique simulé est de 1 s permet-
tant un bon établissement de la dynamique du film puis, l’apparition d’un nombre de vagues
d’instabilité suffisant pour extraire des statistiques. Le coût de calcul est de 19 000 heures.
La Figure 4.49 présente une visualisation instantanée de la fraction volumique de liquide
après 1 s de calcul. Il convient d’observer que la méthodologie aux interfaces diffuses est capable
Figure 4.49 – Visualisation instantanée du film liquide après 1 s de temps de simulation.
vf_liq représente le fraction volumique de liquide. La ligne blanc correspond à l’isocontour
vf_liq = 0.5 tandis que la ligne rouge en pointillé donne la position d’enregistrement de la
hauteur du film liquide pour la mesure de la fréquence de l’instabilité axiale.
de prédire le comportement du film liquide. En effet, des vagues d’instabilité apparaissent bien
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à la surface du film liquide puis s’écoulent dans la direction axiale vers la sortie. Conformé-
ment aux observations expérimentales, la hauteur du film liquide diminue sous l’influence du
cisaillement gazeux puis, se stabilise après avoir parcouru environ un tiers du domaine de calcul.
L’influence de la zone de forte viscosité en sortie est également clairement observable sur cette
visualisation. Elle se manifeste par une disparition quasi-totale de la fraction volumique de li-
quide causée par la diffusion importante de la phase liquide. Comme évoqué précédemment, ceci
permet d’assurer une bonne stabilité numérique de la condition de sortie en diffusant notam-
ment le gradient de masse volumique. Cette stratégie semble en revanche engendrer l’apparition
d’une vague non-physique en amont de la zone. Cette vague dévie légèrement l’écoulement ga-
zeux mais n’affecte pas le comportement du film liquide, et en particulier son établissement, en
amont de celle-ci.
L’évolution de la hauteur du film liquide entre l’entrée du domaine et sa stabilisation a
fait l’objet d’une caractérisation expérimentale. Raynal (1997) et Ben Rayana (2007) ont ainsi
montré qu’elle suit une droite qui donne une hauteur de film liquide nulle pour une longueur
L après l’injection. Cette longueur, appelée longueur de dard liquide, dépend de l’intensité de
l’entraînement du film liquide par l’écoulement gazeux décrit par le rapport de quantité des





La Figure 4.50a fournit l’évolution spatiale de la hauteur de film dans le calcul sur une distance
de 3.5Hl après l’entrée du domaine en dix instants répartis uniformément entre les temps
physiques 0.9 s et 1 s. La hauteur du film liquide est arbitrairement calculée à partir de la
position de l’isocontour de fraction volumique vf_liq = 0.5 ce qui correspond à la valeur
médiane cette quantité. Figure 4.50a montre que la hauteur du film diminue bien en suivant
la pente théorique (line rouge) avant de ce stabiliser à une hauteur d’environ 0.4Hl après une
longueur axiale x ≈ 1.75Hl. Ce résultat est en très bon accord qualitatif et quantitatif avec le
graphique donné en Figure 4.50b obtenu par Agbaglah et al. (2017) à partir d’un calcul 2D
avec une approche VOF.
La fréquence de l’instabilité axiale est extraite de la simulation en enregistrant l’évolution
de la hauteur de film au cours du temps à une position axiale x = 3Hl puis, en réalisant une
transformation de Fourier (FFT) sur le signal obtenu. Comme précédemment, la hauteur du film
liquide est arbitrairement calculée à partir de la position de l’isocontour de fraction volumique
vf_liq = 0.5. Cet isocontour est tracé à titre d’exemple en blanc sur la Figure 4.49. La position
de la mesure y est également matérialisée par une ligne rouge en pointillés. L’enregistrement du
signal est débuté après un temps physique de 0.55 s et se poursuit jusqu’à la fin de la simulation
à 1 s. La fréquence d’acquisition est de 2000 Hz. La Figure 4.51 donne le résultat de la FFT. La
fréquence de l’instabilité axiale prédite par la simulation correspond à la fréquence dominante
dans le spectre. Elle vaut 73 Hz. Cette valeur est environ 2.4 fois supérieur à la fréquence
théorique de 30 Hz déterminée à l’aide de l’équation (4.156). La cause de cet écart important
n’a pour l’heure pas été formellement identifié mais certaines pistes existent pour l’expliquer.
La première piste consiste à incriminer le profil de vitesse de l’écoulement gazeux imposé en
entrée du domaine. Les analyses de stabilité linéaire réalisées par Raynal (1997), Ben Rayana
(2007) ou encore Matas et al. (2011) ont en effet montré que la fréquence de l’instabilité est
fortement lié à la forme de ce profil. La simulation actuelle imposant un profil plat en entrée,
l’utilisation d’un profil plus proche de l’expérience pourrait donc améliorer la prédiction de la
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(a) AVBP (b) Agbaglah et al. (2017)
Figure 4.50 – Comparaison de l’évolution spatiale de la hauteur du film liquide en dix instants
répartis uniformément entre les temps temps physiques 0.9 s et 1 s (croix noire) avec la droite
d’évolution théorique donnée par l’équation (4.157) (ligne rouge). La figure de gauche présente
le résultat obtenu avec AVBP tandis que celle de droite donne le résultat de Agbaglah et al.
(2017) issu d’une simulation avec une approche VOF.
fréquence. Une autre piste porte sur la modélisation de l’interface par une zone diffuse au lieu
d’une discontinuité. L’existence d’un profil de vitesse non-discontinu dans la zone d’interface
pourrait impacter la fréquence des instabilités axiales. Ces pistes mériteraient d’être explorées
dans de futurs travaux.
La simulation de la configuration expérimentale de Raynal (1997) a montré la capacité
de la méthode aux interfaces diffuses à reproduire qualitativement le comportement d’un film
liquide cisaillé. Si la diminution de la hauteur du film liquide sous l’influence du cisaillement
gazeux est bien prédit par le calcul, la fréquence des instabilités axiales est cependant surestimée
par rapport à la prédiction théorique et des travaux pourront être conduit par la suite pour
identifier les raisons de cette différence et, résoudre ce problème. Malgré cela, les premiers
résultats obtenus sur ce type de configuration sont très encourageant en vue de l’utilisation
future de cette méthode pour simuler des injecteurs de type Airblast.
4.8.2 Atomisation Airblast avec préfilmeur
La méthodologie développée est maintenant appliquée pour calculer un processus d’atomisa-
tion Airblast avec préfilmeur. Cette simulation se présente comme un calcul de démonstration
permettant d’illustrer le potentiel de cette méthode pour simuler ce type de configuration.
Le domaine de calcul est représenté dans la Figure 4.52. Il prend la forme d’un rectangle de
200× 212.5 mm dans lequel est placé un préfilmeur de 25 mm de longueur et 12.5 mm d’épais-
seur. Un film liquide constitué d’eau H2O(l) est injecté avec une vitesse Ul = 5.5 m.s−1 le long
de ce dernier. Le préfilmeur et le film liquide sont entourés par un écoulement gazeux avec une
vitesse Ug = 50 m.s−1. Les patchs d’injection de liquide et de gaz sont séparés par une fine lèvre
de 1.25 mm de longueur et 0.125 mm d’épaisseur afin de prévenir tout problème numérique lié
à une interaction entre les deux phases au niveau des conditions d’entrée. Le gaz est de l’air re-
présenté par un mélange multiespèces de 22% de masse d’oxygène O2(g) et 78% d’azote N2(g).
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Figure 4.51 – Spectre de fréquences obtenu en appliquant une transformation de Fourier (FFT)
au signal d’évolution de la hauteur de film au cours du temps enregistré à une position axiale
x = 3Hl. La ligne en pointillée donne la position de la fréquence théorique de l’instabilité axiale




















Figure 4.52 – Schéma du cas d’atomisation Aiblast avec préfilmeur.
Les coefficients thermodynamiques sont les mêmes que ceux utilisés dans la partie précédente
et sont donnés dans le Tableau 4.48. Ils incluent une modification de la vitesse du son dans le
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liquide pour augmenter le pas de temps. Le coefficient de tension de surface du liquide vaut
σ = 73.10−3 N.m−1. La simulation se déroule à une température de T = 298 K et une pression
de P = 1 bar. Les conditions aux limites des entrées de l’écoulement gazeux et de la sortie du
domaine sont imposées via le formalisme NSCBC tandis que l’écoulement liquide est imposé
via une condition de type Dirichlet. Les parois du préfilmeur ainsi que le haut et le bas du
domaine de calcul sont considérés comme des murs glissants. Le maillage est constitué de 9 158
204 triangles. La zone d’intérêt, comprenant une large région autour du préfilmeur ainsi que la
région en avale, est discrétisée avec des éléments ayant une taille caractéristique de ∆x = 30
µm ce qui correspond à 40 éléments dans la hauteur du film liquide. Le maillage est, ensuite,
progressivement déraffiné hors de cette zone pour atteindre une taille caractéristique ∆x = 1.5
mm au niveau des parois haute et basse du domaine.
La simulation est exécutée en utilisant le schéma numérique de Godunov avec le solveur de
Riemann HLLCMUSCL d’ordre 2. Le coefficient du limiteur de flux de la méthodologie MUSCL
est fixé à β = 1.75. Comme dans les calculs précédents, la stratégie LAD, présentée dans la
partie 4.4.4, est appliquée pour stabiliser le schéma numérique. Son coefficient de diffusion est
fixé à CAD = 2.0. Le pas de temps est piloté par une contrainte de CFL = 0.75. Contrairement
aux configurations précédemment étudiées, les vitesses en jeu dans cette configuration sont
importantes. La diffusion des espèces n’affecte donc pas la dynamique de l’interface à l’ordre 1
et peut donc être conservée dans la simulation. Aucun modèle de turbulence n’est cependant
activé.
Un temps physique de simulation de 39 ms est réalisé correspondant à un coût de calcul
de 100 000 heures. La Figure 4.53 présente des visualisations instantanées entre 35 ms et 39
ms. Il peut, tout d’abord, être observé que le film liquide ne s’accumule pas au niveau la lèvre
Figure 4.53 – Snapshots présentant la dynamique de la phase liquide dans la configuration
d’atomisation Airblast avec préfilmeur après 35 ms, 37 ms et 39 ms de temps physique. La
quantité vf_liq visualisée correspond à la fraction volumique de liquide. Afin de facilité l’ob-
servation, les images sont zoomées sur une zone d’intérêt du domaine de simulation.
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du préfilmeur, comme c’est le cas dans le calcul réalisé avec le code NGA dans le chapitre 2,
mais forme une nappe en aval du préfilmeur. Ce comportement est attribué à une plus grande
vitesse du film liquide et peut être vérifié en appliquant le modèle de Friedrich et al. (2008)
à la configuration. Détaillé dans la partie 2.6, ce modèle prédit le détachement ou non d’un
film liquide en bout de préfilmeur en fonction du ratio de forces FR (eq. (2.24)) entre les forces
d’inertie du film liquide et les forces qui tendent à le stabiliser le long du préfilmeur. En l’absence




2σ = 2366 (4.158)
où hf = 1.25 mm est la hauteur de film et, la masse volumique ρl et la vitesse Ul du liquide
sont égales aux valeurs imposées à l’entrée du domaine. Le ratio de forces étant très largement
supérieur à l’unité, le détachement du film liquide en bout de préfilmeur prédit par la simulation
est conforme à la théorie.
La nappe liquide créée en aval du préfilmeur par le détachement du film est, ensuite, déstabi-
lisée sous l’influence de l’écoulement gazeux et, entre dans une dynamique de battement qui est
bien observable sur la Figure 4.53. La combinaison du battement ainsi que des destabilisations
qui apparaissent à la surface de la nappe liquide conduit, finalement, à sa désintégration en
ligaments. Contrairement à ce qui pourrait être attendu, les ligaments ne se désintègrent pas en
gouttes clairement définies mais semble plutôt se diffuser dans l’écoulement. Cette diffusion met
en lumière une limitation de la méthodologie implémentée. En effet, malgré l’utilisation d’un
schéma numérique capable de transporter de forts gradients, rien ne garantit la conservation de
l’épaisseur de l’interface au cours du transport. Or, la dynamique de l’écoulement et, notam-
ment le cisaillement gazeux, tend à altérer les gradients dans la zone d’interface ce qui engendre
un épaississement progressif de l’interface et donc, une diffusion des structures. Ce phénomène
pourrait, cependant, être évité par l’implémentation dans l’avenir d’un méthodologie de raidis-
sement d’interface à l’image de celle proposée pour la méthode aux interfaces diffuses de Jain
et al. (2020). Malgré cette diffusion, les résultats obtenus lors de ce premier calcul d’atomisation
Airblast montrent bien la capacité de la méthodologie à prédire au moins qualitativement la
dynamique et la désintégration d’une nappe liquide et, illustrent son potentiel pour calculer ce
type de configuration.
4.9 Conclusion et travaux futurs
Les développements réalisés pour doter le code AVBP d’une méthodologie diphasique basée
sur une approche multifluides aux interfaces diffuses ont été exposés dans ce chapitre. Cette
méthodologie combine trois éléments : un système d’équations, une fermeture thermodyna-
mique spécifique et un schéma numérique capable de gérer les forts gradients dans la zone
d’interface liquide/gaz. Une revue de la littérature nous a conduit à choisir le modèle à 4 équa-
tions, qui représente la dynamique d’un écoulement multiphasique par un système d’équations
similaire aux équations d’Euler, en raison de son intégration directe dans le solveur AVBP et
son couplage aisé à venir avec des modèles de combustion. La fermeture thermodynamique
Noble-Able-Stiffened-Gas (NASG) a ensuite été implémentée afin de décrire le comportement
des fluides à la fois en phase liquide et en phase gazeuse. Le temps caractéristique des phéno-
mènes hydrodynamiques étudiés dans cette thèse étant très faible devant la vitesse des ondes
acoustiques, l’utilisation de cette fermeture thermodynamique a, également, offert la possibilité
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de dériver une méthode pour augmenter le pas de temps dans les simulation. Cette dernière
consiste en une simple modification des coefficients thermodynamiques de la loi d’état NASG
pour diminuer artificiellement la vitesse du son dans le liquide tout en conservant l’évolution
des grandeurs thermodynamiques dans le fluide. La nécessité d’éviter la diffusion numérique
des forts gradients au niveau de l’interface en assurant la stabilité du calcul a, finalement, en-
couragé le développement dans le code AVBP d’un schéma numérique de Godunov basé sur
une résolution des problèmes de Riemann par un solveur HLLC et adapté à une formulation
"Node-centered". Un important travail algorithmique a, en particulier, été réalisé pour implé-
menter une méthodologie de reconstruction MUSCL dans un contexte parallèle et ainsi, monter
la précision du schéma à l’ordre deux. Ce schéma numérique spatial a ensuite été couplé avec
le schéma temporel de deuxième ordre de Runge-Kutta à trois étapes. La nouvelle méthode
numérique a ensuite fait l’objet d’une validation sur un cas 1D de tube à choc puis, sur un cas
de Riemann 2D montrant un très bon accord des résultats avec la littérature. La réalisation
d’un cas 2D de convection de vortex isentropique a également permis de retrouver l’ordre 1
attendu pour un schéma de Godunov utilisant le solveur de Riemann HLLC sans méthodologie
de reconstruction MUSCL ainsi que, l’ordre 2 lorsque cette dernière méthodologie est activée.
La nouvelle méthode numérique étant validée, le calcul des termes diffusifs (viscosité, diffusion
des espèces, conduction thermique) et, l’ajout de leurs contributions dans le modèle à 4 équa-
tions ont ensuite été discutés. Puis, une méthode pour prendre en compte la force de tension
de surface a été décrite et validée grâce à trois cas tests 2D diphasiques. Le premier cas test a
montré la capacité du solveur à prédire la surpression donnée par la loi de Laplace dans une
goutte à l’équilibre. Le second cas test a permis de retrouver une fréquence d’oscillation en bon
accord avec la théorie pour une goutte de forme elliptique lâchée dans un écoulement au repos.
Le troisième cas test a consisté à étudier la collision de deux gouttes. Ce cas test étant pour
l’heure limité à une étude 2D pour des raisons d’optimisation du solveur, le régime de sépara-
tion observé expérimentalement n’a pu être retrouvé. Cependant, ce cas a permis de montrer
la capacité de la méthode à simuler des phénomènes de coalescence et de séparation d’interface
liquide/gaz. La méthodologie aux interfaces diffuses développée a pour finir été appliquée pour
réaliser les simulations 2D d’un film liquide cisaillée et d’un processus d’atomisation Airblast
avec préfilmeur. Bien que perfectibles, les premiers résultats obtenus soulignent la capacité
de la méthode à simuler des phénomènes proches de ceux rencontrés dans les configurations
d’injecteurs de type Airblast.
Les perspectives d’amélioration sont nombreuses à partir des bases développées durant cette
thèse. Le schéma numérique de Godunov devra, notamment, être optimisé pour permettre l’ac-
cès à des cas 3D. Une attention particulière pourra, également, être accordée aux modélisations
de la turbulence non-résolue et de la diffusion des espèces qui engendre actuellement une diffu-
sion de l’interface sur des cas à faibles vitesses. Le développement d’un modèle de raidissement
permettrait aussi d’éviter la diffusion non-physique des gradients dans l’interface au cours du
temps. Enfin, l’implémentation d’un modèle d’évaporation de la phase liquide offrirait la pos-
sibilité de simuler des problèmes de combustion diphasique. Un premier modèle, basé sur les
travaux de Chiapolino et al. (2017), a déjà été implémenté mais n’a pour l’heure été validé que
sur des cas 1D (voir annexe B).
Au delà des applications de cette thèse, les développements réalisés ouvrent de nouveaux
champs d’applications au code AVBP. En particulier, le schéma numérique de Godunov devrait
permettre d’améliorer grandement le traitement de problèmes physiques en présence de chocs
comme les cas d’explosion. La méthodologie aux interfaces diffuses offre, quant à elle, non-
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seulement la possibilité de simuler des configurations à basse-vitesse comme celles de cette thèse
mais, aussi des problèmes à hautes vitesses et/ou à fortes pressions. La Figure 4.54 fournit un
exemple de premiers résultats obtenus sur une configuration de ce type.
(a) AVBP (b) Chiapolino et al. (2017)
Figure 4.54 – Fragmentation d’un jet d’oxygène liquide par un écoulement coaxial d’azote à




Ce travail de thèse a pour objectif d’étudier les phénomènes physiques en jeu dans les
injecteurs de type Airblast avec préfilmeur et de développer des outils numériques pour faciliter
leur caractérisation. Pour répondre à cette problématique, celui-ci s’est articulé selon trois axes
correspondant à trois approches de modélisations différentes.
Le premier axe a consisté à réaliser des simulations numériques haute fidélité pour étudier
la dynamique d’écoulement du film liquide et d’atomisation primaire dans deux configurations
académiques d’injecteurs de type Airblast avec préfilmeur. Bien que ce type de simulation
constitue un outil très intéressant pour analyser finement les phénomènes physiques, les coûts
de calcul associés sont bien souvent rédhibitoires avec les moyens de calcul actuels. La première
partie du travail a donc consisté à développer une stratégie permettant de reproduire fidèlement
l’écoulement du film liquide et des processus d’atomisation primaire tout en conservant un coût
de calcul acceptable. Cette dernière est basée sur l’hypothèse que la conservation du rapport
des flux de quantité de mouvement, d’un nombre de Weber basé sur la hauteur de film liquide
ainsi que des rapports des viscosités dynamiques et des masses volumiques suffit pour décrire
ces phénomènes physiques. L’échelle de longueur visqueuse δv est alors légèrement augmentée ce
qui diminue le nombre de Reynolds de l’écoulement gazeux et réduit le coût de calcul nécessaire
pour réaliser la simulation numérique directe de la turbulence dans l’écoulement gazeux. Cette
stratégie a, ensuite, été appliquée pour simuler la configuration expérimentale de Gepperth
et al. (2012) constituée d’un préfilmeur sur lequel se développe un film liquide entouré d’un
écoulement gazeux à haute vitesse. Les résultats obtenus se sont montrés en très bon accord
avec les expériences, permettant non-seulement de valider notre stratégie de calcul mais aussi
d’étudier les phénomènes physiques en jeu dans ce type de configuration. La géométrie du
préfilmeur a, par la suite, été modifiée pour simuler une configuration de marche. Après une
validation du processus d’atomisation primaire avec la littérature, ce dernier a été comparé à
celui observé dans la configuration de Gepperth et al. (2012). Cette analyse a mis en lumière
l’impact important de la géométrie du préfilmeur sur le phénomène d’atomisation primaire. En
particulier, il a été constaté que l’absence d’écoulement en dessous du préfilmeur dans le cas de
la marche est à l’origine d’une disparition du phénomène d’atomisation par formation de sac
de liquide ("bag breakup") et, d’une diminution de l’étirement des ligaments conduisant à une
fragmentation du liquide en gouttes plus grosses. En outre, contrairement à la configuration
de Gepperth et al. (2012), où la formation d’un réservoir de liquide au niveau du bord du
préfilmeur décorrèle la survenue des évènements d’atomisation primaire de la dynamique du
film liquide, l’apparition de l’atomisation dans la configuration de marche est directement liée
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à l’arrivée d’une instabilité primaire du film au niveau du bord d’atomisation.
Le second axe de ce travail de thèse s’est concentré sur le développement d’une approche
faiblement coûteuse pour permettre le calcul d’un spray dans une configuration industrielle
d’injecteur de type Airblast avec préfilmeur. Elle se base sur une représentation Lagrangienne
de la phase liquide ainsi que sur un ensemble de modèles phénoménologiques qui offrent une
description simple des phénomènes tels que la traînée des gouttes du spray, leur rétro-action
sur la phase gazeuse, l’écoulement du film liquide, l’atomisation secondaire des gouttes ou
encore l’atomisation primaire du liquide au niveau de la lèvre du préfilmeur. Une attention
particulière a été portée à la modélisation de ce dernier phénomène. Après une discussion autour
des différents modèles phénoménologiques disponibles dans la littérature, le modèle Automatic-
PAMELA a été développé, calibré puis, validé sur la configuration académique de Gepperth
et al. (2012). Ce modèle se présente comme une extension du modèle PAMELA de Chaussonnet
et al. (2013), Chaussonnet (2014), Chaussonnet et al. (2016) qui, grâce à une expression locale
et une détermination automatique de toutes les grandeurs d’entrée, rend possible la simulation
de configurations complexes. L’approche phénoménologique a ensuite été utilisée pour simuler
un injecteur aéronautique de type Airblast avec préfilmeur. Une comparaison avec des mesures
expérimentales issues d’une analyse PDPA a démontré la capacité de la méthode à prédire la
taille caractéristique des gouttes ainsi que leurs dynamiques dans le spray.
Le troisième, et dernier, axe de ce travail de thèse avait pour objectif de doter le code com-
pressible AVBP d’une méthodologie générique capable de traiter tous les types d’écoulements
liquide-gaz sans connaissance a priori des phénomènes physiques en jeu. La méthode choisie se
base sur une approche multifluides aux interfaces diffuses. Son développement a nécessité un
travail autour de trois éléments : la définition d’un système d’équations, l’implémentation d’une
fermeture thermodynamique spécifique et le développement d’un schéma numérique capable de
gérer les forts gradients dans la zone d’interface liquide/gaz. Un système à 4 équations, dont
la formulation est proche des équations d’Euler, a tout d’abord été sélectionné pour décrire
l’écoulement multiphasique. Sa facilité d’intégration dans le code AVBP ainsi que la possibilité
dans le futur de le coupler avec des modèles de combustion sont les raisons principales qui ont
motivé ce choix. La fermeture thermodynamique Noble-Able-Stiffened-Gas (NASG) a ensuite
été implémentée pour décrire le comportement des fluides à la fois en phase liquide et en phase
gazeuse. La nécessité d’éviter la diffusion numérique des forts gradients au niveau de l’interface
tout en assurant la stabilité des calculs a, finalement, encouragé le développement dans le code
AVBP d’un schéma numérique de Godunov. Après un important travail algorithmique pour
implémenter une méthode de reconstruction MUSCL dans un contexte parallèle, ce schéma
numérique spatial a été couplé avec un schéma temporel de Runge-Kutta à trois étapes puis,
a fait l’objet de validations sur des cas 1D et 2D. Les termes diffusifs (viscosité, diffusion des
espèces, conduction thermique) ainsi que la force de tension surface ont ensuite été ajoutés au
système d’équations puis, validés à l’aide de trois cas tests 2D diphasiques. La méthodologie
aux interfaces diffuses a, pour finir, été utilisée pour réaliser des simulations 2D d’un film li-
quide cisaillé et d’un processus d’atomisation Airblast avec préfilmeur. Bien que perfectibles,
les premiers résultats obtenus soulignent la capacité de la méthode à simuler des phénomènes
proches de ceux rencontrés dans les configurations d’injecteurs de type Airblast avec préfilmeur.
Finalement, les trois approches de modélisation proposées dans cette thèse forment un en-
semble d’outils complémentaires pour caractériser les injecteurs de type Airblast avec préfilmeur
selon le degré de précision nécessaire. Ainsi, l’approche haute fidélité paraît particulièrement
adaptée pour résoudre des problèmes de conceptions fines comme, par exemple, l’optimisation
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de l’épaisseur de la lèvre du préfilmeur en fonction des caractéristiques du spray souhaitées.
L’approche phénoménologique, qui ne permet pas de réaliser des simulations avec une telle
précision, tire cependant avantage de son faible coût qui offre la possibilité de l’utiliser dans
des configurations complexes. Elle pourra être adoptée dans l’avenir pour caractériser d’autres
injecteurs industriels voire être intégrée dans un calcul complet de chambre de combustion.
Toute la chaîne de phénomènes allant de l’injection du carburant à sa combustion pourra ainsi
être modélisée dans un même calcul, permettant notamment d’observer les interactions entre
la flamme et le spray. L’approche aux interfaces diffuses constitue, quant à elle, un outil très
intéressant. D’un côté, elle offrira la possibilité de réaliser des simulations haute fidélité d’ato-
misation dans des configurations simples tout en y incluant des phénomènes physiques tels que
l’évaporation des gouttes et la combustion du carburant. Tandis que d’un autre côté, elle per-
mettra de développer une approche hybride dans laquelle l’atomisation primaire du liquide sera
simulée par l’approche aux interfaces diffuses puis, les structures formées seront transformées
en gouttes Lagrangiennes pour limiter le coût des calculs. Cette stratégie permettra ainsi d’ob-
tenir un outil générique, et notamment non dépendant du choix d’un modèle phénoménologique
d’atomisation primaire, pour caractériser finement des injecteurs tout en conservant un coût
de calcul raisonnable. Pour atteindre ces objectifs, certaines améliorations devront cependant
être réalisées à court terme. Tout d’abord, le fonctionnement en parallèle de l’algorithme du
schéma numérique de Godunov devra être optimisé pour pouvoir réaliser des cas 3D pour un
coût de calcul acceptable. Une méthode devra, ensuite, être développée pour limiter la diffusion
de l’interface, notamment dans les cas impliquant de faibles vitesses d’advection de l’interface.
Un travail spécifique sera notamment nécessaire pour améliorer la modélisation de la turbulence
non-résolue et de la diffusion des espèces dans la zone d’interface. Enfin, il faudra poursuivre
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Figure B.1 – Comparaison des résultats obtenus avec (ligne pointillée) et sans (ligne pleine)
évaporation en utilisant le solveur de Riemann HLLC MUSCL d’AVBP (rouge) avec ceux de
Chiapolino (bleu) pour un cas de tube à choc diphasique avec l’air en proportions majoritaires.
La ligne en pointillés représente la condition initiale : Pl = 2.105 Pa, Pr = 1.105 Pa, Ul = Ur = 0
m.s−1, Tl ≈ 354 K, Tr ≈ 337 K, Y1,l = Y1,r = 0.1, Y2,l = Y2,r = 0.2 et Y3,l = Y3,r = 0.7. Maillage :
100 éléments. Temps final : 1 ms.
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Figure B.2 – Comparaison des résultats obtenus avec (ligne pointillée) et sans (ligne pleine)
évaporation en utilisant le solveur de Riemann HLLC MUSCL d’AVBP (rouge) avec ceux de
Chiapolino (bleu) pour un cas de tube à choc diphasique avec l’air en proportions majoritaires.
La ligne en pointillés représente la condition initiale : Pl = 2.105 Pa, Pr = 1.105 Pa, Ul =
Ur = 0 m.s−1, Tl = Tr = 293 K, Y1,l ≈ 1.073.10−2, Y1,r ≈ 1.186.10−3, Y2,l ≈ 9.263.10−3,
Y2,r ≈ 1.881.10−2, Y3,l = Y3,r = 0.98. Maillage : 100 éléments. Temps final : 1 ms.
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Figure B.3 – Comparaison des résultats obtenus avec (ligne pointillée) et sans (ligne pleine)
évaporation en utilisant le solveur de Riemann HLLC MUSCL d’AVBP (rouge) avec ceux
de Chiapolino (bleu) pour un cas de tube à choc diphasique avec le liquide en proportions
majoritaires. La ligne en pointillés représente la condition initiale : Pl = 2.105 Pa, Pr = 1.105
Pa, Ul = Ur = 0 m.s−1, Tl = Tr = 293 K, Y1,l ≈ 0.9999899, Y1,r = 0.9999898, Y2,l = 9.45.10−8,
Y2,r = 1.919.10−7, Y3,l = Y3,r = 10−5. Maillage : 100 éléments. Temps final : 1.5 ms.
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Annexe C
Solveur de Riemann : Gestion des
interfaces entre processeurs
Les interfaces entre les processeurs ont fait l’objet d’un travail important pour permettre
un échange performant et à faible coût mémoire des données nécessaires au fonctionnement du
solveur numérique.
La Figure C.1 illustre une configuration typique au niveau d’une interface entre deux pro-
cesseurs. Elle permet d’observer que le volume dual se retrouve coupé en deux. Pour fermer
le volume de contrôle, les processeurs P1 et P2 doivent donc échanger les contributions à la
somme des flux des faces qui leur appartiennent. Lorsque le schéma de Godunov est résolu avec
un solveur de Riemann à l’ordre 1, cette opération ne pose pas de problème particulier. En
effet, chaque processeur calcule directement les contributions des faces qui lui appartiennent
en utilisant uniquement les valeurs des variables conservatives aux différents sommets de ses
cellules, puis, les sommes des contributions stockées aux noeuds frontières sont simplement
échangées et additionnées. Pour chaque noeud frontière i, l’opération peut être résumée par la
formule suivante :  Nf∑
f=1














A l’ordre 2, l’utilisation des gradients amont et aval dans la procédure de reconstruc-
tion MUSCL nécessite de compléter l’opération par un échange préalable des gradients aux
centres des cellules. Le code AVBP étant conçu pour échanger des valeurs entre les noeuds, la
stratégie proposée consiste à écrire les gradients dans un tableau localisé aux noeuds, appelé
"exchange_grad", puis, à échanger des valeurs entre les processeurs par une addition des ta-
bleaux de chaque côté de la frontière. La Figure C.2 illustre l’étape de recopie des gradients au
niveau du noeud i séparé par deux processeurs. Dans le cas de la Figure C.2, l’étape d’échange
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Figure C.1 – Volume dual construit sur un maillage triangle et séparé par la frontière entre
les processeurs P1 et P2.
s’écrit :
























































Figure C.2 – Illustration de la recopie au niveau du noeud i des gradients calculés au centre
des cellules C1 à C7.
La définition du tableau exchange_grad a fait l’objet d’une attention particulière car sa taille
peut rapidement devenir très importante et engendrer des dépassements mémoires. Des travaux
d’optimisation, encore perfectibles, ont donc été conduits et ont amené à la taille de tableau
suivante :
Nvar ×Ndim ×Nmax neighbor cells ×Nneighbor proc ×Ninterf nodes
avec,
• Nvar : nombre de variables à reconstruire (i.e. nombre de variables primitives + nombre
d’espèces transportées).
• Ndim : nombre de dimension.
• Nmax neighbor cells : nombre maximum de cellules environnant un noeud dans le domaine
de calcul.
• Nneighbor proc : nombre de processeurs voisins au processeur où le tableau est alloué.
• Ninterf nodes : nombre de noeuds frontières du processeur où le tableau est alloué.
La définition uniquement sur les noeuds d’interface Ninterf nodes, et non sur tous les noeuds du
processeur, permet en particulier de réduire la taille du tableau de façon importante. Cependant,
elle constitue une spécificité pour le code AVBP ce qui pose actuellement des difficultés de
compatibilité avec les routines permettant l’échange des données entre les processeurs. Pour
pallier ce problème, l’échange des données contenues dans tableau exchange_grad est sous-
cyclé :
1. Une partie du tableau exchange_grad est recopiée dans le tableau Snnode_exchange_grad
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qui est plus petit mais défini sur tous les noeuds du processeur.
2. L’échange et l’addition des valeurs contenues dans le tableau Snnode_exchange_grad
provenant des différents processeurs est réalisé.
3. Le tableau Snnode_exchange_gradmis à jour est recopié dans le tableau exchange_grad.
4. Les étapes 1, 2 et 3 sont répétées jusqu’à ce que tout le tableau exchange_grad ait été
mis à jour.
Bien que cette stratégie permette d’éviter les dépassements de mémoire, elle provoque une
dégradation des performances d’exécution du code AVBP. Le ralentissement n’est pas signi-
ficatif dans les cas 2D mais devient problématique dans les cas 3D où la taille du vecteur
exchange_grad est importante. A terme, les routines permettant l’échange des données entre
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