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and their Orlicz-norm counterparts
with an N-function M, power, power-logarithmic and power-exponential weights ω ρ, holding on suitable dilation invariant supersets of C ∞ 0 (R + ). Maximal sets of admissible functions are described. This paper is based on authors' earlier abstract results and applies them to particular classes of weights.
Introduction
We study the validity of Hardy type inequalities
for specific classes of weights ω ρ being of power, power-logarithmic and power-exponential type, where M is an N-function satisfying the ∆ 2 -condition. The symbol · L M (R+ ρ) denotes the Luxemburg norm of Orlicz space L M equipped with the weight ρ.
This work is a continuation of our previous papers [16] and [18] , where we have found sufficient conditions for the validity of (1) and (2) for general weights. While in the aforementioned papers we have developed abstract theorems, now we use these abstract tools to construct inequalities primarily for weights being power functions, but also for power-logarithmic and power-exponential weights. Our results are twofold. First, we find conditions for the validity of (1) and (2) in specific classes of measures. Then, in most cases, we find the precise description of sets of functions for which (1) holds. These sets R depend on the measure µ, the weight ω, and the N-function M, they are dilation invariant (i.e.
∈ R whenever ∈ R) and they contain C ∞ 0 (R + ). To the best of our knowledge an approach permitting to describe optimal sets for the validity of Hardy type inequalities has been missing so far. We also address the problem of nonexistence of inequalities, and in particular we are able to precisely determine which power weights allow for the inequalities in question.
To link our approach with the results from the literature, let us list several issues.
(i) Inequalities on sets containing Hardy transforms. Many papers stemming from the seminal Muckenhoupt's work [28] ask about the validity of (1) see e.g. [1, 19, 23, 25, 31] .
(ii) Inequalities on supersets of C ∞ 0 (R + ). Some other papers are concerned with inequalities on supersets of C ∞ 0 (R + ). See [29] and also the paper [20] for related questions on domains Ω ⊂ R .
(iii) Inequalities for power, power-logarithmic and power-exponential weights. Inequalities with power weights can be found in [4, 5, 15, 31] and among references therein. These inequalities are a special case of the celebrated CafarelliKohn-Nirenberg inequalities on R obtained in [6] . Some results dealing with inequalities within logarithmic weights can be found in [31] ; papers [3, 30] derive some inequalities for the Gaussian measure.
(iv) Inequalities in the form (1) with C 1 > 0. The typical Hardy inequalities correspond to C 1 = C 1 = 0. In many cases, inequalities with C 1 = C 1 = 0 are not valid, but yet they are true with C 1 C 1 > 0. Examples are provided in the present paper. See e.g. [4, 5, 29] .
In the current work, we focus on issues (ii), (iii) and (iv), mentioning that the sets of functions admissible in our inequalities can be proper supersets, as well as proper subsets of sets of Hardy transforms [16] .
The method we use and the conditions we need to check are somewhat less complicated in the case of homogeneous N-functions M(λ) = λ and one could be tempted to prove the theorems just for the L spaces, and then to argue by a Marcinkiewicz-type argument to get general statements for Orlicz spaces, see e.g. [9, Section 4] . However, there are drawbacks of this approach: first, the modular expressions we estimate are nonlinear. Second, using our approach we get a precise description of the sets for which the desired inequalities hold. Such a description would not be possible using interpolation: in particular, the sets R given by (8) might not be linear subsets of W
The N-functions we consider satisfy the ∆ 2 -condition. Orlicz spaces related to those functions are separable; they are reflexive when both M and its Legendre conjugate M * (λ) = sup
>0
(λ − M( )) satisfy the ∆ 2 -condition [21] .
In this paper, we are concerned with obtaining Hardy type inequalities for their own virtue. The applicability of this kind of inequalities ranges from the apriori estimates in the regularity theory to certain functional-analytic inequalities, and other topics in harmonic analysis.
For example, it is known [32, 35] that Hardy type inequalities can be used to study both the existence and the asymptotic behaviour of solutions of the nonlinear heat equation. Weighted Hardy inequalities imply Sobolev type inequalities in the Orlicz setting, see [9, Theorem 3.1] and its proof, certain interpolation inequalities for derivatives of GagliardoNirenberg type, see e.g. [7, 8, 14, 17] , and also the logarithmic Sobolev inequality [2] . For main motivations to investigate the embeddings in Orlicz spaces we refer for example to [9, 12] . Hardy type inequalities can be applied in the real interpolation theory as well [10] .
For various weighted Hardy type inequalities the reader can consult the books [19, 22, 24, 26, 27, 31] and references therein.
Notation and preliminaries about Orlicz spaces

Basic notation
In the sequel we assume that −∞ ≤ < ≤ +∞ are two given numbers (possibly infinite). We use the convention sup ∅ = −∞, inf ∅ = +∞, /∞ = 0. When is a function (defined on A), then χ A is the function extended by 0 outside A. By + and − we denote the positive and negative parts of a number ∈ R, i.e. + = max (0 ), − = max (0 − ). By a lower case letter we denote a positive constant whose exact value is irrelevant and can change even within the same line.
If ρ is a locally integrable nonnegative function on ( ), by W 1 (( ) ρ) we denote the completion of the set
N-functions and Orlicz-Sobolev spaces
We start by recalling some known facts about Orlicz spaces, referring to [21, 33] for details.
for all λ > 0 and a universal positive constant C . 
This norm is complete and turns
The weighted Orlicz-Sobolev space
is by definition the completion of the set
Note that if the weight function ρ is separated from zero on each compact subset of ( ), then
in the topology induced by the seminorm
Let R be an arbitrary subset of measurable functions. By
loc ( ) and ρ is separated from zero on each compact subset of ( ), we have W
Analogous notation is used for classic Sobolev spaces.
Throughout the paper, we will be assuming the following condition.
Note that the left-hand side inequality in (4) is always satisfied with M = 1 because M is convex. The validity of the right-hand side inequality in (4) in the class of differentiable functions is equivalent to the fact that M satisfies the ∆ 2 -condition. See [11, 13, 21, 34] for further discussion in this direction.
Inequalities (4) result in the estimates
M( λ) ≤ max ( M D M )M(λ) = ( )M(λ) M( λ) ≥ min ( M D M )M(λ) = ( )M(λ) valid for every λ > 0, > 0, see e.g. [16, Lemma 4.1, part iii].
Summary of results for general weights
In papers [16] and [18] , we have studied inequalities
as well as
where ω and were two given weight functions, M satisfied (M).
Now we describe theorems concerning inequalities (5) and (6), considering separately the case with both constants C 1 C 2 positive (subsection 3.1, based on [18] ), and the case where C 1 = C 1 = 0 (subsection 3.2, based on [16] ).
Inequalities with three terms
Assumptions
Suppose −∞ ≤ < ≤ +∞ are given, and consider two measurable functions ω defined on ( ). Our statements will rely only on the behaviour of ω and M near the endpoints of the interval ( ), and therefore we introduce the following conditions:
is measurable on ( ) and of class C 2 in some neighbourhood of ; does not vanish in some neighbourhood of ,
is locally bounded on ( ) and of class C 1 in some neighbourhood of ; ( + ) is measurable on ( ) and of class C 2 in some neighbourhood of ; does not vanish in some neighbourhood of ,
is locally bounded on ( ) and of class C 1 in some neighbourhood of .
By a neighbourhood of ∞ (resp. −∞) we understand any halfline (R ∞) (resp. (−∞ R)).
To state our conditions, we need to introduce the following quantities:
then the conditions ( − ) and (ω − ) (resp. ( + ) and (ω + )) are automatically fulfilled. We define the following function, which will be important in describing sets of functions for which (5) and (6) hold true:
After having introduced the function W , we define the following sets of functions:
Observe that every set R + R − contains C ∞ 0 ( ) as a proper subset. Moreover, the sets R + and R − are dilation invariant, where by a dilation invariant set we mean such a set that λ ∈ R whenever ∈ R, λ > 0. For = 1 2, the following conditions will be considered:
Presentation of inequalities
We have the following theorem [18, Theorem 3.1].
Theorem 3.1.
Let −∞ ≤ < ≤ +∞ be fixed numbers, let M be a function satisfying (M), µ( ) = e − ( )
. Suppose further that ω are such measurable functions that ω is locally bounded and at least one of conditions:
holds, and at least one of conditions:
for every in the class W
Maximality of the sets of admissible functions
Under additional assumptions, we can precisely describe maximal subsets of W 1 1 loc (( ) e − ) for which inequalities (5) and (6) hold. This is described in the fact stated below.
Proposition 3.2 ([18, Proposition 3.6]).
The following statements are true. 
Some additional comments
We have the following remark about the sets of functions admissible in inequalities (10) and the more general ones (5). It complements our Proposition 3.2. Indeed, in such a case we have M(ω( ) ( )) ≥ | ( )|e ( ) , where is sufficiently close to , with some > 0. Consequently, for some neighbourhood I( ) we have
Therefore the assertion follows.
Open question.
It is an open question to determine what sets of functions are optimal for inequalities (5) and (10), when I( ) | ( )| < ∞.
We will also need a proposition concerning inequalities for Orlicz norms.
Theorem 3.4 ([18, Theorem 3.3]).
Let M be an arbitrary N-function, let µ be an arbitrary Radon measure on ( ), and let R be such a dilation invariant set of locally absolutely continuous functions that
holds for every function belonging to R. When C 1 = 0, then C 1 = 0 as well.
Inequalities with two terms
Further we discuss conditions assuring the validity of inequalities
Assumptions
For given −∞ ≤ < ≤ +∞ and two measurable functions ω defined on ( ), we introduce global conditions:
and numbers
Definition 3.5 (condition (A )).
We will say that (A ) is satisfied, = 1 2, when L < ∞ and > 0.
The following will constitute the sets of functions admissible for our inequalities:
where W is the function introduced in (7).
Presentation of inequalities
We will use the following result.
Theorem 3.6 ([18, Theorem 2.1]).
Suppose that M ω satisfying (M), ( ), (ω) are such that condition (A ) for ∈ {1 2} holds true. Then
for every ∈ R , where C = (LD 
Inequalities with power weights
We consider the inequalities
and their counterparts in Orlicz norms
We assume that α β ∈ R, belongs to an appropriate set W ⊂ W
, and we require that constants C 1 C 1 ≥ 0, C 2 C 2 > 0 do not depend on ∈ W . In such case we just say that "inequality (11) (resp. (12)) holds for α β". By saying "the inequality does not hold" we understand that it does not hold on C ∞ 0 (0 ∞). Inequalities of the form (11) with M(λ) = λ , for functions that vanish at the endpoints of the interval (0 ∞) were obtained by Brown and Hinton in [4, 5] .
We start with a simple property, which will be used several times in this section.
Lemma 4.1.
Suppose that the inequality (11) for α β ∈ R holds with constants C 1 ≥ 0, C 2 > 0 independent of ∈ C ∞ 0 (0 ∞). Then there exists a constant K > 0 such that for every > 0,
Proof. Using the classical convolution technique and a density argument, we see that if (11) were true for ∈ C ∞ 0 (0 ∞) with C 1 = 0, C 2 > 0 (resp. C 1 > 0, C 2 > 0) it would also hold for compactly supported and Lipschitz with the same constants.
Consider the function ( ) = max (0 min (1 −| − 2 5| + 1 5)). Then ( ) ≡ 0 for / ∈ (1 4), ( ) ≡ 1 for ∈ (2 3), and in between it is linear with slope ±1. For > 0 let ( ) = ( / ). Suppose (11) is true with C 1 = 0. Then it can be applied to , giving
when C 1 = 0, and
when C 1 > 0. We have
Inserting these estimates into (13) (resp. (14)) we get for all > 0,
with some positive constant K > 0.
We will separately work out the cases −1 < α < 0, α = −1, α = 0, α > 0, α < −1.
Case 1: −1 < α < 0
When α ∈ (−1 0), inequalities (11) hold true as long as β / ∈ [|α| M − 1 |α|D M − 1]. We are also able to determine the maximal set of for which (11) holds. These statements are consequences of Theorem 3.1 and Theorem 3.6. We have the following result.
Theorem 4.2.
Suppose that M satisfies (M) and that α ∈ (−1 0). Then we have:
(i) Inequality (11) with C 1 = 0 does not hold.
(ii) There exist positive constants C 1 C 2 such that inequalities (11) and (12) hold for all ∈ W (α β) = W , where
Proof. (i) Assume that (11) holds true with C 1 = 0. From Lemma 4.1 we get that there exists K > 0 such that for all
On the other hand, since M( )/ is nondecreasing and α > 1/ for > 1, we get that M( α ) ≥ α+1 M(1/ ) for all > 1. This contradicts (15) .
(ii)-(iii) We apply Theorem 3.1, with = 0, = +∞, ω( ) = α and ( ) = −β ln . Since α < 0, it follows that (K + ) is satisfied, therefore we only have to check the assumptions near zero. We consider separately the cases: β > 0, β < 0, β = 0. Note that in all three cases we have L − < ∞.
Case β > 0. In this case F = R + and G = ∅. Hence,
Therefore the assumptions of Theorem 3.1 are satisfied when
• β > |α|D M − 1 (then we have (B1 − )), or
• β < |α| M − 1 (then we have (B2 − )).
As in this case ( ) = −β/ < 0 and 0 | | = ∞, according to Proposition 3.2, parts i ) and (ii), the sets W are maximal possible. The proof in the case β > 0 is complete.
Case β < 0. In present case for every λ > 0 we have F = ∅, G = R + , therefore
The assumptions of Theorem 3.1 hold when
Now we have ( ) = −β/ > 0 and 0 | | = ∞, therefore the optimality of sets W of admissible functions can be deduced from Proposition 3.2, parts i ) and (ii), as before.
Case β = 0. Inequality (11) for β = 0 is obtained by a limit procedure. We need to show that the result extends to the case β = 0 in two situations when β = 0 < |α| M − 1 and β = 0 > |α|D M − 1. We start with an analysis of the case β = 0 < |α| M − 1. This will be done in two steps.
Step 1. First, we will determine the constants in (11) 
We now employ Theorem 3.6 on a finite interval ( ) = (0 2) to weights ω( ) = α , ( ) = −β ln . An easy verification shows that 1 is admissible for that inequality. We have L(0 2) = 2 α+1 /β , 2 = −(1 + 1/β + α M /β ), and so in that case we get
with the constant C (18) and (19) we obtain (11) with
Step 2. We finish the proof. Take ∈ W 1 M (0 ∞) such that lim inf →0 M( −1 | ( )|) = 0 and ( ) = 0 for large . Then also ∈ W (α β ) for any β > 0. It follows that when 0 < β < |α| M − 1, then such satisfies the inequality
where constants C 1 (α β ) and C 2 (α β ) are given by (20) . Fatou's lemma and (21) give
The mapping → ( ), and consequently → C 1 (α ), → C 2 (α ) are continuous, and is equal to 0 for large , therefore we can use the Dominated Convergence Theorem to get
with constants C 1 = C 1 (α 0), C 2 = C 2 (α 0). As the resulting constant does not depend on the size of the support of , the assumption ( ) = 0 for large can be removed by truncation. For ∈ W (α 0), take N = φ N , where φ N ( ) = φ( /N), φ( ) = max (min (− + 1 1) 0), apply (11) to N (which belongs to W (α 0), too), and then pass with N to infinity, using the Dominated Convergence Theorem.
Maximality of the set of admissible functions is clear, too. Indeed, for any function
= ∞ and so inequality (11) is not possible.
In the case β = 0 > |α|D M − 1 we proceed similarly. First, we establish the value of the constants C 1 (α β ) and C 2 (α β ) when β > 0 and we check that the constants do not blow up when β → 0. This is again done by an application of Theorem 3.6  with the only difference that now 1 , not 2 , is positive on the interval (0 2). Now for β > 0 we have
(without any condition concerning the rate of decay at zero) and the rest of the argument is almost identical.
Case 2: α = −1
This is the only case that permits for (11) and (12) 
holds for any ∈ W = W 0 (−1 β) where
These sets are maximal possible subsets of L 1 M ((0 ∞) β ) for which (22) holds.
Proof. When β = 0, then the inequality is proven similarly as Theorem 4.2, (ii)-(iii), but in this case we apply Theorem 3.6. The argument goes as follows. a) When β > D M − 1, then we check that assumption (A 1 ) in Theorem 3.6 is fulfilled. In this case Theorem 3.6 gives that the inequality holds for ∈ R 1 , where
thus also for every ∈ R 1 , where
with the same constant C 2 . W is given by (7) and in the present case we have
Maximality of this set follows as before:
β ≥ κ/(2 ) and the integral on the left-hand side of (22) is infinite.
b) In the range β < M − 1, we need to distinguish three cases: 0 < β < M − 1, β < 0, and β = 0.
b1) When 0 < β < M − 1, then (A 1 ) is satisfied, and so by Theorem 3.6 and an argument similar to that above, (22) holds for ∈ R 2 , where
With W being nonnegative we see that W 0 (−1 β) ⊂ R 2 and so ( (22) with β holds for , with constant
we have used the Dominated Convergence Theorem in the last line.
To remove the bounded support assumption, for ∈ W 0 (−1 0) we consider N ( ) = ( · φ( /N)), where, as before, φ( ) = max (0 min(2 − 1)). We have (22) for N , then Fatou's lemma and the Dominated Convergence theorem let us take the limit N → ∞. Maximality of W in all cases b1), b2), b3) follows similarly as in a).
When β > D M − 1, we can also obtain the statement as in Theorem 4.2: an inequality whose right-hand side depends on as well as on , for functions in the Sobolev space W 1 M (0 ∞), but without any condition concerning the decay at infinity. More precisely, we have the following. 
This theorem is proven similarly as Theorem 4.2 (ii) for the case β > 0.
Remark 4.5.
Our methods are not suitable for treating the cases β ∈ [|α| M − 1 |α|D M − 1]. In general, we cannot expect to have (22) and (11) in all the missing cases. We can show that when M(λ) = λ , > 1, α ∈ [−1 0), β = |α| − 1, then inequality (11) does not hold. See the example below.
Case 3: α = 0
Inequality (11) holds trivially with C 1 > 0 (namely C 1 = 1), but there is no β ∈ R for which it holds with C 1 = 0. We prove it below.
Proposition 4.7.
Suppose M satisfies (M) and let β ∈ R. Then there is no C 2 > 0 such that
Proof. Suppose (25) is true for some nonzero ∈ C ∞ 0 (0 ∞). Apply it to ( ) = ( ), and substitute = , obtaining Proof. If (11) were true, then Lemma 4.1 would imply
with some positive constant K > 0. For α < −1 we get a contradiction by letting → 0, by an argument similar to that in the proof of Theorem 4.2. For α > 0 we obtain a contradiction by letting → ∞.
Applications to power-logarithmic and power-exponential weight functions
By a simple argument we can extend the results of previous section to weights that for small arguments are comparable to power-functions. We present here some possible extensions, not performing a systematic analysis as in the previous section. We have the following proposition. 
Remark 5.3.
Consider ω( ) = α ln δ (2 + ), ρ( ) = β ln γ (2 + ). When α < −1 or α > 0, β δ γ ∈ R, then inequality (9) is not possible, which is proven using the same test functions as in the case δ = 0, γ = 0 in Section 4.
