Abstract-Cloud computing uses internet data centers to host applications and data storage. Cloud computing resources and services are offered to customers on pay-per-use model while the quality of the offered resources and services are defined using service level agreements also known as SLAs. Unfortunately, there is no standard mechanism to verify and assure that services delivered by the cloud provider satisfy the SLA agreement in an automatic way. To fill this gap we propose a framework for SLA assurance, which can be used by both cloud providers and cloud users. The proposed framework assesses performance of cloud applications with and without introducing system and component failures and then helps to resolve or mitigate failures to assure the required quality of cloud applications. The evaluation results obtained through simulations and using testbed experiments demonstrate good agreement with the design objectives.
I. Introduction
Cloud [1] is the new paradigm of delivering Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS) worldwide over the Internet [2] . In the cloud computing system, there are many players (see Fig. 1 ): Cloud service provider, cloud customer (which will be a service provider for end customers), network service provider and end customers. Cloud service provider offers services to the high tier cloud customer. The high tier cloud customer provides the cloud services to end customers through network services provider. SLA is the part of a contract which defines exactly what services a service provider will provide and the required level or standard for those services. This contract is needed to be accepted, negotiated and agreed between the two sides, the cloud customers and the cloud providers. Example of SLA is a part of the contract between a business company and its information technology supplier. Cloud data center is the house of cloud computer systems and associated components such as cloud networking infrastructure and cloud storage systems. Cloud data centers host a lot of hardware, which individual components may fail, affecting the performance of the whole system. Once a physical server, network or a virtual machine (VM) failure occurs [3] , it can affect degrading the performance of cloud applications or even halt their execution. This could lead to the violation of SLA. For each SLA violation the cloud service provider should pay to the cloud customer a predefined penalty [4] . [5] .
Unfortunately, there is no standard way to assess the quality of cloud application and automatically verify whether the observed quality is in line with SLA agreement. To address the aforementioned gap, we propose a unified quality assurance framework for cloud computing applications. SLA covers the uptime metric which guarantees apply and access to services and response times metric which is the quality and performance of services. Quality of Services (QoS) should be guaranteed all the time as the cloud providers mention in the SLA contract. The cloud customers have difficulties to verify on SLA compliance, so we need to evaluate these arguments between cloud providers and cloud customers to provide solutions to cloud providers if failure exist and provide an assurance of SLA QoS to cloud customer if services performance really working good all the time even if there are failures in data centers where the cloud services are hosted. During this paper work, 1) we provide an assessment to the SLA by assessing the applications performance and evaluating the failures effect on them. 2) We provide an assurance to the SLA between the cloud provider and the cloud customer by solving and mitigating the failures that appear in the cloud data centers and keep the applications working with good performance.
The paper is organized as follows: Section II presents the related work and comparison with previous work. Section III presents the proposed methodology to assure SLA. The performance evaluation and testing are in Section IV. We discuss the obtained experimental results in Section V. Section VI presents future work and conclusions.
II. Related Work
Roy et al. [4] introduce the KIM framework as a cloud controller. It aids in reducing service failures that happen due to SLA violations in the SaaS cloud data centers. During mitigation, they focused on workload and services availability. In this paper, the focus will be on services quality and performance. Sandpiper [3] system was introduced by Wood et al., for automated mitigation of increasing response time of the host physical machines and utilization in a virtualized data center due to workloads. Sandpiper system migration only depends on increasing of utilization threshold and does not depend on SLA violations. Shen et al. [6] introduced the CloudScale system which makes a proactive forecasting for the upcoming SLA violation by using a Markov chain based state space approach. The framework proposed in this paper detect SLA violations by measuring the cloud applications performance metrics. Shyam Wagle in [7] introduced the SLA assured brokering framework which matches the requirements of cloud customers with SLA provided by the cloud services provider. The author relied on external cloud auditing services without measuring any quality of services and he ranked the cloud services providers just based on the response time of cloud provider but our framework relies on measuring quality of services and performance metrics.
Unlike existing solutions, the proposed SLA assurance framework is based on evaluating performance of cloud applications and resolution of failures which may occur inside cloud data centers. Because of that, our framework is better where the focus is to ensure the delivery of a good quality services to cloud end users.
III. SLA Assurance Framework
SLA assurance framework is composed of five parameters: applications performance metrics, failures and SLA metrics as input parameters. The mitigation techniques and SLA assurance as output parameters. The framework in Fig. 2 can be used at design time (training steps and input parameters) and also at run time (operational steps and output parameters). Framework is considered as a reactive model because it works when SLA violations exist and this is the novelty in this framework.
The framework of SLA assurance is composed of the following steps that proposed in this paper work (see Fig. 2 ): 1) Identification of performance metrics: In this step, we identify a set of applications that hosted on the cloud data centers and provided to the cloud customers. Having identified the performance metrics for applications. Response, delay and end to end delay time are examples of applications performance metrics. 2) Classification and profiling: In this step, having classified the cloud applications into classes based on the usage of each application and the performance metrics of applications such as response time, delay time, end to end delay time and user to user time. Cloud applications classification is due to the huge amount of cloud applications are used. 3) Identify failures: In this step, having identified types of failures may happen in the cloud datacenters such as the network, physical hardware and software failures. 4) Applications sensitivity to failures: In this step, we measured and evaluated the applications performance during failures happen to get the applications sensitivity to failures. Sensitivity to failures is measured by measuring how failures affect the applications metrics. 5) Mitigation techniques: Having identified the most important system parameters and after relating them to the types of occurred failures, it becomes possible to select the most suited mitigation technique. Redundancy (e.g. application, device, protocol and data) and replacement are types of mitigation techniques. Redundancy techniques are used to mitigate failures because replacement techniques need a new hardware. 6) Application of mitigation techniques: In this step, we applied the mitigation techniques to resolve or mitigate the failures and with this step we can keep the applications working with good quality. 7) Performance evaluation: Having applied the selected mitigation technique, the system keeps monitoring the application to ensure its performance is restored to the desired level. If it is not achieved and application still underperforms, step 5 should be repeated again and another, more radical, mitigation technique should be selected an applied. The aforementioned seven steps are performed and help to build knowledgebase for, assessment the cloud applications and SLA assurance. Then, the performance of cloud applications is constantly monitored during runtime and whenever a failure occurs, the obtained knowledgebase is used to classify it and find the most suitable mitigation technique. Table I provides classification to cloud applications and failures that affect performance of cloud applications. It presents the applications classes tested and a real frequently used examples for each class of applications. We show in the table the important metrics for each class where we used those metrics to evaluate the performance of each class of applications. Finally, we explain the failures which have the most effect on each class of applications in addition to the problems that cause those failures. 
IV. Performance Evaluation and Testing
The performance evaluation has been performed using simulations and testbed experiments. For this, we identified five most representative classes of cloud application: web browsing, file transfer, distribute computing, realtime and highly interactive applications. We identified the metrics for those classes of applications. We identified also the failures may occur inside cloud data centers. Network failures represent about 60% of the failures inside the cloud data center [8] , and that is why we will focus on it on this work. Cloud applications were tested in two ways. 1) Real testing scenarios. 2) Simulating the applications in the Network Simulator 2 (NS-2) [9] . NS2 is used because it is the underlying platform for the GreenCloud simulator [10] . GreenCloud simulator will be used in the future experiments for big cloud datacenter topology.
A. Simulation Setup
In the simulator testing scenarios, real-time applications are represented in the voice and video applications. To test each class of applications, we build a simulation topology on NS-2 for each class of applications and introduce failures to this topology by using the properties of the link on NS-2. We introduced the three kinds of failures: bandwidth degradation, increase of communication delay and high Bit Error Rate (BER) of the end-to-end link. Then we measured performance metrics of each class of applications by analysis the trace and log files produced by the simulation by using Perl scripting language. Fig. 3 shows topology for testing web application scenario. It consists of a web client, web server and a web cash between them. Web server communicates with the web client using HTTP over TCP protocol. Then, the resolution or miti- gating the failures in NS-2 is needed to guarantee the SLA QoS and response time and assure that the applications and services performance are good as mentioned in SLA document.
B. Mitigation of Failures
Redundancy techniques can be used to mitigate failures. There are four types of redundancy we can use them to mitigate and resolve the failures. This work investigates application of the following four types of redundancy techniques: protocol, application, device and data redundancy. We implemented the device and application redundancy by implementing the VM migration on NS-2 simulator to mitigate all the failures types. Data redundancy is the redundancy of the data bits on the same link and from the same source device without any physical redundancy. Forward error correction (FEC) technique was implemented on NS-2 to implement the data redundancy and we used it to mitigate the BER failure. For example, to mitigate failures in the web application testing topology, we added a new node and a redundancy link to migrate the processing from the link contain the failures to the new redundant link (see Fig. 4 ) and this represents the VM migration. While FEC technique has been applied on the same error-prone link. The bandwidth degradation and increase of communication delay on the end to end link were introduced to all classes of applications. BER was introduced only to real-time and highly interactive applications because it has no impact on other applications performance where they based on TCP protocol which contains automatically a packet correction. We mitigated the three failures by using VM migration and additionally FEC for BER failure. Fig. 5(a) shows that the performance of web application start degradation after 64 kb/s of bandwidth because response time becomes larger than the acceptable value. However for file and distributed applications they start degradation when the bandwidth close to 0 kb/s. Fig. 5(b) shows the impact of the VM migration on the performance of applications during the bandwidth decreasing failure. Once the value of the bandwidth reach to 64 kb/s the mitigation technique start working and migrate the processing to the VM. Then the response time return to decrease again and the performance of the applications increased.
C. Experimental Results

Web, File and Distributed Applications Before and After Failure Mitigation:
Highly Interactive and Real-Time Applications
Before and After Failure Mitigation: Fig. 6(a) shows that the voice and video applications have a high impact from the failures when the bandwidth reach to 128 kb/s. The performance of the highly interactive application has high impact from the bandwidth decreasing failure when the bandwidth reach to 256 kb/s. Bandwidth decreasing failure has a high impact on highly interactive application than on voice and video application because highly interactive application needs a high bandwidth. Fig. 6(b) shows the effect of the VM migration on the performance of applications during the bandwidth decreasing failure. Once the value of the bandwidth reach to 128 kb/s the mitigation technique start working and migrate the processing to the VM. Then the end-to-end delay time return to decrease again and the performance of the applications increased. Fig. 7(a) shows the number of packets lost during BER failure in applications and how the number of packet lost is increasing by the increasing of the BER and that harm the applications performance. Fig. 7(b) shows how the number of the packet lost is decreased after mitigating the BER failure by using FEC technique. And this let the performance degradation decreased again.
Packet Loss Metric for Highly Interactive and Real-Time Applications with BER Failure Before and After Mitigation with FEC:
The degradation in the previous figures is not enough to be considered as SLA violations because SLA violations are not just about latency. But our framework focuses on the user scale and also on the time scale. So, with this resolving to failures which may happen inside cloud data centers, we can assure a good performance for services and applications and also assure QoS constraints specified in the SLA agreement.
D. Testbed
To test web, file, distributed and real-time applications in real environment, the server and client model was installed for each class of applications. Fig. 8 shows testbed scenario for evaluation of web application. It includes Vertrigo web server, client and Charles proxy server, used to introduce failures and obtain measurement metrics. Fig. 9 shows the performance metric for applications. Applications performance is degraded by the decreasing of the bandwidth value and the increasing of delay time as a network failure in the interval of time between issuing request and the response for it. File, web and distributed applications can continue work properly when bandwidth ≥ 64 kb/s and real time application works properly when bandwidth ≥ 128 kb/s.
E. Testbed Results
V. Experimental Evaluation
Simulation and real experiments show that failures mitigation increase the applications performance as mentioned in table II. So, we can assure SLA response time metric and the performance of the applications as mentioned inside the service level agreement document. Table III summarizes all the experimental results for our work. 1) The average of the response time for web, file and distributed applications is decreasing after failure mitigation by 96%. 2) The average end-to-end delay for the highly interactive, voice and video applications is decreasing after the failure mitigation by 93%. 3) The packet loss for highly interactive, voice and video applications is decreasing after failure mitigation by 52%. 4) Generally, the average of the applications performance degradation is decreasing after solving and mitigating failures by 94.5%, in other words we can say that the applications performance is increasing by 94.5% after failures mitigation.
From the comparison between the number of packet loss metric before and after mitigation by FEC, we find that the average number of packet loss is decreased after mitigating BER by 52.9% for highly interactive application, by 73.1% for voice application and by 64.6% for video application. Generally, the packet loss metric is decreasing after the failure mitigation by FEC with a percentage of 63.5%.
VI. Conclusions
The proposed framework of solutions to assure the offered by cloud providers service is in line with the conducted SLA requirements. It provides a backup to the SLA between the cloud data centers services providers and cloud customers. Cloud applications metrics are reduced after failures mitigation, such as response time by 96%, end-to-end delay by 93% and packet loss by 52% if failure is mitigated by VM migration and 63.5% if failure is mitigated by FEC. Applications performance is increased by 94.5%. These metrics were tested on simulated problems environment and the real-world problems will be tested in the future work.
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