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the optimal stimulus orientation, spatial frequency, and direction of stimulus movement were found, the cells' disparity tuning charMore recent studies of binocular interactions in the priacteristics were determined by measuring responses as a function mate visual cortex have concentrated primarily on either how of the relative interocular spatial phase of dichoptic grating pairs. individual neurons signal horizontal disparity information No attempts were made to assess absolute position disparities or (Poggio 1984; Poggio and Fischer 1977; Talbot horizontal disparities relative to the horopter. The majority 1981; Poggio et al. 1985 Poggio et al. , 1988 or exactly where in the (Ç70%) of simple cells were highly sensitive to interocular spatial visual cortex the neurophysiological analysis of stereoscopic phase disparities, particularly neurons with balanced ocular domi-information takes place (Burkhalter and Van Essen 1986;  nances. Simple cells typically demonstrated binocular facilitation Felleman and Van Essen 1987; Maunsell and Van Essen at the optimal phase disparity and binocular suppression for dispari-1983; Roy et al. 1992) . Little information, however, is curties 180Њ away. Fewer complex cells were phase selective (Ç40%); rently available on some of the more fundamental aspects however, the range of disparity selectivity in phase-sensitive complex cells was comparable with that for simple cells. Binocular of binocular interactions in the monkey cortex. For example, interactions in non-phase-sensitive complex cells were evidenced how are the inputs from the two eyes combined? In an eleby binocular response amplitudes that differed from responses to gant series of experiments, Ohzawa and Freeman (Freeman monocular stimulation. The degree of disparity tuning was indepen-and Ohzawa 1990; Ohzawa and Freeman 1986a,b) used a dent of a cell's optimal orientation or the degree of direction tuning. dichoptic phase tuning paradigm (Freeman and Robson However, disparity-sensitive cells tended to have narrow orienta-1982) to determine the rules by which the inputs from the tion tuning functions and the degree of disparity tuning was greatest two eyes are combined in individual neurons in the cat visual for the optimal stimulus orientations. Rotating the stimulus for one cortex. The rules that govern binocular integration in the eye 90Њ from the optimal orientation usually eliminated binocular monkey's cortex have not been systematically studied even interactions. The effects of phase disparities on the binocular rethough this information is basic to any overall model of sponse amplitude were also greatest at the optimal spatial frequency. Thus a cell's sensitivity to absolute position disparities human binocular vision. These rules provide insight into reflects its spatial tuning characteristics, with cells sensitive to high cortical synaptic connectivity and how receptive fields in spatial frequencies being capable of signaling very small changes each eye are formed. Moreover, this information is important in image disparity. On the other hand, stimulus contrast had rela-for understanding how binocular connections develop and tively little effect on a cell's disparity tuning, because response the manner in which early abnormal visual experience influsaturation occurred at the same contrast level for all relative in-ences cortical binocularity. terocular phase disparities. Thus, as with orientation tuning, a cell's Although cortical neurons in the cat and monkey exhibit optimal disparity and the degree of disparity selectivity were invarimany common characteristics, there are important interspeant with contrast. Overall, the results show that sensitivity to incies differences that preclude a direct extrapolation of data terocular spatial phase disparities is a common property of striate on cortical binocular integration from cats to primates. For neurons. A cell's disparity tuning characteristics appear to largely reflect its monocular receptive field properties and the interocular example, comparisons of ocular dominance distributions balance between excitatory and inhibitory inputs. However, distinct show that fewer striate cortical neurons in the monkey exfunctional classes of cortical neurons could not be discriminated hibit equal or nearly equal inputs from the two eyes. The on the basis of disparity sensitivity alone. cortical ocular dominance columns show a higher degree of segregation in the monkey, particularly in the primary termination layers for afferents from the lateral geniculate
nucleus. And in contrast to the cat, almost all of the cortical In their early investigations of the primary visual cortex neurons in layer IVC of the monkey appear to be monocular (V1 or striate cortex), Hubel and Wiesel (1962 ) dis-(Hubel and Wiesel 1968 . Therefore binocular integration covered that the signals from the two eyes converge onto in the monkey cortex may be delayed relative to that in the cat and possibly follow different rules of combination. individual neurons so that the great majority of striate neu-oscilloscope. Conditioned pulses, which were provided by a winThe purpose of this investigation was to determine the sensidow discriminator, were broadcast over an audio monitor and input tivity of neurons in the monkey striate cortex to the relative to the computer. interocular spatial phase of dichoptically presented sine wave At the end of a given electrode penetration, electrolytic lesions gratings. In particular, we wanted to determine how a number (5-10 mA, 5-10 s, tip negative) were made at selected locations of basic stimulus parameters affect binocular phase tuning. to aid in the identification of recording sites. At the end of the In addition to providing important information on binocular recording experiment, pentobarbital sodium (100 mg/kg) was adintegration, the results of this study provide the necessary ministered intravenously to induce a deep level of anesthesia and foundation for our following studies on binocular contrast sum-the animals were killed by perfusion through the heart with Ringer mation in individual neurons in the normal monkey cortex solution followed by an aldehyde fixative (2% paraformaldehyde and 0.5% glutaraldehyde in 0.1 M phosphate buffer, pH 7.4). The ) and the residual binocular interactions in brains were removed and visual cortices were dehydrated through monkeys that experienced abnormal visual experience early a sucrose series. Frozen sections (40 mm) were cut tangential to in life (E. L. Smith III, J. Ni, H. Cheng, M.L.J. Crawford, the surface of the operculum and stained for cytochrome oxidase R. S. Harwerth, and Y. M. Chino, unpublished data). Some (Wong-Riley 1979) . Composite drawings made from serial secof these results have been presented previously in abstract tions were used to locate the electrode tracks and the electrolytic form Smith et al. 1992a,b) .
lesions. M E T H O D S

Visual stimuli Subjects
For each isolated neuron, the minimum response field for each eye (Barlow et al. 1967 ) was mapped on the tangent screen with The subjects were 11 normal adult macaque monkeys (Macaca the use of hand-held stimuli. Two gimbaled mirrors were used to fascicularis, n Å 9; M. mulatta, n Å 2). All experimental and reflect the projections of the receptive fields onto the approximate animal care procedures were in compliance with the policies of centers of two matched cathode ray tube (CRT) displays that had the American Physiological Society.
a space-average luminance of 54 cd/m 2 (P31 phosphors). Translucent plastic masks that had approximately the same luminance and
Surgical preparation and maintenance
color as the CRTs provided 4.5Њ circular display areas at the usual viewing distance of 114 cm. A Pritchard Spectra Photometer was The monkeys were premedicated with atropine sulfate (0.05 mg/ used to calibrate the luminance and contrast of the displays [conkg sc) and anesthetized initially with ketamine hydrochloride (15-
where L max and L min represent 20 mg/kg im) and acepromazine maleate (0.15-0.2 mg/kg). After the maximum and minimum luminances of the grating, respecvenous cannulation, all subsequent surgical procedures were cartively]. ried out under thiopental sodium anesthesia. A tracheotomy was Sinusoidal grating patterns were generated with a microprocesperformed to facilitate artificial respiration and the subject was sor-based function generator (Innisfree, Picasso, Cambridge, MA) secured in a stereotaxic instrument. An 8-mm craniotomy and duthat was controlled by a DEC PDP 11/73 computer. Each display rotomy were performed, exposing an area of striate cortex (V1) consisted of a 256-line raster that was presented at a 100-Hz frame that represents the visual field at eccentricities between 1.5 and rate. Stimulus orientation, direction of drift, spatial frequency, con-4Њ. After all surgical procedures were completed, the animal was trast, and relative spatial phase could be controlled independently paralyzed with an intravenous infusion of pancuronium bromide for each CRT. Drifting stimuli that produced a constant temporal (a loading dose of 0.1-0.2 mg/kg followed by a continuous infufrequency of stimulation (typically 3.12 Hz) were employed in all sion of 0.1-0.2 mgrkg 01 rh 01 ) in a 5% dextrose Ringer solution experiments. (2.5 mgrkg 01 rh 01 ) and artificially respired with a mixture of 59% N 2 O-39% O 2 -2% CO 2 . The respiration parameters were adjusted to maintain the end-tidal CO 2 between 4.0 and 4.5%. Anesthesia Response analysis and experimental design was maintained by the continuous intravenous infusion of pentoAction potentials were compiled into peristimulus time histobarbital sodium (2-4 mgrkg 01 rh 01 ). During the experiments, the grams (PSTHs) that had 10-ms binwidths. To minimize the potenanesthesia level was assessed by monitoring the electroencephalotial confounding effects of short-term variations in the respongram, electrocardiogram, and heart rate, particularly in response to siveness of cortical neurons, the data for a given experiment (e.g., a periodic finger pinch. Core temperature was measured with a the stimuli for a spatial frequency tuning function) were collected rectal thermometer and was maintained at 37ЊC.
with the use of a multiple-histogram technique (Movshon et al. Cycloplegia and mydriasis were produced with topically applied 1978). Specifically, the stimuli for the experiment were presented 1% atropine sulfate. Retinoscopy was used to determine the contact multiple times in a randomly ordered sequence for relatively short lens parameters required to focus the eyes for the stimulus screens.
periods (e.g., 10 cycles of a grating were drifted across the reThe accuracy of the refractive correction was fine tuned by examinceptive field). During a given experiment, the re-randomized stiming the effects of additional trial lenses on the responses of individulus sequence was usually repeated three to six times, producing ual neurons. At 12-h intervals, the contact lenses were removed PSTHs for each stimulus that represented the neuron's response to and cleaned and a topical antibiotic and corticosteroid solution was 30-60 stimulus cycles. The amplitudes and phases of the approinstilled into the animal's eyes to reduce the potential for infection priate temporal-response components in the PSTHs were deterand inflammation. A monocular indirect ophthalmoscope that was mined by Fourier analysis. Zero-contrast control stimuli were infitted with a path-reversing mirror was used to identify the projeccluded in all experiments to provide a measure of the neuron's tions of the fovea and optic disk for each eye. maintained firing rate. Neurons were classified as simple or complex on the basis of
Microelectrode recording procedures
the temporal characteristics of their response to a drifting grating of the optimal spatial frequency and orientation MV at 1 kHz) were inserted into the operculum of the striate cortex at an oblique 1991). For all subsequent analyses, the amplitude of the first harmonic component was used as the response measure for simple angle (Ç60Њ). The electrical activity was conventionally amplified and the action potential waveforms were monitored on a storage cells, whereas, for complex cells, the amplitude of the DC compo-nent (i.e., the average discharge rate) was used as the measure of either the length or the width of the grating stimuli for indiresponse strength.
vidual neurons. Therefore the grating stimuli were not effecBinocular interactions in cortical neurons were investigated with tive for neurons with certain response properties (e.g., the use of a dichoptic disparity tuning paradigm similar to that strongly end-inhibited neurons). In addition, the small neudescribed by Freeman and Robson (1982) and used extensively rons in layer IVC were not as readily isolated as neurons in by Ohzawa and Freeman (1986a,b) to study cortical binocularity the supra-or infragranular layers and the spikes from layer in the cat. This paradigm requires a knowledge of key monocular IV units were often lost before all of the required experiresponse properties. Therefore the orientation and spatial frequency ments were finished. Consequently, the data presented here tuning characteristics of both eyes were determined before the do not represent a true random sample of striate cortical dichoptic experiments. The optimal stimulus orientations and the preferred directions of stimulus movement were typically deter-neurons. Altogether, quantitative data were obtained from a mined by measuring full orientation response functions. For these total of 239 cortical neurons: 107 simple cells (45%) and experiments, the stimulus spatial frequency was set to the optimal 132 complex cells (55%). Although the majority of neurons value determined qualitatively and responses for each eye were was isolated in the operculum and had receptive field eccenmeasured for 12 different orientations that ranged from 0 to 165Њ tricities between 1.5 and 4Њ, a number of neurons with rein 15Њ steps. At each orientation, responses were obtained for both ceptive field eccentricities between 10 and 30Њ was isolated directions of drift. Next, the optimal spatial frequency was deter-in penetrations that entered the striate cortex buried in the mined by measuring spatial frequency response functions with the calcarine fissure.
use of the optimal stimulus orientations and directions of drift. Responses were typically measured for 13 different spatial frequencies that ranged from 0.2 to 12.8 cycles/deg in 0.5-octave steps. Sensitivity to relative interocular spatial phase: Finally, the selectivity of a neuron for retinal disparity was deter-simple cells mined by measuring the cell's responses as a function of the relative interocular spatial phase of dichoptic grating pairs. We made
The basic data set obtained for a binocular simple cell no attempts to determine a cell's absolute disparity preference. In is illustrated in Fig. 1 . This neuron was dominated by the these experiments, drifting grating stimuli of the optimal spatial ipsilateral eye and showed a high degree of orientation selecfrequency were presented at the optimal orientation and direction tivity, but little direction selectivity (Fig. 1A) . In both eyes, of drift. Typically responses were collected for 16 dichoptic grating the optimal orientation was near the 45-225Њ axis and, at pairs that had different relative interocular spatial phases. The range the optimal stimulus orientation, both eyes demonstrated a of spatial phase differences varied from 0 to 360Њ in 22.5Њ steps.
peak spatial frequency of 2.0 cycles/deg and the band-pass In addition, monocular stimuli for each eye and one blank control spatial frequency tuning characteristics (Fig. 1B ) that are (0 contrast) were included in the parameter file to provide important reference data. In all of the above experiments, the stimulus typical of cortical simple cells (DeValois et al. 1982) . For temporal frequency was typically 3.12 Hz and the contrast was dichoptic grating pairs that consisted of the optimal monocuheld constant, usually at 0.3. lar stimuli, the cell's responses varied systematically as a For descriptive and analytic purposes, the disparity tuning func-function of the relative interocular spatial phase disparity tions were fit with a single cycle of a sine wave (Ohzawa and (Fig. 1C) . As illustrated by the representative PSTHs, this Freeman 1986a). The sine wave's amplitude was used to calculate neuron's responses were highly modulated and the maxithe degree of binocular interaction [binocular interaction index mum binocular response amplitude was obtained near a rela-(BII) Å amplitude of the fitted sine wave/average binocular retive phase difference of 0. As the relative spatial disparity sponse amplitude]. A signal-to-noise ratio (S/N Å amplitude of was increased toward a phase difference of 180Њ, the rethe fitted sine wave/residual root mean square error of the fit) was sponse amplitude decreased, becoming essentially 0 for relacalculated to determine the adequacy of the fitted sine wave in describing a cell's phase tuning characteristics. tive phase differences between Ç135 and 225Њ. Thereafter, Despite the use of anesthetic and paralyzing agents, it is well the response increased as a function of relative phase, reachknown that an animal's eyes will move slowly over the course of ing the maximum near 360Њ. The variation in the binocular a recording experiment (Ferster 1981) . Interocular differences in response amplitude as a function of relative phase disparity eye movements in the direction perpendicular to a cell's optimal was reasonably well described by a sine wave, although clear orientation, if they occurred during the dichoptic experiments, departures between the data and the fitted function occurred could affect the shape of the cell's phase tuning function. Fortu-when the binocular response reached values near 0. Some nately, the interocular phase tuning experiments could be comdepartures are expected on theoretical grounds (Ohzawa and pleted in a relatively short period of time (6-8 min), thus reducing Freeman 1986a); however, in this instance, they can largely the opportunity for residual eye movement to produce spurious be attributed to the fact that this cell had a relatively high results. However, several observations suggested that residual eye movements did not confound the phase tuning experiments. First, activation threshold.
for a number of units, the phase tuning experiments were repeated Several points should be noted in the phase tuning data a second time, often with a substantial time interval between the obtained from this typical simple cell. First, the responses repetitions. In every instance there was good agreement between produced by the monocular stimuli that were interleaved the two disparity tuning functions. Second, for simple cells, it was with the dichoptic stimuli ( Fig. 1 C, ᭝ and ᭞ on right axis) possible to monitor the PSTHs for monocular stimuli during the were substantially lower in amplitude than those recorded course of the experiments. Significant eye movements, which during the monocular measures of the cell's spatial frewould have produced relative shifts in response phase, were not quency response function. As previously observed in the observed.
cat (Ohzawa and Freeman 1986a) , the effective degree of contrast adaptation for cortical neurons is apparently higher R E S U L T S during dichoptic experiments. As a result, the response amplitudes for monocular stimuli that are interleaved with the We attempted to study every isolated neuron during a given penetration. However, we did not attempt to optimize binocular stimuli are typically smaller than those produced 1236-6 / 9k16$$jy46 08-05-97 13:38:18 neupal LP-Neurophys by the same stimuli during the monocular experiments. Sec-after the first experiment, the data from the two experiments overlapped across the entire range of spatial phases. ond, the binocular response amplitude cannot be predicted simply on the basis of the monocular responses. For exam-
The great majority of simple cells showed dichoptic phase ple, at the optimum spatial phase, the binocular response tuning functions that were qualitatively similar to those was larger than the sum of the two monocular responses, shown in Fig. 1 . The exact degree of modulation found in i.e., the cell exhibited binocular facilitation. However, at the the phase tuning function, as reflected by the BII values, and relative phase 180Њ from the optimal value, the binocular the relationship between the amplitudes of the monocular responses and the maximum and minimum binocular reresponse was lower than the larger monocular response, i.e., the cell exhibited binocular suppression. Third, the binocular sponses varied from cell to cell. Figure 2 shows the phase tuning functions for six simple cells that were selected to data were very repeatable. The open and filled circles in value of 0.03 that was obtained from a monocular cell that parity tuning function for this cell demonstrated a relatively showed no evidence of binocular interactions (Fig. 2F ) to high degree of modulation (BII Å 0.81, S/N Å 6.3) and a relatively high value of 1.31 (Fig. 2D) . Most binocular showed both binocular facilitation and suppression. simple cells showed both binocular facilitation and binocular
The disparity tuning function shown in Fig. 3 is very suppression (Fig. 2, A, B, and D) . However, other simple similar in nature to those exhibited by the majority of simple cells (Fig. 2, C and E) , some of which showed robust mon-cells. However, the binocular interactions observed in comocular responses from each eye, were dominated by binocu-plex cells were, in general, more heterogeneous than those lar suppression.
found in the simple cell population. Disparity tuning functions for six representative complex cells are shown in Fig.  4 . The four units illustrated in Fig. 4 , A-D, all had balanced Sensitivity to relative interocular spatial phase: ocular dominances; the monocular responses were clear and complex cells unambiguous and, for each unit, the left-and right-eye response amplitudes were very similar. The degree of modula- Figure 3 illustrates the basic data set obtained for a comtion observed in the disparity tuning functions, however, plex neuron. The cell was selective for both stimulus orientavaried substantially between units, with BII values ranging tion and the direction of drift (Fig. 3A) and the left-and from 1.32 (Fig. 4A ) to 0.08 (Fig. 4D) . However, for most right-eye monocular responses produced by optimal stimuli units the disparity tuning functions were well fit by a sine (Fig. 3B) were very similar in amplitude. During the dichopwave. The prominence of binocular facilitation and binocular tic phase tuning experiment, the PSTHs were dominated by suppression also varied from unit to unit. For example, the the DC Fourier component, the amplitude of which varied systematically with the interocular phase disparity. The dis-cells in Fig. 4, A and suppression. Other cells (Fig. 4 , C and D) were domi-for our basic disparity tuning experiments are plotted against the values obtained in subsequent repeat experiments on the nated by cooperative binocular interactions; the binocular responses were either equal or larger than either of the mon-same cell. Identical stimulus parameter files were used for both experiments. With one exception, a cell that had a ocular responses at all relative phase differences. In contrast, as shown in Fig. 4E , binocular suppression was the promi-relatively low response rate and an erratic maintained firing rate, there was very close agreement between the two BII nent feature of some units. The unit in Fig. 4 E was only weakly excited by monocular stimuli presented to the non-measures. The degree of concordance was high for all BII levels (slope Å 0.86, R Å 0.93), even though the second dominant left eye. But, under dichoptic stimulus conditions, the binocular responses were consistently below the better BII measure was in some cases obtained several hours after the first measure. monocular response. And finally, as shown in Fig. 4F , some cells showed no obvious binocular interactions for dichoptic stimulation. This cell was driven well by monocular stimuli Prevalence of binocular spatial phase selectivity presented to either eye; however, the binocular response For simple cells, the degree of modulation in the disparity amplitude was independent of relative spatial phase and the tuning function was typically larger than that for complex average binocular response was equivalent to the better moncells. Figure 6 shows the BII distributions for our simple ocular response. This response pattern was never observed tion is relatively broad with a median BII value of 0.54. (Chino et al. 1994 ) is also shown in Fig. 6 . The BII values for both the cat and monkey ranged between 0 and Ç1.5 and, in both species, simple cells typically showed a higher degree of phase tuning than complex cells.
In the cat, Ohzawa and Freeman (1986a,b) ing simple cells that appeared to be monocular on all tests the degree of binocular interaction ( BII ) produced by di-( filled triangles ) reduces these average BII values to 0.42 choptic stimulation is shown in Fig. 7 . The relative and 0.52, receptively. Although some binocular simple strengths of the right-and left-eye inputs to a given neuron cells with asymmetric ocular dominances ( ODI õ0.33 or were quantified with the use of an ocular dominance index ú0.67 ) demonstrated high degrees of binocular interac-( ODI ) that was defined as the response amplitude for the tion, 43% demonstrated BII values õ0.3. ipsilateral eye divided by the sum of the ipsi-and contra-BII values did not vary in a systematic fashion with ocular lateral eye responses. For simple cells ( Fig. 7, left ) the dominance in complex cells (Fig. 7, right) . The average BII degree of binocular interaction was generally stronger for values for the lower, middle and upper ODI ranges were neurons that had relatively balanced ocular dominances. 0.35, 0.40, and 0.38, respectively. Moreover, the range of BII values for complex cells was comparable for all ODI values.
Binocular phase tuning: effects of orientation
Because orientation is a critical stimulus feature for cortical neurons, we investigated the effects of interocular differences in stimulus orientation on the phase tuning functions of cortical neurons and the relationship between the degree of phase selectivity and a cell's orientation tuning characteristics. Figure 8 stimulus orientation for the right eye was set at the optimal a complex cell (Fig. 9 B) . Both cells were well tuned with respect to orientation and direction of movement. For the value (105Њ) and the left eye's orientation was varied between 0 and 157.5Њ in 22.5Њ steps. The binocular response optimal stimulus orientations (filled circles), the phase tuning functions were highly modulated. In both cases, the cells amplitude and the degree of modulation in the disparity tuning function varied systematically with the stimulus orienta-exhibited binocular facilitation at the optimal relative phases and binocular suppression for phase angles 180Њ away from tion for the left eye. The largest binocular response was obtained when the left eye's orientation was at 112.5Њ (Fig. the optimal phase . When, however, the stimulus for one eye was presented at an orientation orthogonal to the optimal 8B), which was the stimulus orientation closest to the cell's optimal orientation. The close agreement between the shapes value, there was a clear reduction in binocular interactions (open circles) and the binocular responses assumed an amof the ''binocular'' and monocular orientation response functions indicate that, as in the cat (Nelson et al. 1977) , plitude equivalent to the monocular response for the eye viewing the optimal stimulus orientation. The BII values for the influence of interocular orientation differences on a cell's binocular response largely reflects the cell's monocular ori-the optimal and orthogonal stimuli, respectively, were 0.99 and 0.17 for the simple cell and 1.32 and 0.12 for the comentation tuning characteristics. The degree of modulation in the phase tuning function (Fig. 8C ) was also influenced in plex cell. As shown in Fig. 9C , a similar pattern of results was obtained for every cell that was tested. a similar manner.
A simpler paradigm was used to assess the effects of Cells with optimal orientations near vertical are well suited for detecting the horizontal disparity cues that support stimulus orientation on binocular interactions in 28 units. We compared the phase tuning functions measured when stereopsis (Orban 1991). Therefore we examined the possibility that the degree of binocular interactions revealed by the stimuli for both eyes were presented at their optimal orientations and when the stimuli for one eye were presented our binocular phase tuning experiments varied in a systematic fashion with the orientation tuning characteristics of at an orientation 90Њ from the optimal orientation. Figure 9 shows representative results for a simple cell (Fig. 9A ) and cortical neurons. In Fig. 10 , the BII values for individual FIG . 9. Representative examples of phase tuning functions obtained for a simple cell ( A) and a complex cell (B) when grating stimuli were oriented optimally for both eyes (filled circles) and when the stimuli for 1 eye were presented 90Њ away from optimal orientation (open circles). C: comparison of BII values for phase tuning functions obtained when optimally oriented stimuli were presented to both eyes and when stimuli presented to 1 eye were oriented 90Њ from optimal value. Open and filled circles: simple and complex cells, respectively.
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08-05-97 13:38:18 neupal LP-Neurophys neurons are plotted as a function of optimal orientation (A), binocular response rate varied in a manner that was predictable from the cell's monocular spatial frequency response orientation tuning bandwidth (B, full width at 0.5 the maximum amplitude), and directional index determined from the functions. The largest binocular responses and the greatest absolute variations in firing rate as a function of phase were dominant eye's orientation response function [C, directional index Å (response amplitude in the optimal direction 0 obtained for stimuli near the peak of the spatial frequency response functions. It was also obvious that the relative deresponse amplitude for the opposite direction)/(sum of responses for the optimal and opposite directions)]. For both gree of modulation in the phase tuning function varied with stimulus spatial frequency. simple (᭺) and complex () cells, the degree of modulation in the binocular phase tuning function was independent of Figure 11C summarizes the effects of spatial frequency on the relative degree of modulation in the phase tuning either the cell's optimal stimulus orientation (Fig. 10A) or its degree of directional selectivity (Fig. 10C) . There was functions. For almost all of the cells that were tested, BII values were highest for low spatial frequencies and dean association between orientation tuning bandwidth and BII. Specifically, cells that had relatively high BII values creased systematically with increases in spatial frequency.
In some instances, cells that appeared to be non-phase selectended to have narrow orientation tuning functions. For example, 46% of the cells that had bandwidths õ60Њ demon-tive at optimal and higher spatial frequencies demonstrated modulated phase tuning functions for the lower spatial frestrated BII values ú0.4. On the other hand, only 22% of the cells with broader orientation tuning functions exhibited BII quencies. These results point out the importance of using consistent criteria for selecting the spatial frequency that is values ú0.4.
used to measure phase tuning functions.
Binocular phase tuning: effects of spatial frequency Binocular phase tuning: effects of stimulus contrast
The effects of stimulus contrast on phase selectivity are For selected cells, binocular phase tuning functions were measured for a series of different spatial frequencies. The illustrated in Fig. 12 . In these experiments, phase tuning functions were measured for five stimulus contrasts in an most frequently used stimulus set included four spatial frequencies that bracketed the cell's optimal spatial frequency. interleaved manner. The contrast ranged from 4.7 to 30% in 0.2-log-unit intervals. Figure 12 , A and B, show the phase During these interleaved experiments, binocular responses were obtained at 45Њ phase intervals for each spatial fre-tuning functions for a typical simple cell for each contrast level and the monocular and binocular contrast response quency.
The effects of spatial frequency on the binocular phase functions, respectively. Also shown in Fig. 12 B are the BII values for each contrast level (open diamonds). tuning function of a complex cell are shown in Fig. 11 . The cell's optimal spatial frequency was 2.0 cycles/deg (Fig. Although for some cells the binocular contrast response function appeared to mirror the monocular response func-11A) and phase tuning functions were measured for spatial frequencies of 0.5, 1.0, 2.0, and 4.0 cycles/deg (Fig. 11B) . tions (Fig. 12B) , as Anzai et al. (1995) found in the cat, the binocular functions typically had steeper slopes than To compare the relative binocular response rates for the different spatial frequencies, the sinusoids that were fit to would be predicted from simple summation of the two monocular functions. In addition, the monocular responses often the individual phase tuning functions were shifted on the abscissa so that the maximum binocular response corre-appeared to saturate at lower contrast levels than the binocular response. sponded to a relative phase angle of 180Њ. The maximum The relative degree of modulation in the binocular phase our microelectrode tracks allowed us to identify recording tuning functions and the optimum relative phase for a given locations and shed some light on the distribution of binocular cell were unaffected by changes in contrast. As can be seen phase tuning in the striate cortex. in Fig. 12C , which presents BII values as a function of Figure 13 shows an electrode track reconstruction for contrast for individual neurons (n Å 17), stimulus contrast an obliquely oriented penetration that traveled for Ç3 mm did not have a consistent effect on BII values, regardless of within the upper cortical layers. The schematic drawing in the degree of interaction demonstrated by the cell. These Fig. 13 A was made from serial sections cut parallel to the results indicate that the failure to find phase selectivity in surface of the brain and illustrates the electrode track, the some cells cannot simply be attributed to a ceiling effect locations of lesions, and the laminar borders. Figure 13 , B associated with the use of high stimulus contrasts that effec-and C, shows the positions of isolated units along the track tively saturated a cell's response.
as a function of their ODI and BII, respectively. Ocular dominance varied in a systematic fashion as a function of electrode depth. There were several clear transitions Microelectrode track reconstructions between neighboring ocular dominance columns where the ODI changed from values of 0 to 1.0 and visa versa. The Neurons that have certain common properties are not dis-BII also varied as a function of electrode depth in a related tributed randomly throughout the striate cortex, but instead manner, with clusters of cells that had relatively high BII are frequently grouped together in association with anatomivalues being interspersed between cells with relatively low cally defined structures (Hubel and Wiesel 1968; Livingstone and Hubel 1984) . The histological reconstruction of BII values. A comparison of the functions in Fig. 13 1236-6 / 9k16$$jy46 08-05-97 13:38:18 neupal LP-Neurophys and C, shows that the clusters of cells with high BII values were usually found in areas of cortex that exhibited balanced ocular dominances. On the other hand, cells with low BII values were typically located in the centers of the ocular dominance columns, i.e., corresponding to cells that had ODI values near 0 or 1.0. This pattern of results is in agreement with earlier work in the cat. Specifically, cells that are located at the borders of ocular dominance columns exhibit higher degrees of binocular interaction than cells in the center of ocular dominance columns ( Ferster 1981; LeVay and Voigt 1988 ) . It is also interesting that the cells that exhibited the highest BII values in this penetration were located in layer 4B. The second and third lesions ( at depths of 1,823 and 2,823 mm) correspond to the approximate borders of layer 4B. Between these two lesions, we encountered the three cells that had the highest BII values. Hubel and Livingstone ( 1990 ) have reported that in V1, depth-sensitive neurons are found exclusively in layer 4B. Experiments in which neurons were sampled through the entire thickness of the striate cortex revealed no apparent differences in the degree of binocular interactions observed in the supra-versus infragranular layers. The range of BII values was comparable for cells above and below layer 4 and, in both regions, cells with high BII values tended to be grouped together. Cells in layer 4C, when they could be isolated and studied, typically had low BII values. In addition, recordings from areas of cortex containing cells that had receptive fields located between 10 and 30Њ from the fovea showed that there were no obvious changes in the degree of binocular interactions as a function of receptive field eccentricity.
D I S C U S S I O N
Our results demonstrate that sensitivity to interocular spatial phase disparities is a common property of neurons in the monkey's striate cortex. Over 53% of our total sample would qualify as phase specific with the use of a criterion BII value of 0.3. Like many other functional response prop- B and C: ODI and BII values, respectively, plotted properties tend to be clustered together. A given neuron is as a function of electrode pathlength for individual neurons. Open and more likely to show a higher degree of phase tuning if it is filled symbols: simple and complex cells, respectively. Open triangles in a simple cell; if it has balanced ocular dominance, particu-C: depths of lesions along electrode track. larly in the simple cell population; if it is located at the border between adjacent ocular dominance columns; and if of response modulation in the phase tuning functions ocit is selective for orientation. curred for dichoptic stimuli composed of the optimal spatial frequency and orientation.
As Nelson et al. (1977) have previously shown for the Effects of stimulus variables cat, the binocular orientation response functions for monkey cortical neurons were similar in shape and only slightly The disparity tuning functions of cortical simple cells can be accounted for by a combination of the monocular re-broader than their monocular orientation tuning functions.
These observations are in agreement with the idea that the ceptive field profiles in each eye in both the cat (Ferster 1981; Maske et al. 1986a; Ohzawa and Freeman 1986a,b) mechanisms that mediate binocular excitation and inhibition are both orientation selective (Ferster 1981) . And because and monkey . Likewise, the left-and right-eye inputs to complex cells appear to a first approxima-subcortical neurons show only modest orientation biases (Levick and Thibos 1982; , it is confirmed tion to be combined in a simple additive fashion (Ohzawa and Freeman 1986a,b; . Consequently, that the mechanisms that mediate binocular phase sensitivity originate in the cortex (Ferster 1981 ; Ohzawa and Freeit is reasonable to expect that critical monocular stimulus parameters would also strongly affect the cell's binocular man 1986a).
We did not observe any widespread evidence for interocuphase tuning function. For a typical cell, the maximum binocular response amplitude and the greatest absolute degree lar suppression for orthogonally oriented stimuli. In one 1236-6 / 9k16$$jy46 08-05-97 13:38:18 neupal LP-Neurophys sense these results are not surprising because most cortical specific complex cells, binocular responses varied from synergistic to antagonistic, with many cells showing no apparent neurons do not respond to stimuli oriented orthogonal to their preferred orientation. However, these results are interesting differences between the binocular and monocular response amplitudes. And, a small proportion of neurons in both spebecause dichoptic grating pairs that have orthogonal orientations produce strong interocular inhibition behaviorally in cies showed no evidence of binocular interactions. We did not observe any cells in the monkey that showed binocular the form of binocular rivalry (Wolfe 1986). Potential neuronal correlates of binocular rivalry have been described in phase tuning functions that were qualitatively different from those observed in the cat (Chino et al. 1994 ; Ohzawa and neurons in the superior temporal sulcus of the macaque monkey (Leopold and Logothetis 1996; Logothetis and Schall Freeman 1986a,b) .
There were some quantitative differences between the 1989) and in the striate cortex (Sengpeil et al. 1995) and the lateral geniculate nucleus (Varela and Singer 1987) of phase-selective properties of cat and monkey cortical neurons. The average BII values were slightly lower for the the cat. Ohzawa and Freeman (1986a,b) , using similar methods in cats, also failed to observe suppression for orthogonal monkey, particularly for the simple cell population. This difference probably reflects quantitative differences in the stimuli. Our stimulus paradigm, which involved relatively brief, interleaved stimulus pairs, may not have been optimal degree of convergence of inputs from the two eyes onto striate neurons. Cortical neurons in the monkey generally for detecting suppression associated with binocular rivalry. In particular, binocular rivalry is characterized by periodic show greater asymmetries in ocular dominance than those in the cat (Hubel and Wiesel 1968) , especially for the simple temporal variations in suppression that take time to develop (Wolfe 1986) and that would tend to be masked by our cell population and for cells in layer IV. Because cortical neurons, especially simple cells, with unbalanced ocular stimulus paradigm.
The monocular contrast response functions for cortical dominance are more likely to show lower degrees of phase tuning than cells with balanced inputs from the two eyes, neurons rise in a monotonic manner and asymptote at high contrasts (Albrecht and Hamilton 1982; Dean 1981 ; Tolhurst the lower average BII values in the monkey appear to reflect relative differences in the balance of monocular inputs onto et al. 1981), with the exact contrast level producing response saturation varying substantially from neuron to neuron (Al-individual neurons. brecht and Hamilton 1982) . It is important to investigate the effects of contrast on the binocular phase tuning function Binocular disparity tuning in monkey striate cortex because it is possible that the shape of the function could vary with contrast. If, for example, the contrast that produced
The disparity sensitivity of monkey striate neurons has been previously studied in both the anesthetized/paralyzed response saturation varied as a function of phase disparity, relatively high contrast stimuli would yield artificially flat monkey (Hubel and Livingstone 1987; Hubel and Wiesel 1968) and in the awake/alert monkey (see Poggio 1991) . phase tuning functions. Moreover, when relatively high contrast stimuli are employed, cell-to-cell variations in the satu-Despite a number of methodological differences, the results of our study are similar to those from previous studies in rating contrast level would broaden the range of binocular phase selectivity found in a population of cortical neurons. several respects. As in previous studies, we found that very few neurons were truly monocular; only 7% of the cells we However, as shown in Fig. 12 , the phase tuning of cortical neurons is largely independent of stimulus contrast. Even studied failed to show any signs of binocularity. Poggio (1984) reported that 6% of their overall sample of V1 neuwhen response saturation occurs, the shape of the phase tuning function is not changed. These results indicate that rons were monocular. These percentages are substantially below estimates obtained with monocular measures of ocular response saturation occurs at the same contrast for all interocular phase disparities and that contrast saturation for dominance (e.g., 42%, Hubel and Livingstone 1987; 39%, Hubel and Wiesel 1968) . Dichoptic stimuli are more effecdichoptic stimuli is not simply determined by a cell's absolute response rate. A comparison of the monocular and bin-tive in revealing binocular interactions because, in addition to subthreshold inputs being revealed, both excitatory and ocular contrast response functions emphasizes the fact that the phenomenon of contrast saturation is not dependent on inhibitory inputs from an eye can be evidenced. With monocular stimulation, a threshold mechanism that is in operation response amplitude (Anzai et al. 1995) . Thus, like a cell's orientation selectivity (Sclar and Freeman 1982) and spatial after the convergence of inputs from the two eyes masks weak excitatory inputs from the nondominant eye (LeVay frequency tuning characteristics (Albrecht and Hamilton 1982) , disparity selectivity is stable and invariant with re-and Voigt 1988; Ohzawa and Freeman 1986a,b; Smith et al. 1997a) . This threshold mechanism is the most likely reason spect to stimulus contrast.
for the fact that many cells, which appear to be monocular when each eye is stimulated separately, exhibit robust binocBinocular phase selectivity: monkey vs. cat ular interactions for dichoptic stimuli, and for the frequent observation that the binocular response amplitude cannot be If differences in spatial scale are taken into account, the general binocular phase tuning characteristics of monkey predicted from the amplitudes of the monocular responses. It is also likely that the phenomenon referred to as ''obligate'' striate neurons are similar in most respects to those of cells in area 17 of the cat (Chino et al. 1994 ; Ohzawa and Freeman binocular cells, cells that only respond to dichoptic stimulation (Hubel and Livingstone 1987; Talbot 1981), 1986a,b) . We observed in the monkey all of the different patterns of binocular interactions that have previously been is obtained because a cell has a relatively high threshold.
With respect to the prevalence of disparity-selective neudescribed for the cat. Specifically, most simple and many complex cells showed both phase-dependent binocular facili-rons in V1, our results are somewhat similar to those of Poggio and Fischer (1977) . In both studies, the majority of tation and suppression. Within our sample of non-phase-1236-6 / 9k16$$jy46 08-05-97 13:38:18 neupal LP-Neurophys V1 neurons was reported to be disparity selective. Disparity-was horizontal. Therefore, for cells with preferred orientaselective cells were found in all cortical layers, although tions near horizontal, a given horizontal disparity would prothey occurred less frequently in layer 4C. And both simple duce little if any disparity along the axis orthogonal to the and complex cells demonstrated disparity selectivity. In con-orientation of the stimulus. Only if the cells were strongly trast, Livingstone (1987, 1990) found few dispar-end-stopped and the stimulus length was appropriately adity-tuned cells in layers 2 and 3 and found that all of their justed would the cell demonstrate any disparity sensitivity clearly ''stereo-selective'' neurons were complex cells, were (Hubel and Wiesel 1970; Maske et al. 1986b ). In fact, for orientation selective, and were located in layer 4B. The lower a population of cells that were not end-stopped and that had prevalence of disparity-selective cells reported by Hubel and identical disparity sensitivities, the disparity tuning bandLivingstone can be attributed, in large part, to the relatively width measured for a given neuron with the use of the parastrict classification criteria that they employed. They consid-digm of Poggio et al. would vary systematically with its ered cells to be disparity tuned only if the cell's binocular preferred orientation. Therefore it is possible that the bandresponse was clearly different from either monocular re-widths of some cells were artificially large because their sponse and the sum of the two monocular responses. Many preferred orientation was not near vertical. cells in our sample demonstrated a high degree of modulaIn the present study, the absolute bandwidth of a given tion in their binocular phase tuning function, but did not cell's binocular phase tuning function varied with the cell's exhibit binocular response amplitudes greater than the sum spatial frequency tuning characteristics (see DeAngelis et of the monocular responses. Although the responses of these Freeman and Ohzawa 1986a) . Cells that were secells were clearly dependent on retinal disparity, they would lective for high spatial frequencies produced phase tuning not meet the criterion of Hubel and Livingstone.
functions that were quite narrow in absolute terms. For exIn most previous studies, V1 neurons have been catego-ample, for a cell that had an optimum spatial frequency of rized into different functional classes on the basis of their 4 cycles/deg, a retinal image displacement of 7.5 arcmin optimum disparity (i.e., the location of the best disparity would change the cell's response from maximum binocular relative to the horopter), the bandwidth and symmetry of facilitation to maximum binocular suppression. This value their disparity tuning functions, and the nature of the cell's compares favorably with previous observations by both Pogpredominate binocular response (i.e., facilitation vs. sup-gio (1991) and Hubel and Livingstone (1987) that changes pression). In its most current form, this classification scheme in disparity on the order of 6-8 arcmin produced sharp includes six categories of disparity-selective cells and a sin-changes in the binocular response amplitude of the best gle class of non-disparity-selective cells (Poggio 1991) . Ex-''tuned excitatory'' neurons. On the other hand, cells selecamples of these response types have been found in the cat tive for low spatial frequencies showed broad disparity tun- (Ferster 1981; LeVay and Voigt 1988) and in both the alert ing bandwidths. For example, for a phase-specific cell that (Poggio 1991) and anesthetized/paralyzed monkey (Hubel had an optimum spatial frequency of 0.4 cycles/deg, the and Livingstone 1987 Livingstone , 1990 . However, in no study is there 180Њ phase shift required to change the cell's response from clear evidence to support the existence of distinct classes of maximum binocular facilitation to the maximum suppression disparity-tuned neurons. In the only study that employed would be equivalent to a retinal image disparity of 1.25Њ. quantitative analysis techniques to examine the discreteness The critical point is that the bandwidth of the disparity tuning of these categories, LeVay and Voigt (1988) found a broad function of a cell is largely a product of its spatial frequency continuum of disparity tuning properties in the striate cortex tuning characteristics (Freeman and Ohzawa 1990) . For a of the cat. Because we employed relative disparities rather given receptive field eccentricity, cortical cells exhibit a than absolute stimulus disparities, this classification scheme broad range of optimum spatial frequencies (DeValois et al. cannot be directly applied to our data. However, several 1982) . Consequently, for any given point in the visual field, aspects of our data shed light on this classification scheme.
one would expect to find a range of disparity tuning bandAs shown in Fig. 6 , the degree of disparity tuning cannot widths. It seems reasonable that the bandwidths of the disparbe used to identify distinct functional classes of cells. The ity tuning functions for cortical cells in the monkey, as in distribution of BII values for complex cells was unimodal the cat (DeAngelis et al. 1991; LeVay and Voigt 1988) , and there were no obvious differences between cells with are distributed along a continuum. As a result, measures low vs. high BII values. There is some suggestion of two of bandwidth alone cannot be used to distinguish different different peaks in the BII distribution for simple cells. Howfunctional classes of disparity-selective neurons. It is cerever, if monocular neurons are excluded from the analysis, tainly not possible to predict the other functional characteristhe argument for distinct subtypes is much less convincing.
tics of a cell on the basis only of a knowledge of its sensitivThis is in contrast to the finding by Hubel and Livingstone ity to relative interocular spatial phase disparities. (1987) that cells were either sharply disparity tuned or unse-
In conclusion, binocular phase tuning functions are a parlective for disparity; Hubel and Livingstone did not observe ticularly valuable measure of cortical binocular interactions. any borderline cases. But, as noted above, this discrepancy Although the degree of binocular phase selectivity does not may reflect criteria differences.
appear to identify distinct functional classes of cortical neuSeveral observations also suggest that disparity tuning rons, binocular phase tuning is a robust functional property bandwidth is not uniquely related to binocular disparity proof cortical neurons. Moreover, binocular phase tuning funccessing per se and, as applied in previous experiments, cantions reflect how the inputs from the two eyes are combined not be used to identify distinct classes of disparity-sensitive and the interocular balance between excitatory and inhibitory neurons. First, in experiments by Poggio and Fischer (1977) inputs, even when a cell is insensitive to binocular phase and Poggio and Talbot (1981) , only horizontal disparities were manipulated, even if the cell's preferred orientation disparities.
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