The differential evolution (DE) algorithm is a powerful search technique for solving global optimization problems over continuous space. The search initialization for this algorithm is handled stochastically and therefore does not adequately capture vague preliminary knowledge. This paper proposes a novel Fuzzy Differential Evolution (FDE) algorithm, as an alternative approach, where the vague information on the search space can be represented and used to deliver a more focused search. The proposed FDE algorithm utilizes (a) fuzzy numbers to represent vague knowledge and (b) random alpha-cut levels for the search initialization. The alpha-cut intervals created during the initialization are used for fuzzy interval based mutation in successive search iterations. Four benchmark functions are used to demonstrate performance of the new FDE and its practical value.
INTRODUCTION
Optimization is a procedure defined as the selection of a set of decision variables falling within the feasible region of the system that maximize/minimize the objective function (Simonovic ) . Optimization is very desirable as it improves efficiency, performance, and revenue which finds application in a broad spectrum of fields, most commonly economics, engineering and operations research.
In the very recent past, most optimization practitioners and researchers have been looking for new approaches that combine efficiency and ability to find the global optimum. One group of such optimization algorithms, known as evolutionary algorithms (EA) has received praise for its efficiency and ability to find the global optimum for complex non-linear systems (Back ; Simonovic ) .
EA are based on the biological evolutionary process and are therefore inherently stochastic in nature. In this concept, a population of individuals, each representing a search point in the space of feasible solutions, is exposed to a collective learning process, which proceeds from generation to generation. The population is arbitrarily initialized and subjected to the process of selection, recombination/crossover and mutation through stages known as generations, such that newly created generations evolve towards more favorable regions of the search space.
The algorithm resembles the Darwinian concept known as 'the survival of the fittest'. This group of algorithms includes, among others, evolution strategies (ES) (Back ), differential evolution (DE) ( 
Initialization of the algorithm occurs once the initial vector population is chosen at random from an assumed parameter range (i.e. a range of integers from -10 to 10).
Alternatively, if the preliminary solution is known, the population vector is populated using a normally distributed random deviation to the nominal solution, X nom,0 . The initially generated population (X i,0 ) is perturbed using mutation and crossover, leading to the evolution of a new trial population. A selection process takes place to determine the fittest population of the two. The fittest individuals (or population vectors) in the population is selected as the initial population for the subsequent generation. This process continues iteratively until a termination condition is met. Figure 1 summarizes the main components of the algorithm.
The initialization strategies currently used with the DE address two specific scenarios: certainty or uncertainty.
When preliminary information is available with certainty, the algorithm may be initialized using the nominal solution as discussed (Storn et al. ) . Otherwise, if preliminary information is not available, the initialization will have to rely on a range of possible solutions (Storn et al.
).
However, when vague preliminary knowledge of the problem domain is available, neither method for initialization is ideal. Using such vague information to assume a nominal solution incorrectly implies more certainty than available. Alternatively, assuming a range of solutions accounts for the uncertainty but may not utilize all available information to represent it correctly. The more knowledge one includes, the less uncertain will be the initialization and, consequently, the optimization. In this paper, a novel fuzzy differential evolution (FDE) algorithm for initialization and mutation is proposed. This approach conveys priori knowledge for guiding the search towards the optimal solution. A set of standard benchmark functions are used to compare classical DE performance (in terms of convergence speed) with the proposed FDE algorithm. In addition, a reservoir operation case study is used to illustrate the practical application and benefit of the FDE algorithm. 
METHODOLOGY
Presented here is the methodological background of the traditional DE and novel FDE algorithm.
DE algorithm overview
The DE algorithm, once initialized, has three main operations before termination: (1) mutation, (2) crossover and Reviewed here is the original scheme.
Mutation
The mutation operator is called 'differential mutation' and generates the mutated individual (also known as mutated vector) m i,Gþ1 , for the principal parent (also known as target vector) x i,G according to the following equation
where F ∈[0, 2] is a real number that controls the amplification of the difference vector (x r2,G À x r3,G ), while r1, r2, r3 ∈ The target vector x i,G is mixed with the mutated vector, m i,G , using the following scheme, to yield the trial vector
CR is the crossover constant ∈ [0, 1] (to be specified by the user), t ¼ 1, 2,…, D and rand t is the tth evaluation of a uniform random generator number ∈ [0, 1]. Lastly, to guarantee that a new altered population vector is produced, a randomly chosen index rn i ∈ [1,2,…,D] is used, ensuring that u i,Gþ1 gets at least one element from m i,Gþ1 .
Selection DE uses a selection mechanism to ensure that the individuals promoted to the next generation are strictly those with the best fitness values in the population. A knockout competition is played between each individual (target vector) x i,G and its offspring (trial vector) u i,Gþ1 . The survival criteria can be described as follows (Storn & Price ):
where f(.) indicates the objective function that is being optimized (minimized here). This one-to-one selection mechanism ensures that the selected individuals are strictly those with the best fitness values in the population. That is to say, the trial vector u i,Gþ1 must yield a better fitness value than x i,G , for x i,Gþ1 to be set to u i,Gþ1 ; otherwise, the old value x i,G is retained.
FDE ALGORITHM
The novel FDE algorithm proposed here allows a novel approach for additional problem domain information to be communicated to the DE algorithm for optimization.
Doing so results in better overall performance.
DE is fundamentally a stochastic based algorithm. The name FDE may suggest a full deviation to the fuzzy domain. However, this is not the case. The proposed method may be better described as a stochastic and fuzzy hybrid. The (1) initialization and (2) mutation procedures are modified so that they utilize both the fuzzy and the stochastic theory.
Initialization
Initialization is carried out in order to seed the population NP, D-dimensional parameter vector of the algorithm. Traditionally performed through using rand i ∈[0, 1], a uniform probabilistic distribution to randomly select within upper (b U ) and lower bounds (b L ) agents is to be carried through subsequent algorithm components:
Instead, in FDE, initialization is carried out by using two Membership functions describe the degree of membership or truth in each value corresponding to a parameter.
Many shapes of membership functions may be used. In this paper, for illustration and convenience, we are limiting our discussion to the triangular membership function. A fuzzy triangular number A ¼ (a 1 , a 2 , a 3 ) can be represented by an ordered triplet or by a triangular membership function:
Figure 2 shows a triangular membership function defined by Equation (7) where a 2 holds the highest degree of membership in x (membership, μ ¼ 1), comparatively a 1 and a 3 hold no degree of membership (μ ¼ 0). Within the FDE algorithm a 1 and a 3 are called the initial parameter range while a 2 is called the focus or target parameter.
Alpha-cuts are mostly used to extract information from a membership function and are rarely used for defuzzifying the fuzzy sets (converting fuzzy numbers into crisp form).
The alpha-cut describes a fuzzy set using a set of sharp sets. The main idea is to fix a certain membership degree α and thus to obtain a crisp set, which is defined as the set of values that have a membership degree μ higher or equal to α. Figure 3 illustrates the concept of alpha-cuts. The membership function is cut horizontally at a finite number of regular α-levels, or cuts, between 0 and 1. This process generates a number of crisp interval sets, as shown in Figure 4 .
Taking an arbitrary alpha-cut ∈ [0, 1] in A (a triangular fuzzy number), a confidence fuzzy interval, A α is obtained, defined as:
Relating to FDE, parameters are described using triangular fuzzy numbers in the form of inputs for the triangular membership function. To start the algorithm, the initial population vector needs to be generated from these membership functions. This is achieved by using the alpha-cut method NP times at random α-levels to create alpha-cut intervals for each parameter. This allows for a unique individual to be generated NP times from the same parameter membership function input (fuzzy number). The alpha-cut interval is assumed to belong to a unique fuzzy number. In essence, the initial fuzzy number is used to seed NP unique incomplete fuzzy numbers defined only by a single discrete alpha-cut level.
The alpha-cut interval population vector, A α i,0 , is found by modifying Equation (8):
where i ¼ 1, 2,…, NP and α is the alpha-cut level such that it is equal to a uniform random number generated, rand i ∈ [0,1] i . A Lα i,0 and A Uα i,0 are the lower and upper interval bounds for each alpha-cut. The parameters a 1 , a 2 , a 3 are the values representing the fuzzy number triplet for each individual parameter.
In singular value form, the alpha-cut intervals are converted to the familiar population vector where neutral preference is given to the upper and lower intervals
In order for a unique singular value to be generated, an asymmetrical triangular membership function must be used.
Mutation
The mutation component of the algorithm allows for new population vectors to be generated in order to investigate the feasible region in search for the optimal solutions. FDE utilizes the alpha-cut intervals from the initialization stage and performs mutation on them by using fuzzy arithmetic. Performing the mutation in the fuzzy domain allows for the algorithm to take advantage of the focused search benefits given by the uncertain or vague available knowledge from the problem domain. The mutation that is carried out is based on a modification of DE/rand/1/bin, a classical, widely used and successful strategy. Therefore, the full notation for the proposed strategy can be stated as FDE/rand/1/bin. A similar modification to the one presented here could be performed for several other DE variants available, but that is beyond the scope of this paper. DE/rand/1/bin defines the weighted differential of two different randomly chosen vectors and is used to perturb another randomly chosen vector, creating a mutated vector. This process is mathematically expressed in Equation (2).
The mutation vector mathematical expression in
Equation (2), transformed using alpha-cut intervals (from initialization and subsequently), has the following form:
Utilizing fuzzy interval arithmetic properties for addition and subtraction (Bojadziev & Bojadziev ) :
and substituting for Equation (11) yields the lower and upper mutation vector interval bounds:
These levels may equal to each other or they may be different. However, as seen in Equation (12), the alpha-cut level α must be the same throughout in order to proceed with interval arithmetic. This is likely not the case in the initialization stage where unique alpha-cut intervals are generated.
Each of the alpha-cuts for the purpose of the FDE algorithm represents a unique fuzzy number. These fuzzy numbers are incomplete, because they are defined by a single alpha-cut level (Bojadziev & Bojadziev ) . In order to perform interval arithmetic at the same alpha-cut level, redefining of incomplete fuzzy numbers is required.
Redefining allows incorporating levels not given initially (Bojadziev & Bojadziev ) .
The mutated alpha-cut intervals vector can be expressed in the traditional singular value form:
The above FDE algorithm has been implemented in a convenient decision support system. This The algorithm settings for each test function are given in Table 1 ; the FDE strategy is compared to DE; user-given controls and computation platform are kept consistent for a fair comparison. Additionally to the results found from keeping the random generator seed constant, 100 independent trials were carried out while keeping the random generator seed value random.
First De Jong function
De Jong is one of the pioneers in evolutionary computation.
De Jong's function was originally introduced to evaluate GA and subsequently has been well accepted by the evolutionary optimization community. The First or Sphere De Jong function is one of the simplest problems for optimization algorithms because it does not contain local optima and provides a smooth gradient towards a global optimal solution:
The global minimum is f 1 (0) ¼ 0.
Rosenbrock's valley function
Rosenbrock's function is a classical optimization problem used as a performance test for optimization algorithms.
The function may be referred to as the second function of De Jong, or Banana function due to its shape.
Although f 2 (x) has just two parameters, it has the reputation of being a difficult minimization problem. The global minimum is f 2 (1) ¼ 0.
Modified third De Jong function (step)
The step function introduces small plateaus to the topology of an underlying continuous function (Back ) . Instead of the original linear step function proposed by De Jong is the discretization of a sphere model.
The modified step function in Equation (17) exhibits many plateaus which pose a considerable problem for many optimization algorithms as they do not contribute any information on the favorable search direction. The global minimum is f 3 (-0.5) ¼ 0.
Rastrigin's function
Rastrigin's function is a highly multimodal test function.
This function is fairly difficult to optimize due to its large search space and its large number of local minima produced by the cosine modulation. For those reasons, it is frequently selected for testing the performance of various optimization algorithms:
The global minimum is f 4 (0) ¼ 0. selected as -1, 1 and 3. The results are shown in Table 2 , for single trials with equal random seeds of 3. In Table 2 , the values column lists the dimensions of the problem, D and objective function optimal solution. Where f(X*) is the known exact solution while f DE and f FDE (focus) are the optimal solutions found through the use of the DE and FDE algorithm, respectively. Complementing the results in Table 2 are the results in Tables 3 and 4 Tables 3 and 4 that are shown in square brackets represent the average generation the objective value was reached if it differed from the standard of 2,000.
RESULTS AND DISCUSSION
Using the same computation platform in all trails; FDE is usually found to be more computationally efficient in arriving at the termination criteria (2,000 generations, or true optimal solution). For First De Jong FDE arrives at the termination criteria on average 52% quicker, for the Rosenbrock function it is found to be 11% quicker, for the
Step function 46% quicker for a focus of -1, while on average it is 11% quicker for the other focus targets. Only in the Rastrigin function is there no significant computation time improvements.
The results indicate that FDE performs better than classic DE in terms of convergence speed (a more optimal solution, more computationally quick), independently of the selected target initialization value for the First De Jong and Rastrigin functions and dependent on the selected target initialization value for the Modified Third De Jong function. This can especially be seen in the first 400-500 generations in Table 2 , while later on the convergence starts to taper off. This is attributed mostly to the more focused initialization strategy of FDE. Furthermore, the results in Tables 3 and 4 show that the quality of optimal solution improves based on the proximity of the initial focus target value to the true solution. For example, the convergence speed incrementally improves for the First De Jong function (see Table 3 ) as the subjective focus value approaches the true optimal solution of zero. The magnitude of the optimal solution differences between the varying targets does not directly correlate with the magnitude of the target differences themselves.
In Decreasing the initialization bounds in DE-SB and keeping FDE bounds wider shows that FDE performs similarly to or better than traditional strategies, without limiting the search space by implying more certainty than is available.
Additionally, the outcomes shown in Table 5 indicate that the improved results using FDE over DE are not just attributed to the better initialization values (due to the more focused smaller initial parameter range) but are affected by the novel mutation strategy as well.
The Rosenbrock function in particular appears to perform worse using the FDE algorithm, then the traditional DE algorithm. It can be seen in Table 2 that the Rosenbrock function using the FDE algorithm appears to stall due to misconvergence while the traditional DE algorithm continues to converge towards the optimal solution. This may be a result of the particular control parameters selected (CR and F ) not being adequate for the FDE algorithm when it comes to this particular function, or it could be that the algorithm itself does not cater as well as DE to such a function. In Table 5 at first glance it appears that the performance of the Rosenbrock function using the FDE algorithm is again worse, this may partially be attributed to the DE algorithm giving a significant initial advantage due to the smaller initialization bounds used (based on the initial objective values) as well, FDE may just not be suitable for this particular function to give best performance. Therefore, with some functions FDE may not perform better than the original DE scheme. This is due to misconvergence or stalling of the algorithm based on the objective function itself and the control parameters selected. FDE shares this robustness problem with many other DE scheme variants. Therefore, care needs to be taken when selecting FDE alongside the control parameters for an objective function to ensure that it is the correct choice in achieving the best convergence efficiency. Currently, as with most other variants, validation of selection may only be confirmed through trial and error procedure. Future research may be directed into sensitivity analysis of FDE to a multitude of benchmark functions, with the purpose of determining the general set of best handled function 
types. However, the potential reduction in application capacity does not lessen the undeniable value of the FDE algorithm in being included in the optimization toolbox.
As concluded from the experimental results of the test functions, the addition of the decision maker's supplied inherent knowledge better guides the algorithm, resulting in a faster convergence towards an optimal solution when compared with traditional DE scheme. This is the main benefit of FDE. Alternatively, the decision maker can reduce the initialization bounds in the traditional algorithm to attempt to mimic the focusing achieved by FDE. This method incorrectly implies certainty that the solution is indeed within such bounds where the FDE strategy allows for the benefit of focusing on a certain region while still allowing for a wider search space to account for uncertainty.
In addition to the main benefits, the benchmark func- 
Case study
The reservoir operation case study presented in this section demonstrates the practical application of the novel FDE algorithm for optimization in the field of water resource management. The main objective of this case study is to show optimization practitioners how to supply the required initialization inputs, particularly the focus targets based on all available information both certain and uncertain in nature, such as a hunch or feel of a reservoir operator based on past trends.
Study area background
This study is focused on the optimization of the operation of the Wildwood reservoir in the Upper Thames River basin.
The basin is located in the Great Lakes Region, between Lake Erie and Lake Huron in Southwestern Ontario, Canada (see Figure 5 ). The watershed encompasses an area of 3,482 square kilometers, with a total population of 485,000 (UTRCA ). Most of the basin area is rural except for the larger urban centers of London, Stratford and Woodstock. 
Problem definition
A release strategy for the optimal operation of the Wildwood reservoir is required for the year 2010. The year 2010 in this study represents the future so that the available historical 2010 inflow data can be used for problem formulation.
The operation of the reservoir must be optimized in order to ensure that the reservoir meets the primary requirements of flood control and low flow augmentation. In addition to the primary goals, the reservoir must be operated keeping in mind constraints put forth by the fisheries industry and recreational reservoir use.
Mathematical formulation
Optimization can be defined as a process searching for an optimal solution that provides a maximum or minimum value of an objective function. Therefore, formulation of the objective function is the most important step in solving an optimization problem.
The objective function is formulated as shown in Equation (19), based on primary flood control operation goals and based on some additional constraint descriptions in Table 4 .
The above is a minimization optimization objective concerning reservoir storage S t and a t ¼ 12 month time horizon. Where t ¼ 1 corresponds to January and t ¼ 12 to
December. It can be seen that the objective function, though globally a minimization problem, has a dual objective for both minimization and maximization. The months requiring minimization of storage (S min ) are for the purpose of flood control and furthermore preventing damage as a result of flood inundation to upstream properties. The maximization of storage (S max ) is required by fisheries and hydro power, based on the description given in Table 6 . This occurs for the month of April or t ¼ 4.
In order to perform the optimization of the proposed Continuity constraint:
where R t is the release at the current time step, i t is the inflow at the current time step, similarly S t represents the storage at the current time step, while S t-1 is the storage in the previous time step. Therefore, in order to utilize the above equation for a 12-month time horizon, the initial reservoir storage S 0 must be given.
In addition to the continuity constraint, there are release and storage constraints that are governed by the physical capacities of the reservoir given in Table 6 .
Subject to release constraints: 2, 3, 4, 11, 12 (21) In addition to the reservoir physical release capacity constraints, there is a minimum release constraint for low flow augmentation in the summer months, as detailed in Table 4 .
where R max is the maximum physical capacity for the outflow structure (sluice gates, etc.) and R augmented is the minimum target release for low flow augmentation.
Subject to storage constraints:
This storage constraint is to ensure that the released storage does not exceed the initially available one.
Storage capacity constraint:
where S min is the physical minimum capacity of the reservoir (for structural and mechanical integrity of the dam components) and C is the maximum physical capacity of the reservoir beyond which significant flooding will occur.
The final constraint that appropriately models the reservoir is intended to ensure that the fisheries industry has a stable reservoir level for fishing from late summer to late fall.
In other words, the August storage levels (S 8 ) are maintained.
Fisheries stability constraint:
The FDE algorithm, as with the DE algorithm, cannot directly deal with equality constraints. The penalty function method is used to transform the constrained problem (Equations (20) and (25)) into an unconstrained one by penalizing infeasible solutions, in which a penalty term is added to the objective function for any violation of the constraints (Chen &Gen ).
The additional penalties added to the objective function force the solution to fall into the feasible space after a few generations. This results from solutions that have the penalty added on to the objective failing in order to compete with solutions without penalty in the selection process of DE. It needs to be emphasized that infeasible solutions may not be rejected outright in each generation, as they may provide much more useful information about optimal solution than some feasible solutions. The major concern is how to determine the penalty term so as to strike a balance between keeping some infeasible solutions and rejecting others. An overly low penalty term constant may keep too many infeasible solutions, whereas a very high penalty constant may reject all the solutions preventing the optimization from convergence to an optimal solution.
The DE algorithm is modified to take account of constraint functions using the penalty function method. The fitness function modified for taking account of the penalty function may be expressed as follows (Chen & Gen ) :
where x represents the parameter vector, f (x) the objective function of the problem and p(x) the penalty function. For an optimization problem, it is required that
To demonstrate how the function in Equation (26) is formulated, the objective function Equation (19) is added to the penalty of the constraint violation of Equations (20) and (25):
For the sake of convenience, just one penalty constant (p 1 ) was used for all the constraints, resulting in more relaxed but still adequate constraint representation.
Algorithm and optimization inputs
Having formulated the Wildwood reservoir optimization problem, the FDE algorithm inputs must be assigned.
Given in Table 7 are the control parameter inputs for the FDE algorithm itself. These values were subjectively chosen using trial and error, as they produce best results for the problem formulation. In addition to FDE, the classical DE/rand/1/bin strategy is used with the same inputs for comparison.
There are 24 decision variables in the mathematical formulation, divided evenly between variables for release and storage. In order for the optimization algorithm to proceed, these decision variables/parameters must be initialized. In order for initialization to take place, the parameter range and target (focus) values must be established.
This may be done by utilizing a decision maker's inherent knowledge to establish the parameter bounds. In this case the knowledge was extracted from historical data provided by UTRCA for the period 1985-2011. The parameter range, or the upper and lower bounds for each parameter, were determined by analyzing the monthly historical data and selecting the maximum and minimum values within the data set. Thus, the feasible range for release and storage is established without the need for subjective decision maker inputs. In practice, however, the process is not so easy for the selection of the target or focus for each parameter. The goal of our optimization problem is, in essence, to find future operation optimal release and subsequent storage strategies. To do this, we therefore must establish a subjective target for the release and storage that is believed to be an adequate representation of where the optimum would be. To establish such a target for each parameter, subjective (and likely vague) decision maker knowledge is required. to assess and respond to flood potential. In practice, combing these existing methods for operation could establish the subjective target values required for initialization of the optimization algorithm. In this case study we had available historical data of storage and release; based on these values we could choose an appropriate target. Conveniently, since we already had operational data for the year 2010, we could use these values as the basis for our targets. Tables 8 and 9 show the storage and release initialization inputs including parameter range and target values for the year 2010. When using the classical DE algorithm, the same initialization parameter range was used as for FDE.
In addition to the initialization inputs given, feasible space constraints and inflow inputs were required. The release constraints given in Table 6 are converted to corresponding monthly equivalent values for convenience in Table 10 . The monthly inflow data for the Wildwood reservoir were provided by UTRCA and are given in Table 11 .
Storage constraints corresponding to physical reservoir capacity and minimum storage: 
Study results and discussions
The optimization results of combining the mathematical formulation with the algorithm and optimization inputs are presented in this section. Two optimization trials were performed; one using the classic DE strategy and the other using the novel FDE strategy. The parameter ranges for initialization were kept constant throughout all the trials. Figure 6 shows the convergence speed of the objective function for each of the trials. As expected, FDE performed much better than traditional DE, especially in the early generations later on the convergence rate seems to taper and be surpassed by that of traditional DE.
The Wildwood optimal reservoir storage and release policy for the year 2010 is shown in Figures 7 and 8 , respectively. The results follow the problem formulation closely.
The storage for the month of April is indeed maximized, while the late summer to fall storage is indeed kept consistent. Similarly, the release policy meets the minimum release requirement for low flow augmentation. Thus, the optimization can be deemed satisfactory.
CONCLUSION
This paper proposes a novel method, FDE algorithm, which utilizes fuzzy triangular membership functions for initialization combined with random alpha-cuts to create alpha-cut intervals to be perturbed through mutation by fuzzy interval arithmetic. This approach through the utilization of fuzzy theory concepts takes advantage of uncertain available knowledge. The FDE algorithm has flexibility in being used for a wide range of linear and non-linear optimization problems. The novel algorithm with fuzzy set theory elements allows for decision makers to give supplementary knowledge for defining a more focused search space.
Emphasis is placed on the fact that the FDE algorithm, just like all EA, does not guarantee an optimal solution to be found. Furthermore, misconvergence may result using FDE in certain instances as seen in the test function experimental results. Therefore FDE may not be better than DE in the absolute sense, but it does provide an alternative to be used where more knowledge is available to provide a more efficient faster convergence on a function case by case basis. In addition, using this approach gives more freedom in expressing available knowledge without incorrectly claiming full certainty or uncertainty because of the limitation of the algorithm itself. 
