Endpoint estimates for some maximal operators associated to the circular conical surface  by Heo, Yaryong
J. Math. Anal. Appl. 351 (2009) 152–162Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Endpoint estimates for some maximal operators associated to the circular
conical surface✩
Yaryong Heo
Department of Mathematics, University of Wisconsin-Madison, Madison, WI 53706, USA
a r t i c l e i n f o a b s t r a c t
Article history:
Received 28 February 2008
Available online 15 October 2008




For ψ ∈ C∞0 (Rd) and m > 0 we consider the maximal operator given by















It is well known that Mm is a Lp-bounded operator for 1 < p ∞. Also A. Seeger and
T. Tao proved thatMm is of weak-type L log log L if m = 1. In this paper we consider the
case m = 1 and proveM1 maps the standard Hardy space H1 to weak L1 if d 4.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and statements of results
Let μ be a ﬁnite positive Borel measure on Rd and consider the lacunary maximal operator M given by






x− 2 j y)dμ(y)∣∣∣∣. (1.1)
If the Fourier transform of μ satisﬁes∣∣μ̂(ξ)∣∣ C(1+ |ξ |)−β for some β > 0,
then it is well known that
(1) ‖M f ‖Lp  C‖ f ‖Lp for all 1 < p ∞ (see [8]),
(2) |{x: M f (x) > α}| C ∫ | f (x)|α log (e+ | f (x)|α )dx (see [2,4]).








For the endpoint case p = 1, one may ask whether the following weak-type estimate holds:∣∣{x: M f (x) > α}∣∣ Cα−1‖ f ‖L1 . (1.2)
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Y.R. Heo / J. Math. Anal. Appl. 351 (2009) 152–162 153If β > d/2 then (1.2) holds, but if β  d/2 then there are only some partial results. In the case β = d/2 then D.M. Oberlin [7]
proved that∣∣{x: M f (x) > α}∣∣ Cα−1‖ f ‖H1 , (1.3)
where H1 denotes the usual real-variable Hardy space. Also M. Christ [1] proved that (1.3) holds if μ is the surface measure
of the unit sphere Sd−1 in Rd . In [6], these results of Christ and Oberlin were subsumed and it was shown that (1.3) holds
under the following.∣∣B(0, ) + supp(μ)∣∣ Cd−n for all   1,∣∣μ̂(ξ)∣∣ C(1+ |ξ |)−n/2, (1.4)
for some 0 < n d. See also [3,4] for further results.
Remark. In this paper we also adopt the techniques of Christ and Oberlin as in [6]. But as you can see in Lemma 2.2, along
the conical surface {(x, t) ∈ Rd × R: |t| = |x|} the Fourier transform decay of μ is not so good compared to that in [6]. We
overcome this diﬃculty by using the oscillatory integrals of the conical surface as in Lemma 3.2.
Let d 2 and let ψ be a smooth function in Rd . Then for each m > 0, consider the maximal operators given by















It is well known that Mm is a Lp-bounded operator for 1 < p ∞. If m = 1 then it is proved in [4] that Mm is of








In this paper we consider the case m = 1.
Theorem 1.5. If d 4 thenM1 maps the standard Hardy space H1 to weak L1 , i.e.∣∣{(x, t):M1 f (x, t) > α}∣∣ Cα−1‖ f ‖H1 .
Theorem 1.6. If d 4 and ϕ is a smooth function on Sd−1 ×R then the maximal operator given by
















maps the standard Hardy space H1 to weak L1 .
Theorem 1.5 will follow as a corollary of Theorem 1.6.
2. Proof of Theorem 1.6
First we will dominate M by lacunary maximal operators that do not belong to the class discussed in Section 1. For






















where Φ(ω, t) = −ϕ(ω, t) − t ∂ϕ
∂t (ω, t). Hence we have
M f (x, t) T f (x, t) + F f (x, t),
where






f (x− sω, t − s)2− jϕ(ω,2− j s)dσ(ω)ds∣∣∣∣,
R S
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As was pointed out in [1], in proving T maps H1 to weak L1, it suﬃces to additionally assume that
supp(ϕ)(ω, ·) ⊂ {1< s < 2} for all ω ∈ Sd−1. (2.1)
Similar arguments to those we shall use for T also apply to F. For further details of these reductions see pages 38 and 39
in [1]. Henceforth we prove that T maps H1 to weak L1 under the assumption (2.1). Let μ be the measure given by





f (sω, s)ϕ(ω, s)dσ(ω)ds
and μ j be the dilate of μ given by









T f (x, t) = sup
j∈Z
∣∣ f ∗ μ j(x, t)∣∣.
Lemma 2.2. For each N > 0 we have∣∣μ̂(ξ, τ )∣∣ CN(1+ ∣∣(ξ, τ )∣∣) 1−d2 [(1+ (τ − |ξ |)2)−N + (1+ (τ + |ξ |)2)−N],
or equivalently∣∣μ̂(ξ, τ )∣∣ CN(1+ |ξ |) 1−d2 [(1+ (τ − |ξ |)2)−N + (1+ (τ + |ξ |)2)−N].
The proof will be given in Section 3.
Notation. If q is a dyadic cube in Rd+1 with side-length 2 j , we write (q) = j. For each j ∈ Z, D j denotes the collection of
dyadic cubes q ⊂ Rd+1 with (q) = j. For each q ∈ D j , 2q denotes q + [−2 j,2 j]d+1.
The following lemma is the standard Calderón–Zygmund decomposition and we omit the proof (see Lemma 1 in [7] or
Lemma 4.1 in [1]).
Lemma 2.3. Suppose α > 0, and given any ﬁnite collection q of dyadic cubes q and associated positive scalars λq, there exists a
collection of pairwise disjoint dyadic cubes {S: S ∈ S} such that
(1)
∑
q: q⊂S λq  2d+1α|S|.
(2)
∑
S: S∈S |S| 1α
∑
q∈q λQ .




Let C be the collection of dyadic cubes q ∈ q which are contained in some S ∈ S. For each q ∈ C deﬁne S(q) to be the
unique S ∈ S containing q. The following lemma is a reﬁned Calderón–Zygmund decomposition whose proof depends on a
two-parameter stopping time argument associated to supp(μ). For the proof see Lemma 5 in [6] or Lemma 5.1 in [1].
Lemma 2.4. Let μ be a measure with the following support condition in Rd+1:∣∣B(0, ) + supp(μ)∣∣ C for all 0<   1.
Then given α > 0 there exists a function Γ : C→ Z and a measurable set E such that
(1) |E| C(α−1∑q∈C λq +∑S∈S |S|).
(2) {q + 2 j supp(μ)} ⊂ E for all j < Γ (q) and q ∈ C.
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(S(q)) < Γ (q) for each q ∈ C.
(4) For each τ ,  ∈ Z with  τ , and any Q ∈ D we have∑
q∈C
q⊂Q , Γ (q)τ
λq  2dα2dτ+.
In Lemma 2.4, (4) is the most important property and follows from the estimate∣∣q + 2 j supp(μ)∣∣ C2dj+(q) if (q) j.
Let f ∈ H1(Rd+1) have the form of ﬁnite sum f =∑q∈q λqaq where λq > 0 and aq , supported in a dyadic cube q, satisﬁes
‖aq‖L∞  1|q| ,
∫
Rd+1
aq(x, t)dxdt = 0.
As was pointed out in [1], a device of Garnett and Jones involving auxiliary dyadic grids allows us to assume that each q is





Apply Lemma 2.3 to the collection of dyadic cubes q and associated λq appearing in the deﬁnition of f . Let S be as in






λqaq, g = f − b.











Let S be as above and C be the collection of q’s appearing in the deﬁnition of b. Then apply Lemma 2.4 with S, C. By (2) of
Lemma 2.4, for each q ∈ C, aq ∗ μ j is supported in E unless j  Γ (q). Thus for each (x, t) /∈ E , we have
∣∣Tb(x, t)∣∣2 =∑
j∈Z








∗ μ j(x, t)
∣∣∣∣2,





































For this we adopt the technique of Oberlin [7] where the main L2 estimates follow from Fourier transform decay estimates






k . Let N > 0 be a
suﬃciently large constant then we deﬁne H− and H+ byk k
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(
1+ |ξ |)1−d(1+ (τ − |ξ |)2)−N ,
Ĥ+k (ξ, τ ) = χ{|(ξ,τ )|k}(ξ,τ )
(
1+ |ξ |)1−d(1+ (τ + |ξ |)2)−N .
And let
Ĥ−(ξ, τ ) = lim
k→∞
Ĥ−k (ξ, τ ) =
(
1+ |ξ |)1−d(1+ (τ − |ξ |)2)−N ,
Ĥ+(ξ, τ ) = lim
k→∞
Ĥ+k (ξ, τ ) =
(
1+ |ξ |)1−d(1+ (τ + |ξ |)2)−N .
Choose a radial function θ ∈ C∞0 (Rd+1) such that∫
θ = 1, supp(θ) ⊂ [−1,1]d+1, θ̂  0.
We deﬁne L−k = θH−k and L+k = θH+k . And let
L̂−(ξ, τ ) = lim
k→∞
L̂−k (ξ, τ ) = θ̂ ∗ Ĥ−(ξ, τ ),
L̂+(ξ, τ ) = lim
k→∞
L̂−k (ξ, τ ) = θ̂ ∗ Ĥ+(ξ, τ ).
Lemma 2.9.We have the following:
(1) supp(L−k ), supp(L
+
k ) ⊂ [−1,1]d+1.
(2) If |(ξ, τ )| k − 1 then
L̂−k (ξ, τ ) C
(
1+ |ξ |)1−d(1+ (τ − |ξ |)2)−N ,
and
L̂+k (ξ, τ ) C
(
1+ |ξ |)1−d(1+ (τ + |ξ |)2)−N .
Proof. We will prove (1) and (2) only for L̂−k . The estimates for L̂
+
k follows similarly. Since L
−
k = θH−k and supp(θ) ⊂
[−1,1]d+1, (1) is clear. For (2), note that







(1+ (τ − s − |ξ − y|)2)N dy ds.
And if |(ξ, τ )| k − 1 then for all |(y, s)| < 1/4 we have∣∣(ξ − y, τ − s)∣∣ ∣∣(ξ, τ )∣∣+ ∣∣(y, s)∣∣ k − 1+ 1/4 k.
Therefore if |(ξ, τ )| k − 1 then






(1+ (τ − s − |ξ − y|)2)N dy ds. (2.10)
If |τ − |ξ || 1 then (2) is clear from the condition θ̂ (0,0) = ∫ θ = 1. And if |τ − |ξ || 1 then for |(y, s)| < 1/4 we have∣∣τ − |ξ |∣∣ |s| + ∣∣τ − s − |ξ − y|∣∣+ ∣∣|ξ − y| − |ξ |∣∣
 |s| + ∣∣τ − s − |ξ − y|∣∣+ |y|

∣∣τ − s − |ξ − y|∣∣+ 1/2

∣∣τ − s − |ξ − y|∣∣+ 1/2∣∣τ − |ξ |∣∣,
and so∣∣τ − |ξ |∣∣ 2∣∣τ − s − |ξ − y|∣∣. (2.11)
Therefore (2) follows easily from (2.10) and (2.11). 
Deﬁne Lk = L− + L+ and L̂ = L̂− + L̂+ . Let φk be the inverse Fourier transform of (̂Lk)1/2, thenk k
Y.R. Heo / J. Math. Anal. Appl. 351 (2009) 152–162 157Lk = φk ∗ φ˜k,
where φ˜k denotes the conjugate of φk . By (2) of Lemma 2.9, if |(ξ, τ )| k − 1 then∣∣φ̂k(ξ, τ )∣∣2  C(1+ |ξ |)1−d[(1+ (τ − |ξ |)2)−N + (1+ (τ + |ξ |)2)−N].








∫ ∫ ∣∣∣∣ ∑
Γ (q)=−s
λqâq(ξ, τ )
∣∣∣∣2∣∣μ̂(ξ, τ )∣∣2 dξ dτ
 C
∫ ∫ ∣∣∣∣ ∑
Γ (q)=−s
λqâq(ξ, τ )
∣∣∣∣2 lim infk→∞ ∣∣φ̂k(ξ, τ )∣∣2 dξ dτ
 C lim inf
k→∞
∫ ∫ ∣∣∣∣ ∑
Γ (q)=−s
λqâq(ξ, τ )
∣∣∣∣2∣∣φ̂k(ξ, τ )∣∣2 dξ dτ
























Since supp(Lk) ⊂ [−1,1]d+1, and for each q,q′ ∈ C with Γ (q) = Γ (q′) = −s, we have (q), (q′) Γ (q) = Γ (q′) = −s. Hence
〈aq,aq′ ∗ Lk〉 = 0 if dist(q,q′) > 4,






































Lemma 2.13. For each q, q′ we have
(1) |〈âq, âq′ L̂−〉| C2−(q′) and |〈âq, âq′ L̂+〉| C2−(q′).
(2) If d 4 and q ∩ 2q′ = ∅ then for each max( 5−d2 ,0) < β < 1 we have∣∣〈âq, âq′ L̂−〉∣∣ Cβ2(1−β)(q)dist(q,q′)β−2,∣∣〈âq, âq′ L̂+〉∣∣ Cβ2(1−β)(q)dist(q,q′)β−2.
Proof. We will prove (1) and (2) only for L̂− . The estimates for L̂+ follows similarly. Fix η ∈ C∞0 (Rd), real-valued, radial and
η(ξ) =
{
1, for |ξ | 1;
0, for |ξ | 2.
Together with η deﬁne ψ(ξ) = η(ξ) − η(2ξ) and ψ j(ξ) = ψ(2− jξ) for j ∈ Z. Then we have
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j∈Z
ψ j(ξ) = 1, for all ξ ∈ Rd \ {0},
and ψ j is supported in {2 j−1  |ξ | 2 j+1}. Note that
Ĥ−(ξ, τ ) =
∑
j∈Z
Ĥ−(ξ, τ )ψ j(ξ) :=
∑
j∈Z
mj(ξ, τ ) for all ξ = 0.












1+ |ξ |)1−dψ j(ξ)dξ ∣∣∣∣.
If we estimate the last line as in Lemma 3.2 then for each β > 0 we have∣∣K j(x, t)∣∣ Cβ2 j(1+ 2 j∣∣(x, t)∣∣) 1−d2 (1+ 2 j∣∣|t| − |x|∣∣)−β .
And so for each β > max( 3−d2 ,0) and (x, t) ∈ supp(θ) we have∑
j∈Z








∣∣(x, t)∣∣ 1−d2 ∣∣|t| − |x|∣∣−β)
 Cβ
(∣∣(x, t)∣∣−1 + ∣∣(x, t)∣∣−1+β ∣∣|t| − |x|∣∣−β)
 Cβ
∣∣(x, t)∣∣−1+β ∣∣|t| − |x|∣∣−β . (2.14)
Similarly we have∑
j∈Z




1+ 2 j∣∣(x, t)∣∣) 1−d2 (1+ 2 j∣∣|t| − |x|∣∣)−β .
Hence if we choose β > max( 5−d2 ,0) and (x, t) ∈ supp(θ) then∑
j∈Z








∣∣(x, t)∣∣ 1−d2 ∣∣|t| − |x|∣∣−β)
 Cβ
(∣∣(x, t)∣∣−2 + ∣∣(x, t)∣∣−2+β ∣∣|t| − |x|∣∣−β)
 Cβ
∣∣(x, t)∣∣−2+β ∣∣|t| − |x|∣∣−β . (2.15)
By (2.15) it is easy to see that∑
j∈Z
∣∣∇(θK j)(x, t)∣∣ Cβ ∣∣(x, t)∣∣−2+β ∣∣|t| − |x|∣∣−β if β > max(5− d2 ,0
)
. (2.16)
Since L̂− = θ̂ ∗ Ĥ− , by Lebesgue dominated convergence theorem, we have∣∣〈âq, âq′ L̂−〉∣∣= ∣∣∣∣∑
j∈Z
〈




aq,aq′ ∗ (θK j)
〉∣∣∣∣.
Hence by (2.14) and monotone convergence theorem, if we choose max( 3−d2 ,0) < β < 1 then∣∣〈âq, âq′ L̂−〉∣∣= ∣∣∣∣∑
j∈Z
〈


















(x, t) − (y, s))dy ds
q











|x− y|−1+β ∣∣|t − s| − |x− y|∣∣−β dy ds
 Cβ2−(q
′),
and obtain (1). For (2), suppose q ∩ 2q′ = ∅ and let (x0, t0) be the center of q. Then for each max( 5−d2 ,0) < β < 1, by (2.16)
and
∫
aq = 0, we have∣∣〈âq, âq′ L̂−〉∣∣= ∣∣∣∣∑
j∈Z
〈




∫ ∣∣aq′ (y, s)∣∣∣∣(x, t) − (x0, t0)∣∣∑
j∈Z











where (x¯0, t¯0) lies in the line connecting (x0, t0) and (x, t). 









































































Here dist(q,q′) ∼ 2m+(q′) denotes
2m+(q′)  dist(q,q′) < 2m+1+(q′).
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(q)  (q′) so that
dist(q,q′) ∼ 2m+(q′) . All such q are contained in the union of a ﬁxed number of Dm+(q′) . Hence when m + (q′)−s + 2,























Next, consider all q with dist(q,q′) ∼ 2m+(q′) and −s + 2  m + (q′)  0. Recall that each q ∈ C is contained in some
S(q) ∈ S. Since (S(q)) < Γ (q) = −s, we have 2−s  dist(S(q),q′) 24. Also by (1) of Lemma 2.3, we have ∑q⊂S λq  Cα|S|

























































for each max( 5−d2 ,0) < β < 1. This concludes the proof of (2.8) and hence Theorem 1.6.
Remark. Let Σ ⊂ Rd \ {0} be a compact smooth hypersurface of nonzero Gaussian curvature. Then one may try to re-
place Sd−1 in Theorem 1.6 with Σ .
3. Proof of Lemma 2.2
Note that





e−2π is(ξ ·ω+τ )ϕ(ω, s)dσ(ω)ds.




e−2π is(ξ ·ω+τ )
)= −2π i(ξ · ω + τ )e−2π is(ξ ·ω+τ ),
we have∣∣μ̂(ξ, τ )∣∣ CN(1+ |τ |)−N  CN(1+ ∣∣(ξ, τ )∣∣)−N , (3.1)
for each N > 0. Henceforth we assume |τ | 2|ξ |.
Lemma 3.2. (See [9, p. 360].) Suppose S ⊂ Rd is a smooth hypersurface of nonzero Gaussian curvature, and let dμ = ν dσ , where
ν ∈ C∞0 and dσ is the induced Lebesgue measure on S. We assume that the support of ν is so small that, for each ξ ∈ Rd \ {0}, there is
at most one point ω(ξ) ∈ S with a normal n(ω(ξ)) pointing in the direction of ξ .
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d̂μ(ξ) = a(ξ)e−2π iω(ξ)·ξ + e(ξ), |ξ | 1.
Here a(ξ) is nonzero only for those ξ for which ω(ξ) is deﬁned and lies in the support of ϕ . Moreover a(ξ) is a symbol belonging to the
class S(1−d)/2 , and more precisely
a(ξ) = |ξ |(1−d)/2ν(ω(ξ))∣∣K (ω(ξ))∣∣−1/2e−iπn/4 mod S−(d+1)/2,
where |K (ω(ξ))| is the absolute value of the Gaussian curvature at ω(ξ), and n is the excess number of positive curvatures (over the
negative curvatures) in the direction ξ . The error term e(ξ) is a symbol in the class S−∞ .
For each ξ ∈ Rd \ {0} there exists exactly two points ±ξ/|ξ | ∈ Sd−1 with the outer normals pointing in the direction of ξ .
Let θ ∈ C∞(Rd) be supported in {|ξ | < } and θ(ξ) = 1 for |ξ | < /2 for some suﬃciently small  > 0. Then





e−2π is(ξ ·ω+τ )
(






e−2π is(ξ ·ω+τ )θ
(






e−2π is(ξ ·ω+τ )θ
(
ω + ξ/|ξ |)ϕ(ω, s)dσ(ω)ds
:= G(ξ, τ ) + B+(ξ, τ ) + B−(ξ, τ ).
By Lemma 3.2 and from the assumption |τ | 2|ξ |, it is easy to see that∣∣G(ξ, τ )∣∣ CN(1+ ∣∣(ξ, τ )∣∣)−N . (3.3)
Note that








ω − ξ/|ξ |)ϕ(ω, s)dσ(ω))ds.




ω − ξ/|ξ |)ϕ(ω, s)dσ(ω) = a(ξ, s)e−2π is|ξ | + e(ξ, s), for |ξ | 1,
where a(ξ, s) is a symbol in the class S
1−d
2 and e(ξ, s) is a symbol in the class S−∞ . Hence∣∣∂αs (a(ξ, s))∣∣ Cα |ξ | 1−d2 and ∣∣∂αs e(ξ, s)∣∣ CN,α |ξ |−N , (3.4)
with uniform bounds for 1 < s < 2. Now by (3.4) and from the assumption |τ | 2|ξ | we have
∣∣B+(ξ, τ )∣∣ ∣∣∣∣ ∫
R
e−2π is(τ+|ξ |)a(ξ, s)ds
∣∣∣∣+ CN |ξ |−N
 CN |ξ | 1−d2
(
1+ ∣∣τ + |ξ |∣∣)−2N + CN |ξ |−N
 CN
(
1+ ∣∣(ξ, τ )∣∣) 1−d2 (1+ ∣∣τ + |ξ |∣∣)−N . (3.5)
The case B− is similar. Hence by (3.1), (3.3) and (3.5) we have∣∣μ̂(ξ, τ )∣∣ CN(1+ ∣∣(ξ, τ )∣∣) 1−d2 [(1+ (τ − |ξ |)2)−N + (1+ (τ + |ξ |)2)−N].
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