Errors-in-variables regression is the study of the association eetween covariates and responses where covariates are observed with errors. In this paper, we consider the estimation of multivariate regression functions for dependent data with errors in covari-.
Introduction
In data analysis, it is customary to explore the association between covariates and responses via regression analysis. Let XO denote the covariate variable and Y be the response variable.
The regression function is defined by m( x) = E(YIXo = x) which is assumed to exist. This paper deals with the regression problem with errors-in-variables: We wish to estimate m(x), but direct observations of the covariate XO are not available. Instead, due to the measuring mechanism or the nature of the environment, the covariate XO is measured with error €: Xj = XJ +€j so that Xj instead of XJ is observed and one desires to explore the association between XO and Y based on the observation (Xj, Yj)j=l. This problem arises, for example, in medical and epidemiologic studies where risk factors are partially observed. See Prentice (1986) and Whittemore and Keller (1988) .
In the Li.d. case, the nonparametric errors-in-"variables problem was studied by and Fan, Truong and Wang (1990) where optimal rates of convergence and asymptotic normality are established. Let]((.) be a kernel function whose Fourier transform is given by~K (t) = 1: 00
exp(itx)]((x)dx
and~~(t) be the characteristic function of the error variable €. Set . ,£7=1 YjWbn((X -Xj)/bn)
where b n is the bandwidth parameter. We remark that the deconvolution kernellVb n is used to account for the fact that the covariates are observed with error. For more discussions on deconvolution, see Carroll and Hall (1988) , Liu and Taylor (1989) , Stefanski and Carroll (1990) , Zhang (1990) , and Fan (1991a Fan ( , b, 1992 in the Li.d. setting and Masry (1991a,b,c) for dependent observations. Our goal in this paper is to establish the asymptotic normality for estimators of form (1.3) in the following more general setting.
• The processes {Xl} and {Yj} are individually and jointly dependent.
• Multivariate regression from past vector data is considered.
• Estimation of general regression function of form is studied, where 'l/J(.) is an arbitrary measurable function. These functions include the usual mean regression and conditional moment functions as well as conditional distribution functions.
We note that in this general setting, sharp almost sure convergence rates were established in Masry (1991dj. When the error variable € == 0, the errors-in-variables problem reduces to the ordinary nonparametric regression where covariates are observable. In that case, the deconvolution kernel (1.2) is just an ordinary kernel in which case the estimator (1.3) was proposed by Nadaraya (1964) and Watson (1964) . The estimator (1.3) has been thoroughly studied with no errors in covariates. See, for example, Mack and Silverman (1982) and HardIe (1990) and references therein for LLd. observations, and Rosenblatt (1969) , Robinson (1983 Robinson ( , 1986 ), Collomb and HardIe (1986) , Truong and Stone (1991) , Truong (1991) and Roussas and Tran (1991) , among others for dependent observations. We now introduce the regression estimator in the more general setting mentioned above.
Let {XJ}~-oo and {Yj }~-oo be jointly stationary processes and {€j }~-oo be LLd. random variables, independent of the processes {XJ}~-oo and {Yj}~-oo' Denote the probability density and the characteristic function of the error variable € by h( x) and ¢dt), respectively.
.. ,X p ; p) be the joint probability density function of the random variables Xl' ... ,X;, which is assumed to exist. Then the joint probability density function of X ll '" ,Xp is given by where
For simplicity, we use product kernel for the multivariate nonparametric regression estimation. Let the kernel K be a real-valued, even, and bounded density function on the real line satisfying K(x) = O(!xl-Ie5 ) for some 0 > 0 and let~K(t) be its Fourier transform. A basic assumption on the error distribution and the kernel function is that for every b > 0
With Wb defined by (1.2), set 
We remark that j~(~;p) is a deconvolution density estimation of r(~jp).
For considering the asymptotic normality of m(~;p), we define the centralizing parameter by
, where R(~;p) = m(~;p)r(~;p). We will see that Bn(~;P) is the 'asymptotic bias' of the estimator m(~;p). With R n , j~and B n defined respectively by (1.11), (1.12) and (1.13), it is easy to verify that
where It will be shown in Proposition 1.1 that Bn(~;P) = 0(1) under some mild conditions. Therefore, the dominated term in the numerator is On:
(1.14)
Note that On is centralized and has the form of an average of a sequence of stationary random variables. Hence, we need first to establish asymptotic normality for On, and then the asymptotic normality of m n follows easily from (1.14).
The bias of the estimators j~(~jp) and Rn(~;P) and the asymptotic value of Bn(~jP)
are given by the following proposition. 
. Proof. See Fan and Truong (1990) and Masry (1991d) .
We remark that the above bias expressions do not dependent on the error distribution.
However, the asymptotic variance and the optimal rates of convergence depend strongly on the smoothness of the error distributions. Fan (1991a) and are called p-mixing (Kolmogorov and Rozanov, 1960) if
It is well known that these mixing coefficients satisfy and thus the class of p-mixing processes is intermediate between strongly and uniformly mixing.
We begin by imposing some conditions on the kernel function, the error distribution, as well as the mixing coefficients. and Yp+/ = Yp+/, where Xj is given by (1.7), and when 1~l < p, the vector (Xo,Xd
is the joint density of Xj given by (1.5). Let f(xo,xI) be the probability density function of (Xo,X/) with a similar meaning as above when 1~l < p. Denote by
We make the following assumptions on the processes involved. where Aj(j = 1,"',4) are some positive constants.
We remark that Condition 2.2 ii), iv) and v) are imposed on the X-variable. By the convolution theorem, they are satisfied when the density 11,(.) of error variable C is bounded.
With Band f3 given in Condition 2.1, let 1 1+ 00 2/3 -2
We need the following lemmas.
Lemma 2.1 (Masry, 1991a 
where Wb n is the deconvolution kernel given by (1.2) and D is given by (2.2).
To study the asymptotic normality for Qn and hence for m n , we put where J( and Wb n are defined by (1.8) and (2.3) By Proposition 1.1, J.ln is independent of the error distribution and goes to zero for almost all a: E RP:
Then, we have _ 1 Proof. We first remark that the third result follows directly from the first two results together with the stationarity assumption:
By conditioning on X o , we have from (2.3) and (2.4) that
Applying Lemma 2.2 b) with g(a:) = V(a:;p)j(a:;p) which is bounded by Condition 2.2 i)
and ii), we obtain the first part of the result.
Next, with a sequence of integers C n -+ 00 such that cnb~-+ 0, we write 
where C 1 is a positive constant. Therefore, by a change of variable and Condition 2.2 ii), we obtain
where the last equality follows from (1.8) and Lemma 2.1 a). This together with (2.7) entail 
where a(w) is the strongly mixing coefficient.
Main Results
The principle result of this section gives the asymptotic normality of the regression estimator (1.10) for both strongly mixing and p-mixing processes.
Condition 2.3.
Let {sn} be a sequence of positive integers, Sn -+ 00, such that Sn = 0((nb~)1/2).
For strongly mixing processes, a(k) satisfies (nb~p)1/2a(sn) -+ 0 as n -+ 00; for p-mixing 
Proof of Theorem 2.1
The idea of the proof of Theorem 2.1 is as follows. We first establish the asymptotic normality for On and then use (1.14) to conclude the desired result. We employ the following big blocks and small blocks argument. 
Using stationarity and (2.9), we obtain that
By (2.22),
since by (2.10) and (2.20)
Now, we consider F 2 • We first note that with mj = j(r + s) + r, 
I/J(.).
To complete the proof for the general case, we utilize the following truncation argument:
where L is a fixed truncation point. Correspondingly let and Put 
J1n,L = E [b;? ('l/JL(Yp) -mL(x;p)) Wb n ((x -Xo)/bn)] ,
Letting n --t 00, the first term goes to zero by (2.25) for every L > 0; the second term converges to zero by (2.26) as first n --t 00 and then L --t 00; the third term goes to zero as Since the asymptotic rates and constants of (j5(n) and (j2(n) are not available, the technical arguments are more involved here than in the ordinary smooth case. We first derive both lower and upper bound for (j5(n) and then use these bounds to establish
L"--t
These bounds are also useful in validating the Lindeberg-Feller condition for asymptotic normality.
Preliminaries
We make the following assumptions on the characteristic function J~(t) of the error variable c and on the Fourier transform JK(t) of a kernel function 1(.
Condition 3.1.
i) J~(t) 1:-0 for all t E R. Moreover, expression (1.15) holds with f31 = f3o.
ii) JK(t) has a finite support (-d,d).
iii) There exist positive constants~, a2 and f such that
, where a3 is a positive constant.
v) With R~(t) and j~(t) being the real and the imaginary part of J~(t), assume that either j~(t) = o(R~(t)) or R~(t) = o(i~(t)) , as t -+ 00.
We remark that condition i) assumes that the error distribution is super smooth. Under 
(le(t)).
The following two lemmas establish a lower bound on cr5(n) and the identity cr 2 (n) = ;cr5(n)(1 + 0 (1)). We impose the following conditions. ii) The processes {XJ, 6 
and by Lemma 3.1 and the factorization (1.8) of Wb n 0"6 (n) :2:
By the continuity of fXolY p ' we then have
The first conclusion follows. The second conclusion follows immediately from the bound on Lemma 3.3. Under Conditions 3.1 and 3.2, we have
where u 2 (n) and u5(n) are given by (3.1) and (3.2) . We now deal with each of the above three terms. For 1~j~p -1, by (2.3), we write
and X' = (Xo)' + e', X" = (Xo)', + e" and X'" = (xo)'" + e"'. Then, by conditioning on (xo)", e",Y p and Yp+j, we have where
I=p+l n and By (1.2) and Fubinis's theorem, the inner conditional expectation is
is the conditional characteristic function of (Xo)', (Xo)'" given {(XO)", Yp,Yp+j}. Therefore, Consequently, by (3.5), for 1~j~p -1, we have
lin,jl < (~:;~~;pE!Q2(X")Q4(YP,Yp+j)1 + 0(1)
b;"P b n 00 , 24 (3.6) for some positive constant C 1 • The same argument yields
Thus, by (3.4) and (3.6), we have
This together with the upper bound on IIWbn 1100 in Lemma 3.1 and the lower bound on 
From this together with (3.4), (3.8) and (3.9), we have proved the first conclusion for the p-mixing processes. For strongly mixing processes, we first note that by (2.3)
Then employing Davydov's lemma, we obtain that o.
We remark that a similar conclusion to Lemma 3.4 was proved in Masry (1991a) . The current result is slightly stronger and broader.
Main Results
The goal of this section is to establish the asymptotic normality for the regression estimator (1.10). To this end, we first discuss the asymptotic normality for On, the dominating term in the numerator of (1.14), and then use Lemma 3.4 to show the asymptotic normality for m(:z:;p) via (1.14). We need the following conditions.
Condition 3.3A.
Assume nb~-+ 00 as n -+ 00 for some, > 
With such a normalization, (2.5) leads to (3.12)
Thus, it suffices to show that (3.13) We now employ the big and small block arguments as in the proof of Theorem 2.1. Let /1 be a real number satisfying 1 < /1 < /, where / is given in Condition 3. 
for every e.
As in (2.23), using (3.11) and (3.12), we have 
