A comparative study is made of the Knox-Thompson and triple-correlation techniques as applied to image restoration. Both photon-noise-degraded imaging and atmospheric-turbulence-degraded imaging are considered. The signal-to-noise ratios of the methods are studied analytically and with the aid of computer simulations. The ability to retain diffraction-limited information on imaging through turbulence is considered in terms of phaseclosure relationships.
INTRODUCTION
The problem of imaging through turbulent media has been studied for many years. Of particular interest here is the imaging of objects through atmospheric turbulence. A detailed description of this effect is given by Roddier.' As atmospheric conditions vary continuously, the ultimate resolution obtainable from conventional long-exposure imaging with a large telescope is severely limited by turbulence effects. However, if short-exposure, narrow-opticalbandwidth images are recorded, atmospherically induced wave-front perturbations may be frozen. The turbulenceimposed resolution limit is therefore removed, permitting diffraction-limited resolution to be obtained.
It is well known that this type of imaging of a point-source object results in a speckled image because of interference effects. This is a consequence of the complex amplitude in the pupil of the imaging optics consisting of typically many uncorrelated regions, or seeing cells; the size scale 2 ro of these regions increases as atmospheric conditions improve. The long-exposure angular resolution limit imposed is approximately ro/X, which is typically much less than the diffraction limit D/A of a telescope of diameter D.
In the technique of speckle interferometry 3 the diffraction-limited information present in short-exposure images is used to obtain the spatial autocorrelation of astronomical objects even in poor seeing conditions, i.e., at low light levels and in the presence of telescope aberrations. 4 During the Both techniques are analogous to speckle interferometry, as they involve the averaging of correlation functions of many short-exposure images. Additionally, as a consequence of phase closure," all three techniques possess transfer functions that permit diffraction-limited information to be obtained even if ro is small. The KT and TC methods permit direct recovery of the Fourier phase of the intensity distribution of an object, as well as its Fourier modulus, from their associated ensemble-averaged correlation functions. If the spatial autocorrelation of the object alone is known, then such phase information is potentially obtainable only through indirect methods1 2 and by making assumptions concerning the intensity distribution of the object. For both the KT and TC methods, rigorous analyses 3 " 4 show that the intensity distribution of an object is uniquely related, apart from trivial ambiguities, to the relevant averaged quantity in each case (although there is no guarantee that current algorithms reconstruct this unique intensity distribution, particularly in the presence of noise).
Although these correlation techniques make diffractionlimited information available, its quality must be assessed before it can be used effectively. A common measure of quality used is the signal-to-noise ratio (SNR) at each spatial frequency u in the Fourier transform (S(u)) of the particular average correlation being considered. The SNR measure can be defined as SNR-I(S-(u))I, as where ars is the standard deviation of the signal S(u). This measure permits the comparison of similar techniques and additionally gives the relative weight of the information present so that it can be used optimally.
A consequence of using short exposure times and of the low luminosity of many astronomical objects of interest is that few photon events are recorded in individual speckle images. Photon noise is therefore introduced that can seriously lower the obtainable SNR and as a result degrade the quality of the reconstructed image. Despite such noise, correlation techniques have been used successfully to study low-luminosity astronomical objects (for example, see Ref. 15 ).
The aim of this paper is to compare and relate the KT and TC methods with particular reference to the SNR's of their associated averaged correlations. The evaluation of the SNR's requires the ensemble averaging of many different image correlations' over both the Poisson statistics of the photon events and the statistics of atmospheric turbulence effects. Fortunately, recent work 16 ' 7 has associated the 964 J. Opt. Soc. Am. A/Vol. 5, No. 7/July 1988 much-used idea of phase closure in radio astronomy with the comparatively new ideas of TC's and phase-closure pupilplane interferometry as used in the optical and infrared wave bands. This association can be extended and generalized to permit the approximation of the ensemble averages of many different image correlations on the basis of phaseclosure relationships, which was previously quite difficult.
The effect of photon noise on speckle interferometry was investigated originally by Goodman and Belsher' 8 ; their work was extended by Dainty and Greenaway 1 9 with particular reference to the problem of photon bias. Photon bias is a consequence of correlating photon events with themselves and is present in both the KT and the TC average signals. Evaluation of the ensemble-average signals has been facilitated by the development of computationally efficient photon-coordinate-differencing algorithms,2 0 together with modern photon detectors, such as the precision analog photon-address (PAPA) detector," which returns a stream of time-tagged photon coordinates. An increased SNR can be obtained by using the time-tag information." Previous work2 3 -2 5 on the effects of photon noise and atmospheric turbulence was done for the KT and TC techniques. However, only simplified approximations were obtained for ensemble averages of image correlations over the photon noise and atmospheric statistics. Previous studies were concerned with only specific regions in Fourier space of the ensemble-averaged signals; the work on the TC was concerned with only regions having the lowest SNR, which, in fact, are not used in practice.2 6 Previous studies of the KT method involved only the basic two-dimensional correlation technique as originally proposed, 6 whereas the technique can be generalized completely to give a four-dimensional average signal that contains considerably more information and is analogous to the four-dimensional TC signal. This paper is organized as follows. In Section 2 the mathematical forms of the TC, the KT correlation, and the autocorrelation are defined in both image space and Fourier space. A formalism for the TC is put forward that permits it to be related simply, in image space, to the KT correlation. The correlation techniques are shown diagrammatically and mathematically to be related intimately, each being simply a correlation of an image with itself weighted by complex exponentials. Another technique,27"2 8 known as the phasegradient method, is included and is shown to be a subset of the more general KT method.
In Section 3 the implementation of the correlation techniques at a low light level is described. Of particular importance is the development of a differencing algorithm, which permits 'the evaluation of individual sections or subplanes of the Fourier transform of the 'l'C, known as the bispectruin; the full TC differencing algorithm is reduced to a weighted KW' implemnentation. This has the advantage that only the higher SNR regions need be calculated, as opposed to the whole of the bispectruin, which must be evaluated if a full differencing algorithm is implemented. This problem can be overcome by evaluating the required bispectrum planes directly in Fourier space. Such an evaluation, however, requires that each frame be Fourier transformed, a process that becomes less efficient relative to photon differencing at low light levels.
The effect of photon noise on SNR's is considered in Section 4. An estimate for the error of the phase of a complex signal is proposed, and its dependency on photon noise is studied for the KT and TC signals. The phase-error estimate is shown to be related to the SNR. Averaging of various image correlations over the photon statistics is facilitated by a computer implementation of a generalization of the method of Goodman and Belsher,' 8 thereby making it possible to extend the work on photon-noise dependency.
In Section 5 the imaging of a randomly translating object is considered briefly. The necessity to centroid frames before carrying out the KT processing is explained, as are the problems associated with centroiding images in the presence of photon noise.
In Section 6 the use of the KT and TC for imaging through atmospheric turbulence is studied. The diffraction-limited information present in the transfer functions of speckle interferometry, the KT, and the TC is shown to be a direct consequence of the concept of phase closure. Extensive use is made of a computer simulation of the imaging of objects through atmospheric turbulence, using a large telescope. The dependence of SNR's and transfer functions on the number of photon events per image, N, and the mean number of speckles per image, fi, is studied analytically and by means of Monte Carlo-type computer simulations.
Finally, in Section 7 results are compared, and conclusions are drawn about the relative merits of the speckle imaging techniques with respect to the areas studied.
DEFINITIONS AND RELATIONSHIPS
Consider a two-dimensional intensity distribution, i(x), and its Fourier transform, I(u), defined by
Both the TC 8 -1 0 and the KT correlation 6 ' 7 may be defined in image space as correlations of i(x) or in Fourier space as products of I(u). The TC and its Fourier transform, the bispectrum, are defined by
In an analogous way the KT double correlation and its Fourier transform are defined by
IPi(u,, Au) = I(u,)I*(ul + Au), (5) where xl = xi, + xly and x 2 = x2x + x 2 . are two-dimensional spatial coordinate vectors; ul = ul, + uly, u 2 = U2x + u2y, and Au = Au, + Auy are two-dimensional spatial-frequency vectors; and the superscript * indicates the complex conjugate. The x and y subscripts denote orthogonal component vectors. It is apparent that Eqs. (1)- (5) are four dimensional. This fact causes implementation problems, extensive evaluation-time and data-storage requirements, particularly if the correlations are performed by using digitized images on a computer. The basic KT technique does, however, consist only of evaluating the three subplanes in Fourier space cor- trum plane corresponds to a weighted version of the KT product in Fourier space. The complex weighting factor is, however, signal dependent and as such possesses a number of important properties, which will become evident in later sections of this paper.
In order to understand the correlation techniques it is instructive to consider the autocorrelation process. This corresponds to the double correlation represented by Eq. (4) 
The autocorrelation of i(x) is the correlation of i(x) and i(x) multiplied by a complex exponential factor with zero spatial frequency [see Fig. 2(a) ]. Unfortunately the complete spatial symmetry of the operation prevents the preservation of Fourier-phase information. The argument of Eq. (9) is al- evaluated. This is analogous to the many subplanes contained in the four-dimensional bispectrum (see Fig. 1 ).
The relationships between the two methods become more apparent if Eq. (2) 
On comparing Eqs. (5) and (6) it can be seen that for a fixed spatial-frequency difference, Au, the defined bispec- arg1IKT(u 1 , AU)} =-KT(U,, AU) = O(U 1 )-(u 1 + AU), (11) gives the phase difference between two spatial frequencies separated by the vector Au.
The TC of Eq. (7) similarly permits the retention of phasedifference information. However, the absolute spatial position is indeterminable, owing to the property of the complex weighting factor that the linear phase is canceled. Additionally, bispectrum planes contain phase information en- (12) permits the determination of the phase difference between two spatial frequencies separated by the vector Au, provided that the phase at the frequency u2 = Au is already known. In particular, for u 2 = Au and Au equal to the fundamental sampling frequency in the case of discrete data, the TC gives phase-difference information identical to that given by the KT method, apart from the phase at Au. This is the linear phase, which cancels with the linear phase in the KT phase difference to produce the shift-invariant property of the bispectrum, DTC(U,, Au) = pKT(U 1 , AU) + 0(AU). (13) Another processing technique, the phase-gradient method of Aitken et al., '272 8 is closely related to the correlations just described. Phase information is again retained, but in the form of its derivative, not as explicit phase differences. The phase-derivative information is contained in the imaginary part of a double product in Fourier space,
where Iml I indicates the imaginary part, 0'(u) is the phase derivative, I'(u) is the derivative of I(u), and a is a vector gradient in image space. The result can be achieved through image space in a number of ways. For example, the two simple correlations (15) may be performed, where b is a real constant, and then combined and Fourier transformed (denoted by FTJ }) to yield the result of Eq. (14) . This is similar to the optical implementation of the technique used by Aitken et al.,
7r
The expressions in Eqs. (15) Obviously, division by Au now yields, apart from a constant factor, the weighted phase gradient contained in the result of Eq. (14): 
IMPLEMENTATION OF CORRELATION TECHNIQUES AT A LOW LIGHT LEVEL
In a number of situations, for example, freezing out turbulence effects on imaging through the atmosphere, it is desirable to record many short-exposure images. As a result, few photon events are detected in individual images. However, it can be shown that apart from removable photon bias terms, one of the properties common to all the correlation techniques is that the ensemble average over many lowlight-level frames is equivalent to the high-light-level correlation. At such low photon levels it is more efficient computationally to perform the correlations in image space by using photon-differencing algorithms rather than in Fourier space by using fast-Fourier-transform routines and multiple products.
In the notation of Dainty and Greenaway,' 9 the pth photon-limited image is represented by a sum of Dirac delta functions positioned at the coordinates of the Np photon events, N,, dp(
and its Fourier transform,
where xpk is the position vector of the kth photon in the pth frame.
The photon-differencing algorithm for the KT method can be written as2
Thus the KT correlation for each image is obtained by placing the complex number exp(27rj"uxPk 2 ) at position x = Xpkj -Xpk 2 whenever this vector coordinate difference occurs between two photon events. The same algorithm can be used to obtain the autocorrelation but with the substitution
There are many approaches that can be used to obtain the TC,22 but a differencing algorithm based on Eq. (7) is the most appropriate here; that is, each bispectrum plane corresponding to a different Au value is evaluated independently by using the following expression: 
The ensemble averaging of photon-limited correlations unfortunately introduces photon bias terms. Such terms correspond to the correlation of photon events with themselves and do not contribute any useful information to the average. The elimination of bias terms is achieved simply by not including in the differencing algorithms any differences between a photon event and itself. Therefore Eqs. (20) and (22) should include the proviso that k, #d k2, and Eq. (21) is modified to read as
It is important to note, from the standpoint of photon-noise analysis, that the bias terms, not the ensemble-average bias terms, of each frame"9 are removed during processing.
The unbiased quantities averaged in each technique may be stated in Fourier space as follows:
(a) For the autocorrelation technique,
Dp(u,)Dp*(ul) -Dp(O).
(b) For the KT technique, DP(41)Dp*(ul + Au) -DP*(Au).
(c) For the TC for each bispectrum plane u2 = Au,
(26) (27) The variance of the above quantities with the number and the distribution of photon events in each image describes the effect photon noise on such correlation techniques.
PHOTON NOISE
With the exception of the autocorrelation technique, the aim of the techniques under study is primarily to preserve some estimate of the Fourier phase. As the averages are complex numbers, both the variance of the real, UR', and imaginary part, au2 of the Fourier transform are studied, together with the covariance of the real and imaginary parts, Cov(I, R). The SNR measure used previously23"2 4 
where am = (aR2 + a,2)1/2 and M is the number of independent realizations used. This measure provide a reasonable indication of the SNR; however, of concern here is the error of the phase of the complex signal. An estimate of the phase error, OE, may be found by considering the variance of the signal in a direction perpendicular to the mean signal,
where 0 is the argument of the mean complex signal (S).
Provided that the number of realizations, M, used to obtain the mean signal is large, then the small-angle approximation of the tangent may be used to yield the phase-error estimate directly:
The am2, a,2, and aUR2 terms and the covariance Cov(I, R) of all the unbiased estimated quantities [expressions (24)- (27)] are evaluated where appropriate; see Appendix A. The method of evaluation is a computer implementation of a generalization of the method described by Goodman and Belsher' 8 for the power spectrum. The evaluated variances are now used to compare the effects of photon noise on the correlation techniques. The effect of photon noise on power-spectrum estimation has been adequately studied by other authors.1 8 "2 0 Of particular interest in this work is the comparison of the photonnoise sensitivity of phase-difference estimates obtained by using the KT and TC techniques. It is apparent from the relationships described in Section 2 that the KT and TC subplanes may be compared directly, as they effectively yield the same information. The additional term present in each bispectrum subplane is in general known from subplanes defined by a smaller-magnitude frequency vector, u 2 .
However, the bispectrum, being an average of a triple product, contains noise terms to the third power, causing the variance of the observed signal to be greater than that of the KT double product. This is a basic property of high-order correlations and suggests the use of correlations of the lowest order possible, which permit the recovery of the same information. For example, Fig. 3(a) shows the theoretical error OE, for a single image, of the phase-difference estimates resulting from using the KT plane (ul, = 0, Au, = 0) and the bispectrum plane (u2x = Aux, uly = u2y = 0). The results are for an asteroid-type object [see Fig. 3(c) ], which is approxi- 
for the bispectrum method. It is apparent that the KT method has a greater SNR than does the bispectrum method at this point for all values of N. In particular, for the limit- Ayers et al. (28) and (29) . Typically, general, the phase 0 of the averaged signal is also small, and so the following expression for the phase error results:
As shown by Fig. 5(b) , this error is smaller than that predicted by 1/0(SNRm), which contains the large real variance contribution. Unfortunately, the nature of sampling leads to occasional discontinuities in the Fourier phase of the object being imaged. This can consequently give a large signal phase 0, which increases the contributions of the real variance and the covariance to the phase error [see relation (30) ]. The result is that relation (38) tends to the equality. This is also shown by Fig. 5(b) , in which large values for the plotted ratio are visible near the axis. The implication of this is that a larger number of frames is required in these high-phase-error regions than that predicted by the SNRm value. The number of frames required could in fact be more than twice the SNRm-based prediction. The latter does, however, appear to give a reasonable indication of the expected error of the phase of the mean signal, again indicating the usefulness of evaluating the SNRm as opposed to the more complicated OE-
IMAGING A RANDOMLY TRANSLATING OBJECT
The KT imaging technique is, unlike the TC, dependent on image shifts resulting in signal degradation. Consider trying to image, using the KT technique, an object whose image is randomly translating. Such translations may, for example, be a consequence of the first-order degrading effect of atmospheric turbulence. The cause of the image shift is a wave-front tilt relative to the optical axis of the imaging system, which, as in the case of atmospheric turbulence, is effectively independent of other wave-front perturbations. Suppose that such tilts result in a Gaussian probability distribution p(a) of image shifts a:
where ca is the standard deviation of the shifts. An ensemble-averaged transfer function may therefore be defined that reduces the KT signal by an amount dependent on Au and cia:
As an example, consider a frequency sampling interval Au of 0. In the absence of photon noise, centroiding images before correlating makes the KT method a shift-invariant process and so removes the above effect, assuming that the sampled data and Au are equal to the spatial-frequency sampling interval. The Fourier spectrum of the centroided image, I(u), can be expressed by using the Fourier-shift theorem as 
The advantage of performing a double product for the KT method is lost, and the correlation is now a triple product in Fourier space, equivalent to the bispectrum with respect to third-order noise terms. At low light levels the problem is complicated by the presence of photon noise, which prevents the accurate determination of the image centroid. The KT average obtained by averaging a series of low-light-level randomly moving images and centroiding each image before processing can be shown to give (see Appendix B) (NpNP -) (U + AU )I* (U + AU _ AU )I* (AU )Np2), (44) where N, is the number of photon events in the pth image and I(u) is the Fourier transform of the object normalized by I(0). The ensemble average over the Poisson statistics of the number of photon events in each image is left unresolved because of the intrinsic object dependency of the above result. This result differs from the desired result, (Np(Np -1)(u)I*(u + Au)), (45) because of the presence of the frequency-shift vector Au/Np.
The latter is, however, negligibly small for all images except those containing a few photons. In particular, for frames containing two photons, the autocorrelation results, with no phase information, are preserved. The centroiding error effect obviously increases with Au. This result is important, as it suggests that the technique cannot be used in its present form when only a few photon events per frame are recorded. This is in contrast to the shift-invariant TC technique, by which it is possible to image objects reasonably well at very low photon levels.29' Initially, consider a further simplification of the problem based on the work of Roddier.1 6 Suppose that the atmosphere is modeled by a distribution of seeing cells of diameter ro in angular spatial-frequency space. The wave-front phase is assumed to be constant across each seeing cell, and the complex amplitude is assumed to be uncorrelated between cells. By using this basic model, the processing techniques may be explained simply.
Consider two seeing cells separated by a vector in the telescope pupil, Xu, where X is the mean wavelength and u is an angular spatial-frequency vector. If a point source is imaged through the telescope by using a pupil function consisting of two apertures, corresponding to the two seeing cells, then a fringe pattern is produced with a narrow spatialfrequency bandwidth. The major component 1(u) at the frequency u is produced by contributions from all pairs of points with a separation Xu, with one point in each aperture [see Fig. 6(a) ]. If the major component is averaged over many frames, then the result for frequencies greater than ro/X tends to zero because the phase difference, (P~A -4B mod 2ir, between the two apertures is distributed uniformly between ±ir with zero mean [see Fig. 7(a) ]. As a result, the Fourier component performs a random walk in the complex plane and averages to zero:
where q5(u) is the Fourier phase at the frequency u and( indicates an ensemble average over many frames.
Consider now the autocorrelationl technique, which in
Fourier space corresponds to estimating the power spectrum. The major Fourier component of the fringe pattern is averaged as a product with its complex conjugate, and so the atmospheric phase contribution is eliminated, and the aver- 
Unfortunately phase information is not preserved. This is the simplest form of the phase-closure idea"l used in radio astronomy. The KT method fails with this arrangement.
The KT technique is a small modification of the autocorrelation technique. The major Fourier component of the fringe pattern is averaged with a component at a frequency 
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where Sp(u) is the combined transfer function of the telescope-atmosphere imaging system. The ensemble-averaged transfer functions of the KT and TC techniques are defined by T(KT)(u,, AU) = (SP(U,)Sp*(Ul + AU)) (56) and and
Suppose that this system of two apertures is extended to three and that the Au value is made greater than ro/X [see 
Thus the bispectrum method, in contrast to the KT method, can obtain phase-difference information for phase differences Au > ro/X. It is apparent that the phase-closure requirement can be restated in terms of the spatial-frequency vectors that define a particular technique in Fourier space; the vector sum of the spatial-frequency vectors must be less than ro/X for the ensemble average of the signal to be nonzero, the only exception being if frequency vectors can be grouped together such that all the groups independently have a sum that is less than ro/X. By using this simplified model it can be seen how the techniques are related through the phase-closure concept and how they permit preservation of Fourier-phase information. However, the use of a telescope pupil consisting of a few subapertures permits the study of only a limited number of spatial frequencies. This may be desirable in certain circumstances, but in general the full telescope aperture is used to make use of all the available light flux and to permit the study of many spatial frequencies.
Suppose that a series of short-exposure images is recorded. The pth image may be represented, by using the incoherent-imaging equation in Fourier space, as A. Additionally, both planes contain a high region around the axis ulx = 0. This region permits the recovery of information about frequency differences of up to approximately ro/X with a high signal-to-noise-ratio. It should be noted that this region is wider in the KT case. This is due to the third term present in the bispectrum triple product, which reduces the bispectrum modulus, falling off in a manner similar to that of the short-exposure transfer function. T(Tc)(u 1 , u 2 ) = (S,(u 1 )Sp*(ul + U0Sp(U2)),
respectively. The effects of using the full aperture on these transfer functions are, first, to introduce information on all spatial frequencies out to the diffraction limit of the telescope and, second, to lower the transfer function for those frequencies that were present with the three-subaperture pupil function. The reduction of the average transfer functions is due to contributions from combinations of subapertures, which are present in the full pupil, for which phase closure is not realized. For example, consider the signal contributions from the two frequency vectors, u and u + Au in Fig. 6(c) , but with both of the vectors lying between different pairs of subapertures, thus preventing phase closure.
Although both transfer functions are four-dimensional, a reasonable indication of their behavior may be obtained by studying two-dimensional subplanes through them corresponding to ul = ulx, with Au = Au, for the KT correlation and u 2 = u2X for the bispectrum. Figure 8 shows plots of these planes, obtained by using the Monte Carlo computer simulation, permitting a comparison of their basic properties. Both possess a high central region for frequencies uix, Aux, and u2. less than the seeing cutoff of approximately rol 0.0 1.5 Fig. 10 . Plots of the ratio of the phase error OE to 1/('/2SNRm) for the subplanes' of the KT and bispectrum results for the asteroidtype object shown in Fig. 3(c) and defined by ul = ulx, u2 = U2x, Aux.
These plots are obtained by computationally simulating the effect of imaging the asteroid shown in Fig. 3(c) with a 2-m telescope and 0.7-arcsec seeing. Departure from unity occurs only near the axes. 
Ayers et al.
Cross sections through these planes (see Fig. 9 ) show this fact. However, the benefit of this additional term can also be seen. As the frequency-difference vectors Au, and u2X increase, the KT signal, in contrast to the bispectrum, reduces in value and becomes more random owing to the lack of exact phase closure. The remaining high regions present in the bispectrum are redundant because of the 12-fold symmetry of the function.
Of particular interest is the number of different frequency-difference vectors Au. and u 2 x by which high-SNR information can be acquired. In general, the greater the number, the better the resulting reconstructed object intensity distribution is. [relation (30) ] poses many problems in an analytic study because of the complexity of the signal variances required.
Consequently, the SNR measure SNRm [Eq. (28)] is used, as in Section 4, to compare analytically the KT and TC techniques. The phase-error measure OE has, however, been studied computationally by using the Monte Carlo simulation previously described, and the following results comparing OE and SNRm were obtained for imaging through atmospheric turbulence. Figure 10 shows plots of the ratio of the phase error OE to 1/(V/SNRm) for the subplanes of the KT signal and the bispectrum defined by ul = Ulx, u 2 = u2., and Au = Aux. These plots are the result of computationally simulating the effect of imaging the asteroid shown in Fig. 3(c) with a 2-m telescope and 0.7-arcsec seeing. Five thousand independent realizations of the atmosphere were used to obtain the ensemble averages. These plots should be compared directly with those in Fig. 5 . Although no photon noise is present, the atmospheric-turbulence-induced signal fluctuations result in the same overall effect; the variances of the real part and the imaginary part of the signal tend to be independent and equal, with zero covariance, away from the axes, whereas near the axes the covariance tends to be larger with a small imaginary variance and a large real variance. Again, the SNRm appears to give a reasonable indication of the phase error; however, the fluctuation of the ratio about unity near the axes is still present, a consequence of the nonzero covariance.
The SNR's of the KT and TC methods in and M is the number of independent images. In order for the SNR's to be compared, the averages must be evaluated for a range of frequency vectors. By using the model of Roddier, 16 the following results are obtained. The mean number of speckles per frame, ii, is assumed to be much greater than unity, and -ff = 2.0(D/ro) 2 , where D is the telescope diameter. The approximations that are required in order to estimate the effect of atmospheric turbulence on ensemble averages are repetitive and tedious. Consequently, a typical quantity, the ensemble-average mean square of the bispectrum, is treated in detail as an example (see Appendix C). The effect on imaging a point source at a high light level is considered first. The Fourier spectrum of the pth image, I,(ui), therefore reduces to that of the point-spread function of the telescope-atmosphere combination, Sp(u). For u 1 ,
(SP(u 1 )SP*(u 1 + Au)) ~ 0;
and, for u 2 , Au < ro/X, 
and SNR(KT) z 0,
For ul, Au < ro/X at a high light level both techniques have statistics that, within the approximation made here, reflect the negative exponential behavior of the SNR of the power spectrum.1 8 For frequencies outside this range, for which no power-spectrum equivalent exists, the KT method has ap- (68) between the two plots. The width of this region gives an indication of the number of frequency-difference vectors for which high-SNR information is available for object reconstruction. When cross sections are compared for constant AuX and U2x values, it is found that both techniques have similar SNR's if the difference vectors are less than approximately ro/X (see Fig. 12 ). Beyond this value the closurephase property of the bispectrum maintains its SNR above that of the KT SNR, which tends to fluctuate wildly. The high-SNR regions around the axes are constricted near the origin for both techniques. This is particularly noticeable in the bispectrum, where distinct regions of low SNR exist, corresponding to positions where two of the terms in the bispectrum triple product are identical, hence increasing the variance of the bispectrum phase. These regions are clearly visible in Fig. 11 : for example, around the line defined by Ulx = u2x. In contrast to the transfer functions, the SNR's for the cross sections shown, with AuX, u2x < ro/X, maintain a roughly constant value for values of ul, up to approximately ro/X of the telescope-imposed cutoff.
Unfortunately, the need to observe astronomical objects with low luminosity and the short-exposure requirement of proximately zero SNR, whereas the bispectrum SNR has a 1/Vn1/2 dependency. This result disagrees with that obtained by Wirnitzer, 2 4 which shows no such dependency.
The SNR of the information for u 2 > ro/X is therefore typically of the order of Yii,/ 2 lower than that for u 2 < ro/X. If individual images are considered to be independent, then in order to obtain equivalent SNR values in both regions, a multiplicative factor of the order of !is more frames is required when u 2 > ro/X. 
N>1, i<<1.
The mean signals are (ul, Au) for the bispectrum and KT methods, respectively. The SNR's of the two techniques may now be compared for the various regimes.
In particular, relation (77) reduces to a linear dependence on ii, equivalent to the power spectrum, for u 2 = 0, as expected. Again, for larger -i, both SNR's are far more complicated, but, as before, their dependence on N gradually falls off when the terms in the variances that are dependent on higher powers of N dominate. Both SNR's tend to the highlight-level value of unity, as for the power spectrum, for u 2 = Au = 0.
A Monte Carlo simulation was carried out (see Fig. 13 ), the results of which reasonably confirm the N and ii, dependencies of the above SNR results.
The ensemble-averaged variances derived can be incorporated easily into phase-reconstruction algorithms 22 to weight optimally the information present in the average signals. The expression for the variance of the bispectrum given in relation (72) is particularly useful as a weighting function, as it can be evaluated from knowledge of N and the ensemble-average image spatial power spectrum at various spatial frequencies. This weighting function will, however, suffer from the fact that it is independent of the phase of the bispectrum at each point. Two possible approaches to overcoming this are as follows. Firstly, a larger weighting function can be given to those points for which the bispectrum phase is not close to zero on the basis of the phase error tending to the equality in relation (38). Alternatively, the variances and the covariance of the real and imaginary parts of the complex signal (see Appendix A) could be approximated in a manner similar to that used for the variance of the modulus, and the full expression for the phase error defined in relation (30) could be evaluated.
Ayers et al. has the slightly higher SNR; however, the lines appear to be superimposed.
CONCLUSION
It is evident that the KT and TC methods of image processing are closely related from both the mathematics and implementation viewpoints. The extension of the KT method to a more-general form, whereby the frequency-difference vector Au can take on a wide range of values, removes the TC advantage of having a redundency of phase information that can increase the SNR. It is necessary to centroid images before processing when using the KT method, and this removes the SNR gain over the TC that should result as a consequence of being a lower-order correlation. Additionally, the need to centroid and the development of an efficient photon-differencing TC algorithm result in implementation times' being equivalent, despite the KT method being a lower-order correlation. A more appropriate measure of the phase error, OE, of a complex signal is suggested. This is compared with the traditional SNR-based measure whereby the phase error is approximated by 1/(V2SNR). It is found that this measure gives a reasonable indication of the phase error; however, in certain circumstances, for small-frequency-difference vectors, the value predicted by this method can be considerably in error. It is seen that the SNR can be used to provide an upper bound on the phase error:
Speckle interferometry, the KT correlation, and the TC have been seen to be connected through phase-closure relationships. By considering phase closure in terms of spatialfrequency vectors forming closed loops in the telescope pupil, it is possible to evaluate many ensemble averages of image correlations over the statistics of atmospheric turbulence. A computer implementation of a generalization of the technique of Goodman and Belsher 18 made possible an investigation of photon-noise-dependent SNR's. By using these developments, together with a computer simulation of the effects of imaging through turbulence, the SNR's of the TC and KT methods are compared with, in particular, their dependence on n, and N.
It is found that the highest-SNR regions of both the TC and the KT average signals are of equivalent value and extent. They correspond to using frequency-difference vectors Au and u 2 that have magnitudes that are less than or of the order of ro/X. In this region both SNR's are linearly dependent on the number of photons per speckle at low light levels and approximately unity at a high light level. They reflect their close association with the negative exponential statistics of the power spectrum. Outside these high SNR regions, the KT signal is insignificant, and the bispectrum 
and averaging over the photon-noise statistics gives 
resulting in the following expressions for the second order statistics. The second moment of the real part of the signal is given by Ayers et al.
