We consider the asymptotics of various estimators based on a large sample of branching trees from a critical multi-type GaltonWatson process, as the sample size increases to infinity. The asymptotics of additive functions of trees, such as sizes of trees and frequencies of types within trees, a higher-order asymptotic of the "relative frequency" estimator of the left eigenvector of the mean matrix, a higher-order joint asymptotic of the maximum likelihood estimators of the offspring probabilities and the consistency of an estimator of the right eigenvector of the mean matrix, are established.
1. Introduction. This article considers the asymptotics of estimators associated with critical multi-type Galton-Watson (GW) processes. A GW process is called critical if the largest eigenvalue of its mean matrix is 1 (see below for details). For such a process, a branching tree is finite with probability 1, but the expectation of its size is infinite. The estimators considered here are based on a large sample of terminating branching trees, and the asymptotics refer to the probabilistic behavior as the sample size n → ∞.
The study on large sample asymptotics of parameter estimators for simple (i.e., single type) GW processes has a quite long history (cf. [20] ). The idea of using increasingly large sample of individual trees for estimation dates from as early as [24] , and much progress has been made since then (cf. [7, 8] and references therein). This setting of parameter estimation is widely used in computational linguistics [5, 16] , where large samples of tree-structured parses of sentences are available. On the general issues of parameter estimation or asymptotics related to simple or multi-type GW processes, there is now extensive literature available (e.g., [1, 3, 6, 10, 12, 14, 15, 17, 19, 21, 22, 23] and references therein). For a 1 2 [11] . The size of a tree is an additive function of the tree (cf. [13] and Section 4). Under a critical GW process, additive functions exhibit very different asymptotic behavior from those under a subcritical process. The consistency of the estimator for the left Frobenius eigenvector of the mean matrix as well as that for the offspring probabilities is a simple consequence of a general result on the asymptotics of an additive function (cf. Theorem 5) . For the left Frobenius eigenvector, the estimator consists of relative frequencies of types. From the offspring probabilities, the estimators are the well-known maximum likelihood estimators, which also take the form of relative frequencies. In analogy to the central limit theorem, the fluctuations of these estimators around their limits are also of interest and characterized with non-Gaussian behavior. The estimation of the Frobenius right eigenvector, on the other hand, follows a completely different approach.
The other sections of the article are organized as follows. The main results are stated in Section 2. Some well-known or standard results are collected in Section 3 for later use. Section 4 demonstrates a general result on the asymptotics of additive functions of sample branching trees. In Sections 5 and 6, some finer asymptotics for the estimators of the left Frobenius eigenvector and the offspring probabilities are studied. Finally, a consistent estimator of the right Frobenius eigenvector is given in Section 7.
In the rest of this section we shall fix the notation for the article. Throughout, we use V ∈ N as a generic notation for the number of particle types in a GW process. Without loss of generality, let the set of types be V = {1, . . . , V }. For simplicity, the topology of a sample branching tree will be ignored, and a branching rule in which a particle of type k generates n 1 offspring of type 1, n 2 offspring of type 2 and so on is denoted by k → n, where n = (n 1 , . . . , n V ) ∈ V * := ({0} ∪ N) V . Indeed, when the topology of a tree needs to be taken into account, one can denote by n a finite string consisting of elements in V, and by V * the set of all such strings, n s is still the number of particles of type s in n and results established in this article still hold.
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Given k ∈ V, the offspring probability distribution on V * , namely the probability distribution on k → n, is denoted by p k (n). Let P k denote the probability distribution determined by the offspring probability distributions p s , s ∈ V, on branching trees rooted with a particle of type k, and let E k denote the expectation under P k . For each sample tree ω, k ∈ V and n ∈ V * , denote |ω| = number of particles in ω, f (k; ω) = number of particles of type k in ω,
Then for any finite sample tree ω rooted with a particle of type k,
The mean matrix of a GW process is a V × V matrix M , with its (k, l)th entry
In general, a matrix M is called nonnegative (resp. positive) if all its entries are nonnegative (resp. positive). When M is a square matrix, it is called irreducible if M p is positive for some p ∈ N.
Henceforth, any v ∈ C V will be regarded as a row vector, and its transpose v t as a column vector. For two vectors v and u, denote v · u = s∈V v s u s . For any scalar a, denote a = (a, . . . , a).
Finally, recall the following fundamental result (cf. [2] , page 185, and [16] ).
Perron-Frobenius theorem. Let M be a nonnegative matrix indexed by V × V. Then M has an eigenvalue λ ∈ [0, ∞) such that no other eigenvalue of M has absolute value greater than λ; and there are nonnegative vectors v, u ∈ R V satisfying λv = vM , λu t = M u t . Moreover, if M is irreducible, then λ is a simple eigenvalue, and v and u are positive and can be chosen in such a way that
It is easy to see that eigenvectors satisfying (1.1) are unique. We will refer to them as Frobenius eigenvectors and denote them by v and u, respectively. 
It is not hard to see Q is a probability measure. Henceforth, we will denote by X the identity function on V * [i.e., X(n) = n] and assume
Given k ∈ V, let ω 1 , ω 2 , . . . be i.i.d. trees sampled from P k . For the asymptotics of the total numbers of particles of different types in the trees, convergence to a joint stable distribution can be established, which generalizes the well-known result that the distribution of the total progeny of a critical simple GW process is in the domain of attraction of a stable law with exponent 
where ξ is a real-valued stable random vector with characteristic function
and H is defined on C V by
Theorem 1 is a special case of the asymptotics of functions of the form ( [13] , page 167).
which we will refer to as "additive functions." There are many choices for g s . For example, if g s (n) = 1 {|n|=0} , then G(ω) is equal to the total number of terminals in ω. In Section 4, it will be shown that, under suitable conditions, From (2.2) and the equivalence between convergence in distribution to a constant and convergence in probability to the same constant, it follows thatv
To find finer asymptotics ofv N , we next consider the limit of the characteristic functions of N α (v N − v), as N → ∞. It turns out that α = 1 is the correct scaling. Since
instead of directly dealing with N (v N − v), we shall consider the limit of the joint characteristic functions of random vectors
Recall the matrices R n in (1.1). Since the GW processes are critical, R n → 0 at an exponential rate. Define matrix
where I is the V × V identity matrix. Then Λ = 0, as is seen from 1 t v = I and
Theorem 2. Under the same conditions as in Theorem
such that η k is the kth component of η ∈ R V given by
and z(c, K) the (unique) solution with negative real part to
The vectorv N consists of the relative frequencies of types in the population of particles in ω 1 , . . . , ω N . Likewise, we can consider the relative frequencies of branching rules in ω 1 , . . . , ω N . Fix j ∈ V and n ∈ V * . For
From Corollary 1 in Section 4, it is seen thatp j,N is consistent. That is, for
To get finer asymptotics ofp j,N (n), following Theorem 2, consider the limit of the joint characteristic functions of
Because V * may have infinitely many elements, to avoid potential difficulty, we only consider the joint asymptotic of a finite number of relative frequencies of branching rules (j → n).
Theorem 3. Assume the same conditions as in Theorem
such that z(c, K) is the (unique) solution with negative real part to
Formula (2.5) gives an estimator of the left Frobenius eigenvector v of the mean matrix M . While the right Frobenius eigenvector u of M occurs in the asymptotics of the estimator for v, it is clear how to use relative frequencies to directly estimate u. So we consider an alternative approach to the estimation of u. Given a tree ω, for each node x ∈ ω, let |x| denote its "depth," that is, the number of edges on the shortest path from x to the root of ω. Denote
whenever the sum on the right-hand side is well defined. Recall that v and u denote the positive left and right eigenvectors of M , respectively, such that the sum of the components of v is equal to 1, and v · u = 1.
Then for any sequence λ 1 , λ 2 , . . . ∈ (0, 1) with
Remark. From Lemma 8, it is seen that,
3. Preliminaries. This section collects some standard results for later use. 
converges at w, then it converges uniformly on any compact subset of
The function f is analytic on C w and
By s∈V v s = 1, the coefficient of t is 0. Therefore
which completes the proof.
Lemma 3. Let X 1 , X 2 , . . . be random vectors in R V . Suppose there is a subset Ω ⊂ R V with Lebesgue measure 0, such that for any c / ∈ Ω, c · X n converges in distribution. Then X n D → X for some random vector X with characteristic function
Proof. Because R V \ Ω is dense, there exist c 1 , . . . , c V / ∈ Ω which are linearly independent, such that c k · X n converges in distribution. The map
Then the characteristic functions φ n (c) := Ee ic·Xn are equicontinuous. From φ n (c) → φ(c) on a dense subset of R V , it follows that the convergence holds on the entire R V , and φ has a unique continuous extension from R V \ Ω to R V . Now by tightness, X n D → X for some random vector X and clearly the characteristic of X has to be φ.
4. Limit laws for additive functions. Suppose g k , k ∈ V, are real-valued functions on V * . One can define a function G on the branching trees, such that, for any tree ω rooted with a particle of type k,
where (k → n) is the branching rule applied at the root, and ω j,s is the subtree of ω rooted with the jth particle of type s in n. By recursion, it is easy to check that
We will refer to functions of the form (4.1) as "additive" functions for which there is the following theorem. Given c = (c 1 , . . . , c V ) ∈ R V , define g s (n) ≡ c s for any s ∈ V. Then
The linear subspace v ⊥ := {c ∈ R V : c · v = 0} does not contain 1, and hence its Lebesgue measure is 0. By Lemma 3, it is enough to show Theorem 1 for c / ∈ v ⊥ . For any such c, (4.2) holds, and thus
Then by (4.4) , letting N → ∞ leads to
Following the proof of Theorem 1, we have the following corollary to Theorem 5. Corollary 1. Suppose g s satisfies (4.2) and ω 1 , ω 2 , . . . ∼ P k . Then, with ξ being the same as in (2.3),
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The rest of the section is devoted to the proof of Theorem 5. First note that, by (2.1) and u, v being positive,
Lemma 4. Fix k ∈ V and function θ : V * → C, with |θ(n)| ≤ 1 for any n ∈ V * . Then h k (z, θ) given below is a well-defined second-order homogeneous polynomial in z ∈ C V :
Also define
Then r k is analytic in the interior of C = {z ∈ C V : |1 + z s | < 1, s ∈ V}. Furthermore,
Proof. By (4.5), the summations over V * in (4.6) converge, and hence h k is well defined. Equation (4.7) follows from direct computation. Consider
In addition, by Lemma 1(a) and (4.5), it is not hard to check that the second-order derivatives of a k are bounded on D, and continuously extend to D. Then by computation,
Consequently, the first-and second-order derivatives of
are bounded on C and have continuous extension to C, such that
Apply Lemma 1(b) twice, once to r k and once to its derivatives. Then it can be seen that, for any z ∈ C, there is t ∈ (0, 1), such that
which leads to (4.9).
Lemma 5. Recall function H defined in (2.4). For the function, we have
H(z) = s∈V v s h s (z) = E Q (X · z) 2 − s∈V v s z 2 s ,(4.
10) H(z) ≡ 0 and all its coefficients are nonnegative.
Proof. Because v = vM , from (2.4), it is not hard to see that the equalities in (4.10) hold. For each k ∈ V, all the coefficients of h k are nonnegative and v k > 0. Therefore, all the coefficients of H are nonnegative as well. If H(z) ≡ 0, then there must be h k = 0, k ∈ V. From (4.7), this implies that p k (n) > 0 only if n = 0 or n = e s = (ε s1 , . . . , ε sV ), for some s ∈ V, with ε sr = 0 if r = s and 1 otherwise. Therefore M rs = p r (e s ) and s∈V p r (e s )u s = u r . By choosing r such that u r = max{u s , s ∈ V}, it is seen that u s = u r for all s ∈ V and s∈V p r (e s ) = 1. Thus, almost surely, each particle produces exactly one offspring, leading to a nonterminating process, which is a contradiction.
Proof of Theorem 5. The following recursive relations hold:
Let ∆ k (t) = φ k (t) − 1, and ∆ t = (∆ 1 (t), . . . , ∆ V (t)). By (4.11),
where h k is defined as in (4.6), with function θ = e itg k : n → e itg k (n) , and r k is defined as in (4.8).
We will use (4.12) to prove (4.3). It is enough to show that, for any t n → 0+, there is a subsequence τ n of t n , such that τ
Fix an arbitrary t n → 0+. We first show that, when n is large enough, ∆ tn = 0. Indeed, if this is not the case, then (4.12) implies n∈V * (e itg k (n) − 1)p k (n) = 0 for t = t n , n large enough.
Then by dominated convergence, for all k ∈ V,
contradicting (4.2). Then there is a subsequence {t
We show that ∃ k 0 ∈ V ′ and {τ n } ⊂ {t ′ n }, such that 
Assuming the first one, for some {t ′′ n } ⊂ {t ′ n },
converges for all s ∈ V ′ \ {s 1 }. In particular,
∆ k 0 (τn) converges, implying that ∆s 1 (τn) ∆ k 0 (τn) converges as well. With k 0 and τ 0 being fixed such that (4.13) holds, denote ξ = (ξ 1 , . . . , ξ V ). Clearly ξ k 0 = 1. To get the other ξ l , first consider the asymptotics of ∆ t . Rewrite (4.12) to get
Multiply both sides of (4.14) by v k and then sum over V.
Divide both sides of (4.15) by ∆ 2 k 0 (t) and let t → 0 through τ n . Because each h k (z, e itgs ) is a second-order homogeneous polynomial, by dominated convergence,
Since |φ s (t)| = |1 + ∆ s (t)| ≤ 1 for all s ∈ V, and ∆ t → 0 as t → 0, (4.9) leads to
On the other hand, by (4.2) and dominated convergence,
Combining the above results,
and hence
Divide both sides of (4.14) by ∆ k 0 (t), and then let t → 0 along τ n . By (4.16)-(4.18) and h k (∆ t ) = o(∆ k 0 (t)), there is ξ = M ξ. Therefore, ξ is an eigenvector corresponding to the simple eigenvalue 1 of M , and thus ξ is some constant times u. Since ξ k 0 = 1, by comparing with (1.1), we get
which, together with (4.10) and (4.18), leads to
where H(u) > 0 is because u is positive and H ≡ 0 with all its coefficients nonnegative. From the limit it is seen that, as n → ∞, ∆ 2 k 0 (τ n )/τ n at most
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has two cluster points. Because the real part of
Combining the above limit and (4.19), we get that, for any s ∈ V,
This completes the proof.
5. Limit laws for the relative frequencies of types. This section is devoted to the proof of Theorem 2. By Lemma 3, it is enough to establish the result for
Note that, in Theorem 2, it is assumed that ω 1 , ω 2 , . . . are i.i.d. ∼ P k . Therefore, letting
we need to find the limit
Following the previous section, let
Then, as in the proof of Theorem 1, provided
exists and
To this end, it is enough to show that, for any t n → 0+, there is a subsequence {τ n } ⊂ {t n }, such that
The functions θ k (t), k ∈ V, have the following recursive relations:
Therefore,
Then similarly to (4.12), it can be shown that
where h k and r k are defined as in (4.7) and (4.8), respectively. Multiply both sides of (5.2) by v k and take the sum over k ∈ V. By v 1 + · · · + v V = 1, v = vM and (4.10), one gets
where r(z) := k∈V v k r k (z). Fix t n → 0+. Following (4.13), we want to find k 0 ∈ V and {t ′ n } ⊂ {t n } such that, for any s ∈ V,
exists. First, we show that, when t > 0 is small enough, ∆ t = 0. Suppose this is not the case. Then (5.3) implies that, for a sequence of t → 0, s∈V v s (e i(Ct−cs)t − 1) = 0. According to Lemma 2, this leads to
In particular, K = 0, which is a contradiction. Thus ∆ t = 0 for t > 0 small. Then we can find a subsequence {t ′′ n } ⊂ {t n } and a subset V ′ ⊂ V, such that ∆ s (t ′′ n ) = 0 for all s ∈ V ′ while ∆ s (t ′′ n ) = 0 for all s / ∈ V ′ . With an argument similar to the one for (4.13), there are {t ′ n } ⊂ {t ′′ n } and k 0 ∈ V ′ such that (5.4) holds for s ∈ V ′ . For s / ∈ V ′ , (5.4) clearly holds with ξ s = 0. Thus (5.4) holds for all s ∈ V.
Lemma 6. With k 0 chosen as above,
Assume for the moment that Lemma 6 is true. Fix c ∈ R V with c 1 , . . . , c V not all equal. By the lemma, there is {τ n } ⊂ {t n }, such that τ −1 n ∆ k 0 (τ n ) converge. Therefore, by (5.4), there is λ ∈ C V , such that lim n→∞ ∆ τn /τ n = λ. Divide (5.2) by t and then let t → 0 through τ n to get λBy (2.7), if η t = Λc t , then λ := iη is a solution to (5.5). Moreover, since 1 is a simple eigenvalue of M , any solution to (5.5) can be written as zu + iη, z ∈ C. As a result, lim τ −1 n ∆ τn = zu + iη for some z ∈ C which is to be found. Divide both sides of (5.3) by t 2 and let t → 0 through τ n . Since H is a homogeneous polynomial of order 2 and, according to (4.9), R(∆ t ) = o(|∆ t | 2 ), then (3.1) implies
By some calculation, it can be seen that z is a solution to the equation
where
On the one hand,
and on the other,
and hence v · η = vΛc t = 0. Therefore, A and B can be expressed as in (2.10) and (2.11).
The roots of the equation are
Since the real part of ∆ k (t) = φ k (t) − 1 is nonpositive, z is the one with nonpositive real part.
Proof of Lemma 6. If the claim is false, then there exists {τ n } ⊂ {t ′ n } such that
First, divide both sides of (5.2) by ∆ k 0 (t) and let t → 0 through τ n . By (5.4),
In particular, H(ξ) > 0. Thus, by dividing both sides of (5.3) by ∆ k 0 (t) 2 , and letting t → 0 through τ n , it is see that 0 = H(ξ), which is a contradiction.
Corollary 2. For A and B, we have
Proof. Indeed, if A 2 > −H(u)B, then −(A 2 + H(u)B) < 0. Since z has to be the one of 1
with negative real part, with c being fixed, z is not continuous at K = 0, a contradiction.
6. Limit laws for the relative frequencies of branching rules. In this section, we prove Theorem 3. With a little abuse of notation, denote
and for c, q ∈ R V * , provided n∈V * |c n q n | < ∞, c · q = n∈V * c n q n . Given c ∈ R V * , with c n = 0 for all but a finite number of n satisfying p j (n) > 0, and K ∈ R, consider E[e iζ N (c,K) ], with the random variable
Then, to prove Theorem 3, it is enough to show that
such that z(c, K) is the solution to
Proof of Theorem 3. As in the proof of Theorem 2, it is enough to show the above limit for K = 0. Let
Let ∆ s (t) = ψ s (t) − 1, s ∈ V, and ∆ t = (∆ 1 (t), . . . , ∆ V (t)). Then
where h k , k ∈ V, are defined as in (4.7), and r k as in (4.8) . By (4.9), r k (∆ t ) = o(|∆ t | 2 ) as t → 0. On other hand, T n (z) = s∈V (1 + z) ns − n · z is a polynomial of order greater than or equal to 2. Note that in the last sum in (6.3), since c n = 0 for all but a finite number of n, only a finite number of summands is nonzero. Thus, following the steps in Sections 4 and 5, multiply 20 Z. CHI both sides of (6.3) by v j , both sides of (6.4) by v k , add them up and use v = vM to get
icnt (e it(c·q−Kt−cnt) − 1)
where r = s∈V v s r s . Similar to the argument following (5.3), given any t n → 0+, there exist k 0 ∈ V and a subsequence {t ′ n } ⊂ {t n }, such that ∆ k 0 (t ′ n ) = 0, and
for some ξ ∈ C V . We need the following bounds.
Lemma 7. With k 0 chosen as above,
Assume Lemma 7 is true for now. Then by (6.6) and Lemma 7, there is {τ n } ⊂ {t ′ n }, and λ ∈ C V , such that lim n→∞ τ −1 n ∆ τn = λ. Divide both sides of (6.4) and (6.3) by τ n and let n → ∞. Then there is z ∈ C, such that λ = zu.
To find the value of z, divide both ends of (6.5) by t 2 and let t → 0 through τ n . By Lemma 2,
It is then routine to check that z is the solution to (6.1) with negative real part. The remaining part of the proof is similar to that for Theorem 2 and thus is omitted.
Proof of Lemma 7. If lim inf n→∞ |t ′ n /∆ k 0 (t ′ n )| = 0, then choose {τ n } ⊂ {t ′ n } such that lim n→∞ τ n ∆ k 0 (τ n ) = 0.
Divide both sides of (6.3) and (6.4) by ∆ k 0 (t) and let t → 0 through τ n . Then (6.6) leads to ξ = M ξ. Because ξ k 0 = 1, ξ = u −1 k 0 u. Now divide (6.5) by ∆ k 0 (t) 2 and let t → 0 through τ n . Then it is seen that H(ξ) = 0, implying H(u) = 0, which is a contradiction.
7. An estimator for the right eigenvector of the mean matrix. This section gives the proof for Theorem 4. We need a few lemmas. Then for λ ∈ (0, 1), S j (λ) < ∞ and (
Proof of Lemma 8. That S j (λ) < ∞ for all j ∈ V and λ ∈ (0, 1) and (7.1) are easy consequences of recursion. For λ ∈ (0, 1), because v(1
Because all components of v are strictly positive, S j (λ) ∼ (1 − λ) −1 , λ → 1−, and thus (7.2) is proved for t = 1. The proof of (7.2) is similar for t = 2, 3 and 4. We shall show the details of the proof for t = 4, to illustrate how the indices of 1 − λ in the asymptotics (7.2) are counted.
Suppose we have shown E j S(ω, λ) t < ∞ and (7.2) for t = 2, 3. Given a tree ω rooted with j, suppose the branching rule applied by the root is (j → n). For s ∈ V, and l = 1, . . . , n s , let ω l,s be the subtree rooted with the lth particle of type s in n. 
