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LARGE OSCILLATIONS OF THE ARGUMENT OF THE RIEMANN
ZETA-FUNCTION
ANDRE´S CHIRRE AND KAMALAKSHYA MAHATAB
Abstract. Let S(t) denote the argument of the Riemann zeta-function
S(t) =
1
pi
Im log ζ(1/2 + it).
Assuming the Riemann hypothesis, we obtain the following Ω± result: for each fixed constant 0 < β < 1,
there is a constant c > 0 such that
max
Tβ≤t≤T
±S(t) ≥ c
√
log T log log log T
log log T
,
for T sufficiently large. This is an improvement of an earlier bound obtained by Montgomery and matches
with the Ω result obtained by Bondarenko and Seip.
1. Introduction
In the theory of the Riemann zeta-function, it is important to understand the distribution of its non-
trivial zeros in the critical strip (0 ≤ Re (s) ≤ 1) and on the critical line (Re (s) = 12 ). The Riemann
Hypothesis (RH) asserts that all the zeros in the critical strip lie on the critical line, which we will assume
for our main theorem. Let N(t) be the number of zeros of the Riemann zeta-function ζ(s) in the rectangle
0 ≤ Re (s) ≤ 1, 0 ≤ Im (s) ≤ t, where the zeros with imaginary part t are counted with weight 12 . The famous
Riemann–von Mangoldt formula ([7, Chapter 1.4], [13, Chapter IX]) asserts that
N(t) =
t
2π
log
(
t
2π
)
− t
2π
+
7
8
+ S(t) +O
(
1
t
)
.
When t is not the ordinate of a non-trivial zero of ζ(s), the argument function S(t) is defined as
S(t) =
1
π
arg ζ
(
1
2
+ it
)
,
where the argument is obtained by continuous variation of arg ζ(s) along the broken line starting from the
point s = 2 (where arg ζ(2) = 0) and then going first to the point s = 2+ it and then to s = 1/2+ it. If t is
the ordinate of a non-trivial zero of ζ(s) we define
S(t) = lim
ǫ→0
1
2
(S(t+ ǫ) + S(t− ǫ)).
For a detailed exposition on S(t), we refer to [8] and [13, Chapter IX].
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In this paper, we investigate large positive and negative values of S(t). Under RH, Littlewood [9] proved
that
S(t) = O
(
log t
log log t
)
.
The best explicit upper bound know for S(t) under RH is due to Carneiro, Chandee and Milinovich [2]
|S(t)| ≤
(
1
4
+ o(1)
)(
log t
log log t
)
,
where the term o(1) was shown to be O(log log log t/ log log t). The error term in the above expression was
improved by Carneiro, Chirre and Milinovich [3] to O(1/ log log t). However, a heuristic argument of Farmer,
Gonek and Hughes [6] suggests that for |t| ≤ T , the optimal upper bound for S(t) is like √logT log logT .
On the other hand, the best previously known omega result for S(t), under RH, is due to Montgomery
[11], who proved that
S(t) = Ω±
(√
log t
log log t
)
. (1.1)
Recently, using the resonance method and assuming RH, Bondarenko and Seip [1] showed that for each fixed
constant 0 ≤ β < 1 there is a constant c > 0 such that
max
Tβ≤t≤T
|S(t)| ≥ c
√
logT log log log T
log logT
.
However, we can not infer from the above formula, whether for some t ∈ [T β, T ],
S(t) ≥ c
√
logT log log logT
log logT
or S(t) ≤ −c
√
logT log log logT
log logT
.
Our main goal in this paper is to improve the Ω± results of Montgomery (1.1).
Theorem 1. Assume the Riemann hypothesis. Then, for each fixed constant 0 < β < 1, there exists a
constant c > 0 such that
max
Tβ≤t≤T
±S(t) ≥ c
√
logT log log logT
log logT
,
for T sufficiently large.
Our theorem uses the resonator constructed by Bondarenko and Seip [1], and combines it with a new
convolution formula for log ζ(s) which is inspired from Montgomery’s paper [11]. Assuming RH, Proposition
3 shows that for each fixed 0 < λ < 1/2 and T sufficiently large, we have1∫ (log T )3
−(log T )3
log ζ
(
1
2
+ i(t+ u)
)(
sin(λu log2 T )
u
)2
(±3− 2 sin(u log2 T ))du
=
iπ
2
∞∑
n=2
Λ(n)wn
(log n)n
1
2
+it
+O
(
(logT )λ
)
,
(1.2)
where Λ(n) is the von-Mangoldt function defined to be log p if n = pm with p a prime number and m ≥ 1 an
integer, and zero otherwise, and wn = max{0, 2λ log2 T − | log2 T − logn|}. Note that on the left hand-side
of (1.2), the kernel (
sin(λu log2 T )
u
)2
(±3− 2 sin(u log2 T )),
1Throughout this paper we will use the notations log2 T = log log T and log3 T = log log log T .
2
is always positive or always negative. Therefore, integrating this formula with |R(t)|2Φ(t/T ) as in [1] and
considering the imaginary part, we can pick the large positive and negative values of S(t). On the other
hand, the sum on the right hand-side is a finite sum, since that for some n0 ∈ N we have wn = 0 for n ≥ n0.
Also, we emphasize that the absence of the sign on this side of (1.2) is due to the fact that it will be absorbed
in the error term.
An important difference of our convolution formula from that of Montgomery is that we need a long
enough Dirichlet polynomial to resonate. The length of our Dirichlet polynomial is (logT )1+2λ while in
Montgomery’s paper it is c log2 T . The use of the constant 0 < λ < 1/2 allows us to obtain a Dirichlet
polynomial with its sum that runs over (logT )1−2λ ≤ n ≤ (log T )1+2λ, and it allows us to use [1, Lemma 7].
Also, this parameter help us to have a convenient error term in (1.2).
We would like to remark that our method can be generalized to a family of L-functions (see [4, Section
4]) and to the argument function defined in a region close to the critical line S(σ, t) (see [5]). We would also
like to refer to [10] for another application of the resonance method to show Ω± results.
2. A new convolution formula
The following lemma is inspired by a result of Montgomery [11, Lemma 4].
Lemma 2. Assume the Riemann hypothesis. Let 0 < β < 1 be a fixed number. Let α > 0, H ∈ R, and
T β ≤ t ≤ T logT , for T sufficiently large. Then,∫ (log T )3
−(log T )3
log ζ
(
1
2
+ i(t+ u)
)(
sinαu
u
)2
eiHudu =
π
2
∞∑
n=2
Λ(n)wn(α,H)
(logn)n
1
2
+it
+O
(
e2α+|H|
(log T )3
)
,
where wn(α,H) := max{0, 2α− |H − logn|} for all n ≥ 2.
Proof. By [11, Lemma 3] we have the following formula
1
2πi
∫ 1+i∞
1−i∞
n−s
(
eαs − e−αs
s
)2
eHsds = max{0, 2α− |H − logn|},
where n ≥ 2, α > 0 and H ∈ R. Since the Dirichlet series
log ζ
(
1
2
+ it+ s
)
=
∞∑
n=2
Λ(n)
(logn)n
1
2
+it+s
converges absolutely for Re s > 12 we have
1
2πi
∫ 1+i∞
1−i∞
log ζ
(
1
2
+ it+ s
)(
eαs − e−αs
s
)2
eHsds =
∞∑
n=2
Λ(n)wn(α,H)
(logn)n
1
2
+it
, (2.1)
where wn(α,H) := max{0, 2α − |H − logn|}. Since we assume RH (see also Theorem 33 of[12]), we can
move the line of integration in (2.1) to lie on the following five paths:
L1 = {1 + iu : (log T )3 ≤ u <∞}, L2 = {σ + i(logT )3 : 0 ≤ σ ≤ 1},
L3 = {iu : −(logT )3 ≤ u < (logT )3}, L4 = {σ − i(logT )3 : 0 ≤ σ ≤ 1},
L5 = {1 + iu : −∞ < u ≤ −(logT )3}.
For each 1 ≤ j ≤ 5 we define the integrals
Ij =
1
2πi
∫
Lj
log ζ
(
1
2
+ it+ s
)(
eαs − e−αs
s
)2
eHsds.
3
Then2,
∣∣I1∣∣, ∣∣I5∣∣≪
∫ ∞
(log T )3
∣∣∣∣ log ζ
(
1
2
+ 1± it
)∣∣∣∣
∣∣∣∣eα(1±iu) − e−α(1±iu)1± iu
∣∣∣∣∣
2
eHdu
≪ e2α+H
∫ ∞
(log T )3
1
u2
du≪ e
2α+|H|
(log T )3
.
Further,
∣∣I2∣∣, ∣∣I4∣∣≪
∫ 1
0
∣∣∣∣ log ζ
(
1
2
+ σ + i(t± (logT )3)
)∣∣∣∣
∣∣∣∣eα(σ±i(log T )
3) − e−α(σ±i(log T )3)
σ ± i(logT )3
∣∣∣∣
2
eσHdσ
≪ e
2α+|H|
(logT )6
∫ 3/2
1/2
| log ζ(σ + i(t± (logT )3))|dσ ≪ e
2α+|H|
(logT )5
,
where in the last line we have used a classical estimate (see [14, Eq. (2.13)]). Finally, the integral I3 gives
us the main term:
I3 =
1
2π
∫ (log T )3
−(log T )3
log ζ
(
1
2
+ i(t+ u)
)(
eiαu − e−iαu
iu
)2
eiHudu
=
2
π
∫ (log T )3
−(log T )3
log ζ
(
1
2
+ i(t+ u)
)(
sinαu
u
)2
eiHudu.
Therefore, combining the above result, (2.1), and the error terms, we get the desired result. 
The motivation behind the next proposition is to construct a kernel which is always positive or always
negative. Note that the function
x 7→ ±3− 2 sinx
has a unique sign.
Proposition 3. Assume the Riemann hypothesis. Let 0 < β < 1 be a fixed number. Let 0 < λ < 1/2 be a
fixed parameter and T β ≤ t ≤ T logT , where T is sufficiently large. Then∫ (log T )3
−(log T )3
log ζ
(
1
2
+ i(t+ u)
)(
sin(λu log2 T )
u
)2
(±3− 2 sin(u log2 T ))du
=
iπ
2
∞∑
n=2
Λ(n)wn
(logn)n
1
2
+it
+O
(
(logT )λ
)
,
where wn := wn(λ log2 T, log2 T ).
Proof. We take α = λ log2 T with H = 0, H = log2 T and H = − log2 T in Lemma 2 and using the linear
combination
±3− 2 sin((log2 T )u) = ±3 e0 + i
(
ei(log2 T )u − e−i(log2 T )u),
we get ∫ (log T )3
−(log T )3
log ζ
(
1
2
+ i(t+ u)
)(
sin(λu log2 T )
u
)2
(±3− 2 sin(u log2 T ))du
= ±3π
2
∞∑
n=2
Λ(n)wn(λ log2 T, 0)
(log n)n
1
2
+it
+
iπ
2
∞∑
n=2
Λ(n)wn(λ log2 T, log2 T )
(log n)n
1
2
+it
+O(1),
(2.2)
2The notation f ≪ g means that there is a constant c > 0 such that f(x) ≤ c g(x).
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where we have used that wn(λ log2 T,− log2 T ) = 0 for n ≥ 2. Note that the first sum runs over n ≤ (logT )2λ
and the second sum runs over (logT )1−2λ ≤ n ≤ (log T )1+2λ. We want to bound the first sum. Since
wn(λ log2 T, 0)≪ log2 T , using integration by parts and the prime number theorem, we get
∞∑
n=2
Λ(n)wn(λ log2 T, 0)
(log n)n
1
2
+it
≪ log2 T
∑
2≤n≤(log T )2λ
Λ(n)
(logn)
√
n
≪ (logT )λ.
Inserting this into (2.2) we obtain the desired result. 
3. The Resonator
We will use the resonator constructed by Bondarenko and Seip in [1, Section 3] (see also [5, Section 3]).
The resonator is a function of the form |R(t)|2, where
R(t) =
∑
m∈M′
r(m)
mit
,
and M′ is a suitable finite set of positive integers whose construction is given below. We start fixing the
real number 0 < β < 1 and define κ = (1 − β)/2. Note that κ + β < 1. For T sufficiently large we define
N = [T κ]. Let P be the set of prime numbers p such that
e logN log2N < p ≤ exp
(
(log2N)
1/8
)
logN log2N. (3.1)
We define f(n) to be the multiplicative function supported on the set of square-free numbers such that
f(p) :=
√
logN log2N
log3N
1√
p (log p− log2N − log3N)
for p ∈ P and f(p) = 0 otherwise. For each k ∈ {1, ..., [(log2N)1/8]} we define the sets:
Pk :=
{
p : prime number such that ek logN log2N < p ≤ ek+1 logN log2N
}
,
Mk :=
{
n ∈ supp(f) : n has at least 3 logN
k2 log3N
prime divisors in Pk
}
,
and
M := supp(f)\
[(log2 N)
1/8]⋃
k=1
Mk.
Now, let J be the set of integers j such that[(
1 + T−1
)j
,
(
1 + T−1
)j+1)⋂M 6= ∅,
and we define mj to be the minimum of
[
(1 + T−1)j , (1 + T−1)j+1
) ∩M for j in J . Consider the set
M′ := {mj : j ∈ J }
and finally we define
r(mj) :=
( ∑
n∈M,(1−T−1)j−1≤n≤(1+T−1)j+2
f(n)2
)1/2
for every mj ∈ M′.
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3.1. Estimates with the resonator. We collect some results related to the resonator which was proved
in [1, Section 3]. Let us write Φ(t) = e−t
2/2.
Proposition 4. We have the following properties:
(i) |R(t)|2 ≤ R(0)2 ≪ T κ
∑
l∈M
f(l)2.
(ii)
∫∞
−∞
|R(t)|2Φ
(
t
T
)
dt≪ T
∑
l∈M
f(l)2.
Proof. (i) and (ii) follows from the definition ofM′ and [1, Lemma 5]. 
Lemma 5. If
G(t) =
∞∑
n=2
Λ(n)wn
(log n)n
1
2
+it
is absolutely convergent and wn ≥ 0 for n ≥ 2, then∫ ∞
−∞
G(t)|R(t)|2 Φ
(
t
T
)
dt≫ T
√
logT log3 T
log2 T
(
min
p∈P
wp
)∑
l∈M
f(l)2.
Proof. See [1, Lemma 7]. 
4. Proof of Theorem 1
Assume the Riemann hypothesis and consider the parameters defined in Proposition 3 and Section 3. We
start integrating our convolution formula in Proposition 3 in the range T β ≤ t ≤ T log T with the factor
|R(t)|2Φ(t/T ). Using (ii) of Proposition 4 we get,∫ T log T
Tβ
(∫ (log T )3
−(log T )3
log ζ
(
1
2
+ i(t+ u)
)(
sin(λu log2 T )
u
)2
(±3− 2 sin(u log2 T ))du
)
|R(t)|2Φ
(
t
T
)
dt
=
iπ
2
∞∑
n=2
Λ(n)wn
(logn)
√
n
(∫ T log T
Tβ
n−it|R(t)|2Φ
(
t
T
)
dt
)
+O
(
T (logT )λ
∑
l∈M
f(l)2
)
.
Taking the imaginary part in the above expression we obtain∫ T log T
Tβ
(∫ (log T )3
−(log T )3
S(t+ u)
(
sin(λu log2 T )
u
)2
(±3− 2 sin(u log2 T ))du
)
|R(t)|2Φ
(
t
T
)
dt
=
1
2
∞∑
n=2
Λ(n)wn
(logn)
√
n
Re
{∫ T log T
Tβ
n−it|R(t)|2Φ
(
t
T
)
dt
}
+O
(
T (logT )λ
∑
l∈M
f(l)2
)
.
(4.1)
We denote the above expression by I1 = I2.
(i)Analysis of I2. Firstly, we want to complete the integral that appears here, from −∞ to ∞. Then,
we need to calculate the error terms. Recalling that the sum that appears runs over (logT )1−2λ ≤ n ≤
(logT )1+2λ, and using the bounds wn ≪ log2 T , Φ(t) ≤ 1, the prime number theorem and (i) of Proposition
4 we have,∣∣∣∣∣
∞∑
n=2
Λ(n)wn
(logn)
√
n
Re
{∫ Tβ
0
n−it|R(t)|2Φ
(
t
T
)
dt
}∣∣∣∣∣≪ log2 T
∑
n≤(log T )1+2λ
Λ(n)
(logn)
√
n
(∫ Tβ
0
|R(t)|2Φ
(
t
T
)
dt
)
≪ T κ+β(log T )1/2+λ
∑
l∈M
f(l)2 ≪ T
∑
l∈M
f(l)2.
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Similarly, using the rapid decay of Φ(t) we obtain∣∣∣∣∣
∞∑
n=2
Λ(n)wn
(logn)
√
n
Re
{∫ ∞
T log T
n−it|R(t)|2Φ
(
t
T
)
dt
}∣∣∣∣∣≪ T
∑
l∈M
f(l)2.
Therefore, we rewrite the integral of I2 from 0 to ∞. Using the fact that |R(t)|2 and Φ(t) are real and even
functions, we get that
Re
{∫ ∞
0
n−it|R(t)|2Φ
(
t
T
)
dt
}
=
1
2
∫ ∞
−∞
n−it|R(t)|2Φ
(
t
T
)
dt.
Then
I2 =
1
4
∞∑
n=2
Λ(n)wn
(log n)
√
n
(∫ ∞
−∞
n−it|R(t)|2Φ
(
t
T
)
dt
)
+O
(
T (logT )λ
∑
l∈M
f(l)2
)
. (4.2)
Note that for a fixed 0 < λ′ < λ and (log T )1−2λ
′ ≤ n ≤ (logT )1+2λ′ we have wn ≫ logn. Using (3.1) we
have that each p ∈ P satisfies (logT )1−2λ′ ≤ p ≤ (logT )1+2λ′ , where T is sufficienty large. Therefore we
have that
min
p∈P
wp ≫ min
p∈P
log p≫ log2 T.
Therefore, using Lemma 5 we get
∞∑
n=2
Λ(n)wn
(logn)
√
n
{∫ ∞
−∞
n−it|R(t)|2Φ
(
t
T
)
dt
}
≫ T
√
logT log2 T log3 T
∑
l∈M
f(l)2.
Finally, inserting this lower bound in (4.2) and using the fact that λ < 1/2 we conclude that
I2 ≫ T
√
logT log2 T log3 T
∑
l∈M
f(l)2, (4.3)
for T sufficiently large.
(ii)Analysis of I1. Grouping conveniently the sign we get
I1 =
∫ T log T
Tβ
(∫ (log T )3
−(log T )3
±S(t+ u)
(
sin(λu log2 T )
u
)2
(3 ∓ 2 sin(u log2 T ))du
)
|R(t)|2Φ
(
t
T
)
dt
≤
(
max
Tβ
2
≤t≤2T log T
±S(t)
)(∫ (log T )3
−(log T )3
(
sin(λu log2 T )
u
)2
(3∓ 2 sin(u log2 T ))du
)∫ T log T
Tβ
|R(t)|2Φ
(
t
T
)
dt.
Using (4.3), we have that each factor on the above expression is positive. Then, by (ii) of Proposition 4 it
follows
I1 ≤
(
max
Tβ
2
≤t≤2T log T
±S(t)
)(∫ (log T )3
−(log T )3
(
sin(λu log2 T )
u
)2
(3 ∓ 2 sin(u log2 T ))du
)∫ ∞
−∞
|R(t)|2Φ
(
t
T
)
dt
≪
(
max
Tβ
2
≤t≤2T log T
±S(t)
)
(log2 T )
(∫ ∞
−∞
(
sin(λu)
u
)2
(3∓ 2 sinu)du
)
T
∑
l∈M
f(l)2 (4.4)
≪
(
max
Tβ
2
≤t≤2T log T
±S(t)
)
T log2 T
∑
l∈M
f(l)2.
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(iii)Final analysis. Finally, combining (4.1), (4.3) and (4.4) we conclude that√
logT log log logT
log logT
≪ max
Tβ
2
≤t≤2T log T
±S(t).
We obtain the desired restriction T β ≤ T ≤ T after a trivial adjustment, changing T to T/(2 logT ) and
making β slightly smaller.
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