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Abstract
An n × m non-negative integer matrix D= {dij} is given, representing the disturbance that
customer i receives by a facility at location j. We consider the problem of /nding p facilities
so that the maximum, over the n customers, of the sums of their disturbances is minimized. We
show that this problem can be deterministically approximated within O((log n+ logp)), where
 is the ratio between the biggest and the smallest positive entry of D. We obtain this result
by /rst taking a randomized rounding approach to the problem and then by derandomizing the
algorithm by the method of conditional probabilities. ? 2002 Elsevier Science B.V. All rights
reserved.
1. Introduction
Combinatorial Location Problems have received a lot of attention in the past few
decades. Intensive research has been done in this area and many results are now col-
lected in various books and survey papers [5,6]. For a recent annotated bibliography on
this subject see, for instance, the paper by Martine Labb?e and Fran@cois V. Louveaux
in [4]. For a survey on obnoxious location problems see instead [2].
In the classical strong formulation of the uncapacitated facility location problem,
we have n customers that must be supplied from m facilities (plants, warehouses),
where commodities are made available (produced, stored, sold). The problem consists
in opening a set of facilities (a binary yes–no decision for each facility) so that all
demands from the customers can be satis/ed and the total costs of opening the facilities
and satisfying the demands is minimized. If the number of facilities to be opened is
/xed, then the problem is called p-median.
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In this paper we consider a similar but diIerent p-median problem that we call
Minimum Disturbance p-Facility Location problem. In this model, n customers receive
diIerent disturbances from m facilities, where services with a somehow negative im-
pact are located (aerials, nuclear weapons, garbage dumps). The problem consists in
opening p facilities so that the maximum disturbance, over the n customers, received
from the opened facilities is minimized. More precisely, we formulate the problem as
follows:
Instance: An n× m non-negative integer matrix D= {dij}; positive integer p.
Problem: Find a 0− 1 vector x=(x1; : : : ; xm) that minimizes t and such that
x1 + · · ·+ xm¿p; (1)
∑
j=1;:::;m
dijxj6 t for each i=1; : : : ; n: (2)
This problem is new and has a number of potential practical applications. In a
telecommunication system, it can describe the location of p aerials so that the maximum
disturbance of their use by a given population is minimized; in a political environment,
the election of p representatives minimizing their maximum disturbance to any one of a
set of persons and in an economical environment, the selection of products minimizing
the maximum acquisition costs.
This problem turns out to be an NP-hard optimization problem, so we will devote
our attention in /nding an eLcient approximation algorithm for it. We remind the
reader that many location problems are NP-hard and that their approximability status
is described in the on-line compendium by Pierluigi Crescenzi and Viggo Kann [3],
which is continuously updated.
That our problem is NP-hard is easy to see. In fact, in recognition form it can be
stated as:
Instance: An n×m non-negative integer matrix D= {dij}; positive integers p and t.
Question: Is there a 0− 1 vector x=(x1; : : : ; xm) satisfying (1) and (2)?
It is straightforward to see that the Independent Set problem, an NP-complete prob-
lem asking for the existence in a graph of an independent set of k vertices, can be
reduced to the above recognition form by setting dij equal to 1 if edge i has vertex j
as an endpoint and equal to 0 otherwise, and by setting p= k and t=1.
This reduction also shows that yes-instances of the Independent Set problem are
transformed into instances of the Minimum Disturbance p-Facility Location problem
having an optimal value less than or equal to 1, whereas no instances are transformed
into instances having optimal value greater than 2−, for any ¿ 0. Edoardo Amaldi [1]
has noticed that the Minimum Disturbance problem cannot therefore be approximated
within 2−, for any ¿ 0, unless P=NP and hence that it does not belong to the class
PTAS of problems admitting a polynomial time approximation scheme. The problem
can be trivially approximated within O(p) and within  if all entries in D are positive,
where  is the ratio between the biggest and the smallest positive entry of D.
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In this paper we show that the Minimum Disturbance p-Facility Location problem
can be deterministically approximated within O((log n+logp)). We obtain this result
with the help of two algorithms. The /rst one is a randomized algorithm; we are
able to show that this algorithm provides a good random approximate solution for the
Minimum Disturbance problem, i.e., a solution which satis/es (1) and also (2) with
a good value of t. This algorithm is then derandomized by the method of conditional
probabilities, obtaining a second algorithm which is deterministic and is able to /nd
an approximate solution which is just as good as the randomized one. Both algorithms
have been inspired by the work of Prabhakar Raghavan [9] and the presentation of his
results given by Detlef Sieling [7].
Section 2 describes the notation and the probabilistic results that are needed through-
out the paper.
Section 3 presents the two algorithms and the approximability results for the problem.
2. Notations and probabilistic results
We start this section by giving some de/nitions and notations taken from [8] that
simplify the statements of the next theorems.
Throughout this paper we set M =maxi; j dij and let  be the ratio between M and
the smallest positive entry of matrix D.
We de/ne three functions B(; ); C(; ) and C∗(; ) over positive reals. We set
B(; )= (e=(1 + )(1+))
and we observe that e=(1+ )(1+) ¡ 1 and that function B(; ) is strictly decreasing
in  and . Then, we de/ne C(; ) to be the positive discrepancy that satis/es the
equation
B(; C(; ))= 
and again we observe that this function is strictly decreasing in  and . Finally, we
de/ne









if 6 lg(1=) (4)
and we observe that in [9] the function C∗(; ) is asserted to be an upper bound for
C(; ).
We now proceed by giving the probabilistic results needed in Section 3. Theorem
1 is well known, Theorems 2 and 3 are due to Prabhakar Raghavan [9]; they are
stated here in a slightly more general setting, and sketches of proofs are given for the
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convenience of the reader, since the two strict inequalities that we highlight in each
proof are essential in Section 3.
Theorem 1 (Markov Inequality). Let Y be a discrete random variable assuming only
non-negative values. If Y is not identically zero; then for any t ¿ 0
Pr[Y ¿ t]¡E[Y ]=t:
A proof of this result under a more general hypothesis can be found in [8]; the
adaptation to this speci/c hypothesis is a simple exercise.
Theorem 2 (Raghavan [9]). Let a1; : : : ; am ∈ [0; 1] and let X1; : : : ; Xm be independent
Bernoulli trials with E[Xj] =pj. Set X =
∑
j ajXj and let  be a constant such that
¿E[X ]. Then for any ¿ 0
Pr[X ¿(1 + )]¡B(; ):
Proof (sketched). If X is identically zero, then the conclusion is obvious, otherwise
for any t ¿ 0
Pr[X ¿(1 + )]=Pr[etX ¿ et(1+)]:




(pjetaj + (1− pj))=et(1+): (5)
Note that this /rst strict inequality holds for any positive ;  and t. Now choosing
t= lg(1 + ), since the inequality x+ 16 ex holds for any real x, and it holds strictly






Notice that this second strict inequality holds for any positive ;  and the chosen t.
Now since for aj ∈ [0; 1] and for any real x we have that (1+x)aj −16 xaj, it follows




epjaj =(1 + )(1+) =e
∑
j pjaj =(1 + )(1+) (6)
and if ¿E[X ], then the above is
6 e=(1 + )(1+) =(e=(1 + )(1+)) =B(; ):
Theorem 3 (Raghavan [9]). Let a1; : : : ; am ∈ [0; 1] and let X1; : : : ; Xm be independent
Bernoulli trials with E[Xj] =pj. Set X =
∑
j ajXj and let  be a constant such that
6E[X ]. Then for any ¿ 0
Pr[X ¡(1− )]¡ (e−=(1− )(1−)):
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Proof (sketched). For any t ¿ 0 we have that
Pr[X ¡(1− )]=Pr[− X ¿− (1− )]=Pr[e−tX ¿ e−t(1−)]:




(pje−taj + (1− pj))=e−t(1−): (7)
Choosing the time t= lg(1− )−1, we have that the above is
¡ e−
∑
j pjaj =(1− )(1−) (8)
and if 6E[X ], then this in turn becomes
6 (e− = (1− )(1−)):
Corollary 1 (Raghavan [9]). If the hypotheses of Theorem 3 hold; then; for any
0¡6 1;
Pr[X ¡(1− )]¡ (e−2=2):
Proof. This follows from Theorem 3 since, if 0¡6 1, then the inequality (1 −
)1− ¿ e−+
2=2 holds because of the McLaurin expansion of lg(1 + ).
3. The Minimum Disturbance p-Facility Location problem
In the introduction we have formulated our problem as a linear integer problem
and we have anticipated that we will solve it with the help of two approximation algo-
rithms, one randomized and the other deterministic. Let us /rst describe the randomized
algorithm.
3.1. The randomized approximation algorithm
This algorithm /rst solves the continuous linear relaxation of the problem, where
the variables xj are required to belong to the interval [0; 1]. If xl = (xl1; : : : ; x
l
m) is
an optimal solution of the relaxed problem and tl is the corresponding value of the
objective function, then the algorithm uses m random variables q1; : : : ; qm to compute
its output. For each j=1; : : : ; m it sets qj equal to 1 with probability xlj and equal to 0
with probability 1− xlj. The choices of the qj are done independently, so each qj is a
Bernoulli trial and E[qj] = xlj. Finally, the algorithm computes the value of the random






which is the value of the objective function on (q1; : : : ; qm).
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In order to highlight the diIerence between this randomized algorithm and the de-
terministic one, the pseudocode follows:
The randomized approximation algorithm
Solve the continuous linear relaxation of the problem,
where the variables xj are required to belong to the interval [0; 1];
let xl = (xl1; : : : ; x
l






for each k =1; : : : ; m:
set qk =
{
1 with probability xlk
0 with probability 1− xlk ;
return (q1; : : : ; qm) and tq =maxi
∑
j dijqj.
Let us here observe how the random variables q1; : : : ; qm and tq computed by the
algorithm satisfy constraints (1) and (2) and let us also introduce some useful notations.
If we set  =
∑







j¿p. Hence, q1; : : : ; qm satisfy constraint (1) on the average.
For that which concerns constraint (2), if we let  i =
∑
j dijqj, of course, by con-
struction  i6 tq. Moreover, if we set i =E[ i] and let t∗ be an optimal solution of our





tl6 t∗. Finally, whenever q1; : : : ; qm satisfy (1), then t∗6 tq, since tq is the value of
the objective function on an integral solution and t∗ an optimal value on an integral
solution.
Now we can formulate the theorem that shows that the random approximation al-
gorithm has a good randomized solution. The solution is integral, satis/es (1) and the
corresponding value of the objective function can be precisely bounded.
Theorem 4. There exists a solution q1; : : : ; qm for the randomized algorithm which is
feasible for the Minimum Disturbance Location Problem; i.e.; satis8es (1); where the
value tq of the objective function is bounded; for each 0¡¡ 1, by
tl(1 + ∗) (9)
with ∗=C∗(tl; ); =((1− e−2=2p)=n)M and M =maxi; j dij.
Proof. This proof is slightly longer than it should be since the intermediate results
expressed by (10) and (11) will be used in the proof of Theorem 5 in the next
section.
Let us consider the bad event when  i ¿ tl(1+∗), for some i=1; : : : ; n, that is, (9)
is violated, and the bad event when  ¡p, that is, (1) is violated. We will estimate
Pr[ i ¿ tl(1 + ∗)] and Pr[ ¡p] and then we will show that∑
i
Pr[ i ¿ tl(1 + ∗)] + Pr[ ¡p]¡ 1;
G. Galbiati / Discrete Applied Mathematics 118 (2002) 73–83 79
that is, the probability of any bad event is less than 1, hence concluding that there is
some random solution that satis/es (1) and for which all  i respect the bound (9).
We apply Theorem 2 not to the random variable  i but to the random variable
 ′i =
∑
j (dij=M)qj, which is nothing but  i=M . We have that









tdij=M + (1− xlj))=et t
l(1+∗)=M : (10)





jdij =M =(1 + ∗)(1+
∗)tl=M
and since tl=M is an upper bound to E[ ′i ], the above is
6B(tl; ∗)1=M =B(tl; C∗(tl; ))1=M 6B(tl; C(tl; ))1=M =1=M :

























−t + (1− xlj))=e−tp(1−) (11)
with = =p. If we choose t= lg(1 − )−1, use (8) and the fact that p is a lower
bound for E[ ], then the above becomes
¡ (e−=(1− )(1−))p;




At this point, we may conclude that the probability of any bad event is no more than
n1=M + e−
2=2p, which is less than 1 if we set =((1− e−2=2p)=n)M .
3.2. The deterministic approximation algorithm
The goal of this section is to show that a solution to the Minimum Disturbance
p-Facility Location problem as good as the one that Theorem 4 asserts to exist can in
fact be found in polynomial time by a deterministic algorithm. Then it will be possible
to show that the problem can be approximated within O((log n+ logp)).
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Let T r be the binary tree representing the possible settings of q1; : : : ; qm produced by
the randomized algorithm. Notice that the tree is not necessarily a complete one because
some branches of the complete tree T could never be followed by the algorithm.
We call a leaf of T “good” if q1; : : : ; qm satisfy (1) and (9), otherwise we call it
“bad”. Theorem 4 indicates us that in tree T r , and hence in T , there exists a good
leaf. Our task is to /nd a deterministic algorithm that walks down the complete binary
tree to a good leaf in polynomial time.
We postpone the description of the deterministic algorithm after Theorem 5. Since
it will use a computable function U (), we /rst introduce this function and describe its
properties through Theorem 5.
Suppose that we have walked down the binary tree in some way for k − 1 levels.
Let Pk(q1; : : : ; qk−1) be the conditional probability of a bad event occurring for given
q1; : : : ; qk−1, taking for qk ; : : : ; qm the values computed using the randomized rounding
approach of the randomized algorithm. Since there exists a good leaf we have that at
the root of the tree
P1()¡ 1:
Moreover, we have
Pk(q1; : : : ; qk−1)= xlkPk+1(q1; : : : ; qk−1; 1) + (1− xlk)Pk+1(q1; : : : ; qk−1; 0);
which implies that
Pk(q1; : : : ; qk−1)¿min{Pk+1(q1; : : : ; qk−1; 1); Pk+1(q1; : : : ; qk−1; 0)}:
If we could deterministically compute Pk(q1; : : : ; qk−1), then an algorithm choosing qk ,
for each k =1; : : : ; m, to minimize Pk+1(q1; : : : ; qk), would deterministically walk to a
good leaf since the following would hold
1¿P1(root)=P1()¿P2(q1)¿ · · ·¿Pm+1(q1; : : : ; qm)=Pm+1(leaf)
and a leaf on which Pm+1() equals 0 must be good.
However, the computation of function P() is diLcult, hence we de/ne and use a
function U () which is instead easy to compute, is an upper bound for P() and can be
used like P() since it has similar properties. In fact we will show that
Uk(q1; : : : ; qk−1)¿Pk(q1; : : : ; qk−1) (12)
U1(root)¡ 1: (13)
Uk(q1; : : : ; qk−1)= xlkUk+1(q1; : : : ; qk−1; 1) + (1− xlk)Uk+1(q1; : : : ; qk−1; 0): (14)
Hence for each k =1; : : : ; m+ 1, we de/ne










−t2 + 1− pj)
e−t2p(1−)
(15)
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with
pj = qj for j6 k − 1
pj = xlj for j¿ k
t1 = lg(1 + ∗); ∗=C∗(tl; ); =((1− e−2=2p)=n)M
t2 = lg(1− )−1; = =p; 0¡¡ 1:
The next theorem proves that function U has the desired properties.
Theorem 5. The functions Uk de8ned in (15) satisfy (12); (13) and (14).
Proof. It is straightforward to see that P1(root)¡U1(root)¡1; in fact, in Theorem 4
we showed that the probability of a bad event at the root of the tree, i.e. P1(root),
was strictly less than the expression in (11) plus the sum, over all i, of (10); this
quantity, which is exactly equal to U1(), was also shown to be strictly less than 1, so
(13) holds. That (14) also holds is a fairly simple exercise that we leave to the reader.
Now let us consider (12). We have that
Pk(q1; : : : ; qk−1)6
∑
i
Pr[ i ¿ tl(1 + ∗)]q1 ;:::;qk−1 + Pr[ ¡p]q1 ;:::;qk−1 : (16)
Looking at the ith term in (16), we have that

















where the qj in the /rst sum are random variables, while those in the second sum are
0–1 values. Using (5) from Theorem 2, we know that, for any t ¿ 0, the above is less
than ∏
j¿k(pje












with pj = xlj, for each j¿ k. It is crucial at this point to notice that each factor e
tdijqj=M
with j¡k is equal to (pjetdij=M + 1− pj) with pj = qj. Hence, the above is equal to∏
j¿1(pje
tdij=M + 1− pj)
ettl(1+∗)=M
(17)
with pj = xlj, for each j¿ k and pj = qj, for each j¡k.
By making similar considerations for the right term in (16) we obtain, using (7)
from Theorem 3, that for any t ¿ 0 and any 0¡¡ 1
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with pj = xlj, for each j¿ k. At this point, it is easy to observe that the last term is
equal to∏
j¿1(pje
−t + 1− pj)
e−t(p−)
;
with pj = xlj, for each j¿ k and pj = qj, for each j¡k. If we set = =p, then this
term becomes∏
j¿1(pje
−t + 1− pj)
e−tp(1−)
: (18)
By noticing that the terms in (17) and (18) coincide with those in (15), the conclusion
follows.
Now, we can describe the deterministic algorithm. Since its computation is guided
by the value of function U (), measuring the probability of a bad event, it is said to
implement the method of conditional probabilities.
The deterministic approximation algorithm
Solve, using a polynomial time algorithm, the continuous linear relaxation of the
problem, where the variables xj are required to belong to the interval [0; 1];
let xl = (xl1; : : : ; x
l






for each k =1; : : : ; m:
compute Uk+1(q1; : : : ; qk−1; 0) and Uk+1(q1; : : : ; qk−1; 1) using (15);




return (q1; : : : ; qm) and tq =maxi
∑
j dijqj:
The next theorem shows that the deterministic algorithm /nds an approximate solu-
tion to the Minimum Disturbance p-Facility Location Problem in polynomial time. It
also describes the eIectiveness of such an approximate solution.
Theorem 6. The deterministic approximation algorithm 8nds a solution to the Mini-
mum Disturbance p-Facility Location Problem having approximation ratio O((log n+
logp)).
Proof. From (14) and the way the algorithm sets qk it follows that
Uk(q1; : : : ; qk−1)¿min{Uk+1(q1; : : : ; qk−1; 1); Uk+1(q1; : : : ; qk−1; 0)}=Uk+1(q1; : : : ; qk):
Hence, using Theorem 5, it is easy to conclude that the deterministic algorithm walks
to a good leaf of the complete tree (not necessarily of T r) since
1¿U1()¿U2(q1)¿ · · ·¿Um(q1; : : : ; qm−1)¿Um+1(q1; : : : ; qm)¿Pm+1(leaf )
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and that a leaf on which Pm+1() equals 0 must be good. At a good leaf, we know that
tq6 tl(1 + ∗), so the approximation ratio tq=t∗, which is bounded above by tq=tl, is
bounded by 1 + ∗. We shall estimate ∗. Since ∗=C∗(tl; ) we use (3) and (4).
If tl ¿ lg(1=), then (3) denotes that ∗=(e− 1)[(lg(1=))=tl]1=2 ¡ e− 1:
If tl6 lg(1=), then (4) denotes that ∗= x=lg x, with x=(e lg(1=))=tl; it follows
that x¿ e, and therefore that ∗6 x. Suppose that tl¿dmin, with dmin being the small-
est positive entry in matrix D. (Otherwise, the algorithm could start by solving, for
each j=1; : : : ; m, the continuous linear relaxation of the problem with all variables
required to belong to the interval [0; 1], but variable xj required instead to be equal to
1, and then by choosing the best solution, xl = (xl1; : : : ; x
l
m) among the m optimal solu-
tions. For this solution, tl¿dmin). It follows that ∗6 x6 e lg(1=)=dmin. However,
=((1− e−2=2p)=n)M , so we deduce that
lg(1=)=M [lg n− lg(1− e−2=2p)]=M [lg n− lg(e2=2p − 1) + 2=2p]:
Since 1 + x6 ex, the above becomes
6M [lg n− lg(2=2p) + 2=2p] =O(M (log n+ logp))
and the conclusion follows in a straightforward manner.
Acknowledgements
The author would like to thank Francesco MaLoli for suggesting this interesting
problem.
References
[1] E. Amaldi, Private communication.
[2] P. Cappanera, Discrete facility location and routing of obnoxious activities, Ph.D. Thesis, Dipartimento
di Matematica, UniversitSa Statale di Milano, 1999.
[3] P. Crescenzi, V. Kann, A compendium of NP optimization problems, Technical Report SI=RR-95=02,
Dipartimento di Scienze dell’ Informazione, UniversitSa di Roma “La Sapienza”, this list of problems is
continuously updated and available at http:==www.nada.kth.se=theory=problemlist.html.
[4] M. Dell’Amico, F. MaLoli, S. Martello (Eds.), Annotated Bibliographies in Combinatorial Optimization,
Wiley, New York, 1997.
[5] Z. Drezner (Ed.), Facility Location, A Survey of Applications and Methods, Springer, New York, 1995.
[6] M. Labb?e, D. Peeters, J.-F. Thisse, Location on networks, in: M.O. Ball, T.L. Magnanti, C.L. Momma,
G.L. Nemhauser (Eds.), Handbooks in Operations Research and Management Sciences 8: Network
Routing, North-Holland, Amsterdam, 1995, pp. 551–624.
[7] E. Mayr, H. PrWomel, A. Steger (Eds.), Lectures on Proof Veri/cation and Approximation Algorithms,
Springer, Berlin, 1998.
[8] R. Motwani, P. Raghavan, Randomized Algorithms, Cambridge University Press, Cambridge, 1995.
[9] P. Raghavan, Probabilistic construction of deterministic algorithms: approximating packing integer
programs, J. Comput. System Sci. 37 (1988) 130–143.
