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Abstract The renormalization group (RG) flow for the two-dimensional
sine-Gordon model is determined by means of Polchinski’s RG equa-
tion at next-to-leading order in the derivative expansion. In this work
we have two different goals, (i) to consider the renormalization scheme-
dependence of Polchinski’s method by matching Polchinski’s equation
with the Wegner-Houghton equation and with the real space RG equa-
tions for the two-dimensional dilute Coulomb-gas, (ii) to go beyond
the local potential approximation in the gradient expansion in order
to clarify the supposed role of the field-dependent wave-function renor-
malization. The well-known Coleman fixed point of the sine-Gordon
model is recovered after linearization, whereas the flow exhibits strong
dependence on the choice of the renormalization scheme when non-
linear terms are kept. The RG flow is compared to those obtained in
the Wegner-Houghton approach and in the dilute gas approximation
for the two-dimensional Coulomb-gas.
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1 Introduction
During the last three decades the renormalization of the two-dimensional Coulomb-gas or the
equivalent sine-Gordon scalar model in dimension d = 2 [1] was investigated in a great detail
either perturbatively [2–4] or by means of the differential renormalization group (RG) method
in momentum or in coordinate space, using a sharp [5, 6] or a smooth cut-off [1, 7–9]. The well-
known Kosterlitz-Thouless phase transition of the two-dimensional Coulomb-gas was obtained in
the framework of the Kadanoff-Wilson renormalization scheme, using a dilute gas approximation
[1, 7, 8]. Several intuitive approaches exist by which one has tried to go beyond the dilute gas
approximation [6, 9–11]. However, these attempts to improve the dilute gas approximation do
not fit in a systematic scheme.
In this work we tried to go beyond the local potential approximation in the gradient expansion.
Our previous work [6] by means of the Wegner-Houghton approach indicated that wave-function
renormalization may play an important role in the RG flow modifying it for strong external fields.
Furthermore, it showed that above a critical value of the external field the path integral for the
UV modes is dominated by a non-trivial saddle-point and a spinodal instability occurs. In order
to clarify the supposed role of the wave-function renormalization we determine the RG flow for
the periodic scalar field theory in dimension d = 2 in this work. We discuss the field-dependent
wave-function renormalization in the framework of Polchinski’s RG method.
2 The sine-Gordon, X-Y model and the Coulomb-gas
Several different models, like the sine-Gordon, Thirring, and the X-Y planar models belong to
the same universality class, namely to that of the two-dimensional Coulomb-gas. The X-Y model
with an external magnetic field consists of classical two-component spins where the magnitude
of the spin is |Sx| = 1 at each site. The model is given by the action:
S =
1
T
∑
<x,x′>
Sx · Sx′ +
1
T
∑
x
Sx · h
=
1
T
∑
<x,x′>
cos(θx − θx′) +
h
T
∑
x
cos(θx) (1)
with the temperature T , the external field h = |h|, and the angle θ of each spin with an arbitrarily
chosen direction. In the model there exist topological excitations, called vortices, which interact
via Coulomb interaction. The X-Y model can be mapped by means of the Villain-transformation
to a Coulomb-gas [1]. Such a mapping is, however, only valid up to irrelevant interaction terms.
2
The other example, the two-dimensional sine-Gordon model is a one-component scalar field
theory with periodic self-interaction, which is defined by the Euclidean action [2]:
S =
∫
d2x
[
1
2
(∂φ)2 + u cos(βφ)
]
. (2)
with the Fourier-amplitude u and the length of period β. The equivalence between the X-Y
model and the lattice regularized compact sine-Gordon model can be shown by expressing (2)
in terms of the compact variable z(x) = exp[iβφ(x)] [1]. This makes the kinetic energy periodic
and introduces vortices in the dynamics.
3 Polchinski’s RG equation
In Polchinski’s RG method [12] the realization of the differential RG transformations is based on
a non-linear generalization of the blocking procedure using a smooth momentum cut-off. In the
infinitesimal blocking step the field variable Φ(x) is separated into the slowly oscillating, IR (φ)
and the fast oscillating, UV (φ˜) parts, but both fields contain low- and high-frequency modes due
to the smoothness of the cut-off. The propagator for the IR component is suppressed by a prop-
erly chosen regulator function K(p2/k2) at high frequency above the moving momentum scale
k. The introduction of the regulator function generates infinitely many vertices with derivatives
of the field. Most of these vertices are considered irrelevant and their flow is neglected. In order
to determine Polchinski’s RG equation for the one-component scalar field theory, we follow here
the method first explained in Ref. [13].
Let us start with the partition function for the scalar field Φ at scale k,
Z =
∫
D[Φ] exp (−Sk[Φ]) =
∫
D[Φ] exp
(
−
1
2
ΦG−1k Φ− S
I
k [Φ]
)
, (3)
where the action is split into the sum of terms representing the free propagation and the inter-
actions, 12 ΦG
−1
k Φ = (2pi)
−d
∫
ddp 12 Φ−pG
−1
k (p
2)Φp and S
I
k [φ], respectively, where G
−1
k (p
2) =
p2K−1(p2/k2) stands for the regulated inverse propagator. The regulator function K(z) sup-
presses the high-frequency modes (|p| ≫ k) and keeps the low-frequency ones (|p| ≪ k) un-
changed due to the limiting behaviors K(z)→ 0 for z ≫ 1 and K(z)→ 1 for z ≪ 1, respectively.
Then the field variable and the propagator are split into the sum of IR and UV parts,
Φ = φ+ φ˜, (4)
and
Gk = Gk−∆k + G˜k, (5)
where G˜k and Gk−∆k correspond to φ˜ and φ, respectively. The UV propagator is written as
G˜k = ∆k ∂kGk for infinitesimal ∆k. Since both φ and φ˜ are non-vanishing for all momenta it
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seems as if the degrees of freedom were doubled. In order to have the same number of degrees
of freedom as before the blocking one may introduce a new dummy field Φ˜ by inserting a trivial
constant factor in the partition function, written as a Gaussian path integral over the new field
Φ˜ with the arbitrarily chosen propagator GD(p
2),
Z =
∫
D[Φ] exp (−Sk[Φ])
= N
∫
D[Φ˜]D[Φ] exp
(
−
1
2
ΦG−1k Φ−
1
2
Φ˜ G˜−1D Φ˜− S
I
k [Φ]
)
. (6)
The fields φ and φ˜ are defined by a Bogoliubov-Valatin transformation of the fields Φ and Φ˜ [13]
and the partition function becomes
Z =
∫
D[φ˜]D[φ] exp
(
−
1
2
φG−1k−δk φ−
1
2
φ˜ G˜−1k φ˜− S
I
k [φ+ φ˜]
)
. (7)
The blocked action is defined by
exp
(
−SIk−δk[φ]
)
=
∫
D[φ˜] exp
(
−
1
2
φ˜ G˜−1k φ˜− S
I
k [φ+ φ˜]
)
. (8)
We assume that the saddle point
φ˜c = −G˜k
δSIk [φ+ φ˜c]
δφ
(9)
in this functional integral is O(∆k) since G˜k = O(∆k). The expansion of the exponent around
φ˜ = 0 yields
SIk [φ]− S
I
k−δk[φ] =
1
2
δSIk [φ]
δφ
G˜k
δSIk [φ]
δφ
−
1
2
Tr ln
[
G˜−1k +
δ2SIk [φ]
δφδφ
]
+O(∆2k). (10)
Finally we perform the limit ∆k → 0,
∂kS
I
k [φ] =
1
2
δSIk [φ]
δφ
∂kGk
δSIk [φ]
δφ
−
1
2
Tr
[
∂kGk
δ2SIk [φ]
δφδφ
]
. (11)
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One can rewrite (11) for the complete action [14,15] as
∂kSk[φ] =
1
2
∫
p
∂kGk(p
2)
[
δSk[φ]
δφ−p
δSk[φ]
δφp
−
δ2Sk[φ]
δφ−pδφp
−2φpG
−1
k (p
2)
δSk[φ]
δφp
]
. (12)
The closed functional integro-differential equation (11) could only be obtained because the saddle
point dominating the path integral of the blocking in (8) is O(∆k). Such a suppression occurs
because the saddle point is driven by SIk[φ + φ˜] and its amplitude is controlled by the kinetic
energy φ˜G˜−1k φ˜/2. But it may happen that the kinetic energy is vanishing at a certain momentum
scale k = kc and a spinodal instability shows up. One may think of models where the regulator
function also evolves and at given scale k = kc, it starts to develop a singularity for some
mode pc for which
dK
dp2
∣∣∣
pc
= ∞. The saddle point may become strong and an important tree-
level renormalization is observed in this case. This phenomenon is not covered by Polchinski’s
equation and then a systematical search for the saddle point of (8) has to be performed.
4 Periodicity and Polchinski’s equation
In order to solve the functional integro-differential equations (11) and (12), one has to project
them to a particular functional subspace. It is generally assumed that the blocked action contains
only local interactions, and that it can be expanded in the gradient of the field. We retain the
terms up to the next-to-leading order,
Sk =
1
2
∫
ddxZk(φ(x)) ∂µφ(x) ∂
µφ(x) +
∫
ddxVk(φ(x)) (13)
with Zk(φ) and Vk(φ) being the field-dependent wave-function renormalization and the potential.
The interaction part of the action SIk [φ] is defined as
SIk [φ] = Sk[φ]−
1
2
∫
ddp
(2pi)d
G−1k (p
2)φpφ−p
= Sk[φ]−
1
2
∫
ddp
(2pi)d
p2K−1
(
p2
k2
)
φpφ−p
=
1
2
∫
ddp1
(2pi)d
ddp2
(2pi)d
(−p1p2) [Z−p1−p2(φ)
5
−
1
2
(
K−1
(
p21
k2
)
+K−1
(
p22
k2
))
δp1+p2
]
φp1φp2 +
∫
Vk(φ) , (14)
with Z−p1−p2(φ) =
∫
ddxZk(φx) e
−ix(p1+p2). The Polchinski equation reduces to the RG equa-
tions for the dimensionless functions Zk(φ0) and Vk(φ0) in dimension d = 2,
(2 + k ∂k)Vk(φ0) = −[V
(1)
k (φ0)]
2K ′0 + (Zk(φ0)−K
−1
0 ) I1 + V
(2)
k (φ0) I2 ,
k ∂kZk(φ0) = −4 (Zk(φ0)−K
−1
0 )V
(2)
k (φ0)K
′
0
−2V
(1)
k (φ0)Z
(1)
k (φ0)K
′
0 − 2 [V
(2)
k (φ0)]
2K ′′0 + Z
(2)
k (φ0) I2 , (15)
with Z
(n)
k (φ0) = ∂
n
φ0
Zk(φ0), V
(n)
k (φ0) = ∂
n
φ0
Vk(φ0), where K
′ ≡ ∂p˜2K(p˜
2), K ′0 = ∂p˜2K(p˜
2)|p˜2=0
, I1 = (2pi)
−2
∫
d2p˜ p˜2K ′(p˜2), I2 = (2pi)
−2
∫
d2p˜K ′(p˜2) and p˜2 = p2/k2. One can find the same
RG equations for the potential and for the wave-function renormalization in the literature by
setting the anomalous dimension η = 0 in Ref. [14, 15].
We consider the renormalization of the bare action exhibiting the symmetry
φ(x)→ φ(x) + ∆, (16)
therefore the potential Vk(φ) and the wave-function renormalization Zk(φ) are expected to re-
main periodic functions of the field with the length of period ∆,
Zk(φ(x)) = Zk(φ(x) + ∆), Vk(φ(x)) = Vk(φ(x) + ∆). (17)
We shall furthermore assume that both the kinetic energy and the interaction term of the action
are periodic. It can be seen that the Polchinski equation (11) for the interaction part of the
action keeps the periodicity of SIk[φ] with the unchanged period ∆,
SIk−∆k[φ] = S
I
k [φ]
+∆k
(
−
1
2
δSIk [φ]
δφ
∂kGk
δSIk [φ]
δφ
+
1
2
Tr
[
∂kGk
δ2SIk [φ]
δφδφ
])
, (18)
i.e. the energy Vk(φ) and the wave-function renormalization Zk(φ) satisfy (17).
Instead of equation (11), which is valid for the interaction part of the action, one can use
the more usual form of the Polchinski equation (12) which is valid for the complete action.
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Although the equation (12) could appear to break the periodicity of the action due to the term
2φpG
−1
k (p
2) δSk [φ]δφp , this is not the case since
2
(
φp +∆δp,0
)
G−1k (p
2)
δSk[φ+∆]
δφp
= 2φpG
−1
k (p
2)
δSk[φ]
δφp
(19)
owing to the periodic nature of Sk[φ] and the property G
−1
k (0) = 0.
5 Linearized solution
Here we consider the linearized Polchinski equations. First, we use them to show that practically
no constraints are laid upon the regulator function by requiring the same classification of the
scaling operators at the Gaussian fixed point as obtained in the Wegner-Houghton method.
Second, we solve the linearized equations for the periodic blocked action and recover the Coleman
fixed point.
One can linearize the equations (15) around the UV Gaussian fixed point: Vk(φ0) = V
∗+δVk(φ0)
and Zk(φ0) = Z
∗+δZk(φ0) with V
∗ = 0 and Z∗ = 1 (if the anomalous dimension η is introduced,
it is set to zero η = 0). Then the linearized equations are:
(2 + k ∂k)δVk(φ0) = I1 δZk(φ0) + I2 δV
(2)
k (φ0),
k ∂kδZk(φ0) = −4(1−K
−1
0 ) δV
(2)
k (φ0) + I2 δZ
(2)
k (φ0). (20)
In order to calculate the integrals I1 and I2, first one has to specify the regulator function K(p˜
2).
One of the most important advantages of Polchinski’s RG method is the use of the smooth cut-
off, which is compatible with the gradient expansion. Therefore it is possible to consider the
renormalization of higher derivatives of the field, as well as the wave-function renormalization
Zk(φ). The price which has to paid, is that the RG equations depend on the particular choice of
the regulator function K(p˜2). Unfortunately, this ambiguity cannot be easily removed. A rather
straightforward constraint on the regulator function K(p˜2) is that it should be defined in such
a manner, that around the Gaussian fixed point the classification of the scaling operators into
relevant and irrelevant ones be the same as that obtained with the Wegner-Houghton method.
In order to formulate this requirement, first we rewrite equation (20) for the field-independent
wave-function renormalization δZk(φ0) = δz(k):
(2 + k ∂k) δVk(φ0) = I1 δz(k) + I2 δV
(2)
k (φ0),
k ∂kδz(k) = −4 (1−K
−1
0 ) δV
(2)
k (φ0). (21)
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Then we can compare equation (21) to the linearized form of the dimensionless Wegner-Houghton
equation [6] around the Gaussian fixed point:
(2 + k ∂k) δVk(φ0) = −α log
[
1 + (δz(k) + δV
(2)
k (φ0))
]
= −α(δz(k) + δV
(2)
k (φ0)) , (22)
and
k ∂k δz(k) = 0 , (23)
with
α =
Ω2
2(2pi)2
=
1
4pi
, (24)
where Ω2 = 2pi is the solid angle in dimension d = 2. In order to get rid of the undesirable
tree-level contribution in the linearized Polchinski equations, K0 = 1 has to be chosen. Then,
both methods give no wave-function renormalization, z(k) = Z∗ = 1. The comparison of the
field-dependent terms on the right hand sides of the first equations of (21) and (22), we find the
constraint I2 = −α,
I2 =
∫
d2p˜
(2pi)2
K ′(p˜2) = α
∫
∞
0
dxK ′(x) = α [K(∞)−K(0)] = −α, (25)
that is satisfied by any regulator function disappearing at infinity K(∞) = 0. Since the field
independent terms on the right hands side in the equations for the blocked potential depend
on the normalization, the value of the constant I1 remains undefined. There exist infinitely
many regulator functions satisfying the above mentioned rather weak constraints, an example
is K(x) = (1 + axn)−1 or K(x) = exp(−a xn).
The linearized equations (21) do not give an evolution for the field independent part of the wave-
function renormalization z(k) = 1/β2, therefore we can rescale the field φ→ z−1/2(k)φ = βφ and
∆ = 2piβ becomes the length of period in the internal space, which remains unchanged during the
RG transformations. We can look for a solution of equation (20) among periodic functions. The
potential δVk(φ0) and the wave-function renormalization δZk(φ0) are expanded in Fourier-series:
δVk(φ0) =
∞∑
n=0
un(k) cos (nβφ0) , δZk(φ0) =
∞∑
n=1
zn(k) cos (nβφ0) . (26)
For the sake of simplicity we consider the potential δVk(φ0) and the wave-function renormaliza-
tion δZk(φ0) which possess the Z(2) symmetry, φ0 ↔ −φ0. The whole scale dependence occurs
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in the Fourier amplitudes un(k) and zn(k), the ‘coupling constants’ of the blocked action. The
linearized evolution equations for the Fourier-amplitudes read as follows,
(2 + k ∂k)un(k) = I1 zn(k) − I2 un(k)β
2n2,
k ∂kzn(k) = −I2 zn(k)β
2n2 (27)
for n ≥ 1, where I2 = −α = −1/(4pi) and the actual value of the integral I1 is not fixed.
For Zk(φ) = z(k) independent of the field, the analytic solution
un(k) = un0
(
k
Λ
)αβ2n2−2
, for n ≥ 0 (28)
exists in two dimensions with the initial values un0 at the UV momentum cut-off Λ. This re-
produces the well-known Coleman-fixed point and the phases of the sine-Gordon model. De-
pending on the choice of β2 the Fourier amplitude un(k) is a relevant (β
2 < 8pi/n2), marginal
(β2 = 8pi/n2) or irrelevant (β2 > 8pi/n2) coupling constant.
If the wave-function renormalization Zk(φ) is field-dependent, then the second equation in (27)
can be solved analitically:
zn(k) = zn0
(
k
Λ
)αβ2n2
, for n ≥ 1. (29)
Therefore, every zn(k) (n ≥ 1) is irrelevant whatever be the choice of β
2 and the actual value
of the integral I1. This means that wave-function renormalization is irrelevant for both phases
of the model in the UV regime, where the linearized equations hold. In this case, the solution
for the Fourier amplitude un(k) can be found only numerically, although in the IR domain, far
from the UV cut-off k ≪ Λ, the scaling of un(k) only depends on the choice of β
2, since all the
coupling constants zn(k) are irrelevant. In Fig. 1, we plot the scaling of the Fourier amplitude
u1(k) when β
2 = 16pi > β2c and the initial value for z1(k) is positive and the integral I1 is set to
be equal to: I1 = I2 = −α. The position of the Coleman fixed point and the phase structure is
independent of the choice of the regulator fiction, that of the renormalization scheme, while the
actual flow depends on it.
6 Comparison to the Coulomb-gas
During the last two decades the real space RG approach for the Coulomb-gas in dimension d = 2
has been investigated in great detail. The real space RG equations for the dilute vortex-gas are
well-known and their derivation is given in the literature [1, 7, 8]:
a
dh(a)
da
= [2− ~αT (a)] h(a), a
dT (a)
da
= −~pi T (a)2h(a)2 (30)
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Figure 1: The scaling of the Fourier-amplitude u1(k) is plot-
ted versus the running momentum cut-off k from k = 1 to
k = 0. This result is obtained by solving the linearized form
of Polchinski’s RG equation (27) when β2 = 16pi and the
initial value for the Fourier amplitudes are u1 = 0.0001,
z1 = 0.001β
2 and un = zn = 0 if n > 1 and the integrals
I1 = I2 = −α.
with the lattice spacing a, and the dimensionless coupling constants h and T . Due to the equiv-
alence between the sine-Gordon model and the two-dimensional vortex or Coulomb-gas, it is
possible to compare Polchinski’s RG equations for the sine-Gordon model with equation (30).
Since the real space RG equations for the Coulomb-gas are non-linear, one has to go beyond
the linearized equations (20) in order to compare the equations obtained by the two different
methods.
In the real space RG equations (30) for the two-dimensional Coulomb-gas only the field inde-
pendent wave-function renormalization Zk(φ0) = z(k) = 1/T = 1/β
2 is taken into account,
therefore we consider Polchinski’s equations for the following two-dimensional model:
Sk[φ] =
∫
d2x
[
1
2
z(k)(∂φ)2 + u(k) cos(φ)
]
(31)
where the two coupling constants are the Fourier amplitude u(k) = u1(k) and the field inde-
pendent wave-function renormalization z(k) = z0(k). Inserting the ansatz (31) in Polchinski’s
equations (15) and neglecting the terms on the right hand sides containing higher harmonics,
we find
(2 + k ∂k)u(k) = ~αu(k),
10
k ∂kz(k) = −K
′′
0 u
2(k). (32)
The terms containing the derivatives of the wave-function renormalization with respect to the
field φ0 do not appear in (32), since Zk(φ0) = z(k) is independent of the field. In the first equation
of (32), the field independent term z(k)I1 and the term [V
(1)
k (φ0)]
2K ′0 do not give contributions
for the Fourier mode cos(φ) since [V
(1)
k (φ0)]
2 = u2(k) sin2(φ0) = u
2(k)(1/2 − 1/2 cos(2φ0)).
In the second equation of (32), only 2[V
(2)
k (φ0)]
2K ′′0 gives field independent contribution, since
[V
(2)
k (φ0)]
2 = u2(k) cos2(φ0) = u
2(k)(1/2 + 1/2 cos(2φ0)).
These equations should be compared to the flow equations of the sine-Gordon model obtained
in the Wegner-Houghton approach [6],
(2 + k ∂k)u(k) = ~
[
α
u(k)
z(k)
+O(u3)
]
,
k ∂kz(k) = −~
[
α
2
u2(k)
z2(k)
+O(u4)
]
. (33)
These are Eqs. (7) of [6] rewritten for the dimensionless parameter u(k) and z(k) when the
higher order terms on the right hand sides are neglected. The significant difference is that the
field independent wave-function renormalization in (32) occurs due to tree-level renormalization.
Therefore, the field-independent piece of the wave-function renormalization depends on the
‘scheme’, which is equivalent to saying that it depends on the details of the blocking procedure
(of Polchinski’s type with various regulators, or of Wegner–Houghton’s type). For the choice
K ′′0 = 0, and on the linear level, the scheme gets closer to the WH approach as to the evolution
of the local potential, but the field-independent wave-function renormalization does not alter
during the blocking as opposed to the results obtained with the WH method, Eqs. (33). Then
the choice z(k) = 1/T (k) ≡ 1 is consistent.
Using the equivalence between the lattice regularized compact sine-Gordon model and the X-Y
model defined in (1),
z = 1/T = 1/β2, u = h/T , (34)
one finds that Polchinski’s equations (32) can be rewritten in the form of the two-dimensional
Coulomb-gas as follows:
a
dh(a)
da
= [2− ~αT ] h, a
dT (a)
da
= 0 → T (a) = T ≡ 1. (35)
These equations (35) are rather different from those obtained by the real space RG approach for
the two-dimensional Coulomb-gas (30). At the linear level the RG flow equations are identical
irrespectively of the blocking procedure by which they are obtained. The differences of the
various approaches occur when the non-linearities are kept that are responsible for the violation
of the UV scaling laws.
11
7 Summary
Our goal was to investigate how far the limitation of the Wegner-Houghton approach due to
the truncated gradient expansion can be overcome by using Polchinski’s method combined with
the gradient expansion. The price one has to pay for introducing the smooth cut-off and not
clearly discriminating between UV and IR modes of the quantum fluctuations seems to be
high. It has been argued that the application of Polchinski’s equations to the renormalization
of the scalar field theory with periodicity in the internal space may be troublesome. First, the
method mixes the modes above and below the critical scale at which the spinodal instability
occurs. Therefore, if such an instability does exist as it is expected from the investigations [6]
by means of the Wegner-Houghton method, then the closer we come to this scale, the more
questionable the usage of the Polchinski’s method is. Second, there is a regulator dependent
tree-level renormalization even if the path integral is dominated by a trivial saddle point and no
spinodal instability occurs. The latter heavily depends on the choice of the regulator function
K, which is a priori not specified by any conditions. Various forms of the cut-off function have
been discussed in the literature; the choice was motivated by the need to reproduce the limiting
behavior (critical exponents) [14, 15]. Here, we take a different approach and we investigate if
rigorous conditions can be established for K based on the matching of Polchinski’s equation with
the Wegner-Houghton equation. The classification of the scaling operators at the Gaussian fixed
point does not imply any substantial contraints on the regulator function, but at least fixes the
limiting behavior of K at zero argument, and at infinity, in a unique way. Third, unfortunately,
no further conditions can be obtained on the regulator function K by comparing the dilute
gas results with those obtained by Polchinski’s method for the two-dimensional Coulomb-gas,
since the non-linear flow equations are rather different basically due to the regulator-dependent
tree-level renormalization in Polchinski’s approach.
Summarizing, Polchinski’s equation in its linearized form enables one to establish the Coleman
fixed point and the phase structure of the two-dimensional sine-Gordon model. Furthermore,
in the strong coupling phase β > 8pi the linearization does not loose its validity in the limit
k → 0, and we have shown that all couplings associated with the field dependent wave-function
renormalization are irrelevant in this phase. They are effectively ‘renormalized out’ of the theory.
For the weak coupling phase the flow equations in their non-linear forms should be solved. Then a
strong dependence of the flow on the first and second derivatives of the regulator function at zero
momentum occurs, and the various renormalization schemes, Polchinski’s, Wegner-Houghton’s,
and the real space ones give rather different results, although all they were equivalent in the
linearized form. Polchinski’s scheme gets closer to Wegner-Houghton’s one if the derivatives of the
regulator function at zero momentum are vanishing. The dependence on the regulator functions,
and that on the renormalization scheme (the details of the blocking procedure) modifies the
effective (blocked) couplings.
The scheme dependence of the blocked couplings is strongly related to a more general question.
12
When do we say that the more simple theory reduced by the help of the RG is solved? What
is the use of knowing the evolution of the Wilson action? One may be inclined to say that in
the k → 0 limit the blocked couplings become physical observables, since only the single mode
p = 0 is kept. This is, however not true. First, the parameters of the bare (Wilson) action are
not observables, just quantities closely related to observables. Second, the dynamics of the ‘last’
mode is scheme dependent, similarly to the dynamics obtained after eliminating any of the modes
during the subsequent blocking steps. This scheme-dependence can only be avoided by using the
effective action. The evolution equations for the effective action describe real physics. Their
solutions provide the values of the one-particle irreducible (1PI) graphs and the observables are
the graphs (transition amplitudes), not the couplings. According to this, the endpoint of these
evolution equations is the set of the exact 1PI Green functions.
Acknowledgments
I. N. and K. S. thank J. Polonyi for useful discussions. This work has been supported by the
projects OTKA T032501/00, NATO SA(PST.CLG 975722)5066, and MO¨B-DAAD 27 (323-
PPP-Ungarn). I. N. is also grateful for support by DAAD. This work has also been supported
by BMBF and GSI (Darmstadt).
13
References
[1] K. Huang, J. Polonyi, Int. J. Mod. Phys. A6 (1991) 409.
[2] S. Coleman, Phy. Rev. D11 (1975) 3424.
[3] S. Mandelstam, Phys. Rev. D11 (1975) 3026.
[4] S. T. Chui, P. A. Lee, Phys. Rev. Lett. 35 (1975) 315.
[5] I. Nandori, J. Polonyi, K. Sailer, Phys. Rev. D63 (2001) 045022.
[6] I. Nandori, J. Polonyi, K. Sailer, Phil. Mag. B81 (2001) 1615.
[7] J. M. Kosterlitz, D. J. Thouless, J. Phys. C6 (1973) 118; J. M. Kosterlitz, J. Phys. C7
(1974) 1046.
[8] J. V. Jose, L. P. Kadanoff, S. Kirkpatrick, D. R. Nelson, Phys. Rev. B16 (1977) 1217.
[9] G. von Gersdorff, C. Wetterich, Nonperturbative renormalization flow and essential scaling
for the Kosterlitz-Thouless transitions, hep-th/0008114
[10] P. B. Wiegmann, J. Phys. C11 (1978) 1583.
[11] D. Amit, Y. Y. Goldschmidt, G. Grinstein, J. Phys. A13 (1980) 585.
[12] J. Polchinski, Nucl. Phys. B231 (1984) 269.
[13] J. Polonyi, Lectures on the functional renormalization group method, hep-th/0110026
[14] J. Comellas, Nucl. Phys. B509 (1998) 662.
[15] R. D. Ball, P. E. Haagensen, J. I. Latorre, E. Moreno, Phys. Lett. B347 (1995) 80.
14
