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Abstract—Cognitive Infocommunications involve a
combination of informatics and telecommunications. In the future, 
infocommunication is expected to become more intelligent and life 
supportive. Privacy is one of the most critical concerns in 
infocommunications. Encryption is a well-recognized technology 
that ensures privacy; however, it is not easy to completely hide 
personal information. One technique to protect privacy is by 
finding confidential words in a file or a website and changing them 
into meaningless words. In this paper, we investigate a technology 
used to hide confidential words taken from judicial precedents. In 
the Japanese judicial field, details of most precedents are not made 
available to the public on the Japanese court web pages to protect 
the persons involved. To ensure privacy, confidential words, such 
as personal names, are replaced by other meaningless words. This 
operation takes time and effort because it is done manually. 
Therefore, it is desirable to automatically predict confidential 
words. We proposed a method for predicting confidential words in 
Japanese judicial precedents by using part-of-speech (POS)
tagging with neural networks. As a result, we obtained 88% 
accuracy improvement over a previous model. In this paper, we
describe the mechanism of our proposed model and the prediction 
results using perplexity. Then, we evaluated how our proposed 
model was useful for the actual precedents by using recall and 
precision. As a result, our proposed model could detect
confidential words in certain Japanese precedents.
Index Terms—confidential word, neural network, Part of 
Speech (POS) tag, perplexity (PPL), precision, recall  
I. INTRODUCTION 
A. Cognitive Infocommunications  
Cognitive Infocommunications (CogInfoCom) [1][2] 
involves a combination of informatics and communications. 
CogInfoCom systems extend human cognitive capabilities by 
providing fast infocommunications links to huge repositories of 
information produced by the shared cognitive activities of 
social communities [3]. CogInfoCom is expected to become
more intelligent, and it would even have the ability to support 
life. Fig. 1 shows the idea of CogInfoCom. Clearly, privacy is 
one of the most critical concerns in infocommunications.
Encryption is a well-recognized technology used for ensuring 
privacy; however, encryption does not effectively hide personal 
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information completely. One technique to protect privacy is to 
determine the confidential words in a file or a website and 
convert them into meaningless words. CogInfoCom makes a
network intelligent and automatically changes confidential 
words into meaningless words.
B. IT-Based Court: Cyber Court  
Globalization of the economy, international trade, and 
disputes present new demands on judiciaries worldwide. At the 
same time, advances in information communication technology 
(ICT) offer opportunities to judicial policymakers to make 
justice more accessible, transparent, and effective. 
By introducing ICT, many countries have allowed easy 
access judicial documents easily. Such a justice system 
empowered by ICT is called a “cyber court.” A pioneering 
study of a cyber court system is Courtroom 21 [4], which started 
in 1993 in the College of William & Mary as a joint project 
between the university and the National Center for State Courts 
in the United States of America.
In Japan, the prototype for the first civil trial was developed 
in the Toin University of Yokohama in 2004 [5, 6], and its 
effectiveness was proved particularly to the Japanese citizen 
judge system [7]. An experiment with a remote trial was also 
conducted [8]. The Investments for the Future Strategy 2017 by 
the Japanese Cabinet Office includes ICT conversion for trials 
to accelerate the trials and improve the efficiency of the judicial
system [9].
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C. Predicting Confidential Words  
To protect personal information, most precedents are not 
open to the public on the Japanese court web pages. 
Confidential words (e.g., personal, corporate, and place names) 
in open precedents are replaced by other meaningless words, 
such as a single uppercase letter “A.” This operation takes time 
and effort because it is done manually. Therefore, we would like 
to predict confidential words automatically to solve this 
problem. 
In recent years, the use of neural networks has advanced in 
natural language processing. The research includes deriving a 
vector by considering the word meanings and predicting words 
that are actively ongoing [10]. We reported earlier that a bi-
directional long short-term memory (LSTM) with left–right 
(LR) (hereinafter Bi-directional LSTM–LR) model is effective 
to predict target words in Japanese precedents. However, we did 
not obtain good accuracy for the detection of confidential words 
[11]. In this research, we attempt to improve the accuracy of 
predicting confidential words. In the Japanese precedents, we 
found that the confidential words were mostly proper nouns and 
various parts of speech (POS). Therefore, we considered a new 
method by using a POS tag.  
In this paper, we propose a new method using a neural 
network combined with the POS tag to improve accuracy, and 
we describe the experimental results for predicting the 
confidential words. Then, we show the probability of applying 
our model to practical situations.  
II. HOW TO ANONYMIZE CONFIDENTIAL WORDS 
Japanese precedents include many confidential words, such 
as personal names, corporate names, and place names. To 
protect privacy, such words are converted into meaningless 
words. In Japan, this procedure takes time and effort because it 
is done manually. 
A. Problem of Anonymizing Confidential Words  
Some judicial precedents are available on the website of the 
court [12]. Confidential words in these precedents have been 
replaced with a letter of the alphabet. (In paid magazines and 
websites, Japanese letters are sometimes used.) Fig. 2 shows an 
example of a replaced word. This process is performed 
manually. These replacements cannot be done easily by using a 
dictionary of proper nouns because confidential words 
sometimes have multiple meanings, and it is difficult to 
distinguish among them. Therefore, the substitutions are done 
manually by legal experts based on the context. 
B. Aim of Our Study 
Our purpose is to extract the confidential words in Japanese 
precedents and automatically replace the confidential words 
with a single letter of the English alphabet (“A”). There are 
various methods for predicting confidential words in the 
judicial precedents. One possibility is to use a dictionary of 
proper nouns. However, even if the confidential word matched 
the list in the dictionary, the word may sometimes be used with 
a different meaning in the Japanese precedent. For example, the 
word “Yamaguchi” may refer to a city or a person. To solve this 
problem, we will propose a method for predicting confidential 
words in a sentence based on the context by using a neural 
network. Fig. 3 shows the prediction mechanism of the 
confidential words. 
For the preprocessing, we converted the confidential words 
contained in the datasets to the uppercase letter “A” and 
separated the Japanese words with spaces by using MeCab, a 
Japanese morphological analyzer [13]. When the Japanese 
precedents (corpus) containing the confidential words replaced 
by “A” are entered into the neural network, they are learned by 
the neural network, which then predicts the confidential words. 
C. Related Works 
Named-entity extraction is a widely used technique to obtain 
the target words in a sentence. Named-entity recognition (NER) 
is probably the first step for information extraction to locate and 
classify the named entities in the text into predefined categories, 
such as the names of persons, organizations, locations, 
expressions of times, quantities, monetary values, and 
percentages. NER is used in many fields in natural language 
processing [14] [15]. 
NER extraction is executed mostly by using two methods: 
the rule-based method (by pattern matching) and the statistical 
method (by machine learning). The method using pattern 
matching has a very high cost because the pattern of the named 
entity dictionary needs to be created and updated manually. 
Various machine learning methods have been studied to solve 
the problem. Machine learning methods, such as the hidden 
Markov model and conditional random fields (CRFs), can learn 
the pattern of a named entity by preparing the corpus. CRF has 
proved to be quite successful for NER. Nevertheless, the 
problem of machine learning is that the cost of manually 
making a corpus is quite high [16]. 
III. RESULTS OF PREVIOUS STUDIES 
The use of neural networks is widespread even for learning 
natural languages. Therefore, we will study a neural network 
to predict the confidential word because the embedding vector 
of the word used in the neural network is very effective to 
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handle word meanings. We investigated some models of the 
neural network as described in the following subsections. 
A. LSTM Model 
A neural network is beneficial in the field of natural language 
learning. From the words adjacent to the target word, we can 
decide whether or not the target word is confidential. We found 
that the most effective model was LSTM), which was an 
improved model of the recurrent neural network (RNN). The 
RNN suffers from vanishing or exploding gradient or the 
exploding problem when the input data is long. LSTM is very 
useful in long sequential data (Fig. 4) [17].
B. Bi-Directional LSTM-LR Model 
We used the Bi-directional LSTM–LR model to imitate the 
anonymization work done by humans. When humans do this 
work, they always judge the word after reading the words on 
the left and right of the target words. We proposed this model 
at first, as shown in Fig. 5.
For the input order on the backward (right side) of the target 
word in the reverse order of the sentence, we assume that the 
influence of the target word increases with increasing proximity 
of the input word to the target word. 
C. Corpus and Experiment of the Bi-Directional LSTM–LR 
Model 
 We used 50,000 judicial precedents for the training data and 
10,000 judicial precedents for the test data. In these data, the 
contents of the trials held from 1993 to 2017 were recorded. 
These were the precedents database provided by the TKC Co. 
[18]. The various parameters used are shown in Table 1.  
Window size means the chunk size, which describes the input 
word size before or after the target word. Fig. 5 shows the 
window size as 4 to explain the model; however, in this 
experiment, we used a window size of 10. 
For accuracy, we used the perplexity (hereinafter PPL) that 
was used in previous studies for predicting the next word. In 
natural language processing, PPL is usually used for evaluating 
the language model. PPL is defined as follows: 
𝑃𝑃𝑃𝑃𝑃𝑃 = 2−
1
𝑁𝑁 ∑ 𝑙𝑙𝑙𝑙𝑙𝑙2 𝑝𝑝𝑝𝑝𝑝𝑖𝑖)
𝑁𝑁
𝑖𝑖𝑖𝑖                 𝑝1)
In Eq. (1), p is the probability, and N is the total number of 
the words. PPL represents the number of prediction choices that 
are narrowed down to neural networks. The smaller the value, 
the better the prediction results. 
D. Analysis of the Experiment Result  
CW_PPL is the average PPL for the test data, which is the 
PPL of the confidential words, whereas PPL is the average for 
all the test data. The PPL scores are shown in Table Ⅱ.
Our experiment proved that our proposed model using neural 
networks was effective for predicting the target words. 
Nevertheless, the CW_PPL score was poor; therefore, the 
accuracy of predicting the confidential words needed to be 
improved. One reason was the possibility of paraphrasing 
words such as “plaintiff,” “defendant,” “doctor,” and “teacher.” 
These paraphrased words could be excluded from the choices 
based on the results of the calculated probability. We need to 
review the algorithm for preprocessing the input corpus before 
inputting the algorithm to the neural network because the 
difference in the scores between PPL and CW_PPL was too 
large. 
IV. NEW MODEL TO IMPROVE ACCURACY
Our algorithm did not give good accuracy for predicting the 
confidential word; therefore, we investigated the algorithm of 
our model and reviewed it. In general, words have meanings 
and (POS) tags in the dictionary. We found almost all the 
confidential words had the POS tag of proper nouns. Therefore,
if the POS tag is added to the neural network with the words, it 
may be possible to learn better and improve the accuracy. The 
most popular tagging tool for Japanese sentences is MeCab. 
Fig. 4. LSTM model
 
Fig. 5. Bi-directional LSTM–LR model
TABLE Ⅱ. Result of the experiment
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To protect personal information, most precedents are not 
open to the public on the Japanese court web pages. 
Confidential words (e.g., personal, corporate, and place names) 
in open precedents are replaced by other meaningle s words, 
such as a single uppercase le ter “A.” This operation takes time 
and e fort because it is done manua ly. Therefore, we would like 
to predict confidential words automatica ly to solve this 
problem. 
In recent years, the use of neural networks has advanced in 
natural language proce sing. The research includes deriving a 
vector by considering the word meanings and predicting words 
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directional long short-term memory (LSTM) with left–right 
(LR) (hereinafter Bi-directional LSTM–LR) model is e fective 
to predict target words in Japanese precedents. However, we did 
not obtain good a curacy for the detection of confidential words 
[11]. In this research, we a tempt to improve the a curacy of 
predicting confidential words. In the Japanese precedents, we 
found that the confidential words were mostly proper nouns and 
various parts of sp ech (POS). Therefore, we considered a new 
method by using a POS tag.  
In this paper, we propose a new method using a neural 
network combined with the POS tag to improve a curacy, and 
we describe the experimental results for predicting the 
confidential words. Then, we show the probability of applying 
our model to practical situations.  
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protect privacy, such words are converted into meaningle s 
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replaced with a le ter of the alphabet. (In paid magazines and 
websites, Japanese le ters are sometimes used.) Fig. 2 shows an 
example of a replaced word. This proce s is performed 
manua ly. These replacements cannot be done easily by using a 
dictionary of proper nouns because confidential words 
sometimes have multiple meanings, and it is di ficult to 
distinguish among them. Therefore, the substitutions are done 
manua ly by legal experts based on the context. 
B. Aim of Our Study 
Our purpose is to extract the confidential words in Japanese 
precedents and automatica ly replace the confidential words 
with a single le ter of the English alphabet (“A”). There are 
various methods for predicting confidential words in the 
judicial precedents. One po sibility is to use a dictionary of 
proper nouns. However, even if the confidential word matched 
the list in the dictionary, the word may sometimes be used with 
a di ferent meaning in the Japanese precedent. For example, the 
word “Yamaguchi” may refer to a city or a person. To solve this 
problem, we wi l propose a method for predicting confidential 
words in a sentence based on the context by using a neural 
network. Fig. 3 shows the prediction mechanism of the 
confidential words. 
For the preproce sing, we converted the confidential words 
contained in the datasets to the uppercase le ter “A” and 
separated the Japanese words with spaces by using MeCab, a 
Japanese morphological analyzer [13]. hen the Japanese 
precedents (corpus) containing the confidential words replaced 
by “A” are entered into the neural network, they are learned by 
the neural network, which then predicts the confidential words. 
C. Related Works 
Named-entity extraction is a widely used technique to obtain 
the target words in a sentence. Named-entity recognition (NER) 
is probably the first step for information extraction to locate and 
cla sify the named entities in the text into predefined categories, 
such as the names of persons, organizations, locations, 
expre sions of times, quantities, monetary values, and 
percentages. NER is used in many fields in natural language 
proce sing [14] [15]. 
NER extraction is executed mostly by using two methods: 
the rule-based method (by pa tern matching) and the statistical 
method (by machine learning). The method using pa tern 
matching has a very high cost because the pa tern of the named 
entity dictionary n eds to be created and updated manua ly. 
Various machine learning methods have b en studied to solve 
the problem. Machine learning methods, such as the hidden 
Markov model and conditional random fields (CRFs), can learn 
the pa tern of a named entity by preparing the corpus. CRF has 
proved to be quite su ce sful for NER. Neverthele s, the 
problem of machine learning is that the cost of manua ly 
making a corpus is quite high [16]. 
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The use of neural networks is widespread even for learning 
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to predict the confidential word because the embedding vector 
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C. Predicting Confidential Words  
To protect personal information, most precedents are not 
open to the public on the Japanese court web pages. 
Confidential words (e.g., personal, corporate, and place names) 
in open precedents are replaced by other meaningless words, 
such as a single uppercase letter “A.” This operation takes time 
and effort because it is done manually. Therefore, we would like 
to predict confidential words automatically to solve this 
problem. 
In recent years, the use of neural networks has advanced in 
natural language processing. The research includes deriving a 
vector by considering the word meanings and predicting words 
that are actively ongoing [10]. We reported earlier that a bi-
directional long short-term memory (LSTM) with left–right 
(LR) (hereinafter Bi-directional LSTM–LR) model is effective 
to predict target words in Japanese precedents. However, we did 
not obtain good accuracy for the detection of confidential words 
[11]. In this research, we attempt to improve the accuracy of 
predicting confidential words. In the Japanese precedents, we 
found that the confidential words were mostly proper nouns and 
various parts of speech (POS). Therefore, we considered a new 
method by using a POS tag.  
In this paper, we propose a new method using a neural 
network combined with the POS tag to improve accuracy, and 
we describe the experimental results for predicting the 
confidential words. Then, we show the probability of applying 
our model to practical situations.  
II. HOW TO ANONYMIZE CONFIDENTIAL WORDS 
Japanese precedents include many confidential words, such 
as personal names, corporate names, and place names. To 
protect privacy, such words are converted into meaningless 
words. In Japan, this procedure takes time and effort because it 
is done manually. 
A. Problem of Anonymizing Confidential Words  
Some judicial precedents are available on the website of the 
court [12]. Confidential words in these precedents have been 
replaced with a letter of the alphabet. (In paid magazines and 
websites, Japanese letters are sometimes used.) Fig. 2 shows an 
example of a replaced word. This process is performed 
manually. These replacements cannot be done easily by using a 
dictionary of proper nouns because confidential words 
sometimes have multiple meanings, and it is difficult to 
distinguish among them. Therefore, the substitutions are done 
manually by legal experts based on the context. 
B. Aim of Our Study 
Our purpose is to extract the confidential words in Japanese 
precedents and automatically replace the confidential words 
with a single letter of the English alphabet (“A”). There are 
various methods for predicting confidential words in the 
judicial precedents. One possibility is to use a dictionary of 
proper nouns. However, even if the confidential word matched 
the list in the dictionary, the word may sometimes be used with 
a different meaning in the Japanese precedent. For example, the 
word “Yamaguchi” may refer to a city or a person. To solve this 
problem, we will propose a method for predicting confidential 
words in a sentence based on the context by using a neural 
network. Fig. 3 shows the prediction mechanism of the 
confidential words. 
For the preprocessing, we converted the confidential words 
contained in the datasets to the uppercase letter “A” and 
separated the Japanese words with spaces by using MeCab, a 
Japanese morphological analyzer [13]. When the Japanese 
precedents (corpus) containing the confidential words replaced 
by “A” are entered into the neural network, they are learned by 
the neural network, which then predicts the confidential words. 
C. Related Works 
Named-entity extraction is a widely used technique to obtain 
the target words in a sentence. Named-entity recognition (NER) 
is probably the first step for information extraction to locate and 
classify the named entities in the text into predefined categories, 
such as the names of persons, organizations, locations, 
expressions of times, quantities, monetary values, and 
percentages. NER is used in many fields in natural language 
processing [14] [15]. 
NER extraction is executed mostly by using two methods: 
the rule-based method (by pattern matching) and the statistical 
method (by machine learning). The method using pattern 
matching has a very high cost because the pattern of the named 
entity dictionary needs to be created and updated manually. 
Various machine learning methods have been studied to solve 
the problem. Machine learning methods, such as the hidden 
Markov model and conditional random fields (CRFs), can learn 
the pattern of a named entity by preparing the corpus. CRF has 
proved to be quite successful for NER. Nevertheless, the 
problem of machine learning is that the cost of manually 
making a corpus is quite high [16]. 
III. RESULTS OF PREVIOUS STUDIES 
The use of neural networks is widespread even for learning 
natural languages. Therefore, we will study a neural network 
to predict the confidential word because the embedding vector 
of the word used in the neural network is very effective to 
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handle word meanings. We investigated some models of the 
neural network as described in the following subsections. 
A. LSTM Model 
A neural network is beneficial in the field of natural language 
learning. From the words adjacent to the target word, we can 
decide whether or not the target word is confidential. We found 
that the most effective model was LSTM), which was an 
improved model of the recurrent neural network (RNN). The 
RNN suffers from vanishing or exploding gradient or the 
exploding problem when the input data is long. LSTM is very 
useful in long sequential data (Fig. 4) [17].
B. Bi-Directional LSTM-LR Model 
We used the Bi-directional LSTM–LR model to imitate the 
anonymization work done by humans. When humans do this 
work, they always judge the word after reading the words on 
the left and right of the target words. We proposed this model 
at first, as shown in Fig. 5.
For the input order on the backward (right side) of the target 
word in the reverse order of the sentence, we assume that the 
influence of the target word increases with increasing proximity 
of the input word to the target word. 
C. Corpus and Experiment of the Bi-Directional LSTM–LR 
Model 
 We used 50,000 judicial precedents for the training data and 
10,000 judicial precedents for the test data. In these data, the 
contents of the trials held from 1993 to 2017 were recorded. 
These were the precedents database provided by the TKC Co. 
[18]. The various parameters used are shown in Table 1.  
Window size means the chunk size, which describes the input 
word size before or after the target word. Fig. 5 shows the 
window size as 4 to explain the model; however, in this 
experiment, we used a window size of 10. 
For accuracy, we used the perplexity (hereinafter PPL) that 
was used in previous studies for predicting the next word. In 
natural language processing, PPL is usually used for evaluating 
the language model. PPL is defined as follows: 
𝑃𝑃𝑃𝑃𝑃𝑃 = 2−
1
𝑁𝑁 ∑ 𝑙𝑙𝑙𝑙𝑙𝑙2 𝑝𝑝𝑝𝑝𝑝𝑖𝑖)
𝑁𝑁
𝑖𝑖𝑖𝑖                 𝑝1)
In Eq. (1), p is the probability, and N is the total number of 
the words. PPL represents the number of prediction choices that 
are narrowed down to neural networks. The smaller the value, 
the better the prediction results. 
D. Analysis of the Experiment Result  
CW_PPL is the average PPL for the test data, which is the 
PPL of the confidential words, whereas PPL is the average for 
all the test data. The PPL scores are shown in Table Ⅱ.
Our experiment proved that our proposed model using neural 
networks was effective for predicting the target words. 
Nevertheless, the CW_PPL score was poor; therefore, the 
accuracy of predicting the confidential words needed to be 
improved. One reason was the possibility of paraphrasing 
words such as “plaintiff,” “defendant,” “doctor,” and “teacher.” 
These paraphrased words could be excluded from the choices 
based on the results of the calculated probability. We need to 
review the algorithm for preprocessing the input corpus before 
inputting the algorithm to the neural network because the 
difference in the scores between PPL and CW_PPL was too 
large. 
IV. NEW MODEL TO IMPROVE ACCURACY
Our algorithm did not give good accuracy for predicting the 
confidential word; therefore, we investigated the algorithm of 
our model and reviewed it. In general, words have meanings 
and (POS) tags in the dictionary. We found almost all the 
confidential words had the POS tag of proper nouns. Therefore,
if the POS tag is added to the neural network with the words, it 
may be possible to learn better and improve the accuracy. The 
most popular tagging tool for Japanese sentences is MeCab. 
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A. MeCab as CRF 
 MeCab is the most powerful tool to extract the POS tag from 
the words in Japanese judicial precedents. It is a well-known 
Japanese morphological analyzer and is a kind of CRF. CRF is 
a successful named-entity extraction output technique used to 
label information, such as POS tagging. Japanese sentences 
have no spaces between words; therefore, MeCab inserts spaces 
between words and tags the words (using POS). If the word is 
“A,” it is a confidential word. The POS corresponding to “A” is 
replaced by the proper noun described in Fig. 6. 
B. Bi-Directional LSTM–LR Combined With the POS Tag
In our previous model, the corpus (words) were input into the 
neural network as done for natural language processing. To 
improve the CW_PPL score, we attempted to input the POS tag 
corresponding to the word extracted by MeCab (CRF) in the 
previous model (Bi-directional LSTM–LR). The outline of this 
proposed model is shown in Fig. 7, and the identification 
mechanism is shown in Fig. 8. Summary of the algorithm is 
described as bellows and detail is given in the appendix. 
Input data 
𝑳𝑳 𝑳 𝑳𝑳i)i
𝑏𝑏𝑏     ∶ 𝑤𝑤1 , 𝑤𝑤2 , ⋯ 𝑤𝑤10     :word(backward)      (2) 
L’ =  𝑳𝑳i)𝑖𝑖
𝑓𝑓𝑓𝑓 : 𝑤𝑤−1 , 𝑤𝑤−2 , ⋯ 𝑤𝑤−10 :word(forward)     (3)
P = 𝑳𝑝𝑝𝑝𝑖𝑖
𝑏𝑏𝑓𝑓  : 𝑝𝑝1 , 𝑝𝑝2 , ⋯ 𝑝𝑝10              :POS(backward)       (4) 
P’ = 𝑳𝑝𝑝𝑖𝑖)𝑖𝑖
𝑓𝑓𝑓𝑓 : 𝑝𝑝−1 , 𝑝𝑝−2 , ⋯ 𝑝𝑝−10 :POS(forward)       (5)
 Output  Oi = LSTM (L+ L’ + P + P’) :output      (6)
MeCab is different from conventional natural language 
processing technology. Each Wiki word describes a word, and 
every other word or every noun is the associated POS tag of the 
Wki word. When the Japanese precedents (corpus) is input into 
MeCab, MeCab separates the words by inserting spaces and 
tags them as a POS. If the confidential word (“A”) appears in 
the precedents, then “proper noun” is tagged to the confidential 
word. Next, we assign a unique index to the POS tag and make 
a part dictionary by merging them into the input data (word) for 
the new neural network using an embedding vector. 
C. Experiment of the Proposed Model Combined With the 
POS Tag
We experimented using the proposed model combined with 
the CRF. We used 10,000 judicial precedents for the training 
data and 5,000 judicial precedents for the test data from 2013 to 
2017. The data was the same as the previous one. However, the 
number of training data sets was smaller because the data 
became approximately two times larger than the previous data 
by adding the POS tag. The various parameters were the same 
as that in Table Ⅰ. We used the same evaluation method as that
in our previous experiment.
The results of this experiment as compared with the results 
of the Bi-directional LSTM–LR mode using the same input 
corpus are shown in Table Ⅲ.
The PPL score showed a 23% improvement in accuracy over 
the previous model (Bi-directional LSTM–LR), and the 
CW_PPL score also showed a 30% improvement in accuracy. 
Therefore, we found that the Bi-directional LSTM–LR 
model, which combined the words and POS tag, was very 
effective in predicting the confidential words. However, the 
CW_PPL score needed further improvement. 
D. Improving the Preprocessing Algorithm 
Before learning the input corpus by using neural networks, it 
is necessary to reprocess the corpus. 
TABLEⅢ. RESULT OF THE SECOND EXPERIMENT
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 For example, many punctuation marks used for separating 
words and phrases, such as 「」 and （）, appear often in Japanese 
judicial precedents. These marks are only noise for learning; 
therefore, we omitted them (Fig. 9).  
However, punctuation mark “。” was not omitted to prevent 
the flow of the context. The preprocessing was also done in the 
first experiment.  
In Japanese precedents, confidential words are replaced by not 
only half-width uppercase letters but also by full-width 
uppercase and lowercase letters. In the previous algorithm, only 
when a single half-width capital letter of the alphabet appeared 
in the precedent, we replaced it with the half-width uppercase 
letter “A.” Therefore, when the lowercase letter “b” appeared in 
the precedent, it could not replace “A”; therefore, we did not 
recognize “b” as a confidential word (see Fig. 10).  
Therefore, we improved this algorithm by stating that if both 
single half-width and full-width letters appeared in the precedent, 
we replaced it by a half-width uppercase capital letter “A” as the 
confidential word. 
E.  Experiment Result After Using Improved Algorithm 
The results of the experiment after using the improved 
algorithm are shown in Table Ⅳ.  
CW_PPL showed that after using the improved algorithm, 
the proposed model accuracy decreased by 35.6 as compared 
with the previous model (Bi-directional model). We found that 
the CW_PPL score had improved 88% in accuracy as compared 
with the previous model.  
As a result, we confirmed that our proposed model (Bi-
directional LSTM–LR combined CRF) had high accuracy for 
predicting confidential words.  
We got excellent predicting ability with our proposed model; 
therefore, we needed to confirm whether the model would be 
practical or not; this is our next step.  
V. EVALUATION OF THE PROPOSED MODEL FOR 
APPLICATION  
In an actual legal record, it is essential to evaluate whether 
the confidential word can be correctly recognized or whether 
the non-confidential word has also been recognized as a 
confidential word. 
A. Training the Proposed Model Using Anonymized 
Precedents 
We evaluated how our proposed model affects some types of 
anonymized precedents. We used the following parameters to 
examine the accuracy. 
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Contract receivables 3800 31 15 16 3769 328 3441 52% 5% 9% 
Road maintenance guarantee 8600 34 8 26 8566 516 8050 76% 5% 9% 
 
Fig.9.   Example of the preprocessing of Japanese precedents 
Fig. 10.   Example of the improved algorithm 
Method to Predict Confidential Words in Japanese Judicial Precedents 
Using Neural Networks With Part-of-Speech Tags
INFOCOMMUNICATIONS JOURNAL
MARCH 2020 • VOLUME XII • NUMBER 1 21
A. MeCab as CRF 
 MeCab is the most powerful tool to extract the POS tag from 
the words in Japanese judicial precedents. It is a well-known 
Japanese morphological analyzer and is a kind of CRF. CRF is 
a successful named-entity extraction output technique used to 
label information, such as POS tagging. Japanese sentences 
have no spaces between words; therefore, MeCab inserts spaces 
between words and tags the words (using POS). If the word is 
“A,” it is a confidential word. The POS corresponding to “A” is 
replaced by the proper noun described in Fig. 6. 
B. Bi-Directional LSTM–LR Combined With the POS Tag
In our previous model, the corpus (words) were input into the 
neural network as done for natural language processing. To 
improve the CW_PPL score, we attempted to input the POS tag 
corresponding to the word extracted by MeCab (CRF) in the 
previous model (Bi-directional LSTM–LR). The outline of this 
proposed model is shown in Fig. 7, and the identification 
mechanism is shown in Fig. 8. Summary of the algorithm is 
described as bellows and detail is given in the appendix. 
Input data 
𝑳𝑳 𝑳 𝑳𝑳i)i
𝑏𝑏𝑏     ∶ 𝑤𝑤1 , 𝑤𝑤2 , ⋯ 𝑤𝑤10     :word(backward)      (2) 
L’ =  𝑳𝑳i)𝑖𝑖
𝑓𝑓𝑓𝑓 : 𝑤𝑤−1 , 𝑤𝑤−2 , ⋯ 𝑤𝑤−10 :word(forward)     (3)
P = 𝑳𝑝𝑝𝑝𝑖𝑖
𝑏𝑏𝑓𝑓  : 𝑝𝑝1 , 𝑝𝑝2 , ⋯ 𝑝𝑝10              :POS(backward)       (4) 
P’ = 𝑳𝑝𝑝𝑖𝑖)𝑖𝑖
𝑓𝑓𝑓𝑓 : 𝑝𝑝−1 , 𝑝𝑝−2 , ⋯ 𝑝𝑝−10 :POS(forward)       (5)
 Output  Oi = LSTM (L+ L’ + P + P’) :output      (6)
MeCab is different from conventional natural language 
processing technology. Each Wiki word describes a word, and 
every other word or every noun is the associated POS tag of the 
Wki word. When the Japanese precedents (corpus) is input into 
MeCab, MeCab separates the words by inserting spaces and 
tags them as a POS. If the confidential word (“A”) appears in 
the precedents, then “proper noun” is tagged to the confidential 
word. Next, we assign a unique index to the POS tag and make 
a part dictionary by merging them into the input data (word) for 
the new neural network using an embedding vector. 
C. Experiment of the Proposed Model Combined With the 
POS Tag
We experimented using the proposed model combined with 
the CRF. We used 10,000 judicial precedents for the training 
data and 5,000 judicial precedents for the test data from 2013 to 
2017. The data was the same as the previous one. However, the 
number of training data sets was smaller because the data 
became approximately two times larger than the previous data 
by adding the POS tag. The various parameters were the same 
as that in Table Ⅰ. We used the same evaluation method as that
in our previous experiment.
The results of this experiment as compared with the results 
of the Bi-directional LSTM–LR mode using the same input 
corpus are shown in Table Ⅲ.
The PPL score showed a 23% improvement in accuracy over 
the previous model (Bi-directional LSTM–LR), and the 
CW_PPL score also showed a 30% improvement in accuracy. 
Therefore, we found that the Bi-directional LSTM–LR 
model, which combined the words and POS tag, was very 
effective in predicting the confidential words. However, the 
CW_PPL score needed further improvement. 
D. Improving the Preprocessing Algorithm 
Before learning the input corpus by using neural networks, it 
is necessary to reprocess the corpus. 
TABLEⅢ. RESULT OF THE SECOND EXPERIMENT
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with the previous model (Bi-directional model). We found that 
the CW_PPL score had improved 88% in accuracy as compared 
with the previous model.  
As a result, we confirmed that our proposed model (Bi-
directional LSTM–LR combined CRF) had high accuracy for 
predicting confidential words.  
We got excellent predicting ability with our proposed model; 
therefore, we needed to confirm whether the model would be 
practical or not; this is our next step.  
V. EVALUATION OF THE PROPOSED MODEL FOR 
APPLICATION  
In an actual legal record, it is essential to evaluate whether 
the confidential word can be correctly recognized or whether 
the non-confidential word has also been recognized as a 
confidential word. 
A. Training the Proposed Model Using Anonymized 
Precedents 
We evaluated how our proposed model affects some types of 
anonymized precedents. We used the following parameters to 
examine the accuracy. 
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ords and phrases, such as  and , appear often in Japanese 
judicial precedents. These arks are only noise for learning; 
therefore, e o it ed the  (Fig. 9). 
o ever, punctuation ark “ ” as not o it ed to prevent 
the flo  of the context. The preprocessing as also done in the 
first experi ent. 
In Japanese precedents, confidential ords are replaced by not 
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     Precision = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇                                                   (8) 
    
     F1 = 2𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅×𝑇𝑇𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅+𝑇𝑇𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃                                               (9)  
 
TP: True Positive (i.e., when the actual word and predicted 
word are positive) 
TN is a true negative (i.e., when the actual word and the 
predicted word are negative). FN is a false negative (i.e., when 
the actual word is positive, but the predicted word is negative). 
FP is a false positive (i.e., when the actual word is negative, 
but the predicted word is positive). The actual positive is “TP + 
FN,” and the total predicted positive is “TP + FP.” “Recall” is 
the index that indicates the fraction that was correctly predicted 
among all the words that were positive. “Precision” is the index 
that shows the fraction of positive words among all the words 
that were predicted to be positive. F1 is the index that shows the 
balance of recall and precision. The results of the experiment in 
various types of anonymized precedents are shown in Table Ⅴ.  
If the CW_PPL of the confidential word (“A”) was lower 
than 60 (the threshold), we defined it as the correct word (TP). 
If not, it would not be recognized (FN). As a result, the recall 
score showed good values for some types of precedents. In 
particular, when similar phrases appeared multiple times in 
some precedents, our proposed model could recognize the 
confidential word well. Also, if we had more total words in one 
precedent, the recall score was good ranging from 69% to 84%.  
The confidential words were sometimes replaced with non-
English letters, such as the Greek letters γ or β; then, our 
proposed model could not predict them as confidential words. 
However, if they are replaced as “A” during preprocessing, the 
recall score would be good. Fig. 11 shows how our proposed 
model anonymized the confidential word for the original non-
anonymized precedents.  
All the experiments described so far used test data that 
included the confidential words converted to “A.” Our final 
goal is to automatically replace the anonymous words in the 
actual precedents to the capital letter “A” by using our proposed 
model. Therefore, we used the test data as the original precedent 
in which the confidential words were not converted to “A”; we 
experimented with this model to examine whether the model 
was practical or not.  
B. Experiment with Proposed Model Using Non-Anonymized 
Precedents 
In this case, we defined that if the CW_PPL score was less 
than 100 (the threshold), our proposed model was correctly 
predicted as the confidential word. We experimented with our 
proposed model in some actual non-anonymized precedents, as 
shown in Table Ⅵ.  
In the case of the “Lockheed case,” the recall was 62%, and 
the precision was 12%. One reason why the recall score was 
low was because our proposed model could not predict the 
name in an address correctly as a confidential word, especially 
because the addresses in the precedents were often very long. 
Another reason was that MeCab sometimes could not extract a 
person’s name correctly when the full name appeared. In the 
case of “Traffic accidents,” the recall score was 76%, which 
showed that our model was effective for practical use. In this 
case, if a person’s name appeared in the precedent, our model 
could predict them correctly.  
From these results, we can conclude that our model is not 
practical enough at present. However, if many confidential 
words appeared in the precedents, our proposed model was able 
to predict the confidential words correctly because the same 
phrases appeared in the Japanese precedents. Furthermore, if 
MeCab could accurately extract the personal name and another 
proper noun, our proposed model could prevent the false 
detection of confidential words that were not true. For the 
instances when our model could not predict long address that 
included numbers, such as 103-123–24-55, it will be effective 
to replace the long numbers with the letter “A” as the 
confidential word during preprocessing. Then, it would be 
possible to increase the possibility of practical use. 
VI. CONCLUSION 
Privacy is one of the most critical concerns in communication. 
If we can automatically hide confidential words, the 
communication becomes safe. Therefore, we developed a 
technology to predict confidential words that would use target 
data from Japanese judicial precedents. 
However, it is not easy to completely anonymize confidential 
words such as personal names and locations. NER is probably 
the first step for information extraction; it seeks to locate and 
TABLE Ⅵ. RESULT OF THE EXPERIMENT IN ACTUAL PRECEDENTS 
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Confidential word Normal word 





 (TP) Appear (TN) 
Hit 
 (FP) No-hit 
Lockheed case 10000 286 109 177 9714 1297 8417 62% 12% 20% 




Fig. 11.  Example of practical use in the Japanese precedent 
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classify the named entities in Japanese precedents into 
predefined categories, such as the names of persons and 
locations. Nevertheless, the problem is that the cost of manually 
making such a corpus is very high. 
One technique to protect privacy is to find confidential words 
in a file or on a website and convert them into meaningless 
words. Researchers have used the NER technique to extract the 
anonymous word. However, they need to prepare a proper noun 
dictionary that is updated to the latest issue; this is an expensive 
affair. 
 However, a neural network is useful for predicting the 
confidential words, and it is intelligent enough to anonymize 
confidential words automatically. Using Japanese judicial 
precedents, we have already proposed a recognition technique 
for confidential words using a neural network. 
First, we proposed the Bi-directional LSTM–LR model that 
was effective for detecting the target words in long sequential 
words. However, the accuracy for detecting the confidential 
words (CW_PPL) in the precedents was poor [19]. To improve 
the CW_PPL score, we attempted to add additional information 
to the neural network called the POS tag. Two types of 
information (words and POS tags) needed to be entered into the 
neural network for learning. Then, we proposed a new model in 
which the Bi-directional LSTM–LR model was combined with 
the POS tag extracted by MeCab and a Japanese morphological 
analyzer. 
Further, we reviewed the algorithm of preprocessing. We 
found that many confidential words replaced by a wide-width 
letter had been missed in the previous algorithm. Therefore, we 
improved upon the algorithm and experimented by using the 
new model. We found that the CW_PPL score had improved 
substantially. We obtained an accuracy improvement of 88% 
for detecting the confidential word (CW_PPL) and a 21% 
improvement for detecting the target word (PPL) as compared 
with the previously proposed model (Bi-directional LSTM-LR). 
Then, we evaluated our proposed model with the evaluation 
index, such as “recall” or “precision,” to determine whether our 
proposed model could have practical applications.  
As a result, we confirmed that our proposed model could 
predict the confidential word for practical applications in some 
precedents, and the recall score improved from 69% to 84%. 
However, the overall results were not satisfactory. We 
experimented with the non-anonymized precedents to 
investigate the model for practical use. Our model is not good 
enough for practical use at present. If this model works well by 
making improvements (i.e., improvements in preprocessing and 
upgrading the MeCab), we will establish an automatic detector 
tool for confidential words in the future. Our proposed model 
will be a low-cost tool for detecting confidential words; 
therefore, it will be a valuable contribution in cyber courts.  
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     Precision = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇                                                   (8) 
    
     F1 = 2𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅×𝑇𝑇𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅+𝑇𝑇𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃                                               (9)  
 
TP: True Positive (i.e., when the actual word and predicted 
word are positive) 
TN is a true negative (i.e., when the actual word and the 
predicted word are negative). FN is a false negative (i.e., when 
the actual word is positive, but the predicted word is negative). 
FP is a false positive (i.e., when the actual word is negative, 
but the predicted word is positive). The actual positive is “TP + 
FN,” and the total predicted positive is “TP + FP.” “Recall” is 
the index that indicates the fraction that was correctly predicted 
among all the words that were positive. “Precision” is the index 
that shows the fraction of positive words among all the words 
that were predicted to be positive. F1 is the index that shows the 
balance of recall and precision. The results of the experiment in 
various types of anonymized precedents are shown in Table Ⅴ.  
If the CW_PPL of the confidential word (“A”) was lower 
than 60 (the threshold), we defined it as the correct word (TP). 
If not, it would not be recognized (FN). As a result, the recall 
score showed good values for some types of precedents. In 
particular, when similar phrases appeared multiple times in 
some precedents, our proposed model could recognize the 
confidential word well. Also, if we had more total words in one 
precedent, the recall score was good ranging from 69% to 84%.  
The confidential words were sometimes replaced with non-
English letters, such as the Greek letters γ or β; then, our 
proposed model could not predict them as confidential words. 
However, if they are replaced as “A” during preprocessing, the 
recall score would be good. Fig. 11 shows how our proposed 
model anonymized the confidential word for the original non-
anonymized precedents.  
All the experiments described so far used test data that 
included the confidential words converted to “A.” Our final 
goal is to automatically replace the anonymous words in the 
actual precedents to the capital letter “A” by using our proposed 
model. Therefore, we used the test data as the original precedent 
in which the confidential words were not converted to “A”; we 
experimented with this model to examine whether the model 
was practical or not.  
B. Experiment with Proposed Model Using Non-Anonymized 
Precedents 
In this case, we defined that if the CW_PPL score was less 
than 100 (the threshold), our proposed model was correctly 
predicted as the confidential word. We experimented with our 
proposed model in some actual non-anonymized precedents, as 
shown in Table Ⅵ.  
In the case of the “Lockheed case,” the recall was 62%, and 
the precision was 12%. One reason why the recall score was 
low was because our proposed model could not predict the 
name in an address correctly as a confidential word, especially 
because the addresses in the precedents were often very long. 
Another reason was that MeCab sometimes could not extract a 
person’s name correctly when the full name appeared. In the 
case of “Traffic accidents,” the recall score was 76%, which 
showed that our model was effective for practical use. In this 
case, if a person’s name appeared in the precedent, our model 
could predict them correctly.  
From these results, we can conclude that our model is not 
practical enough at present. However, if many confidential 
words appeared in the precedents, our proposed model was able 
to predict the confidential words correctly because the same 
phrases appeared in the Japanese precedents. Furthermore, if 
MeCab could accurately extract the personal name and another 
proper noun, our proposed model could prevent the false 
detection of confidential words that were not true. For the 
instances when our model could not predict long address that 
included numbers, such as 103-123–24-55, it will be effective 
to replace the long numbers with the letter “A” as the 
confidential word during preprocessing. Then, it would be 
possible to increase the possibility of practical use. 
VI. CONCLUSION 
Privacy is one of the most critical concerns in communication. 
If we can automatically hide confidential words, the 
communication becomes safe. Therefore, we developed a 
technology to predict confidential words that would use target 
data from Japanese judicial precedents. 
However, it is not easy to completely anonymize confidential 
words such as personal names and locations. NER is probably 
the first step for information extraction; it seeks to locate and 
TABLE Ⅵ. RESULT OF THE EXPERIMENT IN ACTUAL PRECEDENTS 
 
Item Total word 
Confidential word Normal word 





 (TP) Appear (TN) 
Hit 
 (FP) No-hit 
Lockheed case 10000 286 109 177 9714 1297 8417 62% 12% 20% 




Fig. 11.  Example of practical use in the Japanese precedent 
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classify the named entities in Japanese precedents into 
predefined categories, such as the names of persons and 
locations. Nevertheless, the problem is that the cost of manually 
making such a corpus is very high. 
One technique to protect privacy is to find confidential words 
in a file or on a website and convert them into meaningless 
words. Researchers have used the NER technique to extract the 
anonymous word. However, they need to prepare a proper noun 
dictionary that is updated to the latest issue; this is an expensive 
affair. 
 However, a neural network is useful for predicting the 
confidential words, and it is intelligent enough to anonymize 
confidential words automatically. Using Japanese judicial 
precedents, we have already proposed a recognition technique 
for confidential words using a neural network. 
First, we proposed the Bi-directional LSTM–LR model that 
was effective for detecting the target words in long sequential 
words. However, the accuracy for detecting the confidential 
words (CW_PPL) in the precedents was poor [19]. To improve 
the CW_PPL score, we attempted to add additional information 
to the neural network called the POS tag. Two types of 
information (words and POS tags) needed to be entered into the 
neural network for learning. Then, we proposed a new model in 
which the Bi-directional LSTM–LR model was combined with 
the POS tag extracted by MeCab and a Japanese morphological 
analyzer. 
Further, we reviewed the algorithm of preprocessing. We 
found that many confidential words replaced by a wide-width 
letter had been missed in the previous algorithm. Therefore, we 
improved upon the algorithm and experimented by using the 
new model. We found that the CW_PPL score had improved 
substantially. We obtained an accuracy improvement of 88% 
for detecting the confidential word (CW_PPL) and a 21% 
improvement for detecting the target word (PPL) as compared 
with the previously proposed model (Bi-directional LSTM-LR). 
Then, we evaluated our proposed model with the evaluation 
index, such as “recall” or “precision,” to determine whether our 
proposed model could have practical applications.  
As a result, we confirmed that our proposed model could 
predict the confidential word for practical applications in some 
precedents, and the recall score improved from 69% to 84%. 
However, the overall results were not satisfactory. We 
experimented with the non-anonymized precedents to 
investigate the model for practical use. Our model is not good 
enough for practical use at present. If this model works well by 
making improvements (i.e., improvements in preprocessing and 
upgrading the MeCab), we will establish an automatic detector 
tool for confidential words in the future. Our proposed model 
will be a low-cost tool for detecting confidential words; 
therefore, it will be a valuable contribution in cyber courts.  
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Appendix  A   
The algorithm of the Bi-directional LSTM combined 
 POS tag 
Input data 




𝑗𝑗 = 𝑤𝑤1 𝑤𝑤2 , ⋯ ⋯ 𝑤𝑤𝑗𝑗 (no space) 
*data cleaning # deleate  punctuation mark and 
       unnecessary words 
*insert space between word (𝑤𝑤1 )and word (𝑤𝑤2 )
*extract the POS tag of the word  
Output data 
𝑤𝑤1
𝑗𝑗 = 𝑤𝑤1 , 𝑤𝑤2 , ⋯ ⋯ , 𝑤𝑤𝑗𝑗 (with space) : word 
    𝑝𝑝1
𝑗𝑗 = 𝑝𝑝1 , 𝑝𝑝2, ⋯ ⋯ ,  𝑝𝑝𝑗𝑗                      : POS 




  hidden_layer_size = 100 
batch_size = 200 
chunk_size = 10 
 epochs = 100 
learning_rate = 0.001 
forget_bias = 1.0 
/Word  
 Backword data (wi)i
𝑏𝑏 j     ∶ 𝑤𝑤1 , 𝑤𝑤2 , ⋯ 𝑤𝑤10
Forword data (𝑤𝑤𝑖𝑖)𝑖𝑖
𝑓𝑓𝑗𝑗 : 𝑤𝑤−1 , 𝑤𝑤−2 , ⋯ 𝑤𝑤−10
/POS 
Backword POS data (𝑝𝑝𝑝𝑖𝑖
𝑏𝑏𝑗𝑗  : 𝑝𝑝1 , 𝑝𝑝2 , ⋯ 𝑝𝑝10
Forword POS data     (𝑝𝑝𝑖𝑖)𝑖𝑖
𝑓𝑓𝑗𝑗  : 𝑝𝑝−1 , 𝑝𝑝−2 , ⋯ 𝑝𝑝−10
#chunk size (window size) =10 
Step1→ Initialize LSTM
Step2→ get the embedding vector for input data
for j in range (chunk_size) 
Step3→ Ready lstm cell (tensorflow)
bw_ lstm = BasicLSTMCell (𝑿𝑿𝒃𝒃) :word (backword) 
fw_ lstm = BasicLSTMCell (𝑿𝑿𝒇𝒇) :word(forword) 
p_bw_ lstm = BasicLSTMCell (𝒀𝒀𝒃𝒃)   :POS (backword) 




:POS forword outputs 
  *W: weight,  b:bias 
Output 
    #the last output is the model’s output
 outputs=concat(bw_outputs,af_outputs,H_bw_outputs,H_fw_outp
uts) 







output= Y [outputs] ×W + b          :loss
𝑌𝑌 = (𝑦𝑦𝑖𝑖)𝑖𝑖




(𝑏𝑏) = 𝑊𝑊𝒀𝑡𝑡 + 𝑊𝑊𝒀𝑡𝑡+1 + 𝑏𝑏






(𝑓𝑓) = 𝑊𝑊𝒀𝑡𝑡 + 𝑊𝑊𝒀𝑡𝑡−1 + 𝑏𝑏
: Input to LSTM
𝑠𝑠𝑡𝑡
(𝑏𝑏) = 𝑊𝑊𝑠𝑠𝑡𝑡 + 𝑊𝑊𝑠𝑠𝑡𝑡+1 + 𝑏𝑏
: Input to LSTM
𝑠𝑠𝑡𝑡
(𝑓𝑓) = 𝑊𝑊𝑠𝑠𝑡𝑡 + 𝑊𝑊𝑠𝑠𝑡𝑡−1 + 𝑏𝑏
: Input to LSTM
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2.1 The main contribution must be specified. 
 → We added our contribution in abstract 
 
2.2 The motivation of the approach based on neural 
networks and the treated architectures must also be 
specified in the context of other similar modeling 
approaches. Authors' strong past papers in the field 
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 → we described in conclusion as additional sentence. 
 
2.3 Discussion of related work on other nonlinear 
modeling approaches should be extended with the 
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because they proved to be successful in various 
applications: 
→ Thank you for presenting a reference paper. We 
think so that these technique is excellent, however, the 
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 2.5 Please organize the modeling approach as an 
identification algorithm with clear steps. What about the 
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the paper body. 
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on that in relation with the network architecture and the 
comment 5). 
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2.7 It is also not clear how the testing and validation are 
done. 
 → This is also described in the identification algorithm. 
 
2.8 The very good accuracy might indicate overfitting. 
Please comment. 
 → We input the various kinds of precedents randomly to 
prevent overfitting. However, we think it is necessary to 
continuing more actual precedents. If overfitting would 
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2.9 The validation would be better supported if you 
would add a link to the programs and datasets. In other 
words, you could save the programs and datasets in a 
webpage/repository and next cite the link to that 
webpage or repository in the paper body. This will 
ensure a sound validation, which is important in neural 
network and modeling approaches. This will also solve a 
part of the above and below comments 
 → OK！I add the program in repository in the paper 
body. 
 
2.10 This is an application paper. It is not clear how the 
theory from the previous sections is applied in Section V. 
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2.11 Transitions from section to section should be 
smoother. The comments 3) and 9) help. 
 → OK！I add the program in repository in the paper 
body. 
 
２.1２ The number of references is rather low for a 
strong journal paper. The comment 3) helps. 
 → Thank you for your suggestion. 
 
2.1３ Do you have random parameters in the 
algorithms? If yes, which are their effects? 
 → Yes. We experimented changing the various 
parameter. However, we had get no effective results. 
 
2.1４ Do you have comparisons with other modeling 
approaches including neural network-based ones? 
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detecting the confidential word using named extraction 
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Appendix  A   
The algorithm of the Bi-directional LSTM combined 
 POS tag 
Input data 




𝑗𝑗 = 𝑤𝑤1 𝑤𝑤2 , ⋯ ⋯ 𝑤𝑤𝑗𝑗 (no space) 
*data cleaning # deleate  punctuation mark and 
       unnecessary words 
*insert space between word (𝑤𝑤1 )and word (𝑤𝑤2 )
*extract the POS tag of the word  
Output data 
𝑤𝑤1
𝑗𝑗 = 𝑤𝑤1 , 𝑤𝑤2 , ⋯ ⋯ , 𝑤𝑤𝑗𝑗 (with space) : word 
    𝑝𝑝1
𝑗𝑗 = 𝑝𝑝1 , 𝑝𝑝2, ⋯ ⋯ ,  𝑝𝑝𝑗𝑗                      : POS 




  hidden_layer_size = 100 
batch_size = 200 
chunk_size = 10 
 epochs = 100 
learning_rate = 0.001 
forget_bias = 1.0 
/Word  
 Backword data (wi)i
𝑏𝑏 j     ∶ 𝑤𝑤1 , 𝑤𝑤2 , ⋯ 𝑤𝑤10
Forword data (𝑤𝑤𝑖𝑖)𝑖𝑖
𝑓𝑓𝑗𝑗 : 𝑤𝑤−1 , 𝑤𝑤−2 , ⋯ 𝑤𝑤−10
/POS 
Backword POS data (𝑝𝑝𝑝𝑖𝑖
𝑏𝑏𝑗𝑗  : 𝑝𝑝1 , 𝑝𝑝2 , ⋯ 𝑝𝑝10
Forword POS data     (𝑝𝑝𝑖𝑖)𝑖𝑖
𝑓𝑓𝑗𝑗  : 𝑝𝑝−1 , 𝑝𝑝−2 , ⋯ 𝑝𝑝−10
#chunk size (window size) =10 
Step1→ Initialize LSTM
Step2→ get the embedding vector for input data
for j in range (chunk_size) 
Step3→ Ready lstm cell (tensorflow)
bw_ lstm = BasicLSTMCell (𝑿𝑿𝒃𝒃) :word (backword) 
fw_ lstm = BasicLSTMCell (𝑿𝑿𝒇𝒇) :word(forword) 
p_bw_ lstm = BasicLSTMCell (𝒀𝒀𝒃𝒃)   :POS (backword) 




:POS forword outputs 
  *W: weight,  b:bias 
Output 
    #the last output is the model’s output
 outputs=concat(bw_outputs,af_outputs,H_bw_outputs,H_fw_outp
uts) 







output= Y [outputs] ×W + b          :loss
𝑌𝑌 = (𝑦𝑦𝑖𝑖)𝑖𝑖




(𝑏𝑏) = 𝑊𝑊𝒀𝑡𝑡 + 𝑊𝑊𝒀𝑡𝑡+1 + 𝑏𝑏






(𝑓𝑓) = 𝑊𝑊𝒀𝑡𝑡 + 𝑊𝑊𝒀𝑡𝑡−1 + 𝑏𝑏
: Input to LSTM
𝑠𝑠𝑡𝑡
(𝑏𝑏) = 𝑊𝑊𝑠𝑠𝑡𝑡 + 𝑊𝑊𝑠𝑠𝑡𝑡+1 + 𝑏𝑏
: Input to LSTM
𝑠𝑠𝑡𝑡
(𝑓𝑓) = 𝑊𝑊𝑠𝑠𝑡𝑡 + 𝑊𝑊𝑠𝑠𝑡𝑡−1 + 𝑏𝑏
: Input to LSTM
Answer to the reviewer’s comments 
 
1. Please make sure that for all those articles that are 
cited, and has an existing DOI (at CrossCiteRef), the 
DOI is actually referenced in your paper. 
 → OK! We added the DOI in reference paper (DOI 
included)  
 
2.1 The main contribution must be specified. 
 → We added our contribution in abstract 
 
2.2 The motivation of the approach based on neural 
networks and the treated architectures must also be 
specified in the context of other similar modeling 
approaches. Authors' strong past papers in the field 
ought to be mentioned in this discussion. 
 → we described in conclusion as additional sentence. 
 
2.3 Discussion of related work on other nonlinear 
modeling approaches should be extended with the 
following papers, which recently came into my attention 
because they proved to be successful in various 
applications: 
→ Thank you for presenting a reference paper. We 
think so that these technique is excellent, however, the 
cost of our proposed model is not high compared to 
these technique. 
 
 2.4 The paper contains some grammar problems. Their 
correction is needed 
 → Thank you for your check. We revised our paper. 
 
 2.5 Please organize the modeling approach as an 
identification algorithm with clear steps. What about the 
convergence of the identification algorithm? Please 
discuss. 
 → We described the identification algorithm at end of 
the paper body. 
 
2.6 How is the network trained? Please present details 
on that in relation with the network architecture and the 
comment 5). 
 → This is also described in the identification algorithm. 
 
2.7 It is also not clear how the testing and validation are 
done. 
 → This is also described in the identification algorithm. 
 
2.8 The very good accuracy might indicate overfitting. 
Please comment. 
 → We input the various kinds of precedents randomly to 
prevent overfitting. However, we think it is necessary to 
continuing more actual precedents. If overfitting would 
occur, we adopt the dropout layer 
.  
 
2.9 The validation would be better supported if you 
would add a link to the programs and datasets. In other 
words, you could save the programs and datasets in a 
webpage/repository and next cite the link to that 
webpage or repository in the paper body. This will 
ensure a sound validation, which is important in neural 
network and modeling approaches. This will also solve a 
part of the above and below comments 
 → OK！I add the program in repository in the paper 
body. 
 
2.10 This is an application paper. It is not clear how the 
theory from the previous sections is applied in Section V. 
More details are necessary. The comment 9) helps. 
 → OK！ 
 
2.11 Transitions from section to section should be 
smoother. The comments 3) and 9) help. 
 → OK！I add the program in repository in the paper 
body. 
 
２.1２ The number of references is rather low for a 
strong journal paper. The comment 3) helps. 
 → Thank you for your suggestion. 
 
2.1３ Do you have random parameters in the 
algorithms? If yes, which are their effects? 
 → Yes. We experimented changing the various 
parameter. However, we had get no effective results. 
 
2.1４ Do you have comparisons with other modeling 
approaches including neural network-based ones? 
Please discuss 
 → No, there are some paper regarding with the 
detecting the confidential word using named extraction 
method (using dictionary) but I couldn’t find paper using 
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