There is a need for stable gel materials for phantoms used to validate optical computerized tomography (CT) scanners used in conjunction with radiationinduced polymerizing gel dosimeters. Phantoms based on addition of lightabsorbing dyes to gelatine to simulate gel dosimeters have been employed. However, to more accurately simulate polymerizing gels one requires phantoms that employ light-scattering colloidal suspensions added to the gel. In this paper, we present the initial results of using an optical CT scanner to evaluate a novel phantom in which radiation-exposed polymer gels are simulated by the addition of colloidal suspensions of varying turbidity. The phantom may be useful as a calibration transfer standard for polymer gel dosimeters. The tests reveal some phenomena peculiar to light-scattering gels that need to be taken into account when calibrating polymer gel dosimeters.
Introduction
To evaluate the performance of an optical computerized tomography (CT) scanner for imaging gel dosimeters (DOSGEL (2006) , see papers presented in the Optical Scanning of Gel Dosimeters session), it is useful to have a gel phantom in which one can readily incorporate three-dimensional internal features with realistic extinction coefficients (attenuation coefficients or optical densities) for the purposes of scanner calibration and quality assurance. One could produce a phantom directly in a polymer gel dosimeter by direct irradiation of a gel dosimeter using a suitably shaped and attenuated radiation beam. However, artificially manipulating features in a radiation insensitive gel with suitable properties could have several potential advantages: greater stability over time (than some gels), sharper boundaries, more uniform optical extinction coefficients and the ability to reproducibly incorporate absolute extinction coefficients. Stability allows use and re-use of the phantom over time, making it a potential transfer standard for cross-calibration of optical CT scanners.
Sharper boundaries and regions of uniform extinction coefficient make checks of linearity and evaluation of artefacts easier. It also makes it easier to distinguish optical artefacts from genuine effects resulting from radiation-induced dose-dependent polymerization in the gel dosimeter. Reproducible, absolutely known extinction coefficients means reliable calibration of the scanner is possible.
If such a stable, standardized phantom could be developed, it would also be a highly useful tool for comparing the performance of scanners of different design or employing different reconstruction algorithms and for validating numerical simulations of the behaviour of light in gels being imaged. Oldham et al (2003) produced a calibration 'finger phantom' by moulding finger-shaped cavities in gelatine and backfilling the cavities with food-dye stained gelatine to produce well-defined regions of higher optical extinction coefficient. Although Oldham was, overall, investigating the optical properties of optically scattering polymerizing PAG-type dosimeter gels, the main mechanism of optical attenuation in the dye-based finger phantom is optical absorption. Therefore, such optically absorbing phantoms would be better suited to simulating optically absorbing radiochromic dosimeter gels such as xylenol orange stained Fricke gels (Appleby and Leghrouz 1991, Healy et al 2003) . Scattering does behave somewhat like absorption (e.g. it obeys the Beer-Lambert law for low concentrations of scattering centres), but it differs in several ways (e.g. images of sharp boundaries can become blurred by scattering). Therefore for an accurate simulation of PAG-type dosimeters in optical CT scanners, it is preferable to use a light-scattering phantom.
Additional problems encountered with food-dye stained finger phantoms produced in our laboratory included the high mobility of the food-dye in gelatine. Food-dye diffused visibly within hours of being made, causing the boundaries between coloured and uncoloured regions to become markedly diffuse. Such a phantom could not be used reliably in more than a single scanner-calibration experiment.
The PAGAT polymer gel dosimeter (Venning et al 2005) is a polymerizing PAG-type dosimetry gel (Baldock et al 1998) and therefore the optical extinction occurring in it is largely due to light scattering. In this work, we describe and evaluate an alternative finger phantom based on light-scattering gels and its suitability for simulating the optical behaviour of a PAGAT gel in an optical CT scanner.
Experimental details
A cone beam optical CT scanner (Vista TM Optical CT Scanner by Modus Medical Devices Inc.) was employed in this study. Although the scanner was originally designed to work in conjunction with optically absorbing radiochromic and Fricke-type gels, this work is part of a programme to evaluate the suitability of such a scanner for imaging of polymerizing PAG-type dosimetry gels such as PAGAT.
The scanner (figure 1) consists of a panel of LEDs shining through a translucent diffusing screen, illuminating (in transmission) a polyethylene terephthalate (PETE) screw-top jar (supplied with the scanner by Modus Medical Devices) containing the dosimeter gel. The jar is mounted in an aquarium filled with water, which acts as a refractive index matching medium to minimize refraction of the transmitted light at the jar surface. A CCD camera takes snapshots of the transmitted image of the jar through a selectable wavelength filter. The clamp in which the PETE jar is mounted rotates the jar incrementally between snapshots, building up a series of projections of the features inside the dosimeter gel. From these projections, a computer performs a reconstruction, which renders a 3D image of the pattern of exposure within the dosimeter gel. The intensity of each voxel in this image is represented by a number which is proportional to the calculated extinction coefficient of the material represented by that voxel.
In PAGAT and similar gels, light scattering is caused largely by radiation-polymerized clusters of roughly colloidal size (∼1 µm), and so they exhibit colloidal opalescence, i.e. they are milky, turbid in appearance, orange/red in transmission while internally scattered light is white with a slightly blue tint. A similar opalescent turbidity can easily be produced by adding an alcoholic solution of certain water-insoluble oils to an aqueous phase, resulting in a turbid colloidal suspension ('sol') of the water-insoluble oil droplets. For example, a readily available commercial antiseptic liquid (Dettol TM , Reckitt Benckiser) was found to exhibit opalescent turbidity when added to water.
This antiseptic was also found to produce opalescent turbidity when added to melted porcine gelatine. The turbidity was retained upon solidification. It bore a strong visual resemblance in transmission and reflection to radiation-exposed PAGAT gel. By mixing melted gelatine and the antiseptic in known proportions, the degree of turbidity could be controlled. There are many mixtures that exhibit similar turbidity which could have superior properties (for example diluted milk, colloidal sulphur or certain alcoholic beverages such as Pernod and Araq), but this study was confined to using Dettol TM . An additional advantage of the antiseptic is that it suppresses the growth of mould in the gelatine, increasing the shelf life of the phantom.
To test the stability against diffusion of turbid regions within such a gel, a test tube was filled with layers of gel so as to form a sharp boundary between a layer of clear gel and a layer of turbid antiseptic-infused gel (figure 2). After 9 months at room temperature, this boundary exhibited no visible diffusion.
It is presumed that the stability of the boundaries is because unlike the dye molecules in the Oldham phantom, the scattering particles are insoluble, colloidal sized particles which are unable to diffuse (or at least only very slowly) through gaps in the network of protein chains in the gelatine. 300 bloom porcine gelatine powder and water were mixed in the proportions 52.6 g of powder per litre of water to produce the clear, base gel. Turbid gels were also prepared by adding small quantities of the antiseptic to portions of the warm, melted base gel. Oldham's method was used to make a finger-shaped cavity within the phantom. A 2.5 cm diameter test tube was mounted along the central axis of one of the scanner's PETE jars full of the clear base gel, which was refrigerated and allowed to set. Once the gel had set and cooled well below room temperature, hot water was poured into the test tube briefly to loosen the adhesion of the surrounding gel so the test tube could be carefully removed, leaving a finger-shaped cavity. However, instead of Oldham's fooddye stained gel, the finger cavity was then backfilled with ∼15 mm layers of melted turbid gel containing successively decreasing concentrations of antiseptic (and hence of decreasing turbidity, see figure 3 ). Another PETE jar was filled with pure, clear gelatine for use as a baseline reference for the optical CT scan.
To ensure that the process of backfilling the cavity with melted turbid gel did not re-melt the surrounding gel, the phantom (with empty cavity) was re-chilled before backfilling each layer and the melted turbid gel was added when it was just above its melting point.
The phantom was scanned using the optical CT scanner at 633 nm. The 3D images were reconstructed from 410 projections over 360
• , using software accompanying the scanner, VistaRecon TM , which is based on the Feldkamp back-projection algorithm (Feldkamp 1984) . The voxels in the reconstructed images were 0.25 mm in all three dimensions.
The precise definition of the term extinction coefficient (or for that matter attenuation coefficient and optical density) varies in different fields, but in this work we use it to denote the data produced by VistaRecon TM namely that the extinction coefficient of a region within the specimen is given by
where T is the transmittance of the region, x is geometric pathlength through the region and T 0 is the transmittance of the corresponding region in the baseline reference specimen. The format of VistaRecon TM images is such that the voxel brightness is represented by a number equal to the extinction coefficient multiplied by a scale factor (1000 in our case).
Reconstructions were viewed and spatial profiles of extinction coefficients were analysed using both the scanner's accompanying VistaView TM software (figure 3(c) and figure 4(a)) and ImageJ (figure 5, freeware supplied by the National Institute of Health USA (NIH). Modus Medical also supplied a software plugin, 'VFF reader' to allow ImageJ to read in the reconstructed images (Vista File Format). Computed extinction coefficients, averaged over circular selections of 5000 pixels within individual slices within each of the nine layers in the central finger of the phantom (figure 5), were plotted against antiseptic concentration (points labelled 'phantom', figure 6). Antiseptic concentration was expressed as grams of antiseptic liquid added per gram of the resulting gel (w/w) and this was used as a proxy for the as yet unknown concentration of the scattering particles. In figure 6 , the points labelled 'phantom' represent the average of extinction coefficients measured for several different depths within each of the nine layers of the finger. Error bars to represent the scatter of extinction coefficients in each layer, would be of the order of (or smaller than) the size of the plots symbols and so are omitted.
Extinction coefficients of the gels were also measured independently of the optical CT using 1 cm cuvettes filled with antiseptic-infused gels spanning the same range of turbidity as in the finger phantom, in a CARY 5E UV-Vis-NIR spectrophotometer fitted with a Labsphere DRA-CA-5500 integrating sphere. Extinction coefficients at 633 nm were calculated from transmittances of these cuvettes (using the clear, base gel as the baseline reference). These spectrophotometer extinction coefficients of cuvettes were also plotted versus antiseptic concentration in figure 6 for comparison with the finger phantom results. Another series of 1 cm cuvettes were prepared, containing PAGAT gel. These were then irradiated with a Co-60 γ source for several doses in the range 0-10 Gy. The extinction coefficients for these were measured using the spectrophotometer ( figure 7(a) ). By comparing the spectrophotometer extinction coefficients of the antiseptic-infused gels in figure 6 with those for the irradiated PAGAT gels in figure 7(a), a calibration curve (figure 7(b)) was obtained, revealing the optical equivalence between antiseptic concentration in a phantom gel and Co-60 γ dose in an irradiated PAGAT gel. This was achieved by fitting a fourth-order polynomial to the cuvette data in figure 6 and a straight line to figure 7(a) (below the onset of nonlinearity at ≈ 1.2 cm −1 ) and then pairing-off antiseptic concentrations and doses that yielded the same extinction coefficient. A fourth-order polynomial fit was chosen because it was the lowest order for which interpolated points exhibited negligible spurious oscillation between measured data points and the residual plot did not deviate systematically from zero.
Results and discussion
For non-scattering, absorbing materials, the extinction coefficients determined spectrophotometrically should equal those determined from the reconstructed 3D scanner images. However, this is not necessarily true for scattering materials. Because the transmitted beam emerging from a scattering medium is no longer collimated, the signal reaching the detector (and hence calculated transmittance and extinction coefficient) will depend on both the detector's acceptance angle and the distance between specimen and detector. Because for the spectrophotometer and the optical CT scanner, both of these parameters differ, the two sets of extinction coefficients plotted in figure 6 effectively have different scales. For the spectrophotometer, the detector acceptance angle is larger and the specimen-detector distance is smaller than for the scanner, so for specimens of identical material and pathlength, the extinction coefficients yielded by the spectrophotometer should be smaller than for the scanner.
Clearly, the two sets of data in figure 6 behave very differently at high concentration; for the scanner data, the breakdown of the Beer-Lambert law (namely the onset of saturation of ) starts at an antiseptic concentration of ∼0.004 w/w while for the spectrophotometer data the onset is much higher, ∼0.009 w/w. However at low concentration the behaviour should still obey the Beer-Lambert law, and so at low concentration in figure 6 both plots of extinction coefficient versus scatterer concentration should behave the same-linear in concentration. Both plots do indeed behave the similarly at low concentration, the plots being more or less parallel. However, because of the detector acceptance angle and specimen-detector distance issues described above, the values for the cuvettes are lower than for the finger phantom data.
It should also be noted in figure 6 that for low antiseptic concentrations (below ∼0.002 w/w) both curves are slightly nonlinear, being slightly concave-up. A likely explanation is that the oil of which the scattering centres are composed is very slightly soluble, so at very low concentrations the solution is barely saturated. This means that a non-negligible percentage of the oil in the gel is actually dissolved and hence not scattering. When using the quantity of added antiseptic as a proxy for concentration of scattering centres, a small correction for this effect may need to be made in calibration work. This effect could also be avoided altogether by using an even less soluble material to produce turbidity. The absence of this nonlinearity at low dose for the irradiated PAGAT gel in cuvettes ( figure 7(a) ) is evidence that this was a property of the antiseptic-infused gel and not an artefact of the spectrophotometric method employed.
Comparison of extinction coefficients obtained from cuvettes in the spectrophotometer and the finger phantom in the optical CT scanner (figure 6) reveals the importance of calibrating with phantoms manufactured without irradiating polymer gels. In the plot, the finger phantom extinction coefficients appear to saturate with increasing turbidity ( > ∼0.5 cm −1 ), but the onset of this effect is not observed in the spectroscopic data from 1 cm cuvettes until much higher turbidity ( > ∼1.2 cm −1 ). Had these experiments been conducted with irradiated polymer gels alone, saturation of the extinction coefficient in the phantom might have been misinterpreted as evidence of radiation-induced polymerization saturation (Lepage et al 2001) .
However, in this phantom, turbidity is the result of addition of the antiseptic. There is no analogue for polymerization saturation here. Moreover, if it were an intrinsic chemical effect analogous to polymerization saturation, then it would have appeared at the same concentration in the cuvette data in figure 6 as well, so it is clearly an optical effect.
This saturation is hypothesized to be a result of the fact that where extinction is high, transmittance through the 2.5 cm thick finger is negligible. However, the outer boundary of the finger is illuminated by stray scattered light from the (slightly scattering) surrounding gel, which the reconstruction algorithm would be unable to distinguish from transmittance, thereby underestimating the extinction coefficient. This effect should approach a constant saturation value as the truly transmitted intensity approaches zero. For scattering, the concentration at which the plot deviates from linear would depend on specimen pathlength, because the longer the pathlength, the lower the transmitted signal.
The spectrophotometric measurements in cuvettes (figure 6) exhibited the onset of saturation at much higher turbidity ( > ∼1.2 cm −1 ). One would expect these data to be less susceptible to this mechanism for saturation because (a) 1 cm pathlength is much shorter, hence the specimen is more transmitting and (b) the cuvettes are not surrounded by a gel matrix as the finger phantom is, so there is a negligible background of stray scattered light outside the cuvette.
The effect of stray scattered light would also contribute to the strong 'dishing' artefact seen in figure 4. The central core deep within a highly turbid layer of the finger seems to exhibit lower extinction than its outer shell. For highly turbid layers, illumination of the outer boundary of the finger by scattered stray light from the surrounding gel would dominate over transmitted light. Suppose this stray light illumination is roughly uniform, then all parts of the turbid layer would appear to the camera to be of roughly equal transmittance. However, because the finger has a circular cross-section, if the signal were truly transmission, the outer edges of the finger should appear to the camera to be more transmitting than the central region of the finger, because light skirting the outer edges of the finger would pass through a much shorter pathlength of turbid gel than light passing through the core of the finger. So the reconstruction algorithm incorrectly judges the outer shell of that layer to have a higher extinction coefficient.
To test the plausibility of the hypothesis that stray light illumination of the finger's outer boundary is largely responsible for both the apparent deviation from Beer-Lambert law at high concentration and the dishing artefact, a simple quantitative model of the dishing was developed. As suggested above, it was supposed that two contributions are responsible for the light received by the scanner camera: (a) that due to true transmittance and (b) that due to scattered stray light illuminating the front surface of the finger and being backscattered towards the scanner camera. The truly transmitted light was assumed to obey the BeerLambert law while the backscattered stray light was assumed to be uniform along the front face of any particular layer the finger. Although this last assumption is probably oversimplified, it nonetheless results in a very close fit to the experimental data. (A more realistic treatment of the scattered stray light could be realised through a Monte Carlo simulation of optical photon scattering.) A 'raw' scanner snapshot image of the phantom (such as in figure 3(b) ) was analysed (that is, one of the raw projections as collected by the scanner camera before reconstruction). A raw snapshot of the 'reference phantom' was similarly analysed. The reference phantom was an identical PETE jar containing unaltered gelatine without a finger. It acted as the baseline reference in the scanner, equivalent to an unexposed reference gel dosimeter.
For a series of horizontal lines of pixels, each passing through the image of the finger near the centre of each layer in the snapshot, profiles of image intensity versus horizontal position were plotted. These intensities were divided by intensities of profiles from corresponding locations in the reference phantom, to yield profiles of apparent transmittance relative to the reference gel, T rel . Negative logarithms of these apparent relative transmittances were plotted ( figure 8(a) ). Because the finger phantom cross-section was circular and extinction coefficient was uniform within each layer, it was straightforward using equation (1) to calculate for this phantom the ideal relative transmittance T rel consistent with the Beer-Lambert law, namely,
where T is the transmittance of the finger phantom along the line of a particular pixel in the snapshot, T 0 is the transmittance for the corresponding pixel in the baseline reference phantom, d is the horizontal distance from the finger centre and R is the finger radius. Equation (2) implies that ideally the curves in figure 8(a) should be elliptical, but they increasingly depart from this as concentration increases-the central region of the curves appearing blunted, more transmitting than the ideal (i.e. consistent with the dishing in figure 4) . Using the suggested model above, these curves were fitted by varying extinction coefficient and the intensity of the stray light illumination within each layer of the finger. As can be seen from figure 8(a) , the curve fits are surprisingly close to experiment given the simplicity of the two assumptions in the model. So it appears that the deviation of the transmittance profiles that results in dishing can be explained by invoking nothing more than the effect of the stray light. Moreover, when the fitted extinction coefficients are plotted versus concentration in figure 8(b) , the line is highly linear which appears to confirm that the truly transmitted component of the light obeys the Beer-Lambert law and the deviation from this seen in figure 6 can also be explained solely by the effect of the stray light.
One obvious approach to dealing with deviations from linearity of a dosimeter response is to plot a response versus dose curve and to use it as a lookup table. This approach cannot correct the nonlinearity observed at high turbidity because here the nonlinearity arises when transmitted intensity starts to approach the surrounding scattered intensity. Therefore, the degree of nonlinearity depends on pathlength of the turbid feature, not just dose, and so corrections for nonlinearity will be highly dependent on the shape and size of the irradiated region within the dosimeter. Moreover, the amount of stray light will probably also depend on the geometry of the rest of the phantom, not just the turbidity within the particular irradiated region within the phantom being corrected, so any correction factor cannot depend only on the dose within that particular region. Therefore, a simple lookup table cannot work.
To correct for this effect would require, at best, the inclusion of a model for this effect in the reconstruction or post-processing algorithm or, at worst, simply decreasing the sensitivity of the dosimeter gel so optical saturation is avoided for the expected dose range. A general correction based on the simple stray light model described above does not seem plausible. The success of the model here was only tenable because of the simple (radial) symmetry of the finger, the uniformity of extinction coefficient within each layer and our a priori knowledge of these facts. Modelling more complex fields would require a more sophisticated, computationally intensive model such as for example, Monte Carlo simulation of light scattering.
From figure 7(a) it is apparent that the irradiated PAGAT gel in cuvettes also exhibits the onset of saturation (around 8 Gy). It is possible that this is due to the saturation of polymerization. However, given that the onset of saturation here occurs coincidentally at the same as for antiseptic-infused gelatine in cuvettes ( > ∼1.2 cm −1 ) it seems more likely that the mechanism for saturation is the same in both-namely it is an optical effect. If this is correct, then it strengthens confidence that the antiseptic gel is a suitable mimic for PAGAT gel in optical CT experiments.
It also suggests that for the PAGAT polymer gel samples produced for this experiment the onset of optical saturation occurs for lower doses than polymerization saturation. If so, then the upper limit on the dynamic range of a polymer gel dosimeter is not necessarily set by the saturation of polymerization, but rather by optical saturation effects similar to the one described above. These effects reveal that gel sensitivity must be carefully matched to the expected doses and sizes of the exposed regions in the dosimeter.
For a scattering dosimeter to work, it is proposed that a criterion must be established which ensures that the extinction coefficient does not approach the onset of optical saturation. Optical saturation can be avoided by ensuring the transmitted light through does not approach the intensity of the backscattered stray light, in other words (by rearranging equation (1)) when x S
where S is a measure of the intensity of the backscattered stray light expressed as the negative logarithm of apparent increase of relative transmittance T rel caused by that stray light. The plots in figure 6 can be used to obtain a crude lower limit for S. The finger phantom with a diameter of 2.5 cm exhibits an onset of optical saturation around ≈ 0.5 cm −1 . For the cuvettes with a pathlength of 1 cm, the onset of optical saturation occurred around ≈ 1.2 cm −1 . In both cases, the limiting product of x is ∼1.2. However, for the model fits in figure 8 , the increase in T rel due to stray light (averaged over all layers) was approximately 0.04 (i.e. 4% T). So, a rough upper limit for S is −ln(0.04) = 3.2 which easily encompasses the lower limit above.
How closely x can approach S and still be considered acceptable depends on what criteria are applied. Here, where linearity of the extinction/concentration curve was the criterion, the limiting product was 1.2. However, other criteria are possible, such as sharpness of boundaries. Experiments are currently being undertaken on more sophisticated extensions of the finger phantom, to explore what constitutes an acceptable ratio of x to S for a range of criteria.
Conclusions
Understanding the imaging of polymerizing gel dosimeters in optical CT scanners requires that the optical behaviour of scattering gels be studied carefully. The phantom proposed here is well suited to this task and is easy to manufacture. It may also serve as a useful aid in cross-calibrating scanners and dosimeters.
Where optical CT scanners are proposed to be used with light-scattering gel dosimeters (as opposed to dosimeters employing light absorption), additional optical phenomena (such as stray-light-induced effects-optical saturation and dishing) must be considered when calibrating. Importantly, nonlinearities in the dose versus optical extinction response cannot in general be corrected by using a lookup table approach because size and shape of scattering features within the gel affect the onset of optical saturation.
These experiments point to the potential suitability of using the proposed phantom as a calibration aid. The stability of boundaries in this phantom (>9 months) suggests that it could form the basis for a transportable, re-usable transfer standard. The calibration curve in figure 7(b) demonstrates the feasibility of simulating realistic doses in a PAGAT gel using the proposed phantom.
