Abstract: Based on the Unscented Kalman Filter (UKF), the nonlinear filter is presented for parameter estimation in linear system with correlated noise where the unknown parameters are estimated as a part of an enlarged state vector. To avoid the computational burden in determining the state estimates when only the parameter estimates are required, a new form of UKF, where the state consists only of the parameters to be estimated, is proposed. The algorithm is based on the inclusion of the computed residuals in the observation matrix of a state representation of the system. Convergence properties of the proposed algorithm are analyzed and ensured. The algorithm is verified by using Matlab simulations on the vehicle navigation systems with aided GPS.
INTRODUCTION
The problem of parameter estimation is stochastic linear dynamic systems has been researched considerable because of its importance in model building and control theory (Astrom et al., 1971; Granados et al., 1998; James et al., 2000; Chin-Lang Tsai et al., 2006) . It is well known that the general case of correlated noise leads to a nonlinear estimation problem. A number of methods have been proposed, most of which base on the Extended Kalman Filter (EKF) (Jazwinski, 1970; Astrom et al., 1971) . A variant of method will be discussed in this paper.
The approach to parameter estimation in linear systems can be summarized as follows. To estimate the unknown parameters of a linear system, the parameters are appended to the state variables, and a state estimator for the enlarged system is then used to obtain joint estimates of both the original system state and the system parameters. However, since the enlarged system is nonlinear (Astrom et al., 1971) , to make the computation of the estimates feasible, the unscented kalman filter (UKF) (Julier et al., 1995) , which aims at the nonlinear system directly (Julier, 2000; Julier et al., 2000; Lefebvre et al., 2002; Julier et al., 2004) , is proposed.
Although the UKF approach to parameter estimation has a strong intuitive appeal and offers the possibility (Julier et al., 1997a; Julier et al., 1997b; Julier et al., 1997c; Wan et al., 2000) , it suffers from many disadvantages (Pan Quan et al., 2005) . The computational burden of estimating the enlarged state and magnified by the necessity for Unscented Transform (UT) at each step may have divergence problems, and although filter divergence can be avoided in modified algorithms, the modifications require additional computing time.
The contribution of this paper rests in the development of the UKF for parameter estimation. This is achieved by modeling the system, whose parameters are to be estimated, by state equations where the state consists of the system and noise parameters, while the corresponding inputs, outputs, and computed residuals are collected in the observation matrix of the state equations. This results again in a nonlinear system, and the UKF state estimator directly gives, in this case, the parameter estimates only. To study the convergence properties of the algorithm, some techniques based on the associated differential equation (Ljung, 1977; Ljung, 1979; Xionga et al., 2006) are used. It is shown that the UKF can achieve the convergence properties.
The paper is structured as follows. Section II contains the outline of the problem and gives the UKF equations. In Section III, the parameter estimation algorithm is developed, and the related convergence results are obtained in Section IV. The algorithm is verified by using Matlab simulations on the vehicle navigation systems with aided GPS (Nebot, 1998) and the results show the effectiveness of the algorithm.
PRELIMINARIES
Consider the state representation of a multivariable system
x t A x t B u t v t y t C x t w t
where ( ) u t , ( ) y t , and ( ) x t are the input, output, and state vector of dimensions u n , y n and x n , respectively, and { ( )} v t , { ( )} w t are sequences of independent random vectors with zero mean and the covariance.
Also, the initial state (0) x , assumed to be a random vector with zero mean and a covariance (0) Π is considered independent of { ( )} v t , { ( )} w t for 0 t > , and the matrices in (1) and (2) are time invariant.
We shall now consider the case where the matrices in (1) and (2) are unknown and to be estimated from the input-output measurements { ( ), ( )} u t y t , 0,1, t =
. For this purpose, we shall establish a model of (1):
where
(4) In this model, the unknown matrices are represented as some differentiable functions of a parameter vector θ which will be estimated by using the UKF approach. First, form an enlarged state vector by appending the parameter vector
The resulting state equations are nonlinear:
where 
The predicted mean and covariance are computed as
Then the measurement update can be performed with the equations as follows.
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Σ incorporating any a priori information we may have about the parameter vector.
When the algorithm are implemented, a fairly complex algorithm results, and for high-order systems, the computational burden may be substantial. Even worse, the usual arbitrary choice of the model covariance matrices (4) may lead to divergence and bias problems. Therefore, it would be of interest to investigate an alternative representtation to (1) which should not give rise to the need for the selection of the covariance matrices (4) when there is no a priori information about their structure available; the representation should have fewer parameters and should obviate the necessity for the state estimation where only the parameter estimates are required. At the same time, we would like to keep the structure of the Kalman filter estimator because of its advantageous minimum variance formulation of the estimation problem. A representation of (1) having all the above features will be discussed in the next section and will form a basis for the proposed estimation algorithm.
THE ALGORTHM
Since in parameter estimation only the input-output properties of a system are of interest, we shall now start with the parameter parsimonious vector difference equation (VDE) representation of a multivariable linear system. We shall use the form 
Although it is possible to obtain under some assumptions the representation (8) from the state form (1) and vice versa, in the sequel we shall assume that the data { ( ), ( )} u t y t , 0,1, t = have been generated by (8), which is an important form in its own right, and we shall formulate the problem as the estimation of the parameters in (9) and (10) from the given input-output data.
To develop the estimation algorithm, first write the system (8) in the form
an y n n θ × , matrix
t y t n u t u t n e t e t n i A A B B C C
If (11) is now formally considered to be the observation equation of a state representation of system (8) 
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where, in analogy with (11)- (14),
is a matrix of dimension y n n θ × .
t y t n u t u t n e t e t n i A t A t B t B t C t C t t y t t t E t t
By deriving the representation of the form (16), the parameter estimation problem is now transformed into a state estimation problem for (16). Let us now briefly comment on the structure of (16). While (15) ( ) θ i , and the representation (16) is nonlinear so that the UKF must be used. Note that the sequence { ( )} e t is not white, but becomes white as
From the conversion of a parameter estimation problem into an UKF problem, we shall also derive some additional benefits. The available information about the statistical properties of the parameters to be estimated can be readily incorporated into the algorithm as has already been discussed, and the minimum variance Kalman filtering approach leads us to expect that lower variance of the parameter estimates can be obtained then from a number of other approaches available. Also, by a natural extension of the algorithm, it will be possible to estimate parameters which are GaussMarkov random processes. What is left now is to apply the UKF algorithm to the state equation model (16). To make use of the minimum variance formulation of the Kalman filter, an estimator for the covariance 0 Λ will be coupled with the filter equations. The resulting algorithm is particularly simple:
The n-dimensional random variable ( ) 
( 1| ) ( ) ( ) 
n e i i i . In order to take these residuals into account and obtain a more exact equality, an unknown instrumental diagonal matrix (20)- (30), a method of analysis based on an associated deterministic differential equation (Ljung, 1977) will be used. To be able to apply the analysis, we shall assume in the following that the input ( ) u t is a weakly stationary process with rational spectral density and that all absolute moments of the sequences { ( )} u t , { ( )} e t exist and are bounded, we shall also require that the system (8) and the equation generating ( ) t ε in (29) be stable.
P t t i y t t y t t y t t y t t t
For analysis of the algorithm convergence, some regularity conditions similarly as in (Ljung, 1977; Ljung, 1979; Xionga et al., 2006) are recalled.
Lemma. Consider the differential equation given by ( ) ( ( ))
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−Λ on the right side of (42) was obtained by applying well-known trace identities, with (39) it is obviously that
Therefore, we can obtain . These are the stationary points of (41). □ Remark 2. λ is an unknown instrumental diagonal matrix introduced to evaluate the error introduced by linearization. And the convergence of the algorithm do not depend on the magnitude of λ . According to (41), although different λ may change the value of V in (42), it will remain negative and the relationship shown in (43) will not be changed.
SIMULATION
The results in the preceding three sections clarify the UKF based nonlinear filtering for parameter estimation in linear systems with correlated noise and the convergence analysis of the algorithm, respectively.
In order to show the efficiency of the algorithm, it is applied to the GPS error model of the vehicle navigation systems with aided GPS (Nebot, 1998) in comparison with the UKF and the EKF.
In the GPS error model, the auto-correlation and corresponding power spectral density (PSD) of the error signal must be estimated. A transfer function can be fitted to the PSD estimates in the form This model may be described by a shaping filter with process model
Then the constant velocity model and error model to estimate longitude and latitude is expressed as It is obviously that in this application the observation is composed of the GPS position measurement that is corrupted with correlated noise. Then the unknown parameters α , β and γ are represented as a parameter vector θ which will be estimated by using the UKF approach and form an enlarged state vector by appending the parameter vector Fig. 1 and Fig. 2 , respectively. Fig. 3 to Fig. 5 show the filtering results of the unknown parameters α , β and γ represented as a parameter vector θ which are estimated by using the UKF approach. The filter is able to obtain the required parameter estimates α , β and γ for the GPS error model when the estimate parameters remain unknown. These results may be satisfied the anticipated values of GPS observation. From these figures, we can find UKF make sure the estimation achieve the anticipated values more quickly compare with EKF. But the computational burden is still substantial, though the divergence and bias problems don't appear. Fig. 6 to Fig. 8 show the filtering results of the unknown parameters α , β and γ represented as a parameter vector θ which are estimated by using the new proposed UKF approach. The filter also can obtain the required parameters and satisfy the anticipated values of GPS observation. And also, UKF make sure the estimation achieve the anticipated values more quickly compare with EKF. Furthermore, compare with Fig. 3 to Fig. 5 , it is easy to see that the estimation achievement process to the anticipated values is expedited. Consequently, the computational burden is obviously reduced by using the new proposed UKF. From these figures, the convergence of the new proposed UKF is also verified. The simulations on the vehicle navigation systems with aided GPS in this section verify the proposed algorithm and its performance from the view of experimentation. It is shown that the proposed algorithm has practicability to a certain extent.
CONCLUSIONS
Based on the nonlinear filter UKF, the algorithm is presented for linear systems with correlated noises. Fistly, the outline of the problem is presented and the UKF equations are proposed. Then the parameter estimation algorithm is developed and an extra additive matrix Q Δ is introduced to make sure the matrices ( 1) P t + is positive define. Furthermore, the analysis of the related convergence properties of the algorithm is given. According to some standard results about the convergence of stochastic processes, it is pointed out that, the convergence of the algorithm may be ensured and do not depend on the magnitude of λ which is an unknown instrumental diagonal matrix introduced to evaluate the error introduced by linearization. Moreover, the vehicle navigation systems with aided GPS are introduced to show the high performances of the proposed algorithm.
