INTRODUCTION
The upper tropical Atlantic density structure has a large low-frequency variability revealed by analyses of the historical data files. Along the equator the zonal tilt of surface dynamic height or of other related parameters is usually weakest in April-May and strongest in July [Merle, 1978 [Merle, , 1980 ; K a t z et al., 1977; K a t z , 1981; Merle and Arnault, 19851 , and the slope across the North Equatorial Countercurrent (NECC) between 3"N and 9"N is maximum in September [Garzoli and Katz, 19831 . The information originates from isolated cruises, and there are few regional or global surveys to cover this variability (examples of such limited surveys are given by Katz et al. [1977] , Lass et al. [1983] , Molinari et al., [1986] , and Reverdir? et al. [1986] ). Compositing such data t o form a seasonal cycle can be misleading [Houghton, 19831 , and the need to have an adequate coverage of the tropical Atlantic over more than one seasonal cycle motivated the buildup of the French-U.S. cooperative Programme Français Océan Climate dans l'Atlantique Tropical (FOCAL)/Seasonal Response of the Equatorial Atlantic (SEQUAL) [ Weisberg, 19841. To achieve these experimental goals, two sets of data have been collected, mainly between March 1983 and October 1984: for the first one, continuous records were available for a limited number of places east of 38"30W, primarily along the equator or north of it; for the second one, sections have been performed in various areas usually along prescribed lines ( Figure 1 ). The two data sets are expected to be complementary in the future: the time series are required to suggest the variability in which Copyright 1987 by the American Geophysical Union. 1 the sections are embedded, and the sections should provide spatial information, at least for the low frequencies.
The FOCAL-SEQUAL array was designed in order to provide ground truth for numerical models previously forced with climatological winds (Busalacchi and Picaut [ 19831, du Peiihoar and Tréguier [1985] (hereinafter referred to as PT), or Philander and Pacanowski [ 1984, 19861 with Hellerman and Roserisleiri [1983] wind stresses). The skill of the models will be tested against the available data. One is particularly interested in knowing whether or not the low-frequency variability of the Atlantic Ocean is correctly hindcasted by the numerical models. High frequencies should also be carefully assessed in the data in order to estimate their effect on the seasonal cycle. Validation of the hindcasts could be done in a few locations where long time series are available. In addition, it is necessary to estimate whether or not these places are characteristic of the large scale variability in the equatorial Atlantic. In principle, this could be investigated with the whole FOCAL-SEQUAL data set. However, these data are not yet available. A preliminary question that is addressed here is whether or not the FOCAL-SEQUAL array resolves adequately the characteristic time and space scales of the seasonal cycle, If enough data were available in the past, one could define the characteristic scales of the seasonal cycle from the observations. Unfortunately, this is not the case, mainly because previous experiments (GARP Atlantic Tropical Experiment (GATE) [Diiirig et al., 19801 or First GARP Global Experiment (FGGE) [Molinari et al., 19861) have not lasted long enough to cover the seasonal cycle. In the absence of real data, we will rely on a model for investigating the scales of the The location of some of the measurements done for monitoring the equatorial Atlantic density structure during FOCALjSEQUAL in 1983 FOCALjSEQUAL in -1984 are schematically presented. This includes XBTs (note that XBT line 1 running NE to SW is the most heavily sampled, with 2 to 4 sections per month), AXBTs, and the FOCAL cruise CTDs (repeated hydrographic sections).
we call a model is a multiyear numerical simulation, and it should be interpreted in a statistical sense. Our conclusions are dependent on the properties of the model, which may differ from the ones of the real ocean: an investigation of the valjdity of the model with a subset of the FOCAL data will be presented in another paper. Although we do not know how realistic such multiyear wind forced simulations are, we have some hints that some of the model properties are realistic: the nudierical scheme which represents a linear low-frequency ocean with a prescribed vertical density profile [PT] has reproduced most aspects of the climatological surface dynamic height topography presented by Arnaiilt [1984] and Merle and Arriuirlt [ 19851. Models with similar assumptions have also produced correct hindcasts in multiyear simulations of tide gauge records in the equatorial Pacific Ocean [Biisalacchi and O'Brien, 1981; Bitsalacchi and Cane, 19851. No long time series of sea level are yet available in the tropical Atlantic, and the parameter on which we will restrict our investigation is the surface dynamic height referred to 500 dbar. FOCAL-SEQUAL data from which it could be estimated are numerous ( Figure 1 ):
1. It is readily available from hydrographic sections [Hisard and Hénin, 19841. 2. Via T -S relations, it is likely to be extracted from temperature profiles (expendable bathythermographs (XBTs) or aircraft expendable bathythermographs (AXBTs) with enough accuracy [Arnault, 19841. Low frequencies in tide gauge pressure records may also be included near the equator according to comparisons with hydrographic sections [Katz et al., 19861. 4. Finally, "inverted echo sounders" transit time is probably also a good proxy for dynamic height [Katz, 19871. T o investigate the performances of the array, we will construct analyzed fields using "optimal interpolation" of data extracted from the model simulations and will compare these analyses with the simulations. The organization of the paper is the following. In section 2, we present the numerical model of the tropical Atlantic and the wind forcing from which a 21-year-long hindcast of the surface dynamic topography is derived. Time series are presented. In section 3, an outline of the analysis method is given to define which statistics are needed from the hindcast. In section 4, the statistics of the model simulations are discussed. Two questions are asked:
? I These fields are compared with the model values h,. Section 6 contains a discussion of the results with regard to the FOCAL-SEQUAL experiment. 
MODEL HINDCAST

T h e Nitmerical Model
The model is a linear wind-forced model of a stratified ocean of depth h and has been described by PT. Briefly, to solve the equations, the vertical density profile is linearized about a mean state p(z) (or a Brunt-Väisälä frequency N ( z ) ) estimated from the climatology [Merle, 19781. This results in a decomposition into vertical modes [Lighthill, 19691, such as 
n where x, y are zonal and meridional cordinates in the equatorial p plane and the orthonormal vertical modes H,,(z) are the solutions of the eigenfunction equation
with dH,/dz = O at z = O and z = -D, D being the depth of the ocean and c, the phase speed associated with mode n. For each baroclinic mode (n 2 l), the horizontal equations are written in the long-wave approximation [Cane and Sarachilc, 19811 (34 (3b) u,,,, -ßYU, + P,,,,
where r,$ are damping coefficients and z,,l and zny are projections of the wind forcing onto the vertical modes. With this set of equations, western boundaries are not explicitely solved, but the solution has a simple analytical formulation which allows for an efficient numerical procedure [Cane and Patton, 19843 . It separates eastward (Kelvin mode) and westward (long Rossby modes) energy propagations. The Kelvin wave ' I contribution is solved along characteristics, and the long Rossby waves are computed with an implicit finite difference scheme which is unconditionally stable [Cane and Patton, 19841 . Thus we can use a 10-day time step, and the model is run cheaply for long simulations.
The physics included in r,, is not well known (see discussions by McCreary [1981] and Gent et al. [1983] ). Here the dependence of r,, on mode number n has been chosen as by McCreary [1981] and corresponds to a 2-year decay time for the first vertical mode as in the work of Gent et al. [1983] . PT showed in their multimode simulation of surface dynamic height that near the equator, with a similar choice for damping, the first three modes accounted for 95% of the seasonal signal estimated with 9 modes. Hence only the first three baroclinic modes are numerically solved (speeds of ci = 2.16 m s-', c2 = 1.26 m s-', and cg = 0.91 m s-I). Then sea surface dynamic height referred to 500 dbar is computed from the pn as given by PT.
Wave propagation is nondispersive in the model, an approximation which is adequate only close to the equator. The wavelike patterns (wavelengths of the order of 4".) found in the simulations at latitudes higher than 10" are probably not relevant for the dispersive dynamics of the ocean. The model geometry is shown in Figure 1 . It is a rectangular basin except for steps in Brazil and western Africa. The grid step is 1" in the zonal and 0.5" in the meridional direction. In the real ocean, there are no coastlines at 12"s and 18"N, nor is there a western boundary at 50"W north of the equator. However, with the damping chosen (2 years for the first mode), this does not influence significantly the equatorial band.
A requirement for numerical experiments at low frequencies is that mass (and therefore, here, dynamic height) should be conserved. The scheme conserves mass and energy in the interior in the absence of forcing and damping [Cane and Patton, 19841 . However, losses on the boundaries through wave reflection are likely. They are, however, very small, and mass is nearly conserved in the simulation.
The Winds
(r " Monthly wind stress maps [ Seruaiil et al., 19851 were first constructed for the period 1964-1979 on a 2" x 2" grid mesh with a "successive correction" objective analysis of ship reports averaged in 5". x 2" boxes. Prior to the analysis, bogus data were added in data-void areas by a chief analyst as was done by Leyler and O'Brien [1985] . Details on the processing of these winds are given by Picaut et al. [1985] . Recently, the processing has been changed slightly and the analysis has been rerun producing a time series from 1964 until 1984, including the FOCAL-SEQUAL field experiment phase. The accuracy of these wind stresses is not provided, but they generally incorporate a large number of data (over 5000 per month in the study area). Our concern with these data is to know their ability to reproduce the low-frequency variability. For example, there is an increase in wind intensity lasting until 1980, followed by a plateau. Some of these changes are instrument related [Kaujeld, 19811 . Also, high frequencies will be aliased into lower frequencies after sampling at midmonth of a monthly running mean-filtered series, a possible problem if the 40-to 50-day oscillations are energetic [Madden and Julian, 19721. The wind field in the tropical Atlantic exhibits a strong seasonal signal. The intertropical convergence zone (ITCZ) separating the prevailing northeast and southeast trade winds straddles the equator in borsa1 winter and migrates northwards around May to reach its northernmost location around August (by 10"N near Africa) [Hastenruth, 19841. Year-to-year ' variations of these displacements are observable. For example, in early 1983 the ITCZ stayed north of the equator at a latitude higher than that normally found and moved to the north beginning in mid-April, whereas in 1984 it stayed in the vicinity of the equator for a long' period which was followed beginning in mid-May by a fast northward migration. For the 1964-1984 period, the strongest anomalies reported by Seruain et al. [1985] occurred in May 1968, when a reversal of the equatorial winds took place [Seruain, 19841. Seruain et al. [1985] quantified the wind anomalies (by anomalies, we refer to deviations from the mean seasonal cycle). Over large portions of the equatorial Atlantic, monthly anomalies of the wind stress have a variance larger than that in the climatological seasonal cycle. North of the equator, where the seasonal cycle is large, the anomalies have a smaller variance than the climatological seasonal cycle. Their analysis also suggests that anomalies are phase locked with the seasonal cycle, although they may last in some instances over more than a year.
Tite Simulation of Dynamic Height
Wind stresses are computed from the winds V as pc,lVIV, where cd is chosen as 1.5 x and p = 1.2 kg m-3. The wind stresses are interpolated linearly in time at each model time step, every 10 days and spatially at the model grid points as described by PT. The model is spun up during 10 years with the mean seasonal cycle of the wind forcing. Then the simulation is continued with the 21-year-long wind stress time series as input. Since the pre-1964 period has no influence on the simulated dynamic height, the initial conditions influence the first year of the simulation [Cane, 1979; Philander and Pacanowski, 19803. In a simulation a 21-year-long time series of dynamic height (January 1964 to December 1984) is produced that we sample at midmonth. The mean seasonal cycle of dynamic height in [1983] climatology. The main difference is that the seasonal cycle is slightly more intense here. Two characteristic months of the seasonal cycle (April and August) are shown ( Figure 2 ). In these fields, as in the climatology of dynamic height estimated from observations [ Merle and Arnault, 19851, it is in April that the tqpography is the weakest and in JulyAugust that it is most well formed with a trough (low pressure) near 10"N, a ridge (high pressure) near 3' N in the central and western Atlantic Ocean, and an equatorial trough with a strong downward slope toward the east.
Anomalies are computed by removing from the simulations the average seasonal cycle. In most places, a large trend is present (Figure 3 ), as is found in the wind stresses. Then we remove the trend as well as the lowest frequencies, which are most sensible to changes in wind measurement techniques [KauJeld, 19811 and to the presence of the artificial meridional walls of the model. A low-pass second-order Butterworth recursive filter [Mzrrakami, 19793 with a cutoff at 5 years is applied to the time series. This leaves a significant year-to-year variability accounting everywhere for more than two thirds of the variances in the anomalies. The small scales at high latitudes, where dynamics are poorly taken into account by the model, are also smoothed with weights $, $, for neighboring grid points separated by 2" in the zonal direction and 1" in the meridional direction. This has little effect closer to the equator, but 10" off the equator it strongly reduces the variance. After this smoothing, the outputs are subsampled on a 2" by 4" latitude-longitude mesh, and grid points over the continent are eliminated, resulting in filtered fields with 166 grid points, as is presented on in Figure 9 . Very few large-scale surveys have been performed previous to FOCAL/SEQUAL with which the model can be compared, so that we will consider here only the model simulations.
Anomaly Time Series
Time series of the unfiltered anomalies are shown ( Figure 3 ) in two places along the equator: 4"W, which has been usually chosen to discuss the equatorial upwelling [Houghton, 1983 ; Picaut, 19831, and 35 "W, which is in the western Atlantic where the wind seasonal cycle is the most intense. The variations at these two places are characteristic of those observed in the eastern and western equatorial Atlantic, although amplitudes are large ih places closer to the boundaries. The anomalies are weaker in the central equatorial Atlantic, at 28"W for example. The strongest anomalies are found in 1968, as is also the case in a simulation for 1964-1979 depicted by Seruain et al. [1985] . The years 1983 and 1984 have anomalies of comparable amplitudes, and the anomalies exceed 2 standard deviations in most locations for more than 3 months in a row for both of these years. Anomalies in 1984 bear similarities to those in 1968, but they occur earlier in 1984 by about 2 months, peaking in April. A reversal of the equatorial slope even occurred for these years: in May-June 196% and in March-April 1984, the modeled dynamic height was lower at 35"W than at 4"W. Anomalies in 1983 have the opposite sigh (the simulation in 1983-1984 is also discussed by du Penhoat and Gouriou [1987] ). Quite often, anomalies of opposite signs i are grouped in 2 successive years (for the winds, similar evidence for quasi-biennial oscillations is presented by ). The variance of the anomalies, averaged spatially y over the domain and temporally over 2 years, also shows large variations. It is larger between 1968 and 1972 and in 1983-1984 and smaller at other times (a, in Fig. 13 ).
The deviations of the nieridional slope Ir, , , -h, , , , at 28"W are also presented ( Figure 34 . The meridional slope has a seasonal cycle described by Garsoli and Katz [1983] . Its deviations suggest variations of the strength of the North Equatorial Countercurrent. They can be large, especially in 1965 when the slope is weaker than normal. Anomalies at the end of 1983 show a weakening of the slope and in the earlier part of 1984 a ,strengthening. These anomalies are always small compared to the huge seasonal cycle which takes place in that area (it exceeds 20 dyn cm peak-to-peak).
AN OUTLINE OF THE ANALYSIS
The model time series are cut into segments of length T (for example, 2 years, to simulate the duration of the FOCAL-SEQUAL experiment). Each segment is cohsidered as one realization of the variability, and (x, t ) is a space-time coordinate within the segment. We can write the model dynamic height h,
where {L,,,} form a set of p orthonormal functions and a , are projections on these functions. These functions define a subspace which we will refer to as the signal, and Res, is a residual.
At n positions (xi, t,) (the array), proxy data (di) are extracted from the model, adding a term Err, for errors and unresolved scales : The three terms in the right-hand side of (5) will be assumed to be statistically independent (this is obvious for the first and second terms and is assumed for the first and third terms). Also, if data are subsampled adequately, the last two terms will be uncorrelated between different data and will be referred to as a noise with variance F ' . Now, we want to estimate optimally the signal l i , from the data, that is, find the most likely set {&) for the projections on {L",}
The most efficient (and the cheapest) way to perform the analysis is when a,,, are joint normally distributed variables with zero mean and known expected variances A,,,, i.e., where the angle brackets indicate an average over the different realizations. Then for one given realization and a prescribed data distribution (the array), the most likely {û,,,} are obtained [Bretherton et al., 1984; McPliaden et al., 1984~1 as a solution of: To have a zero mean (ant), the time average of the simulation over the 21 years is removed. To insure that different realisations are independent, we also have to subtract a mean 
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where the overbar denotes an average over time t, and h are anomalies normalized to unity. The reference point is at 4"W (cross). The hatched zones indicate correlations not significantly different from zero at the 90% confidence level. seasonal cycle, and in this paper, we will work only with the deviations from the seasonal cycle. 
with (x, t), (x', t') being two grid points. It simplifies with the substitution of (4) to:
In= 1 Then one can show that
The reciprocal is easy to prove. Extracting the useful statistical information from the model consists therefore of estimating the eigenvalues of the covariance matrix and their associated eigenfunctions.
STATISTICS OF THE MODEL
, Variance and Correlations
The standard deviation of the anomalies (Figure 4a) is strongest in the eastern and in the western equatorial Atlantic, with weaker anomalies in the central Atlantic Ocean. They are also weaker at 10"N, where they are smaller than the standard deviation in :he climatological seasonal cycle. The spatial distribution is slightly different from that presented by Servain et al. [1985] . In the Gulf of Guinea (Oo to 20"W) their model exhibits smaller anomalies near the equator than further south. This differs from our model and is typical of the disagreements which were also found when discussing the climatology [Busnlacchi and Picaut, 1983 ; PT].
Servain et al. Cl9851 suggested that the wind anomalies
were seasonally dependent, and this also appears in the windforced simulation of dynamic height (Figure 4b) . The rms standard deviation of the anomalies is weaker near the equator from January until April and from August through November.
In April there is also very little meridional structure. In May to July, deviations are much larger near the equator (as is also found in the winds [Picairt et al., 19851 . Note also that along the equator, maximum standaid deviations in the east lead by 2 weeks a maximum in the west. In the central Atlantic, deviations are much smaller. The equatorial maximum in the east is most pronounced in June. However, differences between months are only marginally significant, considering that there are 21 years and assuming that two successive seasons are independent realizations.
The seasonal cycle in the Gulf of Guinea has been the source of many investigations. One major question was whether or not changes east of 15"W could be traced to causes in the western Atlantic. Moore et al. [1978] , McCreary et al. [1983] , and Busalacchi and Picaut Cl9831 have suggested that the equatorial Gulf of Guinea is responding to changes in the wind fields of the western Atlantic Ocean. The details of the effects of the wind structure and the response in the Gulf of Guinea have also been reviewed by Weisberg and Tang C19851. For the model, the question to be asked is whether or not eastward propagating anomalies can be found. The numerical model is linear, and it is possible to interpret separately the deviations from the mean seasonal cycle. We consider lagged cross correlations along zonal equatorial sections, as C(x, At) = rs(x, t o + At)r, (x,, to) , where xo is a specified longitude reference along the equator, the overbar denotes the average over to, and I ' , are the model anomalies normalized by their standard deviation. This was also done by Busalacchi and O'Brien [I9811 to interpret the interannual variability of the Pacific Ocean. Correlations after 3 months are positive but small and are not significant (95% confidence levels for nonzero correlation are indicated in Figure 5 with the assumption that the correlation time scale is 3 months (80 degrees of freedom)). With a reference in the eastern Atlantic at 4"W ( and are not significantly different from zero at a 95% confidence level. There is also a line of weaker maximum delayed in the west with respect to the reference. The slopes of these lines cannot be fitted with characteristics of Kelvin waves and first Rossby waves of the second vertical mode, which contributes to a large share of the anomalies (-50%).
Empirical Orthogonal Fuiictioiis
The need for evaluating empirical orthogonal functions was shown in section 3. The typical duration of an "experiment" is 2 years, and this should be the length of one realization. With a 2-year duration, there are only 10 different realizations, which is not enough to have confidence into the EOFs. Because the largest lagged correlations were found ( Figure 5 ) to be confined within 3-month lag, it is suggested that pieces of length T = 4 months will still contain most of the useful information and will provide 63 nearly independent realizations of the space-time variability (note that what is usually called the "spatial structure" of the E O F is here a spatial and temporal function). The first EOF includes 26% of the variance, and the second includes 11% of the variance. The first EOF shows no propagation, and the second one shows an eastward propagation superposed on a standing pattern with a sign reversal between months 2 and 3 ( Figure 6 ). But, to a large extent, the first two EOF's can be approximated as a product f(x)g(t), wheref(x) is close to the first E O F pattern of Figure 7a and g(t) is its time dependence. This suggests that dependence in x and t can be separated without much statistical loss. This also results from Figure 5 , which shows that the primary signal associates anomalies of one sign in the east with anomalies of the opposite sign in the west (there is, however, a slight lag, which is also found in the first EOF).
Because of this near stationarity of the E O F structure functions, there is not much loss in separating variables and seeking for more simplicity a decomposition of the signal as where the overbar denotes averages over the grid points (in x or in t ) and I, is the variance associated with E O F k. According to what was discussed in the introduction, this is equivalent to the decomposition in E O F (equations (7) and (11)) where each month is considered as another realization (although here they are not independent). This is the classical approach described by Lorenz [1956] and for which uncertainty estimates are discussed by Preisendorfer et al. [1981] . This has also been adopted by White et al. [1985] for the analysis of simulations of the Pacific Ocean interannual variability presented by Busalacchi aiid O' Brien [19Sl] . The EOFs are ordered by decreasing importance (Table la) . The first two EOFs include 46% of the variance (slightly more than was included above when the E O F was a spatial and temporal function); for higher mode number k there is a slow decrease of I, with mode number, and the first 11 EOFs share SO% of the total variance. The variance in the first EOF has a strong seasonal cycle similar to the seasonal cycle of the total variance, with maximum values in June and lowest values in September and between December and April ( Figure 74 . The second EOF has maximum variance in April (Figure 7b ) and August-September, when the first E O F has little variance. We retain only 11 EOFs in the decomposition because higher EOFs will not be resolved with the data array of FO-CAL/SEQUAL (section 4). On the other hand, only two EOFs are statistically significant, as is found using tests described by Preiseiidorfer et al. [1981] . This is also suggested by the following: when 1 single year in the time series is omitted, the first two EOF's are not modified significantly, but the higher ones change substantially, and the 21-year period is not long enough for getting significant components for these modes. The years sampled by FOCAL/SE-QUAL (1983) (1984) include a large part of the total variance (20%1, compared with 10% for an average pair of years). They account for even more of the first E O F (over 25% of its total variance). In 1984, the component of the first E O F peaks in April-May (Figure 111 , but the maximum variance of the first EOF is in May or June (Figure 7 4 . However, when 1983 and 1984 are removed from the time series, patterns for the first three EOF's remain close to those in Figure 7 .
The normalized spatial patterns Fk(x) are also shown in Figure 7 for the first two EOFs. The large amplitudes of the first E O F are found near the equator with opposite signs in the east and the west. In the west, amplitudes are very small near 1 W " with a weak reversal of sign. This suggests that The overbar stands for spatial averaging, and i refers to the EOF number. I corresponds to the 252-month long time series (January 1964 to December 1984), and J corresponds to various subsets of the time series.
there is not much coherence between the anomalies on the northern side of the NECC and the swing of mass along the equator associated with the first EOF. This contrasts with the climatological seasonal cycle, where the two sides of the NECC are negatively correlated (Garzoli and Katz [1983] , Garzoli and Philander [ 19851, these simulations) . The higherorder empirical orthogonal functions have more reversals of signs and thus smaller spatial scales. These E O F patterns have been obtained by mixing all months with the assumption that the variability is not strongly seasonally dependent.
When considering time series composed of the different years for 1 given month, the patterns for the first E O F are very similar to the one in Figure 7 , with correlation coefficients always larger than 0.91 (Table lb) . The main change is in the symmetry of the western pole with respect to the equator. It is most symmetric in July and less so in April-May, when a tongue extends south of the equator in the central Atlantic. Higher orders show stronger differences; for example, the second E O F has a different spatial structure in July than in other seasons, where it is close to the pattern for the whole year ( Table lb ). Note that July is a month for which the variance in the second E O F is small. 
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peak near a period of 2 years and a decrease a t low frequencies which is due to the filtering of these frequencies. It also decreases sharply for periods shorter than 6 months, with 92% of the variance contained at periods longer than 4 months. The decrease is not as steep for higher-order EOFs. For example, the second E O F does not have a well-defined peak at a period of 2 years, and only 85% of its variance is at periods longer than 4 months. This differs significantly from what is found for the first E O F at the 95% confidence level.
To have useful functions for the analysis, a decomposition of G, as a combination in Fourier components (here T will be 2 years) will be done as
(we will also include a slope and a constant in the basis functions). The variance = (b,.,)' can be estimated from periodograms, as is presented in Figure 8 . For the analysis, only periods longer than 3 months are retained, and we assume that the bk,l are independent joint normally distributed variables. This is not true if anomalies propagate, in which case there are couples (k, k') for which ( a , , ! will be different from zero. In the simulations, the strongest anomalies are between May 1983 and August 1984. We will first investigate whether or not the data collected for these 2 years 1983 and 1984 cover adequately the very anomalous dynamic heights (notice that the period that we will analyze (January 1983 to December 1984) lasts longer than the extensive experiment phase of FO-CAL/SEQUAL (February 1983 to September 1984 . Data which should be available to the scientific community (sketch in Figure 1 ) include CTD data in (1) the FOCAL cruises [Hisard and Hénit?, 1984; Hénin et al., 1986; McPhaden et al., 1984b1, (2) it is hoped that the associated temperature profiles will be available in the future. The cruise profiles are subsampled approximately every 2" in latitude and 4' in longitude to fit with the grid of the model, and they are attributed to day 15 of the month in which they are collected. Altogether, approximately 2000 of these subsampled profiles are available. We also include one value per month from tide gauges of the tropical Atlantic network away from western boundaries (the solution for the western boundary currents is not included in the model dynamic height). These are located at São Tome (6"40'E, O'15'N), Penedos São Pedro e São Paulo (28"E, 0"45'N), and Ascension Island (1 8"W, SOS) and on one island in Capo Verde (2OoW, 14"N). It is assumed here that these additional data can be calibrated with respect to surface dynamic height. In one test, we will add the transit times measured by eight inverted echo soun- Table 2 ) (continuous line).
ders (IES) located along the equator and at 3"N and 9"N along 38"30E and 38"E [Katz, 19841 . These data should also be indicative of surface dynamic height [Karz, 1987) . The resulting data coverage is irregular (Figure 10 ) with highest density in the central tropical Atlantic, fewer data in the east, and large gaps in the western Atlantic Ocean (west of 35"W), the most important of those occuring in October-December 1983. The data are extracted from the simulations at the positions of the real data (equation (5)). as
where 11, is the model dynamic height and Erri is a random noise. In the standard case, this noise represents subgrid-scale processes not part of the simulated dynamic height (rms (r,) and experimental errors (rms ce) and
where E* and c2 are random processes wih unit variance. The number II of degrees of freedom for the experimental error is taken arbitrarily as 4 for FOCAL or SEQUAL data and 1 for messages. Visual inspection of the FOCAL sections suggests that o, is of the order of 2.0 dyn cm as was also found by the analysis of historical data [Arizault, 19841. Scaling it as a displacement in thermocline depth (if data are temperature profiles only) yields a 7-m rms standard deviation, a likely value according t o large-scale observations in 1979 [Reverdin et al., 19861. The variance not included in the first 11 EOFs (which define the signal) has a rms standard deviation of 1 dyn cm. There is also some variance at the excluded high frequencies, and crS is chosen as 1.5 dyn cm.
The Analysis
Data are estimated for the model simulations of the 2 years 1983 and 1984 and are analyzed with the optimal interpolation scheme of Bretheyton et al. Cl9841 (see section 3) and with the statistics estimated in section 4. We present the comparison between the simulations and the analysis of the data at four times in 1983 and 1984 (Figures 9 and 10) . July 1983 is chosen as one pole of the anomaly, and April 1984 is chosen as the other one. Obviously, many features of the model anomalies are well retained in the analysis. In July 1983 the positive anomalies in the western equatorial Atlantic extend westward north of the equator, and in April 1984 the negative anomalies in the western equatorial Atlantic extend westward south of the equator with very strong anomalies found as far as 2O"W near 6"-8"S. The anomalies are smaller in the east than in the west, and the decrease between April 1984 and July 1984 is also well reproduced. However, there are some discrepancies, especially in areas with no data. The amplitudes are slightly underestimated which is also found when analyzing other realizations of the model variability, as is expected from our analysis scheme [Daois, 19853. Also, in October-December 1983, the model dynamic height has produced large anomalies in the western Atlantic Ocean which d o not have a counterpart in the analysis. The misfit of the analysis for these months (its difference with the model fields) is also present in the component of the first EOF which represents the largest spatial scales (Figure 11 ). It is interpreted as an earlier spin up of the 1984 anomaly than was really modelled. The second E O F also shows at this time a large difference from the observations. In general, the first E O F is better simulated than the second one, which has smaller amplitudes and variability at periods of 90 to 120 days (we will not argue whether these frequencies in the numerical model simulation have a counterpart in the observations, as the presence of aliasing of real higher frequencies in the winds by monthly sampling is likely).
The differences between the model and the analysis can be summarized by their overall rms standard deviation cd ( Figure  12 ). Its rms value ranges between 1.1 and 2.0 dyn cm, which is small in comparison with cm, the observed rms deviation of the model dynamic height anomalies for 1983-1984 (2.76 dyn cm). Values of cd are largest for the months of November 1983 spatial averaging, h, is the simulation, and ha is an analysis. The dashed line is for case 7 in Table 2 ; the continuous line is for case 1 in Table 2. and July 1984 when the data are most scarce in the western Atlantic, and are smallest in mid-1983, when data are more evenly distributed spatially. Part of ( i , comes from the residual of the first 11 EOFs in the model anomalies (20°h of the model variance, or 1 dyn cm), so that errors for the projection on the first 11 EOFs have an rms only of the order ,of 1 dyri cm, as is correctly forecasted by the analysis scheme. The error rms is maximum near the western end (west of 40"W), but also near Africa. It is small-in the central portion of the ocean (Table 2 , case 1). It peaks in late 1983 and early 1984, as was already discussed from the observed misfits between the simulation and the analysis: These larger estimated errors are the combined effect of the small data density and of the large signal expected in those areas.
We adopted previously a deterministic approach, sampling the modeled 1983-1984 period with data for those years, assuming that the simulation represents what happened in the real ocean. Alternatively, we can test the skill of the array over the 21-year-long simulation considering that it includes various possible realizations of the variability. This allows us also to compare 1983-1984 with other years and to see whether the array retains the statistical properties of the model: for instance, what are the EOFs of the analyses? Is there any propagation of signal? Is its variance seasonally dependent? First, we cut the time series into pieces of 2 years (the realizations). For each piece, the proxy data are created and then analyzed. For each realization, we compare (id, the rms deviation between the analysis and the model simulatioh, and ( i , , the rms anomaly in the model dynamic height (Figure 13 ). The rms anomaly ( i , has strong variations: it is large between 1968 and 1972, then small, apd then very large for 1983-1984, suggesting a modulation of the magnitude of the anomaly at very low frequencies. The rms difference ( i , , varies less and does not follow closely ( i , . The years sampled during FOCAL/SE-QUAL, 1983-1984 yield the largest (id but have the smallest ratio od/o,. Otherwise stated, errors are large, but the patterns of the anomalies are well sensed.
low ( i , and a large ratio ( i , /a, . This implies that anomalies present in those years are very weak and that they would be poorly reproduced by the analysis. Data that were collected in 1979 [Moliilari et al., 19861 form an even looser array than the one tested in this study. An analysis of 1979 thermocline depth [Reverdin et al., 19861 showed an anomalous deepening in May-July in the central Atlantic$ near 5"N which is not well reproduced in the simulatiohs (when interpreting dynainic height anomalies as thermocline depth anomalies). The previous comment suggests that this misfit should not be considered as a major blow for the model.
With these analyses, we reconstruct a 20-year-long time series (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) . These time series have much in common with the original fields. Their EOFs have very close spatial structures, and the variance is seasonally dependent. Also, the lagged cross correlatiops (Figure 14 ) have patterns similar to those shown in Figure 5 . In particular, negative correlations are found at 35"W with a 3-to 4-month lead with respect to the reference at 4"W. Note that this information was not included in the statistics for the analysis, so that this reveals that the data distribution during FOCAL/SEQUAL was sufficient to sense these characteristics. According to the analysis presented in the preceding section, they can be correctly sensed by the experimental array. The statistical properties of the model seem to have been adequately retained by the analysis of the data, so that possible eastward propagation of pulses along the equator will be sensed. Note that the model is relevant only for the low frequencies and that the Kelvin wave pulses described by Katz [1987] were not discussed here. These conclusions rely on our confidence in the model, which we d o not test here. They also depend on various assumptions on model and noise statistics. A few alternate assemblies are summarized in Table 2 , giving each time the misfit between the analysis and the model simulation as well as the model estimated error in various places along the equator. With the particular data distribution, the assumptions on the model statistics do not have too much effect on the result, although if the cutoff in the spectrum is at 4 months instead of at 3 months, the anomalies are not so well reproduced, especially for the second EOF, which varies at periods of 3-4 months. On the other hand, adequate knowledge of the noise level is a much more stringent requirement. To test that, we increase or diminish the noise level by a factor of 2 (cases 3 and 2) over the whole domain or progressively with lowest values in the southeast corner and larger values in the northwest, where it reaches 2 times the standard deviation (case 4). These alternate contingencies can be thought of as extreme possible situations: doubling the rms would still be consistent with the rms deviation at high frequencies observed on thermocline depth for 1979 [Reverdin et al., 19861 , and doubling it in the north-west can be interpreted as being caused by the numerous eddy structures found near the western boundary [Bruce and Kerliag, 19841. In both cases, with an increase of noise, the largest anomalies are still present in the analysis with a correct pattern. As may be expected, both cases show a degradation of the quality of the analysis (Table 2) . Thus when dealing with real data, it is important to acquire information on the higher frequencies flot retained in the analysis. Fortunately, during the FOCAL-SEQUAL field experiment, enough time series have been collected to provide the required information on the high frequencies (for example, analyses from IES travel times are presented by Garzoli [1984, 19871) .
Sensitivity of the quality of the analysis with respect to the data distribution is also worth investigating. We incorporated different types of data, some of which will not be so easy to use. For example, the IGOSS messages are probably not as accurate, and large errors could be present in this file. However, excluding those data results in d much larger misfit from the model dynamic height (Table 2 , case 5) and gives results as poor as when the noise is double. However, note that the estimated érrors did not increase as much along the equator, where data are still plentiful. Excluding other pieces of information is also detrimental to the overall quality of the analysis. O n the other hand, we have noted that errors were large in the west, especially in November-December 1983, when there were no data in the west. Adding four data points (yet unknown!) to fill that gap yields a better fit to the simulation and produces smaller error estimates ( These comparisons suggest that we have not reached the ideal data density in the west with the FOCAL-SEQUAL data file. This conclusion holds even in the perfect case when we know perfectiy the statistics of the field and with the relatively low noise level. With real data, the disagreement would be even worse in the west (we would not know the optimum statistics). It is therefore worth continuing the search for other data collected in 1983-1984 and yet unknown to us. U p to now, analysis with real data has not been carried out on the large data sets for which this study is aimed. Analysis on real data has been done on subsets, one of which includes the seven FOCAL cruises in 1983-1984 (there were two additional cruises in 1982). Hisard and Hénin Ci9841 and Hknin er al. [1986] have suggested from dynamic height profiles along the equator that in early 1984 strong anomalies were present and that the surface dynamic height tilted toward Lagged cross correlations along the equator as in Figure  5 with a reference at 4"W (cross), but for the ?O years analyzed with the FOCAL-SEQUAL array (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) . Table 2 , where 4 fake data have been added in November 1983 in the western equatorial Atlantic.
ANALYSIS LAGGED CROSS CORRELATIONS
lower heights in the west, the, reverse of what is commonly sensed [Katz et al., 1977; Lass et al., 19831 . This reversal of slope is also sustained from lime series in a few locations [Katz et al., 1986; Katz, 1987; Weisberg and Tang, 19871, although there are large spatial gaps betwéen the locations of the time series and it is hot obvious how they represent the larger scales. Obviously, when we perform the analysis while retaining only the FOCAL sections, the quality is downgraded with respect to the analysis from the full data set (Table 2 , case 6). However, we were surprised to find that the anomalies with the largest scales, as in the component of the first EOF, are quite well retained (Figure 16 ). A small portion of the second ' + E O F is even described, but the disagreement is much larger there. It is therefore not arguable that the FOCAL sections sensed the large-scale anomalies of dynamic height (at least in the model), even with this coarse temporal resolution. The implications of these tests with data extracted from a model for the analysis of real data are that 1. To a large extent, it will be possible to extract from the data set ,the useful information on the variability during the field program. However, large errors remain in the west, and an increased data set in that portion of the ocean would add to the quality of the analysis. This conclusion holds for dynamic height. It is likely that results would be different for Garzoli C1984, 19871 or Katz [1987] . These data were not included in the standard case as some calibration problems remain in interpreting them as dynamic heights [ K a t z et al., 19863 . Also, most of them are in well-sampled areas, and in our analysis scheme they do not bring more information (note that because of this adequate coverage, intercomparison is possible at low frequencies between dynamic height computed by other means and inverted echo sounder travel times).
It is not controversial t o describe the large-scale lowfrequency variability from a few cruises as was done by Hisard nrzd Hknin CI9841 or with a few records (Weisberg and Tang (1987) or K a t z (1987), for example). However, the conclusions that we have reached rely on the scales of the model variability. If the model dynamics were inadequate or the wind fields did not have the correct scales, the conclusions could be different. We are not at a stage where we can argue about these points. More studies remain to be done o n the wind field or the model dynamics for FOCAL/SEQUAL before this can be asnwered. Fortunately, the FOCAL-SEQUAL array will be sufficient to improve our knowledge of the oceanic variability.
In conclusion, FOCAL/SEQUAL has sensed the 2 most anomalous years (1983 and 1984) among the 21 years (1964 to 1984) in the model time series. These anomalies have large spatial scales and have opposite sign in the east and the west. Anomalies of the slope across the North Equatorial Countercurrent are not as large. The two contrasting seasonal cycles 1983 and 1984 will probably be well sensed by the experimental array, and the data are likely to bring a better knowledge of the seasonal variability in the equatorial Atlantic.
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