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Dynamic programming techniques were used to obtain the spline approxima- 
tion for a function with prescribed values on the knot points along a line. 
Extending this procedure to two dimensions, the bicubic spline approximation 
defined over a two-dimensional region is obtained in this paper employing the 
methods of dynamic programming. A regular rectangular region as well as 
a region with irregular boundaries can be handled by this method, avoiding 
the difficulties of large storage and high dimensionality. 
1. INTRODUCTION 
In previous contributions [l and 21, the method of dynamic programming 
was applied to derive one-dimensional spline approximations to a function 
over a given interval. In [I] the approximation was shown to be equivalent 
to the standard cubic spline derived by other methods [3]. The use of these 
approximations in differential quadrature has been indicated elsewhere [4]. 
The simple doubly cubic spline theory which extends the cubic spline 
approximations to two dimensions was inaugurated around the sixties as 
indicated in [5 and 61. 
In this paper we wish to derive the bicubic spline approximation over a 
two-dimensional region using dynamic programming [a. In this context, we 
will be employing the method used by Angel and Bellman [8,9] in converting 
the Dirichlet problem, or to be more specific, the two-dimensional potential 
equation problem, into a problem in dynamic programming. 
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In Section 2 we briefly outline the method of obtaining the cubic spline 
approximations in one dimension by dynamic programming and in subsequent 
sections we will be dealing with the bicubic spline approximations. 
2. ONEDIMENSIONALSPLINEAPPROXIMATION 
Let a function U(X) be specified in the interval [a, b] at a set of grid points, 
xi ) i = 0, l,..., N, a = x,, < x1 < x2 ... < xN--l < xN = b 
with the following conditions 
(a) U(XJ = ui , i = 0, l,..., N, given 
(b) U(X) is a cubic in each interval [xi , xi+,]. 
Any other end condition can be prescribed for u’ or u’ at the ends. The 
function and its first two derivatives are continuous at the mesh points. This 
is equivalent to, as shown in [5], the minimization of the functional J(U) 
defined as 
J(u) = Jab El- dx, (1) 
where minimization is to be done over the foregoing class of functions us 
Let us now define the approximation in each interval 
S,(x) = yi + ml’+ - Xi) + n&x - Xi)2 + ?fp(x - Xi)3, 
(2) 
xi < x < xi+1 . 
Here yi is the value of the function u at x = xi and rnj’) the first derivative 
of u at xi . The quantities @r and rn$“’ can easily be expressed in terms of the 
values of the function and its derivatives at x = xi and x = xifl and the 
mesh size hd+r = xi+r - si . To spell out the multistage decision process 
involved here, we start with any knot point xi and assume the first derivative 
@) of the function at that point. We express the minimum value of J(u) 
over the interval from xi to -*rifl as a function of the initial values at xi and we 
have 
Exploiting the quadratic nature of the function Fi we write 
F.(y z m!") = c. + d.m!') + e.#2 13 D E z 1 I 1 . (4) 
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Carrying out the minimization procedures, we get recursive relations for 
Ci , di , and ei and by the same token determine the values of rni’) in an 
iterative fashion. As explained in paper [l] any desired end condition can be 
imposed. 
We want to extend this same procedure to the two-dimensional case and 
employ the dynamic programming method exploiting the piece wise structure 
of the function U(X, y) of two variables over the rectangular mesh region, as 
well as the fact that the criterion function corresponding to the problem has to 
be a minimum locally and over the entire two-dimensional region of interest. 
In Section 3 we will outline the problem and in Section 4 we will derive the 
key equations of dynamic programming for a regular rectangular region. In 
Section 5 we will outline how we can cope with more general boundary 
regions. 
3. THE Brcu~~c SPLINEAPPROXIMATION 
The application of dynamic programming method employed for the one- 
dimensional case can be generalized to the determination of bicubic spline 
approximation for the function U(X, y) over a’ two-dimensional rectangular 
region R: [abed] which can be divided into a number of meshes Rij 
a = x,, < xl < x2 < .-- < xN = b 
a =yo <yl <yz < *.a <yM = c. 
The function u(x, y) is taken to be bicubic within each mesh Rij and belonging 
to the class cz4(R). This means the function and its derivatives up to and 
including all 4th order derivatives involving no more than 2nd order dif- 
ferentiation with respect to a single variable exist and are continuous. The 
following conditions regarding the function and its normal derivatives are 
prescribed: 
(a) u(x,y,) are given at all mesh points i = 0, l,..., N; j = 0, l,..., M. 
(b) u,(x<y,) = pii are given along the boundaries i = 0, N and 
j = 0, I,..., M. 
(c) uV(xiyj) = qir are given along the boundaries i = 0, l,..., N 
j=O,M. 
(d) +(x~JJ,) = Si3 are given at the corners. a, 6, c and d. i = 0, N; 
j=O,M. 
We are required to find an approximation, a bicubic spline in each mesh, 
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subject to the above conditions. To this end we take a representation as was 
done by De Boor [6] defined in each rectangular cell R, as 
U’i”(“, y) = i u(ij) (x - xjwlp (y - yjel)ll, 
m.n=o m,n 
Xi-1 < X < Xi; Yj-1 <Y < Yj * 
(6) 
This piecewise bicubic reduces to a cubic spline along each vertical and 
horizontal grid. Given uij , pij , qij , and Sij on the four corners of Rij the 
bicubic (6) is uniquely determined. R, is the cell with the edge corners 
(i - 1, j - l), (;,j - l), (i - l,j), and (i, j). Due to the continuity of the 
derivative Fa~j& axa at (ximl , yj), we have the relation 
adti) + 34,(ij) = a&j + 1) where h =yj-yj-1. 
This yields the relation along each vertical grid lines given by 
sij-1 + 4sii + %j+l = + (Pij - Pij-1) + + (Pij+l - Pij), 
(7) 
(8) 
corresponding to each i. Similarly along the horizontal grid lines we have the 
relation 
si-l.j + 4sij + si+l.j = + (Qi+l.j - Qii) + t (Qii - Qi-1.j). (9) 
Using the above relations it is easy to calculate the Q’S along the boundary 
lines if the values of Sij at the corners of the rectangIe are given since pij and 
qij along the vertical and horizontal boundaries respectively are all given. In a 
similar fashion, qij and pii can be computed on the vertical and horizontal 
boundaries respectively from the boundary conditions supplied above. As 
explained in [3] the interpolating bicubic spline approximation to u(x, y) 
satisfying the conditions mentioned above minimises the integral given below 
This minimum norm property provides the criterion function which enables 
us to treat the problem by the methods of dynamic programming. If u 
represents the displacement of a stretched plate the sii represents the twist 
and the integral expressed by Eq. (10) is the energy which is to be minimized 
over the class of functions u described earlier. 
We consider in the next section a regular rectangular region divided into 
mesh regions R,[q-, < x < xi; yjml < y < yJ, the index i running from 0 
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to N and j from 0 to M. We write the integral J(U) as a sum over the mesh 
regions. 
Let us write J(u) as 
- -. 
where the symbols X, Y, X, Y stand for the following 
(11) 
(12) 
(13) 
(14) 
(15) 
Concentrating our attention on the cell Rii we can evaluate the expressions 
X(q) and Y($ in terms of the coefficients &,Jij) of Eq. (6); we have 
X(ij) = 16h2[&(ij) + 3ha,,(ij) +,s(;i) + 3P&(ij)], 
Y(;j) = 16h2[&j) + 3ha,,(ij) u&j) + 3h2&(ij)], 
X(iM) = 16hz{[u,,(iM) + 3ha,,(~M)]~ + 3[u,,(iM) + 3hz,,(iM)] 
x [u&M)h + 3h%,(iM)] + 3[h~2(iM) + 3h%&M)]"), 
p(v) = 16h2([a22(Nj) + 3&~2(Ni>]~ f 3[ha22(Nj) f 3h2a22(Nj)12 
+ 3hdW + 3k2Wl V7~23(W + 3~2MV)13. 
(16) 
(17) 
(18) 
(19) 
The values of the u,,,,, coefficients in each cell Rij can be found from the 
values of u, p, q, and s, at the four corners. To compute these let us denote 
by 0, the matrix of the values at each point (i, j) 
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Then the matrix of the relevant coefficients a,,($ in the cell Rij is given by 
[ 
u22(;i) a23(ii) 
I 
= H,[Oi-,,j-,] H,’ + H,[OwJ H,’ 
%2(;j> a33w HJOi-l,j] HzT + HJOii] HzT- (21) 
Here HI and H, are the matrices given by 
HI = [- $1 
- 2jh 
l/h* I 
H2 = [ 
3/k2 - l/h 
- 2/h3 l/h2 I 
j:M- d 
(22) 
(23) 
where h is the mesh length and HIT and HzT are the transposed matrices of 
H, and H, , respectively. 
4. DYNAMICPROGRAMMING-REGULAR RECTANGULAR REGION 
To compute the quantity J( u we have completely discretized the problem. ) 
To convert it into a multistage decision process we will evaluate J(U) using 
vector matrix notation. We take our stand on the vertical line ZJs corre- 
sponding to a given i value and gather the contributions to J(u) from the cells 
Rij (j = l,..., M) to the left of Rij (adjoining Zr.2,) (see Fig. 1) 
j=Od 
i=O i=N 
a 3 b 
FIGURE 1 
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Let us define the following vectors necessary for our purposes 
%0 
Uil 
uj= . i: 1 *ih&1 
Pi0 pi= Qi i 1 hiM-* 4io qi= $l i: I QiM-1 
siO 
Sil 
sj= . 
i: I %M-1 
(24) i = 0, l,...) N. 
2 = 0, l,..., N. 
i = 0, l,..., N. (26) 
i = 0, l,..., N. (27) 
Of these M-dimensional vectors, the ui vectors are completely known while 
pi, qi, si are assumed. The first components of these vectors and the vectors 
on the boundaries (i.e., for values of i = 0, and N), are known. The interior 
vectors are to be determined iteratively by the minimization procedure. 
Let us also define other M-dimensional vectors which are known, namely, 
hf= iB,ii Pi&I= ii]; GM= ibi; 
0 
0 
SiM= . 
I I 
(29) 
%U
for i = 0, I,..., N. 
In terms of these vectors and certain matrices to be described in the follow- 
ing we can express J(u) as 
Au) = 1 ld”) + AN), 
i 
(30) 
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where 
Ji(u) = 16h2{2(a;, , a;,) + 3(h&, ha:,) + 3(hu5, , ha;,) + 3(u;, , huts + ha;,)} 
+ 16h2{(R~[u:2 + 3h~-&], [& + 3h&J) 
+ 3(RM[hu:* + 3h%&], [huf, + 3PujJ) 
+ 3(&M[u:2 + 3h&], [G, + 3h2&])), (31) 
and 
J(N) = 16h2{a: + 3hu,N,, u& + 3hu,N,) + 3(hu& + 3h”u&, ha& + 3h2u&) 
+ 3(huL + 3hu& , ha& + 3h5&}. (32) 
Here the vectors ai , ha& , ha& and h2u&, and the matrix R, are given by 
the following: 
ui2 = v;;el j- Aim1 + iii ) 
ha;, = Vf;i2i--1 + Bi, + Bi , 
z 23 - 
ha,, = Vi+, + G-1 + Ci , 
h2ui3 = Vf;i-l + D,wl + Di , 
(33) 
(34) 
(35) 
(36) 
and the M x M matrix R is given by 
0 0 0 -.* 0 
0 0 0 *-. 1 
(37) 
A, B, C, and D are linear combinations of the vectors pi , qi , and si . 
Also V?Z- s,t 1 9 vffi-1 , v?i-1 > and V,qs,-, 
are constant given vectors. They are 
Ai- = (6/h’)@,-, + (3/h’) Gq,-1 + (2/h2) Gs,-1, (38) 
pi = (3/h’) Lpi - (3/h’) Gqi + (l/h2) Gsi , (39) 
VE-I = (9/h’)L(Vl- ~2) - (9/h4) (Ui-l,M - u~M) + (j/h31 (PAM + 2~i-~,M) 
+ W3) b-1.M - qd + W2) C&-LM + ss,), wo 
Bi-1 = - (V3) Lpi-1 - (2/h3) Gqi-l - (1 /h*) Gsiml , (41) 
Bi = - (3/h’) Lpi + (2/h3) Gq, - (I lh”) Gs~ , (42) 
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V:,:--1 = - (6/h4)L(ui, - ui) + (6/h4) (zc~-~,~ - ujM) 
+ (3/h3) (Pi-LA4 + PM) - (2/h3) (qi-1.M - qsf) (43) 
- u/w (Si-1.M + h4), 
G-1 = - (4/h3) Lpi-, - (3/h3) Kq,-, - (2/l?) KSiel , 
ci = - (2/h3)Lpi + (3/h3) Kqi - (l/h’) Ks~ ,
‘E-1 = - (6/h4)L(ui-l - ui) + (6/h4) (u(-1.M - u~M) 
+ C21h3) (2Pi--1.M + PPM) - (3/h3) (qi-l,M - qiM) 
- u/w (2~~4,M + %M), 
(44 
(45) 
(W 
Di-1 = (2/h3)Lpi-l + (2/h3) Kqi-1 + (l/h2) Ks~-1 ) (47) 
Di = (2/h3) Lpi - (2/h3) Kqi + (l/h’) Ks~ 3 (48) 
‘E-1 = (4/h4) L(“i-l - 4) + (4/h4) (UiM - Uj-1,&f) - (2/h’) (pj-l,M + PjM) 
+ (W3) (!zi--1.M - PiMl) + (1/h2) (Si-l.M + siM)* (4% 
The (M x AZ)-d’ lmensional matrices L, G, and K are given by 
2 1 0 ..* 0 
*.* 
G= i 0 2 1 . . . . . . 000 0 s ’ . 2 
(50) 
(51) 
Thus J(U) is quadratic in the p, , qi , and si vectors. It has to be minimized 
over a11 the interior unknown vectors p, q, and S. Hence, we shall consider a 
sequence of variational problems starting with the vertical line at i = 2. 
Let us assume the values of vectors pi , qi and si at i = z and write 
fz(Pz 9 4 z , SZ) = min 
[ 
gl J&4 + 4~ N) W)] , (53) 
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where the minimization is carried over the valves of p, 4, and s interior to the 
grid at i = 2. In the last term on the right-hand side of (53) the factor 
d(Z, N) is the Kronecker delta and J(N) is the contribution from the boundary 
on the right-hand side bd of the rectangle. This is added to fi when we 
consider the vertical line Z = N. Determination of pi , qi , and si over the 
points interior to Z is the original problem itself with a truncated rectangle. 
Let us find the relation between fz and fz-r: 
fz(pz I qz 7 sz) = (pz-l,~~~,sz--luz +fz-,(Pz-1 Y 42-l T sz-1)). (54) 
as is evident from Eq. (31) and the expressions for ass, ass, ass , and 
&ks. (33), (341, (3% (36)), is a scalar obtained by bilinear combination 
of the vectorspZ , qz , sz , andp,-, , q2-1 , and szel and other known vectors. 
To arrive at a recursive equation we exploit the quadratic nature of the 
variational problem. If we computef,(p, , q1 , sl) we find that it is a quadratic 
scalar combination of these vectors and hence fz(pz , qz , sz) can generally 
be expressed as 
fz(Pz, 42% sz) = (C izO) + (mYpa, Pz) + (mYqz, , 42) + (m%z, , sz) 
+ (m2)Pz, 3 qz) + (m!?pz, , sz) + (m!&z1, sz) (55) 
where lzo, lg’, I$’ and I$’ are suitable constant vectors and m$), m(j), mjz3), 
mjz4), mz , m (6) $) are matrices. These are to be determined recursively for each 
grid region. Substituting this form of the expression for f _ (p _ Zl z17 ZlYZl q _ s ._ ) 
in (54) and expressing Jz in terms of pz , qz , s, , and pz-, , qz-l , szel we 
carry out the minimization with respect to the vector pz-, , qzel , and szdl 
and obtain these vectors in terms of p, , qz , and sz and other known vectors. 
Feeding these into the right-hand side of (54) and comparing the coefficients 
on both sides of (55) we can obtain a relation between the m, and lz matrices 
and vectors, and m,-, and I,-, quantities. The initial values of these matrices 
and vectors are obtained from the explicit expression for f,(p, , ql, si) and 
an iterative procedure yields mz and I, at successive grid lines. The iterative 
relation between the N-th and (N - I)-th grid regions are different from 
those of other regions due to addition of the last term with the Kronecker 
delta function in the Eq. (54). We carry on a recursive procedure to compute 
the coefficient matrices and vectors through all the regions from Z = 1 to 
Z = N. 
The minimization procedure at each step also yields a relation between 
pi , qi , si and p,-, , qiW1 , si-t if we know the relating coefficients. We now 
start backwards from Z = N and determine p, q, and s at Z = N - 1, 
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from the known boundary values at Z = N. If we carry through the process 
till we reach 2 = 1 iteratively, we will have determined these vectors along 
all the interior grid lines. Once we are in possession of these internal values 
we can compute the umn($ coefficients in all the cells Rij by means of the 
relation given by DeBoor [S] and hence the spline approximation to the 
given function is completely given. 
5. REGIONS WITH GENERAL BOUNDABIBS 
To tackle the problem with irregular boundary regions it is more advanta- 
geous to cast the minimization problem in a different fashion. Instead of 
making the multistage decision process depend on each grid line we carry 
it out proceeding from cell to cell in an iterative fashion. 
Let us consider an interior point (i,j) and write Jij(n) as 
Jij(U) = i X(ik) + i Y(ik) + d(M,j) X(iM) + d(N, i)k$ F(Nk) 
k4 k-l 
(56) 
i-l M 6-l A4 i-l 
+ & kc, W, 4 + C c Y(4 k) + c -W W. 
6 z Z-1 k=l z-1 
c 
a 
z1 
f 
z3 
d 
=4 
ij) 
(i-l j-l) 
. W) 
. (iI) 
(io) 
i- 1 i= z 
2 
FIGURE 2 
d 
b 
As in Fig. 2 the bounding line is ZJr&Zs . Let us minimize the expression 
Jgj(u) over the p, q, s on all the mesh points internal to this boundary line and 
write this as fir(m) a function of VT and other known quantities where the 
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quantity r stands for the vectors p, q, and s along the above boundary line. 
More explicitly the components of these vectors are 
P = (Pi0 3 Pi1 Y Pi2 *.-*Y Pij 3 Pt-lj+l 9..** Pi-lM-l)* (57) 
q = (4io , 4il > 4i2 ,*..9 qii 9 Qi-lj I Qi-lj+l ,.*.t qi--1&f--l), (58) 
S = (SiO 9 Sil 3 SiZ 9***9 sij j Si-lj 9 si-lj+l T-.., si-lM-l). (59) 
Of coursefii will depend on other constants such as the given values of uij , 
the values of the function on all the mesh points interior to and on the 
boundary lines as well as the boundary values of ~r,~, ql,M and or,,,,, . 
I = 0, I,..., up to i - 1. To arrive at the decision process, we use Eq. (56) to 
write: 
fij(r) = y$ X(e) + Y(;i) + d(M, j) X(iM) + d(Ni) F(N,j) 
I 9 I 
j-1 j-1 i-1 
+ c -w4 + 1 Y(ik) + w, i) c w, 4 (60) 
k=l k=l k=l 
i-l M i-l M i-l 
+ c c -w) + 2 c w, J4 + c m, M) * 
kl k=l Z=l k-l I=1 1 
Since X(ij) and Y(ij) in the cell (i,j) involve the p, q, and s of the internal 
point i - 1, j - 1 and the corresponding quantities of the points of this cell 
on the boundary, we can express (59) in the following form for i # N and 
j # M. 
fdn) = min W2[h;2(;i) + 3&&j) [U&j) + ‘-%,(ij)] 
Pi-1,4i-IJi-1 
(61) 
+ 3Gh2 + 3h2as2h21 + fij-I($), 
where I? is the quantity representing the vectors& q, and s similar to Eq. (57), 
(58), and (59) with components pij , qii , and sij replaced by the quantities 
Pi-13-1 3 qi-13-1) ad ~1-13-1 * The quantities a,,(e), uB and us2 can be expressed 
in terms of p, q, and s of the points (i - 1, j), (i, j - l), (i - 1, j - l), and 
(i,j) given in Eqs. (31, 32, 33, 34). T o b e more explicit, r will stand for the 
vectors on the new boundary. That is the new vectors p, q, and s have com- 
ponents 
p = (Pi0 3 Pi1 ,**.I Pij-1 3 Pi-Ii-1 3 Pi-lj T-.*3 Pi-l.M-l)t 
q = QiO 9 qil 9.*-f Qij-1 9 qi-V-1 > Qi-lj Y**.v 4i-1.&f-1 ) 
f = s. 20 3 Sil *..*v sij-l 9 si-lj-l 9 si-lj ,.**, Si-l.M-l . 
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fij(~) and f+i(+) are scalars built out of these vectors and other known 
vectors. As the point zj moves over to the point inl, the grid line at i becomes 
the boundary line. As j moves from j = 0 to $1, the points on the grid line i 
enter into the boundary one by one replacing the points on the (i - I)-th 
grid line. 
This principle of optimality enables us to calculate fij from fiiel . The 
additional terms that have to be added to the right-hand side of (61) are 
obvious when j = M or when i = N by looking at Eqs. (60). 
Thus for each i value provided, one knowsfi, as a function of the vector 
on the boundary, all fij’s for j running from 1 to M can be computed. In 
doing this successively we will be determining the values of pi-1j-l , qi-+r , 
and si-rj-r in a successive fashion by the minimization procedure in terms 
of these values on the i-th axis which are assumed. It is to be noted that at 
each step we are performing a scalar minimization. 
To know the values of fiO we should be able to vary i starting from i = 1. 
To this end, we observe the general feature of this imbedding analysis that 
fro = fi-1.M for i = 1, 2 ,..., N. (62) 
This result enables us to move from i = 1 to the other end. Assuming the 
vectors pr , q1 , and s, along the vertical i = 1. If we consider the point (1, M), 
we have 
We have the vectors u,‘, , u.& , and ui2 are those given by Eqs. (33), (34), (35), 
(36) in terms of the vectors p, q, and s on the boundary at i = 0 and assumed 
values along i = 1. There are no internal points here to be minimized, and 
hence fiM is known. Since f2,, equals fiM it is easy to see that f2j for 
j = 1, 2,..., M can be computed determining at each stage the values of p, 
q, and s along the line i = 1 in terms of those along i = 2. In general we can 
easily observe thatfij(rr) is a scalar quadratic in the vectors associated with the 
boundary line, as described earlier. This is evident from the explicit expression 
forf,, which we have given in Eq. (63). H ence we can write the scalarfii(rr) as 
+ (I;:’ s) + (~ijp, q) + (M$, s) + (M.&, 4, 
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where the l’s are vectors independent of p, q, and s, m”j’s are matrices, and 12 
scalars. Substituting expression (61) on both sides of Eq. (64) we arrive at 
recursion relations for the coefficient matrices and vectors. We then start 
with fihr and find successively fzM , fsnl , etc. until we arrive at f,-lnr and fNo . 
To proceed to fN1 , fN2 ,..., we must remember to take care of the terms in the 
key equation (60) containing the factor d(N, i) which corresponds to the 
contributions from the boundary lines at i = N. The recursion relations in 
general for the coefficient matrices and vectors are of three different types. 
The relations used in going from the cell (i, M - 1) to (1M) are different 
from the corresponding results for cells well in the interior of the rectangular 
region. The relations for the cells adjoining the boundary line at i = N are 
different from those in other regions. Thus, the coefficient matrices corre- 
sponding to finl give the initial values for this recursive method of obtaining 
f NM in terms of the boundary values of p, 4, s at the boundary i = N. Now 
we go back from i = N to i = 1 determining thep,, , qij , and sij in a backward 
fashion using the minimization condition expressed by Eq. (61). Once we are 
in possession of these quantities, since the uij’s at all the interior mesh points 
are known, we easily determine the a:,$, coefficients of the bicubic spline 
in each cell by the matrix relations given by De Boor [6]. 
CONCLUSION 
Proofs of existence, stability, and so on, can be seen by the method 
explained in the book by Angel and Bellman [8]. Though this method requires 
quite a large number of operations in determining the coefficient matrices 
and vectors the disadvantages of large storage and dimensionality are avoided. 
We have here outlined the principle of employing the method of dynamic 
programming to arrive at the bicubic spline approximation. Computational 
results will be presented elsewhere. 
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