Predicting Caesarean Section by Applying Nearest Neighbor Analysis  by Sodsee, Sunantha
 Procedia Computer Science  31 ( 2014 )  5 – 14 
Available online at www.sciencedirect.com
1877-0509 © 2014 Published by Elsevier B.V. Open access under CC BY-NC-ND license. 
Selection and peer-review under responsibility of the Organizing Committee of ITQM 2014.
doi: 10.1016/j.procs.2014.05.239 
ScienceDirect
2nd International Conference on Information Technology and Quantitative Management, ITQM 
2014 
Predicting Caesarean Section by Applying Nearest Neighbor 
Analysis 
Sunantha Sodsee*
Faculty of Information Technology, King Mongkut’s University of Technology North Bangkok
Bangkok, 10800, Thailand 
Abstract  
Maternal mortality and childbirth complications are major problem of delivery in rural area of many developing countries. In 
information era, it would be beneficial if the risk of delivery from uncertainty information could be informed or recommended to 
patients at earlier sign. As well as, physicians could draw approximate decision before it occurred. This paper proposes a 
modified nearest neighbor analysis, which is called CPD-NN algorithm to approximate risks about Caesarean sections due to 
Cephalopelvic disproportion (CPD). In the CPD-NN algorithm, it consists of three phases: initial phase, distance measure phase, 
and predicting phase. Herein, two determined distances are applied. First, the threshold distance, Dmin, is set to identify the 
closest neighbors. Dmax is defined to identify the farthest neighbors. The k-neighbors, here, is dynamic, which is located within 
defined distances above. The results show that the efficiency and accuracy of CPD prediction are based on the number of 
training cases, dynamical k value, and similarity measures with different rules. Finally, the accuracy is 100% of predicting when 
applying the nearest rule in cosine similarity or correlation by 100 training cases with k ≈ 20, as well as 400 training cases with k
≈ 5. 
© 2014The Authors. Published by Elsevier B.V.  
Selection and peer-review under responsibility of the Organizing Committee of ITQM 2014. 
Keywords: Caesarean section, Prediction, Nearest neighbor analysis, Cephalopelvic disproportion (CPD), Threshold distance; 
* Corresponding author. Tel.: +66-2555-2000  Ext. 2718; fax: +66-2555-2734.
E-mail address: sunanthas@kmutnb.ac.th. 
© 2014 Published by Elsevier B.V. Open access under CC BY-NC-ND license. 
Selection and peer-review under responsibility of the Organizing Committee of ITQM 2014.
6   Sunantha Sodsee /  Procedia Computer Science  31 ( 2014 )  5 – 14 
1. Introduction 
Caesarean section is the first major operation to prevent childbirth complications from high-risk pregnancy1,2. 
The proportion of child births carried out with Caesarean section continuously increased worldwide.  Reports from 
the United States and around the world have marked a steadily rising Caesarean section rate. Review from several 
studies, the common indications for Caesarean sections are dystocia, fetal distress, breech presentation and repeated 
Caesarean section1. In Thailand, at Bhumibol Adulyadej Hospital, 30% of delivery is Caesarean section and 
indication for Caesarean section from Cephalopelvic disproportion is 5-7% and 8.8% at Lamphun Hospital1,3.  
Medical domain in The Royal Thai College of Obstetricians and Gynecologist, there are three criterion to 
describe the Caesarean section due to cephalopelvic disproportion as : (1) Cervical dilatation at least 4 cm and 
effacement at least 80% at the time of diagnosis. (2) Regular uterine contraction for at least 2 hours before the time 
of decision-making. (3) Abnormal partograph, such as protraction disorders or arrest disorders or second stage 
disorders3,4. However, those criterion was determined a delivery route in the intrapartum period (occurring during 
labor and delivery), consequence, the urgent detection lead to hazard in Caesarean delivery.  
Focusing on one of the major problem of Caesarean indications, which is cephalopelvic disproportion. It has 
been proposed to restrict Caesarean deliveries to cases of true cephalopelvic disproportion, with symptoms such as 
advanced cervical dilation and adequate uterine contractions combined with molding and arrest of the fetal head. 
These criteria determine a delivery route in the intrapartum period (during labour and delivery), but their detection 
may lead to hazards in Caesarean delivery. Therefore, radiographic pelvimetry is carried out in these cases. 
Unfortunately, measuring the pelvic dimensions to diagnose cephalopelvic disproportion and predict labour 
outcome is of limited value5. 
According to current medical management, tend to detect symptoms of a disease rather than eliminate it. Even 
though medical services are generally available in rural areas in Thailand, medical experts or specialists, medical 
facilities, and services remain insufficient. Therefore, to reduce the hazardous complications, it would be beneficial 
if physicians could determine Cephalopelvic disproportion before it occurred and then, transfer any patients from 
insufficient hospitals to the sufficient one in order to prevent the hazard outcome.   
Data mining is a step of the process of knowledge discovery from data where intelligent techniques are applied 
to find patterns from large amount of data storing in viz. databases, data warehouse6.There are many researches 
generate data mining systems in variety application fields, viz. electronic commerce, engineering, biology and 
medicine. This work emphasis in medical area, there are many applications utilising data mining methods viz. 
classification and prediction methods for medical diagnosis.   
To handle above mentioned issues, in this paper, we employ a modified nearest neighbor analysis with two 
determined distances: Dmin and Dmax. Dmin, is set to identify the closest neighbors, and Dmax is defined to identify the 
farthest neighbors. This proposed work is effective to facilitate individual patient approximating the risk of 
cephalopelvic disproportion based on their own medical history, physical examination by physicians, and other 
similar patients.   
The remainder of this paper is organised as follows. Section 2 provides a literature review on related works with 
respect to medical predictions, traditional clustering concepts and algorithms employed to create models with a 
modified nearest neighbor. In Section 3 the proposed algorithm is presented in detail and elaborated the medical 
diagnosis based on CPD-NN. The evaluation and experimental analysis are given in Section 4, and a conclusion is 
drawn as well as topics for future work is indicated in Section 5. 
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2. Literature review 
In this section, we shall review the current researches on three areas related to this study, viz. medical diagnosis 
by data mining, clustering techniques, and similarity measures, applied in modified nearest neighbour algorithm and 
medical prediction. 
2.1 Medical diagnosis by data mining 
The development of information systems to predict the risk associated with individual diseases has been a topic 
of many researches for some decades.  
Tsipouras et al.7 proposed a decision support system utilising a novel data-driven methodology for the diagnosis 
of coronary artery disease (CAD). A novel methodology consists of four stages: a decision tree induction, a rule-
based classifier creation, a fuzzy model development, and a global optimisation technique utilised on the parameters 
of the fuzzy model. The main contribution of this work is transformation of a crisp model into a fuzzy model and its 
parameters optimised. The result shows that the proposed methodology improves 15% of the accuracy of prediction 
than several existing computer-aided diagnosis methodologies.   
 Karaolis et al.8 developed a data-mining system by utilising the C4.5 decision tree algorithm applied in the 
coronary heart disease (CHD). It is to evaluate risk factors in order to reduce the disease events that investigated 
myocardial infarction (MI), percutaneous coronary intervention (PCI), and coronary artery bypass graft surgery 
(CABG). The most important risk factors are extracted from the classification rule analysis, which were smoking, 
blood pressure, and cholesterol. Therefore, to reduce the disease events, a suit control of these factors may be 
further organised. Extracting data utilising association rule algorithms, however, tend to produce too many 
redundant rules that requires more space to place them. 
For the diagnosis of diabetes, Barakat et al.9 utilised support vector machines (SVM), in which they are kinds of 
data mining and machine learning methods, to create model for a classification decision. SVM provides black box 
model, which is difficult for human understanding (interpretability). Hence, two techniques for rule extraction are 
deployed to the SVM black box for more interpretability. Results obtained from the proposed model applying on a 
real-life dataset outperform other existing techniques in term of the prediction accuracy. 
Due to the limitation of predicting diseases based on specific-domain problem, which is limited on storage of 
large databases, Isola et al.10 facilitated doctors or practitioners by a proposed system. It utilises data mining and 
machine learning techniques. The system builds on a service-oriented architecture combining many features as 
following techniques: k-nearest neighbor (k-NN) for matching patterns to present the most suitable feature, 
performing differential diagnosis by a Hopfield network, and assigning weights by Large Memory Storage and 
Retrieval (LAMSTER). The proposed system yields results higher speed and accuracy than utilising by Baysian 
Classification, Hebbian Leaning and Back propagation. 
 Previously mentioned researches, all of them are focusing on the accuracy of prediction, which are referred to 
the disease diagnosis. Due to the medical care, the patients’ care histories are necessary to be analysed for 
diagnosing disease, as well as the nearest medical patterns of patients could be, however, considered too. They are 
to improve the accuracy of prediction.  
 In this paper, risk for Caesarean section due to cephalopelvic disproportion is focused. A modified nearest 
neighbor analysis of patients is applied in order to detect the symptoms, which is called CPD-NN algorithm. 
 
2.2 Traditional clustering concept 
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Clustering has successfully been used in several exploratory pattern analyses, in data mining, machine learning 
and in pattern classifications11. The effect of clustering is that objects are grouped in such a way that the values of 
variables within the same cluster have high similarity to one another, but are very dissimilar to the variables’ values 
in other clusters. For our proposed work, the CPD-NN algorithm creates a model that clustering is an intermediate 
step. The clusters generated by clustering algorithms are used for further analyses and prediction purposes. There 
are several simple-existing clustering algorithms such as k-Means clustering and k-nearest neighbours (k-NN)6,11.  
k-Means consists of the following steps.  
Step1: Initialise randomly k clusters from the dataset. Step2: Vectors from the dataset are assigned to clusters based 
on the similarity between cluster centres and the vectors. 
Step3: Iteratively process cluster re-assignments until convergence is reached. Generally, the Euclidean distance is 
used to calculate the similarity values.  
Step4: If a convergence criterion is not met, go to Step 2. 
 
k-NN consists of two steps.  
Step1: Initialise the training dataset. 
Step2: Determine the neighbourhood of an interested object in the training data to which the interested object 
belongs. The majority class of the closest k neighbours is assigned to the new object. 
 
2.3 Similarity measures 
Distance measures between feature vectors describing object characteristics constitute the core element of 
classification and clustering algorithms as employed in data mining and machine learning.       
In our experimental comparison below, a modified k-NN is used as part of model creations, as they are the 
simplest methods for pattern classification based on similarity measurement. There are many ways to measure 
similarity and dissimilarity between objects based on feature types or quantitative, ordinal, binary and nominal 
variables. In this paper, we focus on quantitative variables, which are the Manhattan distance (city block), Euclidean 
distance, cosine similarity and correlation. 
The difference between them is described in mathematical terms as follow6,11. 
The  jthobject is specified by an attribute vector  
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Then, between two patterns jx  and  sx , the city block ( Cdist )
10,27 is:  
sjC xxsj  ),(dist  (3) 
the Euclidean distance ( Edist ) is: 
2
),( sjE xxsj  dist  (4) 
the cosine similarity is defined as: 
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as well as, the correlation coefficient  ( corr ) is defined as: 
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The jx V and sx V are the standard deviation of the data set jx and sx  respectively. 
To cope with high prediction quality (accuracy), this work proposesthe CPD-NN algorithm, this is utilised in a 
medical diagnosis with input patterns defined by medical records of pregnant women. The algorithm aims to 
estimate in advance the risk incurred by normal childbirth or delivery with Caesarean section due to cephalopelvic 
disproportion instead of determining a delivery route not until or during labour. This approach underlines the key 
idea of k-NN. To investigate the efficiency and accuracy of symptoms prediction, this work is also simulated in 
different kinds of similarity measures, which are the Manhattan distance (city block), Euclidean distance, cosine 
similarity and correlation. 
3. Applying nearest neighbor analysis for Caesarean section diagnosis 
This section explains in detail the CPD-NN algorithm, its concepts and its structure. The algorithm CPD-NN to 
be developed is to create a model in form of a cluster set from medical history data, with each cluster representing a 
group of similar medical patterns. The nearest medical patterns of patients are analysed to diagnose. To determine a 
group of similar medical patterns, the threshold distance Dminis set to identify the closest medical patterns. Dmax is 
defined to identify the farthest medical patterns. 
3.1 Structure of the CPD-NN algorithm 
The CPD-NN algorithm has four major steps for predicting Caesarean section due to cephalopelvic 
disproportion (CPD). First, medical patterns of pregnant women are acquired.  Some features of patterns are 
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selected by experts, who are physicians, and then the modified nearest neighbour analysis is applied for classifying 
the medical patterns in order to predict the risk to CPD. Finally, the probability analysis is deployed to estimate the 
Caesarean section.  
 
3.2Detail of CPD-NN algorithm 
The steps of CPD-NN algorithm are presented in detail as follows. 
Step0:  Initial phase 
 - Input a set of training medical pattern 
 - Estimate the number of training medical pattern (n) 
 - Set the threshold distance (0<Dmin< 1), to identify the closest medical patterns (the closest neighbors). 
- Set the radius of cluster, which is defined by the distance (0<Dmax<1) in order to identify the farthest 
medical patterns (the farthest neighbors). Hence, neighbors are located within the cluster. 
Step1: Distance measure phase (0<Di<1) 
- Input a set of test medical patterns 
- Calculate the distance (Di) between a test medical pattern (i) and all training medical patterns 
- Determine the nearest neighbor, and the farthest neighbors, who areconsidered based on Dmin and Dmax. 
The ‘k’ nearest neighbors are located within the cluster between Dmin and Dmax, then ‘k’ is dynamic.   
Step2: Predicting phase 
 - Collect the targets of the ‘k’ nearest neighbors, which are located within the specified area of cluster 
- Estimate the target of test medical patterns by using probability analysis among collected targets of ‘k’ 
nearest neighbors 
-  Assign a target to the test medical patterns (i) by using majority of closest neighbors estimated target 
probability 
 ■ 
4. Evaluation and experimental analysis 
To demonstrate the CPD-NN algorithm's applicability to real-world datasets, we first compare prediction 
accuracy among similarity measurements with different rules applied in the ordinary k-NN clustering algorithm, and 
then, we investigate the accuracy of prediction by comparing them with the CPD-NN algorithm. 
4.1 Experimental set-up 
The medical dataset used comprises 802 cases of pregnant women who delivered in a public hospital in Thailand 
between 1 July 2005 and 31 May 2007. It contains two equally sized groups, namely 401 women who delivered by 
Caesarean section due to cephalopelvic disproportion, and 401 women delivered normally during the same period. 
Attributes in the dataset relevant for consideration by the proposed algorithm were selected by experts, which are 
nine attributes, viz. Maternal Age, Nulliparous parity, Gravidity, Pre-pregnancy Weight, Weight, Maternal Height, 
Pre-pregnancy BMI, BMI before Delivery and Fundal Height.  
In order to make different dataset comparable, they need to be brought to a common scale by min-max 
normalisation12 calculated by   minmax
minvalue

 . 
4.2 Evaluation measurement 
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Since the proposed algorithm should not only be concerned with the correctness of assigning a patient to the 
Caesarean sections due to Cephalopelvic disproportion (CPD class), but also to the normal delivery (NL class), the 
evaluation performances of both classes (CPD/NL) are significant. This means that we want to see how well the 
CPD-NN algorithm can make predictions both CPD and NL. Therefore, to evaluate the quality of CPD-NN 
algorithm, we use the criteria sensitivity, specification, and accuracy, which are determined values in detailed 
below6.  
The evaluation measurement for assignment of patients to the classes CPD and NL both by diagnoses carried out 
by physicians and by a modified nearest neighbour analysis, respectively, are shown. The matrix contains the 
cardinalities of the sets of patients with the four different combinations of diagnoses/prediction, which are TP=True 
positive, FP=False positive, FN=False negative, and TN= True negative. Now, we can define Sensitivity and 
Specificity as: 
FNTP
TPySensitivit   (7) 
FPTN
TNySpecificit   (8) 
As well as, accuracy of prediction is defined as the following function of sensitivity and specificity: 
100)( u
 
FNTNFPTP
TNTPAccuracy  (9) 
4.3 Simulation results 
In this section, the CPD-NN algorithm is evaluated in the prediction accuracy by using the real datasets of 
pregnant women.  Herein, the simulations are tested in several numbers of training cases and test cases. As well as, 
cases will be selected randomly to be the training cases and test cases.  
First, the ordinary k-nearest neighbor algorithm is applied for predicting the Caesarean sections with various 
similarity measures, different rules, and varied size of ‘k’. Secondly, the CPD-NN algorithm is utilised to diagnose 
CPD, however, simulated with various similarity measures too. 
 
1.  Applying ordinary k-nearest neighbors algorithm for diagnosing CPD:  
The results are presented in Table 1.  The highest accuracy is around 75% when applying 400 training cases, 402 
test cases with the nearest rule, Manhattan distance (city box) and the size of ‘k’ is 25% of training cases.  
 
2. Applying the CPD-NN algorithm for diagnosing CPD:  
In this simulation, Dmin is defined to 0.1, Dmax is varied from 0.3 to 0.9 and the nearest rule is utilised, which are 
given from experiments. Herein, the simulation results are illustrated in Table 2 and 3. Table 2 shows that applying 
100 training cases, 702 test cases with Euclidean distance, cosine similarity, and correlation are 90%-100% of 
prediction accuracy, otherwise less than 90% by using Manhattan distance with Dmax<0.7.  On the other hand, Table 
3 presents the prediction accuracy when applying 400 training cases and 402 test cases. The result shows that 
prediction accuracy is 100 % when cosine similarity and correlation are applied with ‘k’ ≈ 5.  
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From these simulations, they conclude that the prediction accuracy is related to ‘k’ value and Dmax. If Dmax and 
‘k’ value are increased, then the prediction accuracy is also increased. As well as, if the number of training cases is 
increased then the ‘k’ value will be decreased. 
 
 
Table 1.The highest accuracy: applying ordinary k-nearest neighbors algorithm for diagnosing CPD 
 
# Training 
Cases Distance Measure Rule Size of ‘k’ (%) Accuracy 
100 City block Nearest,  Random 5 66.09 
400 City block Nearest 25 74.62 
 
 
 
Table 2.CPD diagnosis by the CPD-NN algorithm in 100-training cases 
 
Distance Measure Dmax Accuracy Average ‘k’ Sensitivity Specificity 
Euclidean 
0.3 92.29 6.99 1 0.83 
0.5 99.50 18.22 1 0.98 
0.7 100.00 19.75 1 1 
0.9 100.00 19.92 1 1 
City block 
0.3 59.20 0.126 1 0.10 
0.5 77.61 1.42 1 0.50 
0.7 91.29 6.22 1 0.80 
0.9 97.76 12.69 1 0.95 
Cosine 
0.3 100.00 20 1 1 
0.5 100.00 20 1 1 
0.7 100.00 20 1 1 
0.9 100.00 20 1 1 
Correlation 
0.3 100.00 19.64 1 1 
0.5 100.00 19.95 1 1 
0.7 100.00 20 1 1 
0.9 100.00 20 1 1 
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Table 3. CPD diagnosis by the CPD-NN algorithm in 400-training cases 
 
Distance Measure Dmax Accuracy Average ‘k’ Sensitivity Specificity 
Euclidean 
0.3 63.96 1.62 1 0.62 
0.5 98.43 4.53 1 0.96 
0.7 99.85 4.92 1 1 
0.9 100 4.98 1 1 
City block 
0.3 51.28 0.03 1 0.02 
0.5 61.82 0.34 1 0.23 
0.7 80.34 1.48 1 0.60 
0.9 92.00 3.14 1 0.84 
Cosine 
0.3 100 5 1 1 
0.5 100 5 1 1 
0.7 100 5 1 1 
0.9 100 5 1 1 
Correlation 
0.3 100 4.90 1 1 
0.5 100 4.99 1 1 
0.7 100 5 1 1 
0.9 100 5 1 1 
 
5. Conclusion and Future Work  
We proposed a modified k-nearest neighbors algorithm, which is called CPD-NN algorithm, in order to diagnose 
the Caesarean sections due to Cephalopelvic disproportion (CPD). The CPD-NN algorithm employs the threshold 
distance Dmin and Dmax to identify the specified area for “k” nearest neighbors. It means that “k” value, here, is 
dynamical relating to Dmin and Dmax. From the simulations, the CPD-NN algorithm shows high diagnosis 
performances, not only prediction accuracy but also sensitivity and specificity. To increase the effectiveness of 
diagnosis, the evidence-based medical diagnosis will be considered in the future work.  
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