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The traditional Gaussian basis sets used in modern quantum chemistry lack an electron-nuclear cusp, and hence
struggle to accurately describe core electron properties. A recently introduced novel type of basis set, mixed ramp-
Gaussians, introduce a new primitive function called a ramp function which addresses this issue.
This paper introduces three new mixed ramp-Gaussian basis sets - STO-R, STO-RG and STO-R2G, made from a
linear combination of ramp and Gaussian primitive functions - which are derived from the single-core-zeta Slater basis
sets for the elements Li to Ne. This derivation is done in an analogous fashion to the famous STO-nG basis sets. The
STO-RG basis functions are found to outperform the STO-3G basis functions and STO-R2G outperforms STO-6G,
both in terms of wavefunction fit and other key quantities such as the one-electron energy and the electron-nuclear
cusp.
The second part of this paper performs preparatory investigations into how standard all-Gaussian basis sets can be
converted to ramp-Gaussian basis sets through modifying the core basis functions. Using a test case of the 6-31G basis
set for carbon, we determined that the second Gaussian primitive is less important when fitting a ramp-Gaussian core
basis function directly to an all-Gaussian core basis function than when fitting to a Slater basis function. Further, we
identified the basis sets that are single-core-zeta and thus should be most straightforward to convert to mixed ramp-
Gaussian basis sets in the future.
I. INTRODUCTION
Over the last half century, computational chemistry has
grown from a fringe research area to an important component
of almost all chemical research. Chemists can now routinely
model structure1, thermochemistry2,3 and reactivity4 of chem-
ical compounds. As acknowledged by Pople’s 1998 Nobel
Prize5, this success can be largely attributed to the computa-
tionally time efficient way in which Gaussian basis functions
model valence electrons, alongside density functional theory6
as a computationally inexpensive but accurate method of ap-
proximating the Schrödinger equation.
Even though chemical structure and reactivity is mainly
dependent on valence electrons7, many important spectro-
scopic properties are dependent on core electrons. These
properties include nuclear magnetic resonance (NMR)8 chem-
ical shifts9,10 and spin-spin couplings11, electron paramagen-
tic resonance (EPR) spectroscopy and hyperfine couplings12,
Auger13 and Mössbauer spectroscopy14 and all interactions of
molecules with X-rays15–17.
The quality of a computational chemistry description of the
valence and core electron region depends on the choice of ba-
sis set. Mathematically, molecular orbitals, φ , are described
as a linear combination of basis functions, χ , i.e.
φ =
M
∑
i
kiχi (1)
where the coefficients ki represent the contribution of each ba-
sis function in the molecular orbital representation and are de-
a)Electronic mail: l.mckemmish@unsw.edu.au
TABLE I: Three key types of basis functions, and notation
used in this work.
Type Radial Var. General `,m `= 0
Slater Zeff S SZeff`m S SZeff
Gaussian α G Gα`m s sα
Ramp n R Rn`m S Sn
termined by solving the Hartree-Fock or Density Functional
Theory (DFT) equations. The selection of these basis func-
tions is crucial, as their behaviour must efficiently and effec-
tively represent the electron distribution and hence accurately
determine the investigated molecular properties18. Generally,
basis functions, χi, can be comprised of one or more prim-
itive basis functions, e.g. the contracted core basis function
in the 6-31G basis set contains six primitive Gaussian basis
functions.
This paper considers three types of basis functions in depth
- Slaters, Gaussians and ramps. Relevant notation for each of
these basis function types is given in Table I, with different
notation for the generic function (S ,G ,R) and the s-radial
component (S,s,S). Though in principle a contracted core ba-
sis function could be a linear combination of any or all of these
three types of basis functions, in practice we only consider
contracted basis functions with a single type of basis function
or with a single ramp and Gaussians, e.g. c1Sn+c2sα1 +c3sα2 .
The earliest basis sets utilised hydrogenic orbitals as ba-
sis functions; these are known as Slater functions19 (denoted
herein by S ). The Slater function with angular momentum
quantum numbers ` and m and exponent α has the mathemat-
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2FIG. 1: Single Slater, Gaussian and ramp wavefunctions for
modelling the C5+ wavefunction.
ical form
Sα`m(r) = NSα`mY`m(θ ,φ)r
`e−αr (2)
with a normalisation factor NSα`m given by
NSα`m = (2α)
`
√
2α
(2`)!
(3)
where Y`m(θ ,φ) is a spherical harmonic function. Slater func-
tions are very efficient at describing electron density, mean-
ing that few basis functions are needed for accurate descrip-
tion of molecular systems. However, almost 70 years of re-
search (e.g.20–24) has failed to find efficient methods of calcu-
lating the two-electron multi-centre integrals that arise when
using Slater functions for quantum chemistry computations25.
These integral difficulties mean that today Slater functions are
restricted to non-mainstream programs such as Amsterdam
Density Functional (ADF)26, though notably these programs
are still used for applications like predicting NMR spectral
parameters.
In 1950, Boys27 proposed the use of Gaussian functions as
atomic basis functions for quantum chemistry and the foun-
dation of modern quantum chemistry was established. Math-
ematically, the Gaussian basis function, denoted herein by G ,
with exponent α and angular momentum quantum numbers `
and m is given by
Gα`m(r) = NGα`mY`m(θ ,φ)r
`e−αr
2
, (4)
where NGα`m, the normalisation factor, has the mathematical
form
NGα`m =
√
(`+1)!(8α)`+3/2
(2`+2)!
√
pi
(5)
These Gaussian functions are sub-optimal for modelling elec-
tron wavefunctions as they (1) lack an electron-nuclear cusp,
i.e. for Gaussian functions dχdr
∣∣
r=0 = 0, as shown visually in
Figure 1 and (2) decay too rapidly at large r. These deficien-
cies means that per basis function Gaussian functions have in-
ferior performance than to Slater functions28. Nevertheless,
the ease of computing two-electron integrals29 means that
Gaussian basis functions are overwhelming utilised through-
out modern quantum chemistry for molecular systems.
The first popular Gaussian-type basis sets were the STO-
nG basis sets30, developed by fitting a Slater function as
a sum of n Gaussians-type functions by maximises the
overlap (i.e. minimising 1− 〈S |G 〉) between both func-
tions. Gaussian basis functions proved so useful28 that sub-
sequently a large number of all-Gaussian basis sets were de-
veloped, from the famous Pople style basis sets such, as
STO-nG and 6-31G31–35, to more modern families like the
Dunning36–38 and Jensen9–11,17,39,40 basis sets. The range
of atomic-centred Gaussian basis sets have been reviewed
extensively41,42 with most popular basis sets available online
at Basis Set Exchange43,44.
Recently45, it was shown that the inability of Gaussian basis
functions to model nuclear-electron cusps was more signifi-
cant in reducing their accuracy than their incorrect long-range
decay. This effect can be seen by examining the breakdown
of number of primitive Gaussian functions used in typical all-
Gaussian basis sets; even those designed to model valence
chemistry (such as the extremely popular Pople basis set 6-
31G*33) use at least six primitive Gaussian basis functions in
the core region (with very high exponents).
When describing core-dependent properties computation-
ally, all-Gaussian basis sets with a large number of partially
or fully uncontracted s-primitives basis functions have been
developed9,11,17,46,47. Nevertheless, currently these basis sets
must still rely on Gaussian-type functions or forfeit computa-
tional efficiency.
Alternatives to specialised all-Gaussian basis sets include
numerical atomic orbitals (NAOs) with flexible shape and
correct near core behaviour48. Calculations have been per-
formed for molecular systems with more than 1000 atoms48
with the general purpose NAO-VCC-nZ basis sets49 and the
specialised NAO-J-n basis sets48. NMR chemical shifts calcu-
lated using the general-purpose NAO-VCC-nZ basis set con-
verged much more quickly to the basis set limit than general-
purpose all-Gaussian basis sets, at approximately the same
rate as the specialised Jensen pcS-n basis set. The NAO-J-n
basis set has similar convergence properties to the analogous
specialised Jensen pcJ-n basis sets48.
In 2014, McKemmish et. al.50 proposed a fundamentally
new type of basis set, named mixed ramp-Gaussian basis
sets, that have the potential to revolutionise our ability to
computationally model core-electrons. These basis sets re-
tain Gaussians to describe the valence electron distribution,
but use a new type of basis function, the ramp (denoted by
R)51,52, which has an electron-nuclear cusp, to describe the
core-electron distribution. A ramp function with degree n and
angular momentum quantum numbers ` and m is defined by
Rn`m(r) =

NRn`mY`m(θ ,φ)r
`(1− r)n : r ≤ 1
0 : r > 1
(6)
3where NRn`m is the normalisation factor given by
NRn`m =
√
(2n+2`+3)!
(2n)!(2`+2)!
(7)
where n is the degree of the ramp, not the principal quan-
tum number. The support of the function is chosen as 1 Bohr
because this enables two-centre ramp-ramp shell pairs to be
avoided in most practical calculations (as bond lengths be-
tween non-hydrogen atoms are typically greater than 2 Bohr).
This choice dramatically decreases the complexity of the two-
electron integrals and enables calculation times with ramp-
Gaussian basis sets to be competitive with all-Gaussian basis
sets53. In this paper, the degree of the ramp, n, is constrained
to be an integer, as this makes two-electron integrals easier
and avoids unbound derivatives at r = 1 Bohr.
As shown in Figure 1, the ramp function has a electron-
nuclear cusp, as it has a discontinuous first derivative at r =
0, allowing these functions to more accurately describe the
behaviour of electrons at and near the nucleus.
The mixed ramp-Gaussian basis set R-31G had been de-
veloped by fitting the six-fold contracted core basis functions
(G ) in 6-31G, with two-fold contracted core basis functions
(RG ) in R-31G, one ramp and one Gaussian by minimis-
ing 〈RG 2−G 2|RG 2−G 2〉. The R-31G basis set has been
demonstrated to deliver cc-pVQZ quality results for the elec-
tron density at the nuclus despite its small size54. Further-
more, an initial implementation has shown that integrals for
mixed ramp-Gaussian basis sets can be evaluated in compara-
ble times to all-Gaussian basis sets, using a series of effective
evaluation techniques described in53.
To realise the benefits of these new types of basis sets, we
need to specify the parameters of a variety of mixed ramp-
Gaussian basis sets of different sizes and to model different
properties. A full optimisation of these basis set parameters
will be time consuming, so it is useful to start by "rampifica-
tion" of pre-existing basis sets, ie. replacing (or rampifying)
the existing core basis functions of the parent basis set with a
mixed ramp-Gaussian basis function whilst retaining existing
all-Gaussian valence basis functions.
In Section II, we develop the STO-RnG basis sets for Li-
Ne by rampifying a STO core basis function whilst adopting
the STO-(n+ 4)G valence basis functions. We consider the
best metric to use when rampifying basis functions, and the
influence of n on the basis set quality.
In Section III, we turn our attention to preparing for the
rampification of all-Gaussian basis sets. The pre-existing R-
31G basis set is compared against the novel R2-31G, STO-
RG and STO-R2G basis set to explore the generality of the
mixed ramp-Gaussian core basis function parameters. Fur-
ther, we categorise common general-purpose and specialised
all-Gaussian basis sets as single-core-zeta or multiple-core-
zeta based on the relative contribution of the s basis functions
to the 1s orbital in the neutral carbon atom and the similarity
of the basis functions to S5.67.
II. FITTING SLATER FUNCTIONS WITH MIXED
RAMP-GAUSSIAN FUNCTIONS
This section focuses on the creation of ramp and mixed
ramp-Gaussian basis functions derived from the single-zeta
Slater basis set for Li to Ne. The parameters for the derived
basis functions are determined by minimising the difference
between the S and RG core basis functions. The parame-
ters are heavily dependent on the metric used in the fitting and
hence we consider three potential metrics.
A. Fitting metric
When fitting one new basis function, A, against an existing
basis function, B, there are three metrics we consider in this
paper:
Metric 1: Minimising L1 =
〈
A2−B2 ∣∣A2−B2〉, as used for
developing R-31G50;
Metric 2: Minimising L2 = 1−|〈A |B〉 |, equivalent to min-
imising 〈A−B |A−B〉 as used for developing STO-
3G30;
Metric 3: MinimisingL3 =
∫ |A2−B2|dr.
To investigate the characteristics of the fit preferred by each
metric, we used each to fit a normalised mixed ramp-Gaussian
function c1Sn + c2sα to the Slater function SZeff . This was
done for carbon (Zeff = 5.67) and chlorine (Zeff = 16.43). The
fit parameters and several key basis function properties are
shown in Table II. Figure 2 visually shows the error in the
wavefunction itself and the error in the probability density
from mixed ramp-Gaussian approximations to the carbon (a,c)
and chlorine (b,d) Slater basis functions.
For both carbon and chlorine, all metrics gave an optimal
ramp degree n = dZeffe+ 1. However, the coefficients and
Gaussian exponent varied between the three metrics with met-
rics 1 and 3 produced similar fit parameters, but metric 2 giv-
ing smaller Gaussian exponents with a slightly smaller contri-
bution to the basis function.
We can compare the three fits by considering the value of all
three metrics for each of the three fits, as shown in columns 6
to 8 of Table II. It is evident that fitting to metrics 1 and 3 give
comparable results while metric 2 is an outlier. In particular,
when the ramp Gaussian is fitted using metric 2, theL1 value
is large.
in Table II columns 9 to 11, we explore other properties of
the core basis function to assess the quality of a particular fit.
These properties are:
1. χ(0), the value of the function at the origin
2. χ
′(r)
χ(r)
∣∣∣
r=0
, the value of the cusp at the origin
3. E(χ1) =
〈
χ1
∣∣∣−Zeffr − ∇22 ∣∣∣χ1〉, the energy of the hydro-
genic atom with nuclear charge Zeff as calculated only
using the tightest basis function, χ1.
4TABLE II: Fit parameters and fit quality for c1Sn+ c2sα basis function fit to S5.67 and S16.43 using metrics 1, 2 and 3 (see text
for definitions). L1,L2 andL3 are the residuals calculated using each metric between the fitted ramp-Gaussian function and
the original Slater function. ∆χ(0) is the value of the fitted ramp-Gaussian function at the nucleus minus the value of the
original Slater function at the nucleus. χ
′(r)
χ(r)
∣∣∣
r=0
is the cusp of the fitted ramp-Gaussian function minus the cusp of the original
Slater function. ∆E(χ1) is the energy of the hydrogenic atom with nuclear charge Zeff as calculated by the fitted ramp-Gaussian
function minus the true energy, and is given by ∆E(χ1) =
〈
χ1
∣∣∣−Zeffr − ∇22 ∣∣∣χ1〉+ Z2eff2 .
Fit Parameters Fit Quality
Fitting metric c1 n c2 α 1000L1 1000L2 1000L3 ∆χ(0) ∆
χ ′(r)
χ(r)
∣∣∣
r=0
∆E(χ1)
Fit to Carbon 1s basis function, S5.67
metric 1,L1 0.4938827 7 0.2974791 4.897 0.375 0.887 21.354 −0.049 0.075 0.032
metric 2,L2 0.5327114 7 0.2847065 4.284 10.698 0.374 30.374 −0.360 0.286 0.033
metric 3,L3 0.5091347 7 0.2916348 4.725 2.437 0.664 17.474 −0.181 0.153 0.026
Fit to Chlorine 1s basis function, S16.43
metric 1,L1 0.7473719 18 0.1485103 32.853 3.796 0.399 13.578 −0.195 0.207 0.115
metric 2,L2 0.7791494 18 0.1375546 26.573 99.554 0.090 16.860 −1.079 0.518 0.075
metric 3,L3 0.7513549 18 0.1465900 32.549 6.567 0.382 12.337 −0.325 0.239 0.107
(a) (a) ∆χ1, Zeff = 5.67, i.e. Carbon (b) (b) ∆χ1, Zeff = 16.43, i.e. Chlorine
(c) (c) ∆4pir2(χ21 ), Zeff = 5.67, i.e. Carbon (d) (d) ∆4pir
2(χ21 ), Zeff = 16.43, i.e. Chlorine
FIG. 2: Difference in the wavefunction (a, b) and probability density (c,d) between the original Slater function and a
ramp-Gaussian function optimised using three different metrics (see text, section 2.1).
5The signed error in these properties, calculated as the value
based on the fitted ramp-Gaussian approximate function mi-
nus the Slater function, is given in Table II.
Table II shows that, regardless of the choice of metric, all
fitted ramp-Gaussian functions have a smaller electron density
at the nucleus and a slightly sharper cusp than the true Slater
function. The fits obtained using metric 2 has higher errors in
these core properties than metrics 1 and 3, with metric 1 fit
giving slightly superior performance. Further, as known from
the variational principle, the approximate hydrogenic energy
is higher than the exact energy, but there seems to be no mean-
ingful pattern on which metric gives the lowest error in energy
within the carbon and chlorine fits.
Figure 2 shows that fits from metric 2 performs consistently
poorly at modelling both the wavefunction and probability
density and produces the largest errors. Metric 3 is slightly
superior at fitting probability density compared to metric 1,
however the difference in performance becomes much smaller
as Zeff increases.
For describing properties of core electrons (as is the major
goal for new mixed ramp-Gaussian basis sets), modelling the
core region is the most important aspect when deriving the
child basis functions. Hence, we select metric 1 as the way in
which mixed ramp-Gaussian radial functions are fit to a given
core basis function in this paper. These results additionally
justifies the choice of this metric when defining the R-31G
basis set50.
B. Creation of the derived STO-RnG basis sets
The core STO-R basis functions are formed by fitting the
core Slater basis function with a single ramp. Using metric 1
and allowing only integer ramp degrees, a single ramp func-
tion best fit a Slater function with exponent Zeff if the ramp
degree was n = dZeffe− 2, where dxe is the Ceiling function
of x, which gives the smallest integer greater than or equal to
the input.
The core basis functions in the STO-RG basis set have
the form χSTO-RG1 = c1Sn + c2sα1 while STO-R2G core ba-
sis functions have the form χSTO-R2G1 = c1Sn+ c2sα1 + c2sα2 .
The adjustable parameters, c1,c2,n,α1,α2 are determined by
minimising the difference between the normalised χ1 STO-
RnG basis function and the STO basis function for that ele-
ment, as quantified using metric 1. This was done in Wolfram
Mathematica55 using the FindMinimum and NIntegrate
functions. The optimisations were very sensitive to the ini-
tial guess for the parameters, especially for the larger STO-
R2G basis set. Note that one of the coefficients was not fit
in the numerical optimisation, but rather constrained by the
normalisation of the basis function. Further, the Mathematica
command for a global minimisation, NMinimize, was tested
but found to be less reliable than the local minimisation com-
mand, FindMinimum, with a good initial guess.
The optimized parameters of these basis functions are given
in Table III. The robustness of optimisation was tested man-
ually for all basis functions through using different initial
guesses and grid searches when necessary. A ramp de-
FIG. 3: The wavefunction for the STO parent function, and
the STO-nG and STO-RnG child basis functions for carbon.
The top inset is a plot of the difference between STO and
STO-RG, and between STO and STO-R2G. The bottom inset
is a magnified view of the near core region, between 0 and
0.05 Bohr.
gree of n = dZeffe+ 1 was found to give the best fit for
the ramp+Gaussian fit, significantly more than the equiva-
lent value when fitting with a single ramp. Table III shows
a smooth increase in the α values as Zeff increases, as a
tighter Gaussian function is needed to match the increasing
contraction of the Slater function. The Gaussian exponents
and Slater exponent are approximately quadratically related,
i.e. α ∝ Z2eff.
It is illustrative to compare the Gaussian exponents of STO-
RG and STO-R2G to the exponents in the STO-nG basis sets
(sourced from Basis Set Exchange). For STO-RG, the Gaus-
sian exponents are generally between the smallest and sec-
ond smallest exponent of STO-nG, indicating the Gaussian in
STO-RG is modelling the valence region, as expected. Along
the periodic table from Li to Ne, the ratio between the expo-
nent of STO-RG and the smallest Gaussian exponent of STO-
nG becomes smaller as does the relative contribution of the
ramp function to the overall core basis function. These be-
haviours occur because, with a finite range of 0 to 1 Bohr, the
ramp is less able to model the diffuse Li 1s orbitals than the
tighter Ne 1s orbitals. Similar behaviour is observed for STO-
R2G, with the smaller exponent of STO-R2G is generally be-
tween the smallest and second smallest exponent in STO-nG,
and the larger exponent of STO-R2G between the second and
third smallest exponent.
C. Evaluation of the STO-RnG basis sets
A visual representation of the different derived STO-RnG
and STO-nG basis functions compared to the parent STO ba-
sis set for carbon can be seen in Figure 3. The improved mod-
elling of the electron-nuclear cusp with STO-RnG basis sets
over the STO-nG basis sets is clear. The error of the STO-nG
and STO-RnG basis functions against the STO parent basis set
6TABLE III: Parameters of the derived Ramp-Gaussian basis function from the single-zeta Slater basis set for first row
elements; definitions for each parameter are in the text.
STO STO-R STO-RG STO-R2G
Zeff n c1 n c2 α1 c1 n c2 α1 c3 α2
Li 2.69 1 0.2730262 4 0.8163955 1.5260174 0.2610029 4 0.6241182 1.9483467 0.2493602 0.5095018
Be 3.68 2 0.3622451 5 0.7272642 2.4635728 0.3528442 5 0.5377596 3.1099061 0.2286710 1.0311567
B 4.68 3 0.4360307 6 0.6492041 3.5872690 0.4268055 6 0.3706170 4.9726802 0.3077689 2.1117907
C 5.67 4 0.4938827 7 0.5856475 4.8967565 0.4840875 7 0.2280053 7.8274485 0.3833579 3.4418980
N 6.67 5 0.5427120 8 0.5310135 6.4018898 0.5327119 8 0.1608235 11.3434108 0.3944489 4.7879063
O 7.66 6 0.5816852 9 0.4866187 8.1019581 0.5714925 9 0.1263555 15.4878278 0.3839337 6.2174567
F 8.65 7 0.6144118 10 0.4489925 10.0010629 0.6041825 10 0.1066026 20.1492847 0.3656007 7.7584546
Ne 9.64 8 0.6422484 11 0.4167850 12.1005708 0.6320815 11 0.0936413 25.3293875 0.3459006 9.4300199
FIG. 4: The difference in the probability density for the STO
parent function, and the STO-nG and STO-RnG child basis
functions for carbon.
decreases as n increases, as expected. The STO-R is visually a
poor fit, with substantial improvements seen with the addition
of one then two Gaussians.
Figure 4 is the difference in the probability density for the
various core basis functions for carbon compared to the parent
STO basis function. The STO-R basis set performs poorly.
STO-RG visually appears superior to the STO-3G basis set but
poorer than the STO-4G basis set over this domain. The STO-
R2G basis set outperforms the STO-6G basis set. Overall,
the STO-nG all-Gaussian basis sets have larger errors in the
inner core (r < 0.3) but smaller errors in the outer core region
compared to the STO-RnG ramp-Gaussian core functions.
Table IV details the L1 and L2 residuals of the STO-nG
and STO-RnG basis functions when compared to their parent
Slater basis function.
When using metric 1 (the metric used to fit the STO-RnG
basis functions), the STO-R basis functions are much worse
than STO-3G, STO-RG is approximately equivalent to STO-
4G or STO-5G and STO-R2G greatly outperforms even the
STO-6G basis function. Using metric 1 to compare fit qual-
ity for different elements is problematic. We expected the fit
for lithium to be the poorest, due to the issue with the Slater
function extending beyond the domain of the ramp function.
However, theL1 metric is very sensitive to the overall size of
the basis function with more contracted basis functions yield-
ing larger values. Therefore, in all cases L1 increases with
nuclear charge but this cannot be interpreted as a represent-
ing poorer overall fit quality. Nevertheless, it is notable that,
w grthile the STO-nG basis sets have a rapid increase in the
L1 residual as Zeff increases, the L1 residual STO-RnG ba-
sis functions are much more stable for larger Zeff. This result
implies that the quality of the STO-nG fit in the core region
becomes poorer for higher nuclear charge.
The latter half of Table IV shows the residuals when using
metric 2 (the metric used to fit the STO-nG basis functions).
With this L2 metric, the residuals of the STO-nG basis func-
tions are independent of the element, while the STO-RnG ba-
sis function residual decrease as Zeff increases. STO-R2G is
slightly worse than STO-5G quality according to this metric.
The top part of Table V shows the value at the core basis
function at the nucleus for the STO core basis function with
exponent Zeff, and the error of this value for the STO-nG and
STO-RnG basis sets. For the value at the nuclei, only STO-
RG is needed to outperform STO-6G, and the discrepancy for
STO-R2G is almost zero. For STO-R and STO-RG , the er-
ror becomes more negative as Zeff increases; this indicates the
ramp-Gaussian is progressively overshoots the Slater function
at the nucleus more as Zeff increases. STO-R2G improves the
STO-RG results for this metric by about an order of magni-
tude. For the STO-R2G, the ramp-Gaussian overshoots and
then undershoots the true value at the nucleus, with a mini-
mum discrepancy at boron.
The bottom part of Table V shows the energy of a hydro-
genic atom with nuclear charge Zeff as calculated with the
Slater function (i.e. the exact answer) compared to the core
STO-nG and STO-RnG basis function (not the full basis set).
The quality of the energetic description of the STO basis func-
tion by STO-R is extremely poor for all elements, but im-
proves as Zeff increases. Unlike for the value at the nuclei,
the STO-RG basis set is on par with STO-3G and STO-4G in
terms of quality. STO-R2G is comparable with STO-6G for
lithium and outperforms it for heavier elements. This error
for the STO-RnG basis sets depends much less on effective
nuclear charge than the comparable error for the STO-nG ba-
sis sets.
Figure 5 is a visual demonstration and extension of the data
7TABLE IV: Value of fitting metricsL1 andL2 for STO-nG and STO-RnG core χ1 basis function compared to the parent
Slater basis function.
Zeff STO-3G STO-4G STO-5G STO-6G STO-R STO-RG STO-R2G
STO-RnG fitting metric: 1000L1 = 1000〈χ21 −S2Zeff |χ21 −S2Zeff〉
Li 2.69 1.968 0.300 0.052 0.010 82.969 0.256 0.005
Be 3.68 5.038 0.768 0.134 0.026 95.145 0.227 0.000
B 4.68 10.362 1.579 0.275 0.054 113.293 0.273 0.000
C 5.67 18.426 2.808 0.489 0.095 128.221 0.375 0.001
N 6.67 29.996 4.572 0.797 0.155 147.195 0.497 0.002
O 7.66 45.434 6.924 1.207 0.235 160.874 0.656 0.002
F 8.65 65.424 9.971 1.738 0.338 173.528 0.837 0.003
Ne 9.64 90.557 13.801 2.405 0.468 185.177 1.038 0.003
STO-nG fitting metric: 1000L2 = 1000(1−〈χ1|S2Zeff〉)
Li 2.69 1.653 0.219 0.034 0.006 68.788 3.830 0.164
Be 3.68 1.653 0.219 0.034 0.006 30.539 1.918 0.011
B 4.68 1.653 0.219 0.034 0.006 16.719 1.188 0.027
C 5.67 1.653 0.219 0.034 0.006 10.556 0.887 0.055
N 6.67 1.653 0.219 0.034 0.006 7.190 0.721 0.053
O 7.66 1.653 0.219 0.034 0.006 5.259 0.632 0.047
F 8.65 1.653 0.219 0.034 0.006 4.023 0.572 0.041
Ne 9.64 1.653 0.219 0.034 0.006 3.183 0.526 0.037
TABLE V: Value of key properties for the core χ1s basis function of the minimal STO basis set, and the errors obtained using
STO-nG and STO-RnG approximations to these core χ1 basis functions (Error = Approximate value - Exact value).
Zeff STO ∆ STO-3G ∆ STO-4G ∆ STO-5G ∆ STO-6G ∆ STO-R ∆ STO-RG ∆ STO-R2G
Value at nuclei: χ1(r = 0)
Li 2.69 2.489 −0.482 −0.316 −0.215 −0.150 −0.944 +0.023 −0.010
Be 3.68 3.983 −0.771 −0.505 −0.344 −0.241 −1.092 +0.030 −0.003
B 4.68 5.712 −1.106 −0.725 −0.493 −0.345 −1.234 +0.038 +0.000
C 5.67 7.617 −1.474 −0.966 −0.657 −0.460 −1.341 +0.049 +0.001
N 6.67 9.719 −1.881 −1.233 −0.839 −0.587 −1.456 +0.059 +0.002
O 7.66 11.961 −2.315 −1.518 −1.032 −0.722 −1.539 +0.069 +0.003
F 8.65 14.353 −2.778 −1.821 −1.238 −0.867 −1.612 +0.080 +0.004
Ne 9.64 16.887 −3.269 −2.142 −1.457 −1.020 −1.677 +0.090 +0.005
One-electron energy: E(χ1) =
〈
χ1
∣∣∣− Zeffr − ∇22 ∣∣∣χ1〉
Li 2.69 −3.618 0.037 +0.011 +0.004 +0.001 +1.893 +0.037 +0.002
Be 3.68 −6.771 +0.069 +0.021 +0.007 +0.002 +0.891 +0.031 +0.000
B 4.68 −10.951 +0.112 +0.033 +0.011 +0.004 +0.691 +0.030 +0.001
C 5.67 −16.074 +0.164 +0.049 +0.016 +0.006 +0.604 +0.032 +0.002
N 6.67 −22.244 +0.227 +0.068 +0.022 +0.008 +0.556 +0.035 +0.003
O 7.66 −29.338 +0.299 +0.089 +0.029 +0.010 +0.524 +0.041 +0.003
F 8.65 −37.411 +0.381 +0.114 +0.037 +0.013 +0.502 +0.047 +0.003
Ne 9.64 −46.465 +0.473 +0.141 +0.046 +0.016 +0.485 +0.053 +0.004
8TABLE VI: Electron-nuclear cusp evaluated as χ ′(r)/χ(r)
at r = 0 for the core χ1s basis function of the minimal STO
basis set and the STO-RnG approximations to these
functions. Note that STO-nG core functions all have
χ ′(r) = 0 and are thus not included in this table.
Zeff STO ∆ STO-R ∆ STO-RG ∆ STO-R2G
Electron-nuclear cusp: χ ′(r)/χ(r) at r = 0
Li 2.69 −2.690 +1.690 −0.038 +0.047
Be 3.68 −3.680 +1.680 −0.050 +0.017
B 4.68 −4.680 +1.680 −0.062 +0.008
C 5.67 −5.670 +1.670 −0.075 +0.003
N 6.67 −6.670 +1.670 −0.084 +0.002
O 7.66 −7.660 +1.660 −0.094 −0.001
F 8.65 −8.650 +1.650 −0.103 −0.003
Ne 9.64 −9.640 +1.640 −0.111 −0.005
presented in the latter half of Table V. This figure shows that
for STO-R, Zeff values below 3 generate large and unstable er-
rors. This indicates that a single ramp function to describe the
1s orbital for H, He and Li would not be useful. This error is
stabilised for STO-RG, indicating that Li can be successfully
fitted with the addition of a Gaussian function. Oscillatory be-
haviour is visible for both STO-R and STO-RG with a period
of one Zeff value. While the energy difference for STO-RG
slowly increases with Zeff (in agreement with Table V), for
large nuclear charges the error in the energy overall for STO-
R is seen to slightly decrease to an average asymptotic value
of 0.45 EH, despite the quadratic increase in overall energy of
the system with increasing Zeff.
Table VI show the value of the electron-nuclear cusp at
the nucleus for elements Li to Ne for the STO core basis
function with exponent Zeff and the deviation from this value
for the STO-R, STO-RG and STO-R2G core basis functions.
Note that Gaussians will have cusps of zero in all cases. The
electron-nuclear cusp values in Table VI show a close agree-
ment between the Slater and ramp-Gaussian basis function for
STO-RG and even closer agreement for the STO-R2G basis
functions.
When considering all the different measures of fit quality,
it is evident that STO-R is a poor fit, STO-RG is a good fit ap-
proximately of STO-4G to STO-5G quality and STO-R2G is
an exemplary fit better than STO-6G quality that considerably
improves on the STO-RG fit.
The improvement of the fit quality with the addition of a
second Gaussian is notable for influencing the composition
of future mixed ramp-Gaussian basis sets. Initially when de-
veloping these new types of basis functions, the major goal
was faster calculations through reduction in the number of
primitive functions within the core basis function. However,
with the focus of future development of mixed ramp-Gaussian
basis sets now shifted to accurate description of core elec-
trons, the additional Gaussian primitive in the core is likely
to be an acceptable increase in computational time if the im-
proved core electron description described in this section can
FIG. 5: Error in the energy of the hydrogenic ion with
nuclear charge Zeff as calculated with a single ramp function
with n= dZeffe−2 as well as a ramp Gaussian with
n= dZeffe+1. STO-R2G optimisation is too sensitive to
initial parameter guesses to generate a optimized basis
function for each value of Zeff in this parameter space.
TABLE VII: Fit parameters for the core Rn-31G basis
functions for carbon. Additionally, for ease of comparison,
the core STO-RnG basis functions for carbon have been
reproduced along with the specifications for the two primitive
Gaussians with the smallest exponents in the core basis
function of 6-31G. All values have been truncated to 3
decimal places for convenient comparisons.
c1 n c2 α1 c3 α2
6-31G (Two smallest exponents) 0.468 9.287 0.362 3.164
R-31G 0.512 7 0.575 4.545
R2-31G 0.509 7 0.531 4.911 0.072 0.887
STO-RG 0.494 7 0.586 4.897
STO-R2G 0.484 7 0.228 7.827 0.383 3.442
be demonstrated for practical calculations.
III. RAMPIFYING ALL-GAUSSIAN CORE BASIS
FUNCTIONS
The focus of this section is to consider the generality of
the results in Section II and their implications on future de-
velopment of mixed ramp-Gaussian basis sets derived from
parent all-Gaussian basis sets. Our results in this section fo-
cus on carbon as an illustrative example of first-row element
behaviour (Li-Ne).
A. R-31G basis set
The first mixed ramp-Gaussian basis set was R-31G whose
core basis function was derived from 6-31G in the same way
that core basis function in STO-RG was derived from the
9FIG. 6: The residual (1000L1) was calculated for the fit of
the R2-31G across a parameter space of the exponents.
TABLE VIII: 1000L1 between two core basis functions for
carbon in the specified basis set.
STO STO-RG STO-R2G 6-31G R-31G
STO-RG 0.375 0
STO-R2G 0.001 0.375 0
6-31G 2.051 1.968 2.044 0
R-31G 2.218 1.870 2.218 0.112 0
R2-31G 1.979 1.927 1.980 0.042 0.069
single-zeta STO basis set. The substantial improvement us-
ing STO-R2G compared STO-RG as demonstrated above sug-
gests that an analogous R2-31G basis set (with a core basis
function comprised of one ramp and two Gaussian primitives)
may be a significant improvement over R-31G. Therefore, we
derive the R2-31G basis set for carbon.
In Table VII, the parameters of the R-31G and R2-31G core
basis function for carbon are given and contrasted against the
TABLE IX: 1000L2. between two core basis functions for
carbon in the specified basis set.
STO STO-RG STO-R2G 6-31G R-31G
STO-RG 0.887 0
STO-R2G 0.055 0.671 0
6-31G 0.059 1.026 0.062 0
R-31G 0.467 0.190 0.274 0.448 0
R2-31G 0.260 1.469 0.485 0.371 0.940
TABLE X: Values of key basis function quantities in STO,
and errors of other core basis functions compared to the STO
basis function. Definitions of column quantities in Table II.
Some results are reproduced from Table V for ease of
comparison.
∆χ(0) ∆ χ
′(r)
χ(r)
∣∣∣
r=0
∆E(χ1)
STO 7.617 −5.670 −16.074
∆STO-6G −0.460 +5.670 +0.006
∆STO-RG +0.049 −0.075 +0.032
∆STO-R2G −0.001 +0.003 +0.002
∆6-31G −0.028 +5.670 +0.008
∆R-31G +0.183 −0.185 +0.024
∆R2-31G +0.169 −0.165 +0.013
STO-RG, STO-R2G and 6-31G parameters.
When using a ramp with only one Gaussian, Table VII
shows the parameters of the fit are quite similar. The parame-
ters of the STO-RG basis set could easily be used as a starting
guess for optimising the R-31G basis set parameters.
In contrast, R2-31G and STO-R2G have very different
properties. Table VII shows that the second Gaussian has only
a very minor contribution to the R2-31G core basis function,
unlike for the STO-R2G basis function. Figure 6 explores
this further by plotting the value of the L1 fitting parame-
ter as a function of the two Gaussian exponents α1 and α2
(the value of the coefficients is separately optimised). This
plot shows that the fit metric is relatively insensitive to the
value of α2, supporting only a slight increase in the larger α1
exponent for R2-31G compared to R-31G (4.911 vs 4.545).
This behaviour is markedly different from the STO-R2G vs
STO-RG fitting parameters (7.827 for STO-R2G vs 4.897 for
STO-RG). Therefore, the second Gaussian is much less im-
portant when fitting a ramp-Gaussian basis set to a contracted
Gaussian basis function rather than Slater function.
This result raises a major concern: by fitting to 6-31G, R2-
31G is probably inheriting the issues of the "6" core basis
function and therefore not taking sufficient advantage of the
superior performance of the ramp function in the core region.
To test this, we explore the importance of these fit differ-
ences visually and numerically. Figure 7 plots the difference
between various basis functions and the resulting probability
densities. The six basis sets are cross-compared against each
other using the L1 (Table VIII) and L2 (Table IX) residuals.
Finally, the errors in key basis function properties against STO
basis set are shown in Table X.
Figure 7 shows that, as expected from the similarity in the
R-31G and R2-31G parameters, (6-31G - R-31G) and (6-31G
- R2-31G) are similar. Both show very large deviation of Rn-
31G from 6-31G in the very small region around the nucleus
with some deviation also at larger distance from the nucleus,
with R2-31G performing better in this outer core region. The
Rn-31G and STO-RnG basis sets are more different than the
Rn-31G and 6-31G basis sets, with significant deviation par-
ticularly at r < 0.15 Bohr. For the most part, these differ-
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(a) (a) ∆χ1, comparisons between STO-RnG/6-31G with
Rn-31G
(b) (b) ∆4pir2(χ21 ), comparisons between STO-RnG/6-31G
with Rn-31G
FIG. 7: Difference in the basis functions (a) and probability density (b) between the Rn-31G, STO-RnG and 6-31G basis
functions for carbon.
ences between the Rn-31G and STO-RnG basis sets can be
attributed to the differences between their parent 6-31G and
STO basis sets.
Table VIII confirms that, as measured by L1, the nature
of the STO-based and 6-31G-based basis sets are slightly dif-
ferent; the value of 1000L1 between any of (STO, STO-RG,
STO-RG) and any of (6-31G, R-31G, R2-31G) is around 2,
while within one of the groups, the value is below 0.375.
Further, these results quantitatively show that the improve-
ment with the additional Gaussian function is much greater
for STO-RnG compared to Rn-31G.
Table IX shows that the L2 metric does not delineate be-
tween the STO-based and 6-31G-based basis sets as clearly as
theL1 metric. This result indicates that the inner core regions
of the two groups of basis sets (preferenced by theL1 metric)
are quite different while the outer core regions are much more
similar.
The first numerical column of Table X shows the difference
in χ1(0) in different basis sets. Interestingly, the 6-31G basis
set is much more similar to the STO basis sets in this metric
than the STO-6G basis set is (7.589 for 6-31G, 7.617 for STO,
7.157 for STO-6G); one explanation for this is that the fitting
procedure used for 6-31G preferences the energy of the basis
function more than the overlap and will therefore tend to have
a higher contribution to core basis functions. The Rn-31G
basis sets tend to overestimate the STO value compared to the
STO-RnG basis sets; this is caused by the slight increase in
the contribution of the ramp basis function to the former set
of basis sets.
The second numerical column of Table X shows the error
in the cusp as calculated by different basis sets. As the 6-31G
basis set entirely consists of cuspless Gaussians, it is under-
standably very poor in this metric. Despite this, the Rn-31G
basis sets fitted to this all-Gaussian core function have very
good cusps, only about a factor of two worse from the STO-
RG cusp.
Finally, the third column in Table X shows the different
one-electron energies associated with each core basis function
(note that this ignores all contributions from other basis func-
tions). 6-31G has more similar energy to STO than any of the
other fitted basis functions, implying that there will be signifi-
cantly benefits in fully optimising mixed ramp-Gaussian basis
sets compared to a simple functional fitting approach. Never-
theless, the R-31G basis set has lower energy than STO-RG,
while the R2-31G basis set has higher energy than STO-R2G.
These results imply that for moderate accuracy results, rampi-
fying all-Gaussian basis sets by replacing the core basis func-
tion with a two-fold contracted (ramp and one Gaussian) basis
function may be a useful avenue to pursue.
B. Other all-Gaussian basis sets
When considering the potential future of mixed ramp-
Gaussian basis sets, rampified versions of traditional basis sets
is desirable. Here, we explore the nature of core basis func-
tions within general-purpose and specialised all-Gaussian ba-
sis sets, focusing on carbon as a representative example of a
first-row (Li-Ne) element. In particular, for each basis set, we
want to identify whether the core 1s molecular orbital is es-
sentially described by a single basis function (i.e. the basis set
is single-core-zeta) or multiple basis sets. A straightforward
rampification can only readily be achieved for those basis sets
that are clearly single-core-zeta. Though we will not consider
it further here, the use of segmented not contracted basis func-
tions is also highly desirable for rampification.
Further, we are interested in the similarity of the tightest
basis function to the Slater basis function S5.67. This similar-
ity will help determine the suitability of the STO-RnG core
basis function parameters as a starting point for determining
the parameters of the core basis functions in the mixed ramp-
Gaussian basis set derived from each all-Gaussian basis set.
Given the complexity found above for the R2-31G basis set,
full derivation of these new mixed ramp-Gaussian basis sets
will be deferred to a later paper to enable an in-depth inves-
tigation of the benefits of various rampification strategies for
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first-row elements.
The left hand side of Table XI presents the contribution of
s basis functions to the 1s core orbital in neutral triplet carbon
atom in a variety of general-purpose and specialised basis sets.
The right hand side of Table XI compares the χ1 (tightest)
basis function in each basis set against a Slater function with
Zeff = 5.67. Together, these results can be used to classify
each basis set as single-core-zeta or multiple-core-zeta.
Table XI shows that all general-purpose single and double-
valence-zeta basis sets are single-core-zeta quality, as illus-
trated by the large value of c1 compared to c2 and c3 and the
small values ofL1,L2, ∆χ1(r = 0) and ∆E(χ1) for these ba-
sis sets. For larger basis sets, there is a mix. The larger repre-
sentatives from the Dunning basis sets (cc-pVTZ & cc-pVQZ)
are both single-core-zeta quality, as are the Jensen triple-
valence-zeta basis sets pc-2 and pcseg-2. However, the triple-
valence-zeta def2-TZVP basis set is clearly double-core-zeta,
as the larger Jensen basis sets (pc-3 & pcseg-3). Notably, the
Pople style basis set 6-311G is clearly double-core-zeta, de-
spite its name. For these basis sets, the additional flexibility
in describing the core 1s orbital that is offered by higher core-
zeta basis sets will necessarily at least somewhat reduce the
flexibility of the basis set in describing the valence orbitals.
As noted by56, in the case of 6-311G, the double-core-zeta
nature means that the valence region is not of triple-valence-
zeta quality.
Table XI shows that the core basis functions in specialised
basis sets are more varied. The Dunning core-electron (cc-
pCVnZ) and core-valance (cc-pwCVnZ) correlation families
are all single-core-zeta, with very similar values for the co-
efficients. The pcSseg-n family is single-core-zeta as well,
excluding the larger pcSseg-3 which is double-core-zeta. Fi-
nally, both the pcJ-n and pcX-n families have a multiple core-
zeta representation from the smallest member of the basis set
family. The pcJ-n family, for example, starts as triple-core-
zeta for pcJ-0, but this increases as the basis set goes up. The
high number of core basis functions in the pcJ-n and pcX-n
basis sets reflects the importance of the core region to describ-
ing spin-spin coupling constants and X-ray spectral parame-
ters respectively; the additional basis functions and the decon-
tracted nature of them means that there is significant flexibility
for the core orbitals to adapt to changing valence and nearby
electron environments such as that caused by other atoms in
molecules.
According to the results in Table XI, the similarity between
the core basis function in 6-31G and S5.67 is about the same as
the similarity between any single-core-zeta all-Gaussian core
basis function and the S5.67. Therefore, it is likely that if
a single Gaussian and single ramp are used, the parameters
of a core mixed ramp-Gaussian basis functions derived from
single-core-zeta all-Gaussian basis sets are likely to be similar
to those in R-31G and STO-RG.
IV. CONCLUSIONS AND IMPLICATIONS
Historically, core 1s orbitals in first-row atoms Li to Ne
have been described by either Slater functions, which more
accurately represent the true wavefunction, or Gaussian func-
tions, which are faster computationally. We have recently in-
troduced a new type of core basis function, the mixed ramp-
Gaussian basis function, which has a better representation
of the near-nuclei region of the wavefunction than Gaussian
functions with integrals that can be computed in times similar
to all-Gaussian basis functions.
The central motivation for mixed ramp-Gaussian basis sets
has crystallised recently to a focus on core-electron depen-
dent properties. While initially we hoped that mixed ramp-
Gaussian basis sets may be useful for faster calculations of
big biomolecular systems (e.g. proteins)50, calculations from
McKemmish (2015)53 make it clear that the potential time
savings from even removing the core basis functions entirely
are still modest (on order of 25%). On the other hand, im-
provements in the description of the core electron region,
demonstrated in McKemmish and Gilbert (2015)54 and this
paper, through the use of mixed ramp-Gaussian basis sets
over all-Gaussian basis sets are radical and have the potential
to revolutionise the computational prediction of core electron
properties such as NMR spectroscopy parameters.
In this paper, we start development of new mixed ramp-
Gaussian basis sets by modelling Slater functions with a
core ramp-Gaussian basis function (with 1 ramp and n Gaus-
sians) yielding the STO-RnG basis sets analogous to the
early STO-nG basis sets. Metric 1 - minimising L1 =〈
S 2−RG 2 ∣∣S 2−RG 2〉 - was selected for the fitting, as it
prioritises the core region, the region of interest.
A brief investigation into the rampfication of all-Gaussian
basis sets was also conducted, by comparing the existing R-
31G basis set to the novel STO-RnG and R2-31G basis func-
tions. Unlike for the Slater case, the additional Gaussian in
R2-31G did not significantly improve the fit quality.
Moving forward, we aim to start construction of new ramp-
Gaussian basis sets by deriving basis sets from a variety of
parent all-Gaussian basis sets. The best methodology for
this future rampification of the core basis function is unclear;
should a single ramp and Gaussian be fitted against the exist-
ing all-Gaussian core basis function, or should a more com-
plicated procedure be used to fit a ramp plus two Gaussians
to a more accurate core basis function (such as a Slater type
orbital)?
In any case, straightforward rampification of mixed ramp-
Gaussian basis sets is only possible if a single core basis func-
tion can be clearly identified in a given all-Gaussian basis set.
This paper examined a variety of general-purpose and spe-
cialised basis sets for carbon to identify single-core-zeta and
multiple-core-zeta basis sets by looking at relative importance
of the three tightest s basis functions to the 1s core orbital in
an atomic calculation as well as the similarity between the
tightest basis function and the minimal Slater basis function
for this orbital. We find that:
• 6-31G, the Dunning basis sets (including cc-pVnZ, cc-
pCVnZ and cc-pwCVnZ), double and triple-zeta Jensen
basis sets (including pc-n, pcseg-n and pcS-n) and def2-
SVP have only one major core basis function (i.e. can
be classified as single-core-zeta) and are thus seem to
be good candidates for straightforward rampification in
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TABLE XI: Hartree-Fock calculations on neutral carbon and fit metrics comparing S5.67 to the 1s orbital for different
general-purpose and specialised all-Gaussian basis sets are presented. ns represents the number of s contracted basis functions
in the basis set and ε1s is the energy for the 1s orbital. c1, c2 and c3 are the coefficients for the three first primitive s functions in
each basis set. Other properties are defined in Table II.
HF calculation, neutral atom Similarity of S5.67 to χ1
ns ε1s c1 c2 c3 1000L1 1000L2 ∆χ1(r = 0) ∆E(χ1)
General-purpose
Single-valence-zeta
pc-0 5 −11.3405 0.311 0.744 0.018 19669.700 1350.810 −7.839 −10.964
pcseg-0 5 −11.3412 −0.989 −0.037 0.012 1.737 2.288 0.423 −0.030
Double-valence-zeta
6-31G 5 −11.3485 −0.997 −0.019 0.005 2.051 0.591 0.028 −0.008
cc-pVDZ 3 −11.3594 −1.001 0.000 0.003 1.875 1.712 −0.027 −0.009
pc-1 3 −11.3535 −0.996 −0.021 0.005 2.888 1.198 0.133 −0.015
pcseg-1 3 −11.3531 0.996 0.019 −0.004 2.677 1.312 0.146 −0.016
def2-SVP 3 −11.3571 0.993 0.026 −0.009 0.889 0.864 0.230 −0.010
jorge-DZP 4 −11.3443 −0.501 −0.586 −0.008 6617.790 936.461 −4.942 −4.676
Triple-valence-zeta
6-311G 4 −11.3541 0.564 0.467 0.001 2449.950 244.781 −3.453 −1.716
cc-pVTZ 4 −11.3601 0.979 0.000 0.039 1.877 1.750 −0.043 −0.009
pc-2 4 −11.3614 1.001 0.014 −0.000 2.051 0.884 −0.061 −0.009
pcseg-2 4 −11.3602 0.998 0.006 0.003 2.495 1.396 −0.066 −0.011
def2-TZVP 5 −11.3633 −0.468 −0.614 −0.015 8151.310 1050.690 −5.670 −5.557
jorge-TZP 5 −11.3440 0.329 0.734 0.026 21050.100 1849.340 −9.060 −12.758
Quad-valence-zeta
cc-pVQZ 5 −11.3628 0.993 0.000 0.016 1.882 1.741 −0.119 −0.009
pc-3 6 −11.3652 0.600 0.431 0.011 2039.520 292.819 −3.309 −1.396
pcseg-3 5 −11.3659 −0.510 −0.556 0.010 4751.600 603.280 −4.841 −3.121
def2-QZVP 7 −11.3453 0.543 −0.006 0.361 4795.250 731.309 −4.470 −3.451
jorge-QZP 6 −11.3446 0.302 0.425 −0.366 25434.900 2040.360 −10.213 −15.002
Specialised
Core-electron correlation
cc-pCVDZ 4 −11.3582 −1.001 0.000 0.003 1.875 1.712 −0.027 −0.009
cc-pCVTZ 6 −11.3599 −0.979 −0.000 −0.039 1.877 1.750 −0.043 −0.009
cc-pCVQZ 8 −11.3628 −0.993 −0.001 −0.016 1.882 1.741 −0.119 −0.009
Core-valence correlation
cc-pwCVDZ 4 −11.3574 −1.001 0.000 0.003 1.875 1.712 −0.027 −0.009
cc-pwCVTZ 6 −11.3599 −0.979 −0.000 −0.039 1.877 1.750 −0.043 −0.009
cc-pwCVQZ 8 −11.3627 0.994 0.001 0.016 1.882 1.741 −0.119 −0.009
Chemical shift
pcSseg-0 3 −11.3330 −0.989 −0.037 0.013 1.737 2.288 0.423 −0.030
pcSseg-1 3 −11.3548 0.996 0.019 −0.004 2.677 1.312 0.146 −0.016
pcSseg-2 4 −11.3611 −0.998 −0.006 −0.003 2.495 1.396 −0.066 −0.011
pcSseg-3 5 −11.3665 0.510 0.556 −0.010 4751.600 603.280 −4.841 −3.121
Spin-spin coupling constants
pcJ-0 4 −11.3289 0.147 0.457 0.525 1.036×105 3981.010 −21.029 −51.456
pcJ-1 5 −11.3468 0.044 0.612 0.441 5.896×105 6329.910 −52.363 −207.647
pcJ-2 7 −11.3452 0.025 0.314 0.445 1.188×106 7062.520 −76.337 −351.310
pcJ-3 9 −11.3453 0.006 0.194 0.268 7.393×106 8571.820 −198.084 −1374.950
X-ray parameters
pcX-1 7 −11.3310 −0.005 −0.034 −0.034 1.011×107 8923.270 −162.208 −1884.200
pcX-2 10 −11.3437 −0.000 −0.004 −0.018 1.620×108 9702.070 −669.478 −13150.800
pcX-3 14 −11.3455 0.000 0.000 0.001 4.620×109 9941.670 −3607.130 −128057.000
pcX-4 18 −11.3455 0.000 0.000 0.000 6.886×1010 9984.700 −13948.000 −785108.000
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the future;
• 6-311G, Jensen basis sets of quadrupole zeta quality,
def2 basis sets of triple and quadrupole zeta quality and
jorge basis sets generally have large contributsion of
two basis functions to the 1s orbital and will be more
complicated to rampify;
• the Jensen pcJ-n and pcX-n basis sets specialised for
spin-spin coupling constants and X-ray properties re-
spectively have such significant decontraction in the
core that direct rampification is impractical and a full
re-optimisation of the basis set should be undertaken.
The results for 6-311G are particularly notable. The basis
set name implies it is triple-valence-zeta. Despite this, as pre-
viously observed56 but insufficiently recognised, it is double-
core-zeta and thus not of true triple-valence-zeta quality.
Future work will utilise the results in this paper to rampify
the identified single-core-zeta all-Gaussian basis sets to pro-
duce mixed ramp-Gaussian basis sets that can more accurately
model core electron properties such as X-ray and NMR spec-
tral parameters. Additionally, the scope of the mixed ramp-
Gaussian basis sets derived from all-Gaussian basis sets will
be expanded to include second-row elements. This involves
the rampification of the core 2s and 2p basis functions.
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